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Preface

Over recent years a great deal of progress has been made in the performance
modelling and evaluation of the Internet, towards the convergence of multiser-
vice heterogeneous networks, supported by internetworking and the evolution
of diverse access and switching technologies. Performance modelling, evalua-
tion and prediction of such networks are of crucial importance in view of their
ever-expanding usage and the multiplicity of their component parts and the
complexity of their functioning.

However, many important and challenging performance-engineering issues
need to be addressed and resolved, such as those involving heterogeneous network
architectures and technology integration, traffic modelling and characterization,
management, congestion control, routing and quality-of-service (QoS). The ulti-
mate goal is the establishment of a global and wide-scale integrated broadband
network infrastructure for the efficient support of multimedia applications with
different QoS guarantees. Of particular interest and challenge is the design and
engineering of the next- and future-generation Internets, such as those based on
the convergence of heterogeneous wireless networks enabled by internetworking
and wireless mesh networking technologies. Moreover, of vital interest is the cre-
ation of generic evaluation platforms capable of measuring and validating the
performance of networks of diverse technology and multi-service interoperability.
In this context, robust quantitative methodologies and performance modelling
tools are needed, such as those based on queueing network models (QNMs), in
order to provide a sound theoretical underpinning of application-driven research
leading to credible and cost-effective algorithms for the performance evaluation
and prediction of convergent heterogeneous networks under various traffic han-
dling protocols.

The principal objective of the Network Performance Engineering handbook
is to bring together technical contributions and future research directions in the
performance engineering of heterogeneous networks and the Internet by eminent
researchers and practitioners from industry and academia worldwide. The hand-
book consists of 44 extended and revised chapters, which were selected following
a rigorous international peer review. These chapters were drawn from selected
lectures and tutorials of the recent six HET-NETs International Working Con-
ferences and associated EU PhD courses on the ‘Performance Modelling and
Evaluation of Heterogeneous Networks’. These events took place in Ilkley, UK
(July 2003 – 2005, September 2006), Karlskrona, Sweden (February 2008) and
Zakopane, Poland (January 2010) and were staged under the auspices of the
EU Networks of Excellence (NoE) Euro-NGI and Euro-FGI (c.f., Work-package
WP.SEA.6.1) and with the collaboration of EU academic and industrial consor-
tia and other international organizations. Moreover, this handbook is part of the
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Final Deliverables of NoE Euro-NGI and Euro-FGI to the European Commission
(c.f., Deliverable D.SEA.6.1.6c).

The chapters of the handbook constitute essential introductory material for
further research and development in the performance modelling, analysis, design
and engineering of heterogeneous networks and of next- and future-generation
Internets. They aim to unify relevant material already known but dispersed in
the literature, introduce the readers to unfamiliar and unexposed research areas
and, generally, illustrate the diversity of research found in the high-growth field
of convergent multiservice heterogeneous networks and the Internet. Moreover,
the theoretical themes of the handbook, such as those focusing on traffic mod-
elling, quantitative network methodologies and associated performance engineer-
ing tools, are also of relevance to the design and development of other types of
discrete flow systems such as flexible manufacturing systems and transportation
networks.

The chapters of the Networks Performance Engineering handbook are broadly
classified into 12 parts covering the following topics: ‘Measurement Techniques’,
‘Traffic Modelling and Engineering’, ‘Queueing Systems and Networks’, ‘Ana-
lytic Methodologies’, ‘Simulation Techniques’, ‘Performance Evaluation Studies’,
‘Mobile, Wireless and Ad Hoc Networks’, ‘Optical Networks’, ‘QoS Metrics and
Algorithms’, ‘All IP Convergence and Networking’, ‘Network Management and
Services’ and ‘Overlay Networks’.

In Part 1, ‘Measurement Techniques’, Popescu and Constantinescu investi-
gate Kleinrock’s independent assumption by carrying out measurements, per-
formance modelling and analysis of end-to-end delay in a chain of IP (Inter-
net Protocol) routers represented by a tandem queueing system with correlated
traffic flows. Arlos discusses some of the fundamental aspects of performance
measurements with particular focus on the application-level measurements for
the estimation of the network’s performance properties. Fiedler et al. assess the
impact of application-perceived throughput on the performance of networked
applications and focus on the process of user-perceived throughput in GPRS
(General Packet Radio Service) and UMTS (Universal Mobile Telephone Sys-
tem) systems over small averaging intervals and active measurements of stream-
ing applications. In Part 2, ‘Traffic Modelling and Engineering’, Markovich and
Krieger provide a common methodology for the statistical characterization of
peer-to-peer packet traffic arising from passive VoIP (voice over IP) and video
measurements, and consider applications using individual Skype flows and the
aggregated flow of video packets exchanged with a mobile peer in an overlay net-
work. Nogueira et al. discuss the suitability of MMPP (Markov Modulated Pois-
son Processes), and evaluate the credibility of parameter-fitting procedures for
the characterization of Internet packet traffic flows incorporating self-similarity
and long-range dependence over multiple time scales. Iovanna et al. propose an
adaptive traffic management system in MPLS (Multi-Protocol Label Switching)
networks operating on short timescales, and employ an economics-based figure
of merit for the relocation of bandwidth. Fretwell and Kouvatsos present the
batch renewal process for modelling both LRD (long range dependent) and SRD
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(short range dependent) traffic flows in both discrete and continuous time do-
mains, and present applications in the analysis of simple queues and queueing
network models. Larijani reviews LAN (Local Area Network) technologies with
self-similar and long-range dependent traffic processes, and highlights some mod-
elling methods with particular emphasis on pseudo self-similar models. Liang
et al. undertake measurements and analytic studies of IP traffic in a WLAN
(Wireless Local Area Network) environment, and carry out an investigation into
the characterization on protocol distribution and the modelling of IP packet
inter-arrival times. In Part 3, ‘Queueing Systems and Networks’, Walraevens et
al. present analytical techniques for the study of discrete-time two-class traffic
queueing systems with priority scheduling disciplines, and determine related per-
formance measures via the probability generating functions approach. Balsamo
highlights exact and approximate algorithms for the quantitative evaluation of
open and closed queueing networks with finite capacity, and reviews equiva-
lence properties amongst different blocking mechanisms as well as applications
into communication networks and distributed computer systems. Anisimov re-
ports on asymptotic investigations and a new methodology for the analysis of
queueing systems and networks with heavy traffic, based on the limit theorems
of the averaging principle and diffusion approximation types. Levy et al. dis-
cuss the fundamental principles and properties related to queue fairness from
the perspective of the relevant applications and carry out a comparative study
with some emphasis on computer communications networks. In Part 4, ‘Analytic
Methodologies’, Pagano provides a heuristic interpretation of basic concepts and
theorems of LDT (Large Deviation Theory) and highlights its applications into
the analysis of single queues and network dimensioning as well as rare event
simulation. Thomas and Bradley use the Markovian process algebra PEPA to
specify and analyze non-product form parallel queues, which are decomposed into
their components to obtain, with some degree of confidence, a scalable solution.
Harrison and Thomas use the reversed process, based on the RCAT (Reversed
Compound Agent Theorem), to derive expressions for the steady state proba-
bility distribution of a class of product-form solutions in PEPA for generalized
closed, queueing networks with multiple servers, competing services and func-
tional rates within actions. Kouvatsos and Assi undertake an exposition of the
‘classical’ EME (Extensive Maximum Entropy) formalism and generalised NME
(Non-extensive Maximum Entropy) formalism in conjunction with their applica-
bility to the analysis of queues with bursty and/or heavy tails often observed in
performance evaluation studies of heterogeneous networks and the Internet ex-
hibiting traffic burstiness, self-similarity and LRD. Ferreira and Pacheco address
the usual and level-crossing stochastic ordering of semi-Markov processes, and
carry out comparisons against simulation of processes with a given distribution
by employing the sample-path approach. Mitrani applies the spectral expansion
method to obtain exact solutions for a large class of state-dependent queueing
models, and illustrates their applicability in the fields of computing, communi-
cation and manufacturing systems. Czachorski and Pekergin present the method
of diffusion approximation for the modelling and analysis of single queues and
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networks of stations with general service times and transient states in the pres-
ence of general bursty traffic streams such as multimedia transfers in modern
communication networks. In Part 5, ‘Simulation Techniques’, Dhaou et al. adopt
the ‘Cross Layer’ concept to implement a dynamic simulation tool for the perfor-
mance optimisation of network models composed of evolving MANETS (Mobile
Ad Hoc Networks) and Satellites, which can be often reduced to smaller sub-
models by decomposition or aggregation methods. M. Vill’en-Altamirano and
J. Vill’en-Altamirano present RESTART, an accelerated simulation technique
for estimating rare-event probabilities in queueing networks and ultra-reliable
systems, based on the choice of the importance function of the system state
used for determining when simulation retrials are made. In Part 6, ‘Performance
Evaluation Studies’, Krieger considers a hierarchical algebraic description of a
Web graph with host-oriented clustering of pages, and proposes a computation
of the stationary distribution of the underlying Markov chain of a random surfer,
based on aggregation/disaggregation procedures and algebraic multigrid meth-
ods. Pagano and Secchii address the widespread diffusion of TCP (Transmission
Control Protocol) over the Internet, and introduce simple approaches to describe
the dynamics of an individual source over a simplified network model and de-
tailed techniques for modelling the behaviour of a set of TCP connections over
an arbitrary complex network. Mkwawa et al. analyze an open queueing net-
work model (QNM) representing the functional units and application servers of
an IMS (IP Multimedia Subsystem)-based testbed architecture implemented by
Nokia-Siemens as part of the EU IST (Information Society Technologies) VITAL
project and assess the handover process of SIP (Session Initiation Protocol) mes-
sages between WLAN and GSM (Global System for Mobile Communications)
access networks. Do and Chakka suggest Markovian queueing models, based on
generalizations of QBD (Quasi Birth and Death) processes and devise steady-
state solutions assessing the impact of burstiness and autocorrelation of traffic
flows of packets for the performance evaluation of next-generation networks.
Chakka and Do present an analytic methodology for the steady state solution
of a complex multi-server Sigma-type queue and its applicability to the perfor-
mance evaluation of an optical burst switching multiplexer. Wang et al. present
a detailed review of various handover schemes proposed in the literature and
focus on an analytic model developed for a DGCS (Dynamic Guard Channel
Scheme), which manages adaptively the channels reserved for handover calls.
Shah et al. employ simulation and analytic methodologies for the performance
modelling and optimisation of DOCSIS (Data-over-cable service interface speci-
fication) 1.1/2.0 HFC (hybrid fibre coax) networks with particular focus on the
contention resolution algorithm, upstream bandwidth allocation strategies, flow-
priority scheduling disciplines, QoS provisioning and TCP applications. In Part
7, ‘Mobile, Wireless and Ad Hoc Networks’, Casares-Giner et al. deal with mo-
bility aspects of wireless mobile telecommunication systems and provide some
basic frameworks for mobility models as applied to the performance evaluation
of relevant mobility management procedures, such as handover and location up-
date. Remondo reviews some of the main enabling technologies of wireless Ad
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Hoc networks, including physical and medium access control layers, networking,
transport issues and dynamic routing protocols, and discusses proposals that
aim at maintaining service level agreements in ad hoc networks either in iso-
lation or connected to fixed networks. Popescu et al. present ROMA, a new
middleware architecture implemented at the application layer, enabling seam-
less handover in wireless networks with dynamic combinations of services and
underlying transport substrates (overlay and underlying networks). Mkwawa
and Kouvatsos review some current broadcasting methods in MANETs for the
control and routing information of multicast and point-to-point communication
protocols in conjunction with recommendations on how to improve the efficiency
and performance of tree- and cluster-based methods. Popescu et al. report on
some recent developments and challenges focusing on seamless handover, sup-
ported by several components such as mobility and connectivity management as
well as Internet mobility, under the auspices of the recent EU research projects
MOBICOME and PERIMETER, based on IMS technology standards. In Part
8 ‘Optical Networks’, Atmaca and Nguyen review the infrastructure and evo-
lution of MANs (Metropolitan Area Networks) towards OPS (Optical Packet
Switching) networks and highlight performance issues in optical networking in
metropolitan areas in terms of optical packet format, MAC (medium access con-
trol) protocol, QoS and traffic engineering issues. Castel-Taleb et al. focus on
packet aggregation mechanisms on the edge router of an optical network and
present an efficient aggregation mechanism supporting QoS requirements of IP
flows. Moreover, analytical models based on Markov chains are devised in or-
der to assess the packetization efficiency (filling ratio) and determine its mean
time for each class. Mouchos et al. review the traffic characteristics of an optical
carrier’s OC-192 link, based on the IP packet size distribution, traffic bursti-
ness and self-similarity. Under optical burst switching (OBS), a performance
evaluation is undertaken involving the dynamic offset control (DOC) and Just
Enough Time (JET) allocation protocols. Moreover, parallel generators of opti-
cal bursts are implemented and simulated using the Graphics Processing Unit
(GPU) and the Compute Unified Device Architecture. In Part 9, ‘QoS Metrics
and Algorithms’, Belzarena and Simon address the estimation of QoS parameters
in the Internet using traffic traces, end-to-end active measurements and statis-
tical learning tools, and determine the admission control problem from results
of the many sources and small buffer asymptotics. De Vuyst et al. employ the
supplementary variables approach in the transform domain to analyze a discrete-
time single-server queue at equilibrium with a new type of scheduling mechanism
for the control of delay-sensitive and delay-tolerant classes of packet arrivals. In
Part 10, ‘All IP Convergence and Networking’, Sun presents an overview of the
fundamental concepts and research issues of IP networking with particular em-
phasis on the current and next-generation Internets, including some important
mechanisms to control and manage diversity and network resources towards the
enhancement of network performance and QoS. Popescu et al. report, in the
context of the NoE Euro-NGI project ROVER, on some recent advances in
the research and development of multimedia distribution over IP and suggest
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routing in overlay routing as an alternative solution for content distribution. In
Part 11, ‘Network Management and Services’, Akhlaq et al. carry out a per-
formance evaluation study of NIDS (Network Intrusion Detection Systems) on
commodity hardware by employing evasive and avoidance strategies on a suit-
able test bench, and they implement techniques to simulate real-life normal and
attack-like traffic flows. In Part 12, ‘Overlay Networks’, Dragos and Popescu
introduce fundamental concepts of unicast QoS in overlay networks and report
performance evaluation results by adopting the ORP (Overlay Routing Protocol)
developed at BTH (Blekinge Institute of Technology) in Karlskrona, Sweden. Fi-
nally, Mkwawa and Kouvatsos review some graph-theoretic-based methods for
the selection of a set of topologically diverse routers towards the provision of
independent paths, and propose a graph decomposition-based approach for the
maximization of path diversity without degrading network performance in terms
of latency.

I would like to end this preface by expressing my deepest thanks to the fol-
lowing organizations for their support of the HET-NETs International Working
Conferences over the recent years: NoE Euro-NGI and Euro-FGI (EU Com-
mission), INFORMS - The Applied Probability Society (USA), EPSRC – The
Engineering and Physical Sciences Research Council (UK), The British Com-
puter Society (UK), IEE – The Institute of Electrical and Electronic Engineers
(UK), The ACATS Forum - ATS Network Consortium Proprietary (EU) and
the EU IST Consortium ‘VITAL’ consisting of Telekom Austria AG (Austria),
Siemens AG, Solinet GmbH & Alcatel SEL (Germany), Teletel SA, Voiceglobe
sprl, Keletron & University of Patras (Greece), Telefonica I+D (Spain) and
the University of Bradford (UK). Thanks are also extended to the members
of the Advisory Boards and Program Committees of the HET-NETs Interna-
tional Working Conferences, as well as to the expert referees worldwide for their
invaluable and timely peer reviews. Thanks are also due to Is-Haka Mkwawa,
University of Plymouth (UK), for his expert technical support and kind up-
loading of the Network Performance Modelling handbook to the Springer FTP
Server.

January 2011 Demetres D. Kouvatsos
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Abstract. This chapter is concerned with the impact of traffic correla-
tions on the end-to-end delay of packets in a chain of IP routers repre-
sented by an open tandem queueing system. Particular consideration is
given to Kleinrock’s independence assumption on the performance im-
pact of traffic correlation on packet switched networks with Poisson ar-
rival processes and exponential packet length distributions. According to
this assumption, any traffic correlations can be ignored and the effect on
delay performance is negligible, subject to sufficient traffic mixing and
moderate-to-heavy traffic loads. In this context, results associated with
measurements, traffic modeling and delay analysis of an actual chain
of IP routers are reported from experiments conducted at the Blekinge
Institute of Technology in Karlskrona, Sweden. It is shown that no ex-
perimental evidence was found in support of Kleinrock’s independence
assumption as traffic correlation has an adverse effect on the end-to-end
delay of the tandem queueing system.

1 Introduction

As the Internet has emerged as the backbone of worldwide business and com-
mercial activities, end-to-end (e2e) Quality of Service (QoS) for data transfer
becomes a significant factor. In this context, one-way delay is an important QoS
parameter. It is a key metric in evaluating the performance of networks as well
as the quality of service perceived by end users. This parameter is defined by
both the IETF (One Way Delay for IP Performance Metrics) and the Inter-
national Telecommunications Union - Telecommunications Standardization (IP
Packet Transfer Delay).

Today, network capacities are deliberately being overprovisioned in the In-
ternet so that the packet loss rate and the delay are low. However, given the
heterogeneity of the network and the fact that the overprovisioning solution is
not adopted everywhere, especially not by backbone teleoperators in developing
countries, the question arises as to how the delay performance impacts the e2e
performance. There are several important parameters that may impact the e2e
delay performance in the link, e.g., traffic self-similarity, routing flaps and link
utilization [16, 18].

Several publications report on the e2e delay performance, and both Round-Trip
Time (RTT) and One-Way Transit Time (OWTT) are considered [4, 6, 18, 19].

D. Kouvatsos (Ed.): Next Generation Internet, LNCS 5233, pp. 1–13, 2011.
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Traffic measurements based on both passive measurements and/or active prob-
ing are used. As a general comment, it has been observed that RTT and OWTT
show large ”peak-to-peak” variations, in the sense that maximum delays far ex-
ceed minimum delays. Although a range of more than 10:1 in RTTs seems to be
common, most of connections have RTTs between 15 and 500 s [12]. Further, it
has been observed that OWTT variations (for opposite directions) are generally
asymmetric, with different delay distributions. They also seem to be correlated
with packet loss rates [19]. Periodic delay spikes and packet losses have been ob-
served, which seem to be a consequence of routing flaps [18].

Typical distributions for OWTT have been observed to have a Gamma-like
shape and to possess heavy tail [4,17]. The parameters of the Gamma distribution
have been observed to depend upon the path (e.g., regional, backbone) and the
time of the day. The heavy tail behavior is due to the presence of self-similarity
in Internet packet delay [3]. Typical queueing models like M/M/1, M/G/1 and
using Fractional Brownian Models (fBm) for traffic models have been shown
to underestimate average queueing delays for link utilization below 70% [18].
Furthermore, another important question is regarding the impact on OWTT
performance of diverse correlations existent in a tandem queueing system and
whether Kleinrock’s independence assumption [14] is valid. Leonard Kleinrock
suggested that, under specific conditions (e.g., Poisson arrival processes, packet
lengths that are nearly Exponentially distributed, a densely connected network
with sufficient traffic mixing and moderate-to-heavy traffic loads), the effects of
correlations may become small and therefore completely ignored.

The paper is reporting on some of the results obtained in experiments done
at the Blekinge Institute of Technology (BTH) in Karlskrona, Sweden, on mea-
surements, modeling and analysis of delay in a chain of IP routers. Particular
focus is given to validating Kleinrock’s independence assumption regarding the
effect of correlations in a tandem queueing system. Our results show that this
assumption is not valid in our experiments.

The paper is organized as follows. In Section 2 we describe the delay com-
ponents associated with the OWTT in a chain of IP routers. In Section 3, we
give an overview on queueing delay in a chain of IP routers, with particular
focus on correlations and Kleinrock’s independence assumption. In Section 4 we
shortly describe the experiments done at BTH. We briefly report in Section 5
on the results obtained in our experiments on measurement, modeling and anal-
ysis of delay in a chain of IP routers with particular focus on the validation of
Kleinrock’s independence assumption. In Section 6 we conclude the paper.

2 One-Way Transit Time Components

One-Way Transit Time (OWTT) is measured by timestamping a specific packet
at the sender, sending the packet into the network, and comparing then the
timestamp with the timestamp generated at the receiver [1]. Packet timestamp-
ing can be done either by software (for the case of delay measurements at the
application level) or by hardware (for the case of delay measurements at the
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network level), and in this case special hardware is used. Clock synchroniza-
tion between the sender and the receiver nodes is important for the precision of
one-way delay measurements [1].

OWTT has several components:

OWTT = Dprop +
N∑
i=0

Dn,i (1)

where the delay per node i, Dn,i is given by:

Dn,i = Dtr,i + Dproc,i + Dq,i (2)

The components are as follows:

– Dprop is the total propagation delay along the physical links that make up
the Internet path between the sender and the receiver. This time is solely
determined by the properties of the communication channel and the distance.
It is independent of traffic conditions on the links.

– N is the number of nodes between the sender and the receiver.
– Dtr,i is the transmission time for node i. This is the time it takes for the node

i to copy the packet into the first buffer as well as to serialize the packet over
the communication link. It depends on the packet length and it is inversely
proportional to the link speed.

– Dproc,i is the processing delay at node i. This is the time needed to process an
incoming packet (e.g., to decode the packet header, to check for bit errors, to
lookup routes in a routing table, to recompute the checksum of the IP header)
as well as the time needed to prepare the packet for further transmission,
on another link. This delay depends on parameters like network protocol,
computational power at node i, and efficiency of network interface cards.

– Dq,i is the queueing delay in node i. This delay refers to the waiting time in
output buffer, and depends upon traffic characteristics, link conditions (e.g.,
link utilization, interference with other IP packets) as well as implementation
details of the node. It is mentioned that we consider routers with best-effort
service model, i.e., routers where an output port is modeled as a single output
queue.

Statistics like mean, median, maximum, minimum, standard deviation, variance
and peakedness are usually used in the calculation of delay for non-corrupted
packets. Typical values obtained for OWTT range from tens of μs (between
two hosts on the same LAN) to hundreds of ms (in the case of hosts placed in
different continents) [5].

For a general discussion, the OWTT delay can be partitioned into two com-
ponents, a deterministic delay Dd and a stochastic delay Ds:

OWTT = Dd + Ds (3)

Dprop, Dtr and (partly) Dproc are contributing to the deterministic delay Dd,
whereas the stochastic delay Ds is created by Dq and, at some extent, Dproc. The
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stochastic part of the router processing delay can be observed especially in the
case of low and very low link utilization, i.e., when the queueing delays are minor.

3 Queueing Delay in Chained IP Routers

An important delay component in IP networks is the queueing delay in routers
and switches and the jitter that may appear in the case of large queueing delays.
In a chain of IP routers, there may be many transmission queues (e.g., output
ports in routers) that may interact with each other in the sense that a traffic
stream leaving a queue enters others queues, likely after merging with other
traffic streams coming from other queues (Figure 1).

The direct effect of traffic merging in packet networks is that the character
of the arrival process at a downstream queue changes. Since the same packets
visit more queues in a tandem queueing system, the service times of each packet
at the visited successive queues are typically positively correlated. Furthermore,
given that the service times at two queues are dependent, then the packet inter-
arrival times become correlated with packet lengths at the downstream queue.
Long packets typically wait less time than short packets at a downstream queue,
which is because they need longer time for service at the upstream queue. The
consequence is that the downstream queue has more time to empty out.

A similar situation is in the case of a slow truck traveling on a narrow street,
with one track only. The truck typically has empty space ahead but more faster
cars following behind the truck. Simulation studies have shown that in real
situations, when interarrival times and service times are strongly correlated,
the average delay per packet at the downstream queue tends to be less than
in the case the dependence was not existent. On the other hand, under heavy
loads, the average delay tends to be dramatically less. A reverse situation is valid
under light traffic conditions as well [11].

Leonard Kleinrock studied the problem of correlations between service and
interarrival times in the context of a queueing network model for communica-
tion networks [14]. He observed that, if there is sufficient mixing of traffic, then
the dependence effect may become small, and therefore it can be completely ig-
nored. Kleinrock suggested consequently that merging several packet streams on
a tandem queueing system has an effect similar to restoring the independence
of interarrival times and packet lengths. This means that each time a packet
is received at a node in a network, an Exponential distribution can be used to
generate a new length for the specific packet. This is clearly false since packets

 

Fig. 1. Tandem queueing
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maintain their lengths as they pass through the network, but Kleinrock showed
that the effect on delay performance is negligible.

Based on these arguments, it was concluded that it is appropriate to adopt an
M/M/1 queueing model for every queue in a tandem queueing system regardless
of the interaction of traffic with other traffic flows. This is known as Klein-
rock’s independence assumption, which amounts to ignoring correlations. This
assumption seems to be a good approximation for the case of Poisson arrival
processes, packet lengths that are nearly Exponentially distributed, a densely
connected network with sufficient traffic mixing and moderate-to-heavy traffic
loads [2, 14]. It can however significantly overestimate delays in tandem queue-
ing systems with little traffic mixing, where there is strong positive correlation
between service and interarrival times.

The process of changing the character of the arrival process at downstream
queues is very complex. It is heavily influenced by different aspects, like the
presence of different traffic classes (with specific traffic characteristics) sharing
the same queue, the presence of Long-Range Dependence (LRD) in traffic, the
presence of tandem links with different link utilization and the presence of a large
number of traffic sources sharing the network. Today, the situation is such as it is
not clear what the arrival processes at downstream queues are, and therefore it
is impossible to do a precise analysis like, e.g., in the case of M/M/1 or M/G/1
queueing systems. Delay models based on Poisson assumptions are totally in-
appropriate for analysis at downstream queues and no analytical solutions are
actually known for even a simple tandem queueing system with Poisson arrivals
and Exponentially distributed service times [2, 4, 18].

There are several classes of correlations in a queueing system, all of them
contributing to the complexity of the process of changing the character of the
arrival process at downstream queues [11]. These are:

– autocorrelations in packet interarrival times
– autocorrelations in packet service times
– crosscorrelations among packet interarrival times and packet service times
– crosscorrelations in packet service times for tandem queues

Generally, successive packet interarrival times are often positively correlated [11].
This is valid for successive packet service times as well. Diverse factors like the
presence of LRD in traffic and segmentation of large messages into IP packets
with maximum 1500bytes length heavily influence the appearance of correla-
tions. On the other hand, packet interarrival times and packet service times are
often negatively correlated with each other. Altogether, the above-mentioned
types of correlations tend to make packet delays larger than in the case of in-
dependent and identically distributed (iid) packet lengths where there is no
dependence [11].

4 Experiments

Measurement of one-way delay relies on time-sensitive parameters and time
synchronization of both sender and receiver is required. The BTH research group
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has done a number of measurement and modeling experiments on OWTT and the
associated convolution products in a chain of IP routers, as reported in [7,8,9,20].
A novel measurement system to do delay measurements in IP routers has been
developed, which follows specifications of the IETF RFC 2679 [1]. The system
uses both passive measurements and active probing. Dedicated application-layer
software has been developed to generate UDP traffic with TCP-like character-
istics. The generated traffic matches well traffic models observed for the World
Wide Web, which is one of the most important contributors to the traffic in In-
ternet [13]. The well-known interactions between TCP sources and network are
avoided. UDP is not aware of network congestion, and this means that we could
do experiments where the focus was on the network only and not on terminals.
The combination of passive measurements and active probing, together with us-
ing the DAG monitoring system [10], gave us an unique opportunity to perform
precise traffic measurements and also the flexibility needed to compensate for
the lack of analytic solutions.

The real value of our work lies in the hop-by-hop instrumentation of the de-
vices involved in the transfer of IP packets. The mixture of passive and active
traffic measurements allows us to study changes in traffic patterns relative to
specific reference points and to observe different contributing factors to the ob-
served changes. This approach offers us the choice of better understanding of
diverse components that may impact on the performance of OWTT as well as
to accurately measure queueing delays in operational routers.

In the case of delay measurements through a single router, the one-way delay
is given by the time difference between the timestamp reading corresponding
to the first bit of packet n approaching DAG interface j (output of the router)
and the timestamp reading corresponding to the first bit of the same packet n
approaching DAG interface i (input of the same router). In other words, OWTT
for a router is defined as the time difference between the moment when the first
bit of packet leaves the router and the moment when the first bit of the same
packet arrives to router (Figure 2). A similar procedure is used in the case of
OWTT measurements through several routers.

 
  

  

packet n packet npacket n+1 packet n-1 

Ti(n) Tj(n) 

traffic IN traffic OUT 

DAGi DAGj ROUTER 

Fig. 2. Timestamping a packet
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Fig. 3. Router delay model

The consequence therefore is that this measurement methodology allows us
to estimate different delay components of OWTT (Figure 3):

Drouter = Dread + Dproc + Dq (4)

where Dread represents the time it takes for router to copy the packet into
the input port (including the time to parallelize the packet coming from the
communication link), Dproc represents the processing delay at a router and Dq
represents the queueing delay at a router. Note that the router transmission time
Dtr contains Dread as well as the time to serialize the packet from the output
port onto the communication link.

Three classes of experiments have been carried out, which correspond to pos-
sible situations existent in IP networks. The experiments cover the delay process
for three different scenarios, i.e., delay for a router with a single data flow (no
interfering traffic), delay for a router with several traffic flows (crossing traffic)
and delay for a chain of three routers (with both crossing and merging traffic).

A number of traces have been generated for every experiment, with specific
values for the Hurst parameter H and link utilization Lu.

The reported results are in form of several statistics regarding processing and
queueing delays of a router, router delay for a single data flow, router delay for
multiple data flows as well as end-to-end delay for a chain of routers [7,8,9,20].
Figure 4 shows an example of results obtained in our experiments for a chain of
three routers. The results are in the form of OWTT and the associated histogram
measured at the output of the third router. A indicates the source host generating
traffic and B, C and D indicate the hosts generating cross traffic. The parameter
α is the shape parameter of the generated Pareto traffic model and the parameter
ρ is the link utilization. In the upper left corner is the plot for the traffic that
enters the chain of IP routers. The associated histogram is plotted at the right
of the figure. Below is plotted the traffic at the output of the chain, together
with the associated histogram.

Our results confirm results reported earlier that the delay in IP routers is
generally influenced by traffic characteristics, link conditions and, to some extent,
details in hardware implementation and different Internetwork Operating System
(IOS) releases. The delay in IP routers may also occasionally show extreme
values, which are due to improper functioning of routers.
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Fig. 4. Example of results on OWTT and the associated histograms

Furthermore, new results have been obtained that indicate that the delay
in IP routers shows heavy-tailed characteristics, which can be well modeled
with the help of several distributions, either in the form of a single distribu-
tion or as a mixture of distributions. There are several components contributing
to OWTT in routers, i.e., processing delay, queueing delay and service time.
The obtained results have shown that, e.g., the processing delay in a router
can be well modeled with the Normal distribution, and the queueing delay is
well modeled with a mixture of Normal distribution for the body probability
mass and Weibull distribution for the tail probability mass [7, 8, 9, 20]. Further-
more, OWTT has several component delays and it has been observed that the
component delay distribution that is most dominant and heavy-tailed has a de-
cisive influence on OWTT. Dual Generalized Pareto distributions are typical
examples of distributions that can be used to model OWTT. These distribu-
tions correspond to the body probability mass and the tail probability mass,
respectively.

A detailed description of the measurement setup, the set of measurements
done, the associated modeling methodology as well as the set of results obtained
in our experiments are presented in [7, 8, 9, 20].

5 Some Observations

Some of the most important results regarding validation of Kleinrock’s indepen-
dence assumption can be summarized as follows.
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5.1 Kleinrock’s Independence Assumption

As mentioned above, Kleinrock suggested to adopt an M/M/1 queueing model
for each queue in a tandem queueing system regardless of the interaction of
these queues and the statistical properties of the traffic streams. Under this
assumption, tractable analysis is possible.

The OWTT delay in a chain of IP routers can be partitioned into two com-
ponents, a deterministic delay Dd and a stochastic delay Ds. Dd is composed of
the propagation delay (Dprop), transmission delay (Dtr) and (partly) processing
delay in routers (Dproc). On the other hand, Ds is primarily influenced by the
router queueing delay Dq. The e2e delay created by the queueing delays in a
chain of N routers is thus

DQ =
N∑
i=1

Dq,i (5)

where Dq,i is the queueing delay in router i.
The Complementary Cumulative Distribution Function (CCDF) of Dq,i is

P (Dq,i > x) = e−ϕix, ϕi = μi(1 − ρi) (6)

where μi is the average service rate on link i and ρi is the utilization factor on
link i. The CCDF of DQ is thus [21]

P (DQ > x) =
N∑
i=1

θie
−ϕix (7)

where

θi =
N∏

j=1,j �=i

ϕi
ϕj − ϕi

,
N∑
i=1

θi = 1 (8)

Equation 7 shows that DQ has a CCDF that should decay Exponentially. Fig-
ure 5 shows however that this is not the case. This figure shows an example of
the CCDF of OWTT measured in our experiments and the corresponding Expo-
nential distribution, i.e., an Exponential distribution with the same mean as the
one for the measured OWTT. It is observed a clear difference in the sense that
OWTT decays more slowly than the Exponential distribution. The conclusion
is that Kleinrock’s independence assumption is not valid in these experiments.

5.2 End-to-End Delay in a Chain of Routers

The distribution of a sum of independent random variables whose individual
distributions are known, is obtained by convolution. This operation is equivalent
to multiplying individual functions in the frequency domain. Our experiments
show however that this is not the case in a chain of IP routers, due to the
dependence that may exist among queueing delays in different routers.
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Assume a number of N M/G/1 queues with load ρi (i = 1, . . . , N) where all
queues have i.i.d service times given by a common Probability Density Function
(PDF) f(t) and, therefore, identical Laplace-Stieltjes Transform (LST) denoted
by Fi(s). If wi denotes the waiting time in queue i, wi(x, ρi) the PDF and
Wi(x, ρi) the Cumulative Distribution Function (CDF) of wi, then the Pollaczek-
Khinchin formula can be used to calculate the LST of the delay in an M/G/1
system [15]

W(s, ρi) =
1 − ρi

1 − ρiRi(s) (9)

where Ri(s) is the LST of the remaining service time

Ri(s) =
1 −Fi(s)

sfi
(10)

and fi is the mean service time, i.e., fi = E [Fi(s)]. Accordingly, the PDF of the
sum of waiting times in N queues, i.e., w = w1 +w2 + . . .+wN , yields the con-
volution of the waiting times in each queue, provided that they are independent.
Then, the LST of the convolution is [22]

W(s, ρ1, . . . , ρN ) =
N∏
i=1

1 − ρi
1 − ρiRi(s) (11)

This result implies that the e2e delay in a tandem queueing system can be com-
pletely described by the convolution product of the individual delay components
at each queue. Our experiments show however that this is not the case. For
instance, Figure 6 shows an example of CCDF of e2e OWTT measured in our
experiments. Figure 6(a) illustrates the CCDF of individual router delays mea-
sured for three chained IP routers as well as the convolution product of these
delays. Figure 6(b) shows the CCDF of the measured e2e OWTT of the three
chained routers and the convolution product of the individual router delays.
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It is observed that there is a clear difference between the measured e2e OWTT
and the convolution product of the individual router delays and that this differ-
ence is most significant in the tail of the distribution. The conclusion therefore is
that e2e delay in a chain of routers is not given only by the convolution product
of individual router delays. This is because of, e.g., correlations that may exist
among queueing delays in different routers.

5.3 Router Delay

Similar to the observations done on e2e delay, we have also observed that the
delay in a single IP router is not given only by the convolution product of
queueing time and service time. This is due to crosscorrelations that may exist
between interarrival times and packet service times within the same router [8].
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This observation is sustained, e.g., by the results obtained in our experiments
(Figure 7). This figure shows an example of router delays and components.

We observe a clear difference between the measured OWTT (solid line) and
the convolution product of the router transit time (RTT) and the service time
(dotdashed line). This difference is most significant in the tail of the OWTT.

In other words, the formula

F (x) = p · F1(x) + (1 − p) · F2(x) (12)

is not sufficient in this case. Here F (x) represents the CDF of OWTT, F1(x)
the CDF of RTT, F2(x) the CDF of service time and p is the probability mass
for the body of the OWTT distribution. Consequently, (1 − p) corresponds to
the tail probability mass in the OWTT distribution. There are more parameters
contributing to the OWTT like, e.g., crosscorrelations that may exist between
interarrival times and packet service times.

6 Conclusions

The paper has reported on results obtained in experiments done at the Blekinge
Institute of Technology in Karlskrona, Sweden, on measurements, modeling and
analysis of delay in a chain of IP routers. Particular focus has been given to vali-
dating Kleinrock’s independence assumption regarding the effect of correlations
in a tandem queueing system. Our results show that this assumption is not valid
in our experiments, and this has been particularly observed in the end-to-end
delay distribution.

Planned future work is to further analyze and to model the correlations ob-
served in our measurements as well as to understand their effect on the delay
performance in a chain of IP routers.
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Abstract. In some cases, application-level measurements can be the
only way for an application to get an understanding about the per-
formance offered by the underlying network(s). It can also be that an
application-level measurement is the only practical solution to verify the
availability of a particular service. Hence, as more and more applications
perform measurements of various networks; be that fixed or mobile, it
is crucial to understand the context in which the application level mea-
surements operate their capabilities and limitations. To this end in this
paper we discuss some of the fundamentals of computer network perfor-
mance measurements and in particular the key aspects to consider when
using application level measurements to estimate network performance
properties.

Keywords: Application level measurements, Computer network mea-
surements, Network performance measurments, Accuracy, Quality.

1 Introduction

In recent years computer network measurements (CNM), and in particular appli-
cation level measurements (ALM), have gained much interest, one reason is the
growth, complexity and diversity of network based services. CNM/ALM provide
network operations, development and research with information regarding net-
work behaviour. The accuracy and reliability of this information directly affects
the quality of these activities, and thus the perception of the network and its
services [1],[2].

Measurements are a way of observing events and objects to obtain knowledge.
A measurement consists of an observation and a comparison. The observation
can be done either by humans or machines. The observation is then compared
to a reference. There are two types of references; personal and non-personal. A
personal reference is formed by the individual based on his experiences. A non-
personal reference has a definition that is known and used by more than one
individual, for instance the International System of Units (SI) [7] provides a set
of global references.

2 Network Performance Framework

The Network performance framework consists of four modules; generation, mea-
surement, analysis and visualization of analysis results. The framework is depicted

D. Kouvatsos (Ed.): Next Generation Internet, LNCS 5233, pp. 14–36, 2011.
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Fig. 1. Network performance measurement framework

in Figure 1. The generation module’s task is to generate traffic. The measurement
module captures and filters this and other traffic streams at one or multiple points
in the network. There are no restrictions on which layers can be used by the gen-
eration and measurement modules, both can be done from the physical layer up
to the application layer. The measurement module is so named to emphasize that
it collects PDUs, measures time and does not perform any analysis. The analysis
module processes the data provided from the measurement module, it does this
by first sampling the data and then performing a task-specific operation, which
is entirely dependent on the type of analysis that is to be performed. The output
from the analysis module is then sent to the visualization module, that displays
the results from the analysis. Using this framework, it is possible to clarify the
semantics, detect and discuss error sources and allow for independent develop-
ment of the modules. Each module has a specific role. In the following sections an
overview will be given on the framework modules.

2.1 Generation

Generation deals with the construction of traffic according to a given set of param-
eters. It has mainly been used as a part of active measurements, but recently it
has also been used together with passive measurements. Traffic generation can be
performed at the same level as measurement, and hence it is subject to the same
accuracy problems. Instead of detecting events, it generates events. The output
from the module is a network traffic stream that is fed into a network and even-
tually the measurement module. With respect to ALM the generation module is
interesting as a lot of ALMs are based on some externally generated data.

2.2 Measurement

The measurement module deals only with the collection and filtering of network
traffic and associated parameters, i. e. no aggregation or parameter extraction
takes place. Filtering is a process that determines if the collected data matches
certain criteria, and if it does not the data is discarded. Measurements can be
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done at various levels in a network, from the physical layer all the way up and into
the application layer [3]. In many research publications there is a differentiation
between active and passive measurements. Here, no such differentiation will be
made since there is no difference between them in the measurement module.
Both active and passive measurements use the measurement module to collect
PDUs. The output from the measurement module is a measurement trace. The
trace can be stored in a file or temporarily stored in memory.

2.3 Analysis

The analysis module deals with everything after measurement and prior to vi-
sualization, hence this is a very large module. It can be divided into two sub-
modules; sampling and task-specific. The sampling process is used to interpret
the measurement trace provided by the measurement module. There are two
types of sampling, time-based and event-based, comparable to simulations with
fixed-time-increment or event-based-increments [5]. Figure 2 shows the differ-
ence. In time-based sampling the PDUs of the measurement trace are arranged
on a time line with markers at fixed intervals TS time units apart. While for
event-based sampling, the passing of TS time units does not need to be the sam-
ple criteria, in Figure 2 the criteria is the arrival of a PDU. Time-based sampling
can be seen as event-based sampling with the criteria to sample each TS time
unit. The output from the sampling process is a sample trace. One or more of
these sampling processes can be applied in sequence, the first one operates on the
measurement trace and the other operates on intermediate sample traces. One
or more of these sample traces are then subject to the task-specific analysis. The
task-specific sub-module can be anything from simple averaging to protocol or
user behaviour analysis. Furthermore, it is not limited to using only one sample
trace. The output from the module is analysis specific and preferably adjusted
for the following visualization.

2.4 Visualization

The last module, visualization, presents the analysis results to the user. Since the
visualization module is the only visible module, this module will have a profound
impact on the interpretation of the results. This module can hide, emphasise or

Events
e.g. PDUs

Time-based

Event-based

TS t

Fig. 2. Difference between time and event based sampling



Application Level Measurements 17

distort the results obtained by the analysis module. For example, the visualiza-
tion module can choose whether or not to display confidence intervals (if these
are provided by the analysis module). Distortion occurs for instance, if a value
is printed with too few digits. Just to mention a couple of examples: the text
output from ping [6] in a console window and a topology map of a network [4]
are both the results of this module.

3 Measurement

The measurement module only deals with the collection and filtering of PDUs
and parameters associated with these. The result of the measurement module
is called a measurement trace, in other works this is sometimes referred to as
a packet trace. The trace can be virtual or physical; a physical trace is stored
in a semi-permanent memory like a file, while a virtual or logical trace would
only exist in memory. A trace can be as small as one PDU or contain millions of
PDUs. The measurement trace is used to reduce the amount of data sent to the
analysis module. The content of the measurement trace is in direct relation to
the type of analysis that will be performed later on. For instance, some analysis
methods are only interested in the PDU arrival times, others in PDU contents
and some methods are interested in combinations of these fields.

3.1 Parameters

What parameters should the measurement trace contain? The PDU or at least
some parts of it. The trace should also contain the collection location w of the
PDU, this includes both where in the network stack (logical location) as well
as where in the world (physically location) the PDU was collected. The trace
should also include timing information such as when the PDU started to arrive
TA and when the PDU was completely received TE. If the trace contains both
time values, it will be possible to determine behaviour in environments with
variable capacities since it is possible to calculate the capacity perceived by the
PDU from its length and timing information. In addition to these four, two
more values should be included the PDU length L and PDU capture length
LC. These parameters are listed in Table 1. In addition to these parameters
a measurement trace should also have a set of meta-data. The meta-data can

Table 1. Measurement trace parameters

Name Symbol Description

PDU p The PDU, or parts of it
Location w Position of collection, logical and physical

Arrival time TA Arrival time of the PDU’s first bit/byte [s]
End time TE End time of the PDU’s last bit/byte [s]
Length L Length of the original PDU [bit]

Capture length LC How much of the PDU is stored here [bit]
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Fig. 3. Timestamp staircase

be filter information, network environment description, capture tools, hardware
specifications, software versions etc. This information is however more static than
the parameters that possibly change with each PDU. Hence, each measurement
trace should be accompanied by its meta-data.

Timestamps. Recall that the PDU arrival timeTA identifies when a PDUstarted
to arrive and PDU end time TE identifies when the PDU was completely received.
These values are usually refered to as timestamps. A timestamp is associated with
a timestamp accuracy TΔ provided by the measurement system including both
hardware and software. A timestamp is obtained by reading a counter [8], which
is updated at given intervals, and converting it into a time value. The length of
these intervals determines the resolution of the timestamp and is the lower bound
on the timestamp accuracy. To illustrate this, Figure 3 shows an artificial exam-
ple of a timestamp sequence. The x-axis shows the true time and the y-axis the
timestamp value. The staircase is created because the timestamp counter is not
continuously updated; in this example it is updated every 0.1 s. In some cases, the
timestamp counter is large enough to keep a smaller value than the update inter-
val, for instance if the counter can support a timestamp with a resolution of 0.001 s.
However, a high counter resolution does not increase the timestamp accuracy; it
may however give false confidence in the values.

In [9] the author presents the following terminology regarding clocks: Resolu-
tion is defined as the smallest unit by which a clock is updated, also known as a
tick. Offset specifies the difference between a particular clock and the true time as
definied by national standards. Skew is the frequency difference between the clock
and a national standard, or the first derivative of the offset at a particular moment,
and Drift specifies the second derivative of the offset, or the variation of the skew.
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The timestamp accuracy obtained is a combination of all these factors as well
as processing delay and scheduling when collecting the timestamp. TΔ indicates
how accurate a timestamp is. The timestamp accuracy is a local value, meaning
that unless two clocks are synchronized then their timestamp accuracy cannot
be compared. However, if synchronization is applied this will be visible from
the timestamp accuracy. Furthermore, the timestamp accuracy does not specify
the offset of a timestamp. The true offset value is hard or impossible to include
for every PDU, however information about the offset should be included in the
meta-data associated with the measurement trace. The timestamp accuracy also
includes information about the system that collected the timestamp, in the sense
that it reflects the impact of the entire system and not only that of the clock.

Clock Synchronization. Clock synchronization is divided into two tasks; time
synchronization and frequency synchronization. Time synchronization is used to
give two separate clocks the same value, frequency synchronization is used to
make the clocks tick at the same rate. For instance, let two clocks be time-
synchronized at time zero. Wait a while, and then read the time values from
both clocks simultaneously. Now the first clock might report 120 281 time-units
(tu) and clock two reports 120 304 tu. On the other hand, if two clocks are
frequency-synchronized but not time-synchronized, the initial time reading will
produce two different values for example 1201 tu and 11 029 tu, and when the
time is reread after a while the values might be 1450 tu and 11 278 tu. These
clocks are frequency synchronized since the same time (249 tu) elapsed on both
clocks. By having a common/public reference, it is possible to synchronize many
clocks [10], [11], [12], [14].

Depending on how the clocks are synchronized, the timestamp accuracy is
affected. Time synchronization involves changing the counter value, this can
cause jumps in time, either forward or backward. If such a jump occurs during
a measurement the measurement section involving the time correction cannot
be used. For this reason, if time-synchronized measurements are required the
devices should be synchronized prior to starting the measurement.

Frequency synchronization is on the other hand a continuous process. It usu-
ally operates by modifying a variable v which is used to create a synthetic clock
frequency Sf. The variable describes the relationship between the crystal fre-
quency Cf and the desired synthetic frequency: Sf = f(Cf, v). The synthetic
frequency is then used to update the time counter in a more stable way than
if the crystal frequency would be used directly. This is needed since the crystal
frequency changes with age and temperature. When a crystal is powered on, its
frequency can vary significantly. Thus, before a measurement is started the crys-
tal needs to reach its operating temperature. At this point the synchronization
method should be applied, and once the crystal frequency has become stable
the measurement can begin. Depending on the equipment and environment, this
time can vary significantly but as a rule of thumb, 15–30 minutes should be
sufficient to obtain crystal frequency stability [13].

The most common way to synchronize computers on the Internet is the Net-
work Time Protocol, NTP [15], [11]. Since NTP is used so widely, it is interesting
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Fig. 4. Clock offset, with or without NTP synchronization

to see how it conditions a computer’s clock [16]. Figure 4 shows the time offset
of five computers compared to a common reference, each hour the syste time
was compared to the refence and logged to a file. The top graph shows the time
series and the bottom graph shows the corresponding histogram. Here it is ob-
vious that both P3 and Paff are unsynchronized despite the NTP daemon being
started on the P3 and no NTP related errors being detected in any of the logs
found on the machine. Bowmore deviates from the others since it shows a nega-
tive offset, i.e., it runs slower than the NTP reference. The difference also seems
to be growing, Bowmore was synchronized not by running the NTP daemon,
but by issuing ntpdate once every 24 hours. This command will correctly syn-
chronize the time, but will not correct the frequency. This is visible in the trace,
even though the offset is reduced after 18, 42 and 66 hours, there is a drift in
the behaviour. A reduction was also expected around hour 90, but this seems to
be missing, causing Bowmore to be almost 5 seconds behind the NTP reference.
This behaviour is emphasised by the histogram, where the Bowmore’s shape has
a small tendency to become wider. The remaining four devices: Bifrost2, Inga,
Ganesha and P4 are synchronized within −2 to +2 seconds.

Timestamping Methods. When collecting timestamps in software there are
two primary methods that are used; the Timestamp Counter (TSC) [17] and
Get Time of Day (GTOD). The TSC reads the CPUs internal clock counter,
usually via an assembler call, while the GTOD uses a system call gettimeofday
to obtain a time value. The benefit with GTOD is that it reports the time
directly, while the TSC reports a counter that represents the number of CPU
cycles since the computer was started, with one cycle completed approximately
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every 1/fCPU, where fCPU denotes the CPU clock rate. This value has to be
divided by fCPU to get a time value. A problem is that the actual cycle time
depends on the crystal frequency, hence it is subject to aging, heat and many
other sources of errors. Effectively one has to estimate the CPU speed over some
interval, preferably determined by some external time source. The TSC method
has a clock resolution of 1/fCPU which can be quite high, while the resolution
for the GTOD method is determined by the operating systems clock, usually in
the order of a few μs.

The TSC method enables higher resolutions, < 1 ns for fCPU > 1 GHz, and
should as such be used. However, the method does come with a set of problems.
The conversion from CPU cycles to time is a problem that needs to be addressed
and solved. Related to this is synchronization, see [17] the authors they discuss
synchronization methods in detail. A third problem that both methods have is
the operating system’s scheduling. The problem is present for all processes in
a multi-tasking system, all user processes can be paused in their execution. If
this happens, then regardless of clock method the results will be compromised.
An ideal solution is to use the TSC method in combination with code that is
executed by the kernel, for instance the network driver [17,18] where scheduling
effects can be minimized.

If PDUs are collected in the lower layers of the stack, the impact that both
system and stack have on them is minimized. Furthermore, if the TSC approach
is used, the PDU timestamps can be quite accurate. However, if measurements
are performed at the upper layers, i. e., at the application level, then both
stack and system need to be evaluated since the behaviour that is observed is a
combination of the network, network stack and system. Hence, conclusions drawn
from this data must account for this. Ideally, application level measurements
should be backed up with measurements at the physical or link layer to monitor
the input to the stack.

As stated before, the location parameter is important and when performing
stack or application measurements it is crucial to specify where the PDUs are
collected. At first glance it seems obvious that they should only collect the lo-
cation parameter after the PDU has been obtained, for instance after the read
command has returned. But by adding a second timestamp before the read com-
mand, a lot more can be done. It is possible to determine the processing time
of the read command and indirectly see if there was any buffering in it and the
per-PDU processing time can also be evaluated. On the other hand, by adding a
second timestamp, more data is created and requires more processing power. It
can also be argued that this is evaluation of the system and not of the network.

Another problem is timestamping location. For example, in Linux it is quite
easy to access the raw data that is passed from the link layer to the network
layer. Now if the application timestamps the PDUs, this is an application layer
timestamp, not a link-layer timestamp. In this case to get a link-layer timestamp
the kernel has to be modified.

PDU Location. The location parameter is rarely discussed, but it is very im-
portant. The location parameter identifies where in the network stack (logical
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location) and where in the world (physical location) the parameters were col-
lected. One of the reasons that this is rarely mentioned in publications is that
the location is usually known to those that perform the measurement and it is
not needed to motivate the end results. However it is important to remember
and it becomes even more important when comparing measurements at different
physical and logical locations. The physical location could for instance be spec-
ified using the GPS coordinate system. To determine the logical location can
be somewhat more problematic. For example, assume that the logical location
identifies a particular layer in the OSI stack. If the logical location is stated as
the data link, does this mean the interface towards the physical layer, the net-
work layer or everything in-between? This needs clarification, i.e., saying that
the measurements were performed on the data link layer is insufficient. Further-
more, if the timestamping is not performed at the PDU collection location, then
there will be a difference between the timing information and the PDU contents.
This can at worst cause problems, and atleast confusion.

4 Sampling and Analysis

Once a measurement trace has been obtained, the next step is to analyse it. This
is the task of the analysis module, it can range from simple parameter extraction,
averaging to modelling of user or application behaviour. Common to all of them
is the need to sample the measurement trace. The sampling can be seen as a
sub-module of the analysis module. There are two types of sampling; time-based
sampling and event-based sampling. The result from the sampling process is a
sample trace, which is delivered to the task specific sub-module. The analysis
can be performed both in the time domain or in the frequency domain. On top
of this, the scaling behaviour can be analysed on different timescales [19].

4.1 Sampling

Sampling describes the process of converting a measurement trace into a format
suitable for the subsequent analysis. In its simplest form the sampling process can
be a format conversion, i. e., converting a Unix timestamp to a human readable
format, or it can involve filtering and simple arithmetics [29]. The sampling
process can be done in one operation or a sequence of operations. The two ways
of sampling a measurement trace are denoted time-based or event-based, which
are comparable to the two approaches that can be used in simulations; fixed-
increment time advance or next-event time advance [5].

Sampling differs from the classical signal-processing approach, where the sam-
ple instance indicates that a value is to be read from an A/D-converter. The sam-
pling here is more of an evaluation of the current conditions and it can involve
simple arithmetics, examples for which will be provided below.

Time-based Sampling. Time-based sampling is the classical procedure for
sampling a signal. Given a measurement trace D that contains three parameters;
PDU arrival time TA,i, PDU length Li and the PDU pi. These are then placed
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on a timeline, with markers TS time units in-between. Within each of these
intervals one or more of the parameters are aggregated and the result used in
the following analysis. In Figure 5 a simple example is given. The measurement
trace is sampled each TS time unit, at which the total amount of data received
up to and including the interval is written to the sample trace. This is quite a
simple operation, a slightly more complicated operation would be to sample the
amount of data received in the latest interval, since it would involve resetting
the counter after each sample interval.

Event-based Sampling. Event-based or adaptive sampling does not neces-
sarily use time as the sample criteria. For instance, the reception of n PDUs
can be the criteria for sampling, or that T seconds of silence has passed since
the last received frame. However, regardless of what sample criteria is used, the
aggregation is done in the same way as in time-based sampling. Using the same
measurement trace as before, the resulting event-based sample trace is shown in
Figure 6.

Combination and Sequence of Sampling. It is quite common to use a
combination of sampling techniques, which are applied in sequence. The first
process is applied to the measurement trace, the second to the sample trace
produced, the third to the second sample trace and so on [20].
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Here, a simple notation is introduced, the sampling techniques are listed in
the sequence that they are applied. Time-event-based sampling means that the
measurement trace was sampled using time-based sampling, and the intermedi-
ate trace was then sampled using an event-based criteria. For example, a peri-
odical SNMP query would be a time-time-based sampling, if the SNMP agent
internally used time-based sampling of the counters within the device [21]. If the
SNMP agent internally used event-based sampling, the correct notation would
be event-time-based sampling. An event-event-based sampling could describe
a tool that first calculates the PDU inter-arrival time, followed by the inter-
arrival time between two PDUs. Time-time-based could be a scaling analysis,
like the one performed in [19]. The sample criteria should be supplied in the meta-
data associated with a sample trace, this also includes the meta-data from the
measurement trace.

4.2 Analyser and Software Impact Numerical Precision

All computers keep time by counting the number of seconds that has passed
since a particular time instance, in the majority of systems this is the time since
1970-01-011. At the time of writing the number of seconds that has passed is
1 256 871 240 (2009-10-29 00:00:00). Depending on how this value is represented,
it will eventually wrap around and become zero again. These timestamps are
stored using a fixed number of bits. For a 32-bit representation the counter will
wrap to 0 around 2038-01-19. But this number only holds the seconds, not any
fractions of seconds.

For this reason a timestamp is usually divided into two numbers, one for the
second and another for the fractional second. When this data is read into an
analyser, it might be combined into a single value for simpler processing. Here
the problems arise from the limited accuracy in computers. If a large value and
a very small value are added together, the new number might drop some of the
digits in the smaller number in order to correctly represent the larger number.
If the numbers would be kept separate, then the number of operations needed
to handle them would (at least) double.

In a computer a float value is represented as two numbers, the exponent and
the mantissa, and to further complicate things it is represented in a binary system
(base-2) and not with a decimal system (base-10) as we are accustomed to. The
mantissa stores the number and the exponent a scaling factor. For example,
when storing the value 4049 (base-10) in a system with an 8-bit mantissa and
a 4-bit exponent. In a computer this is represented as N = 0.988 281 25× 212,
where the mantissa is 0.988 281 25 and the exponent is 12. Here, the number
N does not represent 4049, but 4048 since this is the closest value that can
be represented with an 8-bit mantissa. By increasing the mantissa size a better
representation of the value can be obtained. Increasing the size to 16 bits, 4049
can be represented correctly.

Should one wish to represent a timestamp as one single value, including both
seconds and fractional seconds, then one needs to bear in mind that the analyser’s
1 YYYY-MM-DD.
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or computer’s representation prefer large numbers. That is, even if a timestamp
has an accuracy of 100 ns, combining the second and fractional second values
may cause a loss of accuracy. To evaluate this for some common analysis soft-
ware, a small test was created. The test was performed by adding two values,
one represented the number of seconds since a given reference and the other
represented a number of fractional seconds. The system was then requested to
print the new value using its maximum resolution.

In Tables 2 and 3 a comparison between four software systems (Matlab, R, Perl
and Python) and three number representations in C++ (double, long double
and quad double [22]) is shown. The first column holds the reference date and
the second column contains the number of seconds that have elapsed since the
reference date. The third column holds the fractional seconds. The values in
the second and third columns are added to create a new value x, which is in
turn printed by the systems listed in columns four to six. Starting with Table
2, it is clear that if the entire second count since 1970 is kept, one can only be
sure that the ten-μs digit is correct. If the reference is changed to 2000-01-01,
Matlab and R can be trusted to the one-μs digit. By choosing an even closer
reference, 2005-01-01, one may expect to be able to rely on the 100 ns value,
this is not the case. But by choosing a reference only a week away, one can
trust the value representing 100 ps, and by choosing a reference one day away
the smallest number one can rely on is 10 ps. Worth noting here is that if one
wishes to have a μs accuracy then one must use 2000-01-01 as the time reference
instead of the default 1970 reference. A second comment is that if one performs
a measurement that spans a week it is possible to obtain 10 ps if the first day
of the measurement is used as a reference. If 1970-01-01 was used as a reference
one will only obtain 10 μs.

In Table 3 the output from a C++ program is shown, here if x is stored as
a float with double precision and 1970 is used as a reference then the repre-
sentation is quite accurate, and if the fractional is decreased to 0.1 μs then the
value is not correctly represented. When x was represented as a long double
then the value is correctly identified and the same is true when the fractional
was only 0.1 μs . The output from the quad double representation, when using
1970 as the reference date is not as accurate as the long double representation.
If one uses a double to represent timestamps and these are accurate to one μs ,
one must use 2000-01-01 as the reference date. If the timestamps are accurate to
the nanosecond, then one must use a reference that is less than 24 hours away,
and should not compare values that are more than 24 hours apart. For the long
double representation things look much better, in fact it has the best repre-
sentation of x for all reference dates and fractional values. The quad double
representation is almost as accurate as the long double, since it seems to be
rounding the values differently.

4.3 Task-Specific Analysis

Based on the sample trace, a multitude of different analysis methods are avail-
able, however, there are far to many to discuss in the context of this thesis.
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Table 2. Matlab, R and Perl accuracy

Reference Environment
Seconds Fractional Matlab 6.5 R 2.1.0 Perl 5.8.2 (windows)

Python 2.5.3 (windows)
1970-01-01

1116885600 1e-6 1116885600.0000010 1116885600.000001 1116885600.00000095367432
1116885600 1e-7 1116885600 1116885600 1116885600

2000-01-01
170200800 1e-6 170200800.000001 170200800.00000101 170200800.000001013278961
170200800 1e-7 170200800.000000090 170200800.00000009 170200800.000000089406967

2005-01-01
12348000 1e-6 12348000.000001 12348000.000001 12348000.0000010002404451
12348000 1e-7 12348000.0000001010 12348000.000000101 12348000.0000001005828381

2005-05-17
604800 1e-6 604800.00000100001 604800.0000010000 604800.000001000007614493
604800 1e-7 604800.0000001 604800.0000001 604800.000000100000761449
604800 1e-10 604800.00000000012 604800.00000000012 604800.000000000116415322
604800 1e-11 604800 604800.00000000000 604800

2005-05-23
86400 1e-6 86400.000000999993 86400.000000999993 86400.0000009999930625781
86400 1e-7 86400.0000001 86400.000000100001 86400.0000009999930625781
86400 1e-11 86400.000000000015 86400.000000000015 86400.0000000000145519152
86400 1e-12 86400 86400 86400

2005-05-24
3600 1e-12 3600.0000000000009 3600.0000000000009 3600.0000000000009094947

Table 3. C++ accuracy

Reference Environment
Seconds Fractional double long double quad double

1970-01-01
1116885600 1e-6 1116885600.0000009536743.. 1116885600.00000100000...... 1116885600.00000092........
1116885600 1e-7 1116885600 1116885600.000000100000..... 1116885600.00000003........

2000-01-01
170200800 1e-6 170200800.0000010132789.. 170200800.000000999993..... 170200800.000000995........
170200800 1e-7 170200800.0000000894069.. 170200800.000000100000..... 170200800.000000107........

2005-01-01
12348000 1e-6 12348000.0000010002404... 12348000.000001000000..... 12348000.0000010003.......
12348000 1e-7 12348000.0000001005828... 12348000.000000099999..... 12348000.0000000988.......

2005-05-17
604800 1e-6 604800.0000010000076... 604800.000000999999..... 604800.000001000004.....
604800 1e-9 604800.0000000010477... 604800.00000000099998... 604800.000000000981.....

2005-05-23
86400 1e-6 86400.0000009999930... 86400.000000999999997.. 86400.0000010000057....
86400 1e-9 86400.0000000010040... 86400.000000000999996.. 86400.0000000010004....
86400 1e-12 86400 86400.000000000001001.. 86400.0000000000056....

2005-05-24
3600 1e-12 3600.0000000000009... 3600.000000000001000.. 3600.00000000000097...

What needs to be pointed out is that the analysis might emphasize the errors
accumulated in the sample trace. It is easy to believe that the error can be
reduced by increasing the amount of data, i. e,. by collecting 100 000 samples
instead of 10 000 samples. However, the error in each of these samples is inde-
pendent on the number of samples collected.

In Figure 7 an example of a measurement trace is shown, consisting of three
PDUs 4, 3 and 6 bytes long, it is subject to a time-based non-fractional PDU
accounting sampling that calculates the bitrate. The resulting sample trace is
denoted as vector Vst and contains realisations of the random variable Vst, given
in bps. Vst contains three non-zero values:
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Fig. 7. Analysis problem

Vst = [32, 0, 0, 24, 0, 48, 0] E[Vst] = 14.86 Var[Vst] = 393

let us compare Vst to a sample trace Vref that accounted for the fractional PDUs.
Vref would contain five non-zero samples:

Vref = [16, 16, 0, 24, 0, 24, 24] E[Vref] = 14.86 Var[Vref] = 116

Now, comparing the mean values of these vectors shows that they are identical,
but their higher order statistics differ significantly. However, the last zero sample
in Vst is necessary to achieve the same mean values. For instance, if both traces
were such that interval I7 was not included, the statistics would be different.

Vst = [32, 0, 0, 24, 0, 48] E[Vst] = 17.3 Var[Vst] = 420
Vref = [16, 16, 0, 24, 0, 24] E[Vref] = 13.3 Var[Vref] = 119

It is therefore important to cover all intervals in which PDUs are supposed to be
present. Especially if fractional PDUs are not taken into account, extra sample
intervals might need to be added.

To further complicate matters, the time-of-day comes into play, as the network
behaviour is influenced by the time-of-day. The same reasoning can be applied
for the problems caused by the timestamp accuracy. In general one should as-
sume the worst case scenario, where errors enhance each other after each step
of processing. Thus, the best way to go is to perform an error analysis for the
entire system and analysis method, in order to determine the quality of the final
results.

5 Application Level Measurements

Application level measurements collect PDUs at, or above, the application layer
in the network stack [23]. These are usually collected using regular user appli-
cations that are executed and scheduled in the user domain by the operating
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system. These measurements are then used to draw conclusions about the net-
work behaviour. However, the results are not only affected by the network, but
also by the hardware, software and in particular the operating system of the
computer that performs the measurement. Hence it is necessary to investigate
the influence these components have on the measurement results [24].

We will do this by using the timings inbetween packets, i.e. the Inter-Packet
Time (IPT), as this should not be changed as long as the packet passes either
up or down the stack. However, this holds only if the stack is not congested.
If it is then the packets may be delayed, or even buffered before deliverd to
the next layer in the stack. This can cause the IPT to either shrink or grow.
Many tools have been built indirectly based on this assumption. They usually
consist of two parts, a sender and a receiver. The sender is configured to send
a packet, pause execution for some time, and then repeat the procedure until a
predefined number of packets has been transmitted. The receiving side will then
receive the packets and calculate the IPT and compare it to the user defined
IPT at the sender. This works fine, if you know that the sender really behaves
as desired.

5.1 Setup

We evaluated three different ALM tools; the first (A) was implemented in clas-
sical C, the second (B) in Java and the third (C) used C#. Furthermore, the
C and C# implementations use UDP for communications, while the Java appli-
cation uses TCP. The setup is shown in Figure 8. To collect the network data,
we use the Distributed Passive Measurement Infrastructure [25]. The PDU are
copied by the wiretaps and sent to the MP, were we use DAG3.5E cards [26]
synchronized using GPS, to collect them. The hosts (H1 and H2) were identical
in terms of hardware for each of the experiments. For tool A it were Pentium-4
2.8 GHz systems with 1 GB of RAM and a built-in 1000Base-TX (configured to
operate at 100 Mbps) cards. Tool B and C used Pentium-3 667 MHz, 256 MB
RAM and built-in 100Base-TX cards. For Tool A the operating system was a
Linux 2.6 system, while for B and C it was Windows XP (SP2). For B the Java
version was 1.5.0, and for C the .NET framework was 2.0. The evaluation was
done by having host H1 and H2 running the tools and collecting the application-
level traces, while the DPMI collected the link layer traces. The data was then
analyzed offline using Matlab.

H1 WT Network WT H2

MP

Fig. 8. Setup used to evaluate ALM
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All three tools consists of two parts a sender and a receiver, the sender is
located on H1, and is configured to transmit its data to H2, were the receiving
part resides. The senders are configurable with respect to load into the network,
this is done via controlling the inter packet time (IPT), the payload size and the
number of packets to send. The receiver applications timestamps the data arrival,
and stores these in a static vector that is written to file after the experiment has
been completed. Tool A and C used the TSC timestamping method, while B used
the GTOD method. For Tool A the sender was configured to send 1472 bytes
UDP datagram, corresponding to 1514 bytes at the link layer) once every 1 ms,
and for B and C they sent 526 or 538 bytes, corresponding to 576 bytes at the
link layer.

5.2 Analysis

To evaluate the quality of the ALM is to estimate the timestamp accuracy error,
for details see [28]. Let Tx,y(k) be the timestamp obtained at party x at layer y
for PDU k ∈ (1 . . . n− 1). Party x can either be the sender (s) or the receiver (r),
and a layer y can be the application (a) or the link (l) layer. Let IPT x,y(k, k+1)
be an IPT for a PDU pair (k,k + 1) and εk,k+1 a timestamp accuracy error for
this pair, then TΔ is obtained using:

IPT x,y(k, k + 1) = Tx,y(k + 1) − Tx,y(k)
εk,k+1 = IPT a,r(k, k + 1) − IPT l,r(k, k + 1)

TΔ = |max(εk,k+1)| + |min(εk,k+1)| ∀k
Here we’ll use a simplified method, were we only compare the statistics (mean
and standard deviation) and the minimum and maximum values of the IPT.

5.3 Results

The results are summarised in Table 4. Remember that Tool A has a target of
1 ms, while for B and C the target is 125 ms. Looking at tool A, we observe that
the difference between link and application is quite small for all the values. The
extreme values are 60-70 μs different than the corresponding link values. Looking
on Tool B this is quite different, here the minimum value is 90 ms smaller than
the link value, and the maximum is 4 ms larger. For Tool C this looks better,

Table 4. Tools A–C: IPT’s statistics at receiver

Tool A Tool B Tool C
Param. Link App Link App Link Appl.

[ms] [ms] [ms] [ms] [ms] [ms]

min 0.44 0.37 109.96 20.00 65.98 65.97
max 1.56 1.62 236.92 241.00 184.94 184.94
mean 0.99 0.99 125.43 125.43 125.00 125.00
std.dev 0.01 0.02 1.23 5.33 0.75 0.75
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Fig. 9. Tool A: measured IPT at receiver for nominal IPT 1 ms

with only a small 1 μs difference. However, we need to remember that the Tool
C had a load of 6 packets/s, while Tool A had a load of 1000 packets/s. Turning
our attention to the statistics, all three tools match their target mean quite
well. But, again Tool B has difficults, this time with the standard deviation, its
significantly larger than that of the link layer. The main reason for this is that
the GOTD of Tool B uses System.currentTimeMillis(), which had a resolution
of 10 ms. As Tool A and C uses the TSC method they do not suffer from this
problem, however they have other problems that we’ll come to later.

In Figure 9–11 we show the IPT trace for tools. The top left graph shows
the IPT at the sender at the application level, the graph below (bottom, left)
shows the IPT at the link layer at the sources. Then the bottom right graph
shows the IPT at the receiver, and then the top-right graph shows the IPT
at the application layer of the receiver. Looking at Tool A (Figure 9 there is
not much variability in the IPT data from sender to the data link receiver,
but at the receiver application layer there is a slightly higher variability. For
Tool B, shown in Figure 10 the results are quite different, here the IPT has a
significant variability at both sender and receiver application, this is coupled to
the timestamp resolution offered by Java. However, its interesting to note that
at the link layer the IPT is not suffering from this. So, in Java its possible to
execute a sleep that is smaller than 10 ms, but the reported time elapsed will be
either 0 or 10 ms. For Tool C, the data is similar to Tool A. At both sides the
IPT is more or less identical at both application and link layer.

In Figure 12 we see 20 IPT samples for Tool A. For Tool A, first we note
that the correlation between the link IPT and the app IPT. Secondly, the app
IPT seems to be a lot smoother. Initially, it’s tempting to account this smooth
behavior to the variability of the CPU frequency, and that the tool used the
average CPU frequency that covered the entire experiment. Now as we do not
have intermediate timestamps from the GTOD, we cannot recalculate the CPU
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Fig. 10. Tool B: measured IPT at sender and receiver for nominal IPT 125 ms
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Fig. 11. Tool C: Measured IPT at sender and receiver for nominal IPT 125 ms

frequency for different periods. Thus, we cannot really explain why the applica-
tion IPT is smoother, nor why the obvious peak and valley, at sample 94 and
95, does not show in the application IPT.

To investigate this further, we used the arrival time of the packets, and created
a time trace relative to the arrival time of the first packet, for both link and
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Fig. 13. Tool A: Difference between application packet arrival times and link layer
arrival times

application layer. In the next stage we then created the difference between these
time traces, like:

γ(k) = T̂a(k) − T̂l(k) = (Tr,a(k) − Tr,a(0)) − (Tr,l(k) − Tr,l(0) (1)

As we know that the link layer timestamps are obtained from a properly syn-
chronized source (DAG card + GPS), we can trust these. So, ideally γ should be
very very close to zero. As this would indicate that the application layer times-
tamps are also obtained from a well behaved clock source. The results are shown
in Figure 13. The upper graph (a), shows the first 1000 packets, corresonding
to the first second. The sawtooth behaviour is obvious, this is a classical view
of a clock that drifts. It seems that something tries to correct the clock every
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Fig. 15. Tool C: Difference between application packet arrival times and link layer
arrival times

300 ms, but it over compensates, hence the clock also deviates even more as time
goes. This is clearly visible in the lower graph (b), where we show the difference
increases to 4 ms during a 100 second period. This corresponds to a drift of 3.5 s
during one day, which is seriouly bad.

Turning our attention to Tool C, we show the a detailed view for 80 IPT
samples in Figure 14. First we notice a periodic behaviour, every 23-24 samples.
Secondly, the app IPT is consequently lower than the link IPT, not counting
the periodic behavior. The increase/decrease indicated by the link at sample
67 passes totally undetected. We repeated the γ evaluation, and the results
are shown in Figure 15. Graph a shows the first 80 samples, corresponding to
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approximately 10 seconds of data. Again we see a sawtooth, however much
weaker, but significantly stronger as well, as the scale is in ms, not μs . If when
look on the lower graph, the drift is obvious, it goes from a -10 ms to 0 over
1000 s, thus during a day this system drifts 0.864 seconds. This is four times
better than that of the four times faster the Pentium-4 system used by tool A.

6 Conclusions

In this paper we described a frame work usefull when discussing network perfor-
mance. As ALMs are usually conducted with the intention of detecting network
performance, the framework is also usefull in this context. Base on the frame-
work we described the associated modules, and the problems associated with
each module when it comes to the accuracy of measurements.

We showed how good timestamps can be destroyed by improper use of analysis
tools.

We evaluated three ALM tools, one C++, one Java and one C# tool. We
showed that all three generated statistical values that lookes similar to those
obtained from the link layer. The Java application showed a high standard de-
viation, due to that the clock that was used to obtain the timestamp seemed
to update in steps of 10 ms. Then we investigated the C++/C# tools, that
both used the TSC method to obtain timestamps, we detected that both time
traces exhibited clock drifts. The drifts seemed to be coupled to the CPU speed
of the reciving host, and in this case a 2.8 GHz CPU generated a clock drift
of around 4 ms in 100 seconds, while the slower CPU drifted around 1 ms in
100 seconds.

Based on this, if you choose to use the TSC method to obtain timestamps,
make sure that you obtain a GTOD timestamp on a regular interval, preferably
four times a second (cf. the conditioning behaviour shown in Figure 13 every
300 ms). This will allow you to condition your estimate of the CPU frequency,
better, when you make the count to time conversion. The of course, this requires
that the system clock is properly conditioned by some other means, either NTP
or GPS.

Regardless, where you are measuring you should perform some steps before
you can report results obtained from measurements. First you need to identify
the parameter(s) and the desired accuracy of these parameters. Then evaluate
the accuracy that your HW/SW combination delivers, and if needed replace
parts. Do a test where you evaluate the system over the intended measurement
period. Evaluate the accuracy that your SW/analysis tool gives, the best way it
to use artificial data that gives you full control on the desired output. Perform
an error analysis, were you estimate the worst case error obtained in one sample.
Then do your measurements, and report that you ”measured X, and got X±Y .
Also make sure that your systems are synchronized to a well known reference,
and ideally the time should be traceable.
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Abstract. Application-perceived throughput plays a major role for the
performance of networked applications and user experience and thus, for
network selection decisions. To support the latter, this tutorial paper in-
vestigates the process of user-perceived throughput in GPRS and UMTS
systems seen over rather small averaging intervals, based on test traffic
mimicking the needs of streaming applications, and analyzes the results
with aid of summary statistics. These results reveal a clear influence
of the network, seen from variations and autocorrelation of application-
perceived throughput mostly on the one-second time scale and indicate
that applications have to cope with significant jitter when trying to ex-
ploit the nominal throughputs. In GPRS, the promised average through-
puts are not reached in downlink direction; instead, significant packet
loss occurs. Furthermore, with aid of causality arguments for an equiv-
alent bottleneck, bounds for the extra delay of the first packet sent via
mobile links is derived from throughput measurements.

Keywords: Throughput, user-perceived Quality of Service, UMTS,
GPRS, higher-order statistics, equivalent bottleneck.

1 Introduction

Networked applications, no matter whether connected in a wired or wireless
way, rely upon the ability of timely data delivery. The achievable throughput
is a quality measure for the very task of a communication system, which is to
transport data in time. This is of particular importance for nowadays trendy
streaming applications such as TV, telephony (as part of Triple Play) and gam-
ing. Especially the higher throughput offered by (beyond-)3G mobile systems as
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compared to earlier generations seems to be paving the way for these types of
applications into mobile environments.

Throughput is thus one of the most essential enablers for networked appli-
cations, if not the most important one. While in general, throughput is defined
on network or transport level (e.g. for TCP), the application-perceived through-
put that is investigated in this paper reflects the perspective of the application,
i.e. captures the behavior of all communication stacks in-between the endpoints.
Streaming multimedia applications require some amount of throughput on a reg-
ular basis. For an elastic application such as file transfer, the achieved through-
put determines the download time. For situation-dependent services, e.g. for
Intelligent Transport Systems and services (ITS), short response times are of
outmost importance. The background of the investigations summarized in this
tutorial is the task of automatically choosing the right type of network for ITS
applications, comprising streaming, messaging and interactive services. More in-
formation on the related PIITSA (Personal Information for Intelligent Transport
Systems through Seamless communications and Autonomous decisions) project
and the particular tasks to be solved is found in [1].

Looking at the OSI model, the conditions on layer n affect layer n+ 1, n+ 2,
etc.. In the end, the application and thus the user is affected by any kind of
problem in the lower layers. For instance, traffic disturbances on network level
are packet reordering, delays and loss. The latter can be compensated e.g. by
retransmissions, which on the other hand increases the delay. Non-interactive ap-
plications usually cope well with (approximately) constant delays, even if they
are comparably large. This is however not the case for interactive applications,
where long delays disturb the interaction of both communication partners. End-
to-end throughput variations reveal loss and delay variations, but not one-way
delays [2,1]; the latter can be measured on the network level as described in
[3]. On the other hand, comparative throughput measurements on small time
scales are capable of revealing existence, nature and severeness of a bottleneck
[2]. Reference [1] discusses the concept of application-perceived throughput in
detail and provides formulae to calculate application-perceived throughput re-
quirements for streaming, messaging and interactive applications based on user
patience, processing times and data volumes.

The current tutorial provides a survey on how to measure throughput as
perceived by the user and its applications, combining the appealing possibili-
ties of scaling studies with those of comparative end-to-end measurements. Our
active measurements of application-perceived throughput values averaged over
some short time interval (typically around one second) during an observation
window of duration (typically around one minute) followed by a comparison be-
tween key higher-order statistics of sent and received data streams clearly reflect
impairments that happen on OSI layers 1 to 7. Initially, we avoid interfering
traffic in order to get a clear picture of the best-case throughput properties of a
mobile connection. Having several connections sharing the same resources, the
user-perceived throughput is likely to be reduced [2]. A specific problem of mo-
bile connectivity consists in the fact that Temporary Block Flows have to be
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set up [4]. The definition an equivalent bottleneck based on end-to-end through-
put measurements and a subsequent application of causality arguments allows
deriving approximations for such initial delays beyond the unavoidable minimal
one-way transit time.

The remainder of the paper is organized as follows. Section 2 places the
method amongst related work, focusing on scaling studies and end-to-end mea-
surements as roots for the throughput modeling used in this work. The statistical
parameters used to summarize and compare the perceived throughput processes
at server (= sender) and client (= receiver) are presented in Section 3. The
setup and implementation of the measurements is described in Section 4, includ-
ing considerations of the above-mentioned initial delay and of warm-up phases.
We then investigate the selected summary statistics and estimations of initial
delays obtained by active measurements of application-perceived throughput for
UMTS and GPRS in Section 5. There, we also illustrate the impact of the size
of the throughput averaging interval. Finally, Section 6 presents conclusions and
outlook.

2 Related Work

2.1 Traditional View on Throughput

Traditionally, the notion of throughput (also called bandwidth) is considered as
per session, i.e. the averaging interval ΔT matches the observation interval ΔW .
This happens with the end of determining file transmission times in rate-shared
scenarios such as TCP-based file transfer [5] and the related degree of user sat-
isfaction [6]. In [7,8], average throughputs per session are used for investigating
and classifying the performance of different sessions in wireless scenarios. In gen-
eral, such studies do not consider temporary variations of throughput during the
sessions.

2.2 Scaling Studies

The consideration of smaller time scales (ΔT � ΔW ) and higher-order statistics
offers added value for traffic characterization, which will be exemplified in this
section.

The use of throughput averaging intervals of

ΔTi = ΔT0 k
i, i ∈ N (1)

with typical scaling factors k = 2 or k = 10 became popular in the beginning
of the 1990’s. The investigation of higher-order statistics (such as variance and
autocorrelation) of throughput averaged over ΔTi allowed the discovery and
analysis of scaling phenomena such as self-similarity, multi-fractality and long-
range dependence [9,10,11]. Long-range dependence is for instance seen from the
lag-k autocorrelation coefficient of a random variable having the form

ρ(k) ∼ ck · k2H−2 , (2)
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where H is the Hurst factor that reflects the degree of self-similarity. One typical
consequence of long-range dependence is a slowly decaying variance

Var[Rs(ΔTi)] ∼ ci ·ΔT 2H−2
i , (3)

where Rs(ΔT ) is a throughput time series built upon averaging intervals of ΔT .
Plotting the variance of the throughput versus ΔT on a double-logarithmic scale
allows for the determination of H . The existence of areas with different gradients
in such log-log plots might point at multi-fractal properties.

Juva et al. [12] analyzed data from the Finnish university network (Funet)
using averaging intervals between ΔT = 1 s and 5 min. Their analysis is mainly
focused on the mean-variance relationship regarding traffic volumes Xn in con-
secutive intervals:

Var[Xn] = φ ·E[Xn]c. (4)

The exponent c turns out to be scale-invariant, which is shown by double-
logarithmic scatter plots of throughput variance versus average throughput. De-
pending on the data measured, type of link, and measured interval, c ∈ [0.5, 4.0].
If the traffic was Poissonian, then both φ and c were equal to one.

Since the times of ATM, quantiles of throughput distributions have been used
for dimensioning purposes [13,14,15]. The latter publication focuses on the im-
pact of the time scale on the capacity required to keep the probability of capacity
overrun below a given level (e.g. ε = 1 %). Assuming a normal distribution, we
obtain the required capacity [15]

C(ΔT, ε) = E[Rs] +
1
ΔT

√
(−2logε− log2π) · Var[Rs(ΔT )] . (5)

Another interesting observation in [12] is the fact that even with a considerably
large averaging interval ΔT , the autocorrelation does not vanish. Thus, even if
long-range dependence might not exist, the observed throughput process seems
to have a quite distinct after-effect.

2.3 The Network Management View

Interestingly enough, using ΔT � ΔW has been common practice in network
management for quite a long time, but with the limitations that (i) the corre-
sponding time plots are visually inspected, but not analyzed beyond minimal,
maximal and average values, and (ii) typical averaging intervals have been rather
long (ΔT ≥ 5 min).

The 5 min time scale is also of interest in the context of demand modeling
and provisioning. For instance, [16] is using a ΔT = 5 min interval when mea-
suring the point-to-point traffic matrix in the IP backbone. Data are analyzed
e.g. regarding the mean-variance relationship (4) for different demands in the
European and American subnetworks. Recently, shorter averaging intervals have
attracted interest. The popular open-source network management tool MRTG
[17] that originally employed 5 min intervals comes now with a time resolution
of 10 s, which matches the capabilities of SNMP-capable networking equipment
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[18]. Modern network management tools such as InfoSim StableNet [19] and the
RMON tool NI Observer [20] support ΔT = 1 s. Reference [21] investigates
throughput monitoring for ΔT ∈ [50 ms, 2 s], and [22] is using ΔT = 100 ms
interval for studies of web traffic variability as Internet routers appear to have
corresponding buffering capabilities. Also, [2] identified ΔT = 100 ms as a useful
time scale for describing the throughput of a video conference application. As
mentioned above, reference [15] considers link dimensioning as a function of the
averaging interval of interest cf. (5).

Most studies consider passive measurements at one point of reference in a
fixed network, e.g. on a backbone link, which reflects the typical viewpoint of an
operator.

2.4 End-to-End Considerations

In order to reflect the viewpoint of the user, a comparison between a sent and
a received packet stream needs to be carried out. Active measurements sending
probing traffic into a network and deducing the available throughput or band-
width from these measurements (cf. [8]) reveal this view, but in general, merely
measurement session averages throughput (ΔT = ΔW ) are reported.

Reference [2] combined the passive observation approach using comparably
short averaging intervals with the recently described end-to-end view and used
higher-order throughput statistics for the identification and classification of bot-
tlenecks. From throughput histogram difference plots, it can be seen whether the
network acts as a shared or shaping bottleneck, i.e. increases or decreases the
burstiness of a packet stream.

The method can be used for both passive and active measurements. The
current tutorial extends the concept presented in [2] as follows:

1. mobile systems are focused;
2. the throughput process is observed on application instead of link level;
3. active measurements on hardly loaded systems are performed in order to

reveal basic properties of the systems under study; and
4. additional statistical parameters like standard deviation and autocorrelation

are considered.

3 Application-Perceived Throughput Statistics

A typical starting point for traffic characterization purposes are traces, i.e. lists
of packet-related information such as

– Tp: the time when packet p was observed at a point of reference;
– Lp: the length of packet p (payload) at a point of reference;
– any other information such as IP addresses, port numbers, etc.

In general, the raw data {Tp, Lp}k−1
p=0 need some kind of post-processing such

some further condensation of the information and the calculation of statistical
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parameters in order to extract and highlight effects of interest. In the following,
we perform both steps.

As we are particularly interested the traffic flow properties, we focus on a
discrete-time fluid flow traffic model. To this aim (in a first step) we collect the
contributions of packets observed during short averaging intervals ΔT . We treat
the first packet (p = 0) of the trace as synchronization packet both at sender and
receiver, which is observed at T0, respectively. This is motivated as the receiving
application begins to act upon reception of this packet. Then, we calculate the
corresponding throughput time series

RA,s =

∑
∀p:Tp∈]T0+(s−1)ΔT,T0+sΔT ] Lp

ΔT
(6)

containing n = ΔW/ΔT values. As point of reference, we use the application
level (index A). On this level, Lp reflects the payload sent by a server application
(indexin) or received by a receiver application (indexout). The time stamp is taken
just before a packet is sent or just upon reception. A detailed description of the
corresponding procedure is found in Section 4.

The second step consists in calculating selected summary statistics such as
average, standard deviation, throughput histograms and autocorrelation coeffi-
cients, which is detailed in the following subsections.

3.1 Average Application-Perceived Throughput

Definition:

R̄A =
1
n

n∑
s=1

RA,s (7)

A change of this parameter between server (R̄in
A ) and client (R̄out

A ) reflects missing
traffic at the end of the observation interval:

L = max
{
(R̄in

A − R̄out
A )ΔW, 0

}
(8)

That share of traffic might be overdue (i.e. appear in the next observation inter-
val) or might have been lost. The use of the max-operator is motivated by the fact
that there might be overdue traffic from an earlier interval reaching the receiver
in the current observation interval, yielding R̄out

A > R̄in
A . The corresponding loss

ratio is obtained as
� =

L

R̄in
A

. (9)

3.2 Standard Deviation of the Application-Perceived Throughput

Definition:

σRA =

√√√√ 1
n− 1

n∑
s=1

(
RA,s − R̄A

)2 (10)
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Fig. 1. Anticipated time plot, throughput histograms at input and output and through-
put histogram difference plot (from left to right) in case of a shared bottleneck [2]

A rising standard deviation (σout
RA

> σin
RA

) reflects a growing burstiness of the
traffic between sender and receiver, while a sinking standard deviation (σout

RA
<

σin
RA

) means a reduction of burstiness. The latter case is typical for a shaper [23].

3.3 Application-Perceived Throughput Histogram

Definition:
hRA(i) =

number of RA,s ∈ ](i− 1)ΔR, iΔR]
n

(11)

If the throughput histogram at the receiver H ({
Rout

A,s

})
is broader – in terms

of non-vanishing values hRA(i) when plotted versus iΔR – than the one at the
sender H ({

Rin
A,s

})
, the burstiness has increased due to interfering traffic [24].

In the other case, the traffic has been shaped, yielding a more sharp through-
put distribution at the receiver H ({

Rout
A,s

})
. As shown in figures 1 and 2, the

throughput histogram difference plot ΔH with

ΔhRA(i) = hout
RA

(i) − hin
RA

(i) (12)

originally defined in [2] and serving as a bottleneck indicator helps to visualize
these changes perceived by traffic on its way through a network as follows:

– Shared bottleneck ⇔ M shape of the bottleneck indicator;
– Shaping bottleneck ⇔ W shape of the bottleneck indicator.

Compared to standard deviation values, the throughput histograms contain more
detailed information about the impact of the bottleneck.
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Fig. 2. Anticipated time plot, throughput histograms at input and output and through-
put histogram difference plot (from left to right) in case of a shaping bottleneck [2]
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3.4 Lag-j Autocorrelation Coefficient of the Application-Perceived
Throughput

Definition:

ρ̂RA(j) =
∑n−j
s=1 (RA,s − R̄A)(RA,s+j − R̄A)

(n− j)σ2
RA

(13)

The autocorrelation coefficients allow to detect and compare degrees of after-
effects and periodicities within the throughput processes at the server’s (ρ̂in

RA
)

and client’s (ρ̂out
RA

) side. Periodicies are revealed by positive spikes of ρ̂RA(j) when
plotted versus j. Changes of the autocorrelation coefficients (from ρ̂in

RA
to ρ̂out

RA
)

reflect changes of after-effects and periodicities within the throughput process
imposed by the network.

4 Measurement Setup
4.1 Parameter Settings

According to the prerequisites of the fluid flow model [24,2], several packets
should be captured in one averaging interval in order to get a differentiated view
on throughput variations. As GPRS allows only for a couple of packets to be sent
or received per second, an averaging interval of ΔT = 1 s was chosen. With a
typical observation window of duration ΔW = 1 min, the throughput time series
to be analyzed consist of n = 60 values. In some particular cases, different ΔT
values around one second and longer observation windows ΔW ≤ 5 min will be
applied. Due to the limited resolution in time, time stamping inaccuracies due
to the limited exactness of the computer clock should be a minor issue, while the
quite short observation interval should damp the potential effect of clock drift.

All throughput histograms in Section 5 will be presented with a through-
put resolution of ΔR = 1 kbps and the autocorrelation plots with a confidence
interval of 95 %.

4.2 Layer of Interest

When it comes to speed and capacity issues, vendors and providers in general
specify the available bit rate on link or physical layer (OSI layers 2 and 1, re-
spectively). However, applications perceive throughput at application layer (OSI
layer 7) or even above, which is considered in this work. Due to the overhead
introduced by the layers in-between (at least OSI layer 3 and 4 in the Inter-
net context), the average application-perceived throughput is exclusives upper-
bounded by the link-layer capacity CLink. Denote Ωi as overhead introduced by
layer i and L̄ as average packet length on application layer, we arrive at

R̄A

CLink
=

L̄

L̄ + Ω3 + Ω4
. (14)

For UDP/IP, Ω4 = 8 B and Ω3 = 20 B, respectively. For an average packet length
of L̄ = 128 B, the average application-perceived throughput is 128

128+20+8 	 82 %
of the link capacity; for L̄ = 480 B, this share rises to 94 %.
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In case the (average) offered traffic on application level R̄off
A exceeds the

throughput indicated by Equation 14, a share of

� =
R̄off

A
L̄+Ω3+Ω4

L̄
− CLink

R̄off
A
L̄+Ω3+Ω4

L̄

= 1 − L̄

L̄ + Ω3 + Ω4
· CLink

R̄off
A

(15)

is lost. In the above mentioned case of L̄ = 480 B, loss of � 	 6 % is to be
expected when the offered traffic on application level matches the link capacity,
cf. Table 3.

4.3 Initial Delay

One specific property of mobile networks consists in the fact that the first packet
experiences an extraordinarily high delay beyond the usual one-way delay due to
the need to set up a so-called Temporary Block Flow [4,25]. As the measurements
synchronize on the first observed packet, the receiver starts capturing of the time
series

{
Rout

A,s

}n
s=1

too late, yielding quite high throughput values Rout
A,s during the

first intervals. In the following, we describe how to cope with this problem.
Let us define the network as an equivalent fluid-flow bottleneck as proposed

in [2]. The buffer content at the end of interval s is described by

Xs = Xs−1 + (Rin
A,s −Rout

A,s)ΔT ; X0 := 0 . (16)

Obviously, Xs cannot be negative due to reasons of causality: a certain packet
cannot be received in an interval prior to when it was sent. Taking this into
account and applying (16) in a recursive manner, we arrive at the causality
condition

n∑
s=1

Rin
A,s ≥

n∑
s=1

Rout
A,s ∀n . (17)

In case of a late first packet, Rout
A,s is typically larger than Rin

A,s during the first
interval(s), which means that condition (17) is not met. To compensate for this
problem, we can delay the time series

{
Rout

A,s

}n
s=1

artificially by qΔT by including
zero samples in the beginning so that

q∗ = min

{
q :

n∑
s=1

Rin
A,s ≥

n∑
s=1

Rout
A,s+q ∀n

}
, Rout

A,0, . . . , R
out
A,q∗−1 := 0 (18)

From Equation 18, we derive an estimation of the extra initial delay of the first
packet of

τR0 = q∗ΔT . (19)

In case the original traces are available, such an estimation can as well be
constructed by comparing the cumulative inter-arrival times of the packets in{
T in
p , Lin

p

}k−1

p=0
and

{
T out
p , Lout

p

}k−1

p=0
, respectively. The corresponding causality

condition reads as follows:

T in
p − T in

0 ≤ T out
p − T out

0 ∀p . (20)
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We obtain an estimation of the extra initial delay of

τT0 = min
{
τ : T in

p − T in
0 ≤ T out

p − T out
0 + τ ∀p} . (21)

Comparisons of (19) and (21) showed that in case of considerable loss (8) at
the beginning of the observation interval, q∗ becomes too small. The reason for
this is obvious: the loss reduces the output flow Rout

A,s+q, and thus, (18) is met
“too early” when q is increased. For this reason, we construct another bound by
taking � > 0 into account:

q∗∗ = min

{
q :

n∑
s=1

Rin
A,s ≥

n∑
s=1

Rout
A,s+q + � ∀n

}
, Rout

A,0 . . . R
out
A,q∗∗−1 := 0(22)

τL0 = q∗∗ΔT . (23)

Please note that � is calculated over the whole observation window in order to
ensure that this portion of traffic is very likely to be lost. Estimations of τR0 and
τL0 will be compared with τT0 in Section 5.5.

4.4 Warm-Up Phase

A practicable work-around of the problem of the delayed first packet consists
in not considering the first k’ (say 100) packets of the trace both at sender and
receiver, yielding the traces

{
T in
p , Lin

p

}k−1

p=k′ and
{
T out
p , Lout

p

}k−1

p=k′ as a basis for
analysis, respectively. This way of treating the problem is comparable to the
elimination of a warm-up phase in a simulation by not taking the first samples
into account. Thus, we observe the some kind of steady-state thoughput process.
This work-around was applied except for the study of the initial delay found in
Section 5.5.

4.5 UDP Generator

For the measurements of application-perceived throughput, two scenarios were
considered: One is called the downlink scenario, cf. Figure 3 (a), in which the
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Table 1. Query Performance Parameters in Server and Client Code

Line Code
01 [Dllimport("kernel32.dll")]
02 extern static ulong QueryPerformanceCounter(ref ulong x);
03 [Dllimport("kernel32.dll")]
04 extern static ulong QueryPerformanceFrequency(ref ulong x);

client is connected to a base station (BS) and the server to the Internet via
100 Mbps Ethernet. The other one is called the uplink scenario, Figure 3 (b),
in which the server is connected to an BS and the client to the Internet via
100 Mbps Ethernet. These names are based on the way the data traffic is directed
regarding BS.

The measurements are produced by using a User Datagram Protocol (UDP)
generator. The generator is trying to send UDP datagrams of constant length as
regularly as possible with a sequence number inside each datagram. The data-
grams are not sent back-to-back, but spaced in order to yield a certain load. The
minimal time the packets are spaced is hereafter called inter-packet delay. The
software tries to keep this value as closely as possible. However, as blocking calls
are used, sending packets too fast as compared to the capacity of the link close to
the sender can increase the effective inter-packet delay, cf. Sections 5.2 and 5.4.

The software was developed in C# running on both server and client, and
these are producing and monitoring the datagram stream. The original time
stamp resolution is limited to 10 milliseconds, which is not good enough for
our purposes. Thus, specific coding was necessary to improve the time stamp
resolution to one thousand of a millisecond. This was achieved by using per-
formance counters in conjunction with the system time to provide smaller time
increments. To this aim the kernel32.dll functions QueryPerformanceCounter

Table 2. Inter-Packet Delay Algorithm in Server

Line Code
01 QueryPerformanceCounter(ref ctr0);

// Perform this line once at start up
... · · ·
05 QueryPerformanceCounter(ref ctr1);
06 QueryPerformanceCounter(ref ctr2);
07 while (((ctr2 · 1000000 / freq) − (ctr0 · 1000000 / freq))

< (delayTimeLong · 1000 · (ulong)i))
08 {
09 QueryPerformanceCounter(ref ctr2);
10 }
... · · ·
15 QueryPerformanceCounter(ref ctr3);
16 s.Send(rndFile,rndFile.Length,ipAddress,remotePort);
17 QueryPerformanceCounter(ref ctr4);
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Fig. 4. UDP Generator with Time Stamps

and QueryPerformanceFrequencywere used, cf. Table 1. For each measurement,
the process for each run was set to realtime in the Microsoft Windows operating
system.

All data are saved in a static vector to create the necessary space at the start-
up of the program. If with was neglected memory allocations or hard disc access
could jeopardize the timestamping, which should be avoided at all cost. At the
end of executions all time stamps in the static vector are saved, cf. Figure 4
(right-hand side).

The UDP generator starts with saving the starting time in variable ctr0 to be
used as an absolute value to every other time stamp in the code, cf. Figure 4 (TS
0) and Table 2 (line 01), using the QueryPerformanceCounter. All parameters
are using ulong because the amount of numbers represented by the hardware
except for i which has to be done by type-casting.
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Before and after each the inter-packet delay function a time stamp (TS) is
executed, cf. Figure 4 (TS 0 to 4) and Table 2 (line 05, 06 and 09). To maintain
the nominal inter-packet delay, a while-loop containing an absolute measurement
is used for all packets to be sent, cf. Figure 4 (TS 0, 2a and 2b) and Table 2
(ctr2 − ctr0 < delayT imeLong · i). Together, the while loop is being hold until
the accumulated inter-packet delay time is reached, cf. Figure 4 (TS 2a and 2b).
Before and after each send function a time stamp is executed, cf. Figure 4 (TS
3 and 4) and Table 2 (line 15 and 17). The parameters rndFile, rndFile.Length,
ipAddress, remotePort are used inside each packet. Finally the datagram is sent
out. The time stamp 3 (ctr3) is used at the sender side.

5 Measurements and Results

5.1 UMTS Downlink

The first UMTS downlink case presented addresses a modestly loaded link with
the nominal inter-packet delay time set to 90 ms, cf. Figure 5. In this case, the
impact of the network is hardly visible; the average throughput is the same on
server and client side, while the standard deviation has grown slightly, still, it is
small as compared to the average both at sender and receiver. The throughput
histograms are almost identical, which is also shown by the throughput his-
tograms different plot that is close to zero, cf. Figure 5 (a) (middle). At the
server side, the autocorrelation plot, cf. Figure 5 (a) (bottom-left), reveals a
throughput periodicity of about 9 s, which stems from the fact that the averag-
ing interval is not an integer multiple of the inter-packet delay. However, at the
client side, this periodicity is less pronounced, cf. Figure 5 (a) (bottom-right).
Obviously, the network has destroyed some of the original throughput autocor-
relation and its structure. The plots from the time domain, cf. Figure 5 (b) time
stamp 1, shows some rather small amount of jitter. The jitter indicated from the
first time stamp is compensated to sustain the throughput. In this case the true
IPD is 89.88 ms (second from bottom). Figure 5 (b) (bottom) show the time
plot perceived by the receiver. The mean IPD at the client side is slightly larger
than the mean IPD at the server, displaying a distinct burst deviation around
sample 450. The client does not indicate any packet loss.

In second case, the nominal inter-packet delay time is set to 30 ms, cf. Figure 6.
Still the average throughput is the same on both the server and client side, but the
standard deviation is much higher at the client side as compared to the server side.
The client also starts to perceive more jitter compared to the previous example,
cf. Figure 6 (b) (bottom). Still, the client does not indicate any packet loss. The
autocorrelation structure is again changed significantly by the network.

In the third case, the offered throughput was increased to 384 kbps by reduc-
ing the inter-packet delay to 10 ms, cf. Figure 6. The server produces a stream at
exactly this speed (ΔT is an integer multiple of the nominal inter-packet delay).
Consequently, the standard deviation is zero and the autocorrelation undefined.
Following the argumentation in Section 4.2, we obviously face an overloaded bot-
tleneck, and data loss amounts to � = (1−359.68/384) 	 6 %. However, according
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Fig. 5. UMTS downlink scenario, 90 ms inter-packet delay

to standard deviation and histogram, cf. Figure 7 (a) (top-right), the datagrams
arrive much more scattered at the client’s side, which receives data at rates vary-
ing from roughly 175 to 475 kbps. The bottleneck indicator seen in Figure 6 (a)
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Fig. 6. UMTS downlink scenario, 30 ms inter-packet delay

(middle) reveals a shared bottleneck. The autocorrelation, cf. Figure 7 (a)
(bottom-right), is rather small but irregular. The jitter perceived by the client
is also very high together with some packet loss, cf. Figure 7 (b) (bottom).
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Fig. 7. UMTS downlink scenario, 10 ms inter-packet delay

Table 3 contains an overview of all UMTS downlink measurements that have
been carried out. There is a tendency that throughput jitter increases as the
offered load approaches the capacity of the downlink (384 kbps).
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Table 3. UMTS Downlink with packet size of 480 bytes

Nominal Average R̄in
A R̄out

A σin
RA

σout
RA

�
IPD IPD
[ms] [ms] [kbps] [kbps] [kbps] [kbps] [%]

10 9.84 384.00 359.68 0.00 58.24 6.2
11 10.85 349.12 348.42 1.07 68.19 0.2
12 11.85 320.00 319.94 1.83 95.05 0.0
15 14.87 256.00 254.98 1.83 67.30 0.4
20 19.87 192.00 192.00 0.00 55.64 0.0
30 29.87 128.00 128.00 1.83 16.15 0.0
40 39.88 96.06 95.81 2.06 56.80 0.2
50 49.87 76.80 76.80 2.34 4.90 0.0
60 59.89 64.00 63.94 1.83 6.12 0.1
80 79.88 48.00 47.94 1.94 3.71 0.1
90 89.88 42.69 42.69 1.24 3.81 0.0

100 99.89 38.40 38.40 0.00 1.00 0.0

5.2 UMTS Uplink

We now apply the same type of overload simulation to the UMTS uplink. The
nominal inter-packet delay was set to 90 ms, cf. Figure 8. In this case, the impact
of the network is visible but small; the average throughput is the same on server
and client side, while the standard deviation has grown slightly; still, it is small
as compared to the average both at sender and receiver. At the server side, the
autocorrelation plot, cf. Figure 8 (a) (bottom-left), reveals a throughput period-
icity of about 9 s. However, at the client side, this periodicity is less pronounced,
cf. Figure 8 (a) (bottom-right). No packet loss is perceived. Figure 8 (b) shows
that the sender’s jitter is hardly damped by the adaptable sleep function. This
indication comes from the burstiness of the data sent thought the link.

In the second case, the offered traffic amounts to 480 × 8 bit / 60 ms = 64 kbps.
However, the average throughput at the server’s side reached only 59.26 kbps,
which means an effective average inter-packet delay of 65 ms. A strange peak
at 0 kbps occurs in the throughput histogram at the server’s side, cf. Figure 9
(a) (top-left). Obviously, datagrams were buffered and sending was delayed until
there is capacity available on the UMTS link. The server was sending at 0 to
112 kbps; the standard deviation is almost as large as the average throughput. At
the client side the average throughput also amounts to 59.26 kbps, which means
that there is no missing traffic at the end of the observation interval (0 % loss).
The throughput histogram is much more compact, displaying throughputs be-
tween 35 and 66 kbps. The standard deviation is reduced almost by factor eight,
the bottleneck indicator (Figure 9 (a) (middle)) displays a shaping bottleneck.
The autocorrelation is quite small, cf. Figure 9 (a) (bottom). Another indication
is the time spent in the sleep function is very low, cf. Figure 9 (b) (top), which
indicates that sleeping time is already consumed by the send function.
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Fig. 8. UMTS uplink scenario, 90 ms inter-packet delay

Table 4 summarizes results from the UMTS uplink measurements. Again, we
recognize the trend that the receiver perceives more throughput variation as the
sender approaches the nominal capacity of 64 kbps. However, as soon as this
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Fig. 9. UMTS downlink scenario, 60 ms inter-packet delay
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Table 4. UMTS Uplink with packet size of 480 bytes

Nominal Average R̄in
A R̄out

A σin
RA

σout
RA

�
IPD IPD
[ms] [ms] [kbps] [kbps] [kbps] [kbps] [%]

50 65.61 58.62 58.62 41.13 6.92 0
60 65.25 59.26 59.26 39.01 5.07 0
70 69.70 54.91 54.91 1.77 11.71 0
80 79.70 48.00 48.00 1.94 5.27 0
90 89.70 42.69 42.56 1.24 2.58 0

100 99.67 38.40 38.40 0.00 4.30 0

capacity is surpassed, the average inter-packet delay stays below the nominal
inter-packet delay, and the throughput at the sender starts to jitter.

5.3 GPRS Downlink

The first GPRS downlink case addresses a modestly loaded link with the nominal
inter-packet delay time set to 130 ms, cf. Figure 10. The throughput histograms
and the standard deviations on server and client side are equal, cf. Figure 10 (a)
(top). The autocorrelation at the sender, cf. Figure 10 (a) (bottom-left), reflects
the non-integer ratio of ΔT and the nominal inter-packet delay. It is slightly
damped by the network, but the original correlation structure is preserved. Ac-
cording to Figure 10 (b) the packet loss is zero.

The second case addresses a GPRS downlink with the nominal inter-packet
delay time set to 70 ms, cf. Figure 11, the server sent with an almost constant
throughput of 14 to 16 kbps, yielding an average of 14.64 kbps. However, the
client received the datagrams in a scattered way at throughputs varying from 1 to
33 kbps which an average of 11.64 kbps. As in the UMTS downlink case, cf. Fig-
ure 7, the network introduces additional burstiness. From Figure 11 (a) (top), we
can see that the standard deviation grows roughly by factor 16. Figure 11 (a) (mid-
dle) reveals a shared bottleneck. Data loss amounts to about 20 % with a period
of 9 s, cf. Figure 11 (b) (bottom). The autocorrelation (Figure 11 (a) (bottom))
at the server side displays a periodic behavior of 3.5 s, while the client perceives a
longer period of about 15 s which is probably due to the overload situation with
regular throughput breakdowns. Reference [25] reports on abortive file downloads
via GPRS, which might have its roots in the here-described problems.

Table 5 provides an overview of different measurements. Quite high losses
occur quite frequently. However, no real trend can be seen. The only loss-less
case in which the network behaves transparently is the case of a nominal IPD
of 130 ms. In all other cases, there is a considerable growth of the standard
deviation at the receiver.

5.4 GPRS Uplink

The first GPRS uplink case addresses a modestly loaded link with the nominal
inter-packet delay set to 130 ms, cf. Figure 12. Already at this load, the packets
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Fig. 10. GPRS downlink scenario, 130 ms inter-packet delay

are received in a bursty way at the client side, cf. Figure 12 (a) (top-right);
Figure 12 (a) (middle) indicates a shared bottleneck. The autocorrelation at
the server side displays a periodic behavior of 3 s with highly correlated values
(Figure 12 (a) (bottom)), data loss is zero.



58 M. Fiedler, L. Isaksson, and P. Lindberg

0 10 20 30
0

1

2
Histogram at server

S
am

pl
es

Throughput [kbps]

Packet size: 128 bytes
Inter packet delay: 70 ms
Avg. throughput: 14.64 kbps
Std: 0.47 kbps

0 10 20 30
0

1

2
Histogram at client

S
am

pl
es

Throughput [kbps]

Packet size: 128 bytes
Inter packet delay: 70 ms
Avg. throughput: 11.64 kbps
Std: 8.03 kbps

5 10 15 20 25 30
−1

0

1
Throughput histogram difference plot

Throughput [kbps]

0 10 20 30
−1

0

1
Lag−j autocorrelation at server

A
C

F

Lag
0 10 20 30

−1

0

1
Lag−j autocorrelation at client

A
C

F

Lag

GPRS downlink

Throughput histograms, difference plot and ACF plots.

0 100 200 300 400 500 600 700 800
65

70

75
Jitter in sleep function, sender

T
im

e 
[m

s]

Max: 69.203 ms
Avg. sleep time: 69.057 ms
Min: 67.485 ms

No. of packets: 858

0 100 200 300 400 500 600 700 800
0

1

2

3
Jitter in send function, sender

T
im

e 
[m

s] Max: 1.66 ms
Avg. send time: 0.83 ms
Min: 0.77 ms

0 100 200 300 400 500 600 700 800
65

70

75 Max: 70.86 ms
Avg. sleep + send time: 69.89 ms
Min: 68.68 ms

Jitter in sleep + send function, sender

T
im

e 
[m

s]

0 100 200 300 400 500 600 700 800
10

0

10
5

Jitter in client

T
im

e 
[m

s]

Samples

Max: 400.940 ms
Avg. inter packet delay: 47.682 ms
Min: 0.000 ms

No. of packets: 682
Packet loss: 20.513 %

Time sample plots.

Fig. 11. GPRS downlink scenario, 70 ms inter-packet delay

In the second GPRS uplink case, the nominal inter-packet delay was set to
80 ms, yielding a server transmission rate of 12.82 kbps, cf. Figure 13 (a) (top-
left). This which is almost matched by the measured averaged throughput, which
amounts to 12.77 kbps. At the server and client side datagrams appeared as
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Table 5. GPRS Downlink with packet size of 128 bytes

Nominal Average R̄in
A R̄out

A σin
RA

σout
RA

�
IPD IPD
[ms] [ms] [kbps] [kbps] [kbps] [kbps] [%]

50 49.89 20.50 16.93 0.58 9.67 15.2
60 59.89 17.07 14.47 0.49 10.37 15.3
70 69.89 14.64 11.64 0.47 8.03 20.5
80 79.89 12.80 10.22 0.52 7.01 20.2
90 89.89 11.38 10.80 0.33 3.19 5.1

100 99.87 10.26 9.73 0.61 4.44 5.0
110 109.89 9.32 8.26 0.31 4.75 11.4
120 119.89 8.53 7.22 0.49 5.89 15.4
130 129.90 7.88 7.88 0.47 0.47 0.0

a scattered stream with throughputs of 1 to 48 kbps at the server and 1 to
20 kbps at the client. The standards deviation is slightly reduced. We observe
a shared bottleneck in the histogram difference plot, cf. Figure 13 (a) (middle).
The channel destroys the 4 s throughput periodicity but introduces some extra
low-term correlation, cf. Figure 13 (a) (bottom). From Figure 13 (b), we see that
there exist situations in which sleeping is not an option. Between samples 125–
195 and 230–260, such non-sleeping situations are indicated. Packet loss occurs
close to sample 150, with a total packet loss ratio of 0.4 %.

Table 6 summarizes the results of the GPRS uplink measurements. From the
rise of the standard deviation at the sender σin

RA
, we can deduct the cases in

which an overload situation is given (nominal inter-packet delay between 50 and
80 ms). For longer inter-packet delays, the standard deviation at the receiver
σout
RA

is similar in size. Loss is neglectible.

5.5 Impact of the Initial Delay

This section visualizes the impact of the initial delay and evaluates the
throughput-based criteria presented in Section 4.3.

Figure 14 (a) plots the unshifted throughput time series Rin
A,s and Rout

A,s (i.e.
q = 0) for the UMTS downlink with 90 ms inter-packet delay and ΔT = 0.5 s.
Excessive throughput values are observed at the output in the beginning. Figure
15 (b) plots the content of the equivalent bottleneck

Xs = Xs−1 + (Rin
A,s −Rout

A,s+q)ΔT ; X0 := 0, q ∈ N 0 (24)

for different values of q. Obviously, Xs < 0 for q < 3, while a shift by q∗ = 3
yields causality (Xs ≥ 0 ∀s), which leads us to the estimation τR0 = 3 · 0.5 s =
1.5 s (19).

We now look at a case involving loss. Figure 15 (a) plots the unshifted through-
put time series Rin

A,s and Rout
A,s (i.e. q = 0) for the UMTS downlink with 20 ms

inter-packet delay and ΔT = 0.5 s. Again, quite high throughput values are
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Fig. 12. GPRS uplink scenario, 130 ms inter-packet delay

observed at the client in the beginning, while in the end there is no traffic at
all. Figure 15 (b) plots the content of the equivalent bottleneck (24) for different
values of q. Finally, a shift by q∗ = 5 yields causality, which gives τR0 = 2.5 s.
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Fig. 13. GPRS uplink scenario, 80 ms inter-packet delay

Please observe the final “staircase” for q = 5 visualizing the loss L. Compar-
ing with Table 7, we find that τR0 underestimates the time-based initial delay
estimation τT0 	 6.85 s. This is due to the initial loss. Using the loss-compensated
criterion (22), we in fact obtain τL0 = 7 s, i.e. an upper bound for τT0 .
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Fig. 14. UMTS downlink scenario, 90 ms inter-packet delay
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Table 6. GPRS Uplink with packet size of 128 bytes

Nominal Average R̄in
A R̄out

A σin
RA

σout
RA

�
IPD IPD
[ms] [ms] [kbps] [kbps] [kbps] [kbps] [%]

50 130.24 8.58 8.58 24.64 2.13 0.0
60 91.24 11.95 11.91 26.46 3.99 0.3
70 104.15 10.02 10.00 24.53 4.55 0.2
80 79.77 12.82 12.77 9.55 7.16 0.4
90 89.67 11.38 11.38 0.33 6.88 0.0

100 99.71 10.24 10.07 0.42 6.40 0.3
105 104.74 9.76 9.52 0.52 6.77 0.2
110 109.72 9.32 9.32 0.31 6.74 0.0
115 114.72 8.91 8.91 0.47 6.62 0.0
120 119.74 8.53 8.38 0.49 6.70 0.0
130 129.69 7.88 7.88 0.47 6.37 0.0

Table 7. UMTS with packet size of 480 bytes

Downlink Uplink
IPD τT

0 τR
0 τL

0 Packet τT
0 τR

0 τL
0 Packet

Nominal Loss Loss
[ms] [ms] [s] [s] [%] [ms] [s] [s] [%]

10 N/A N/A 5.0 8.7
11 4933 2.0 5.0 5.2
12 5862 2.0 6.0 6.5
15 4375 2.0 4.5 4.3
20 6854 2.5 7.0 7.3
30 6221 3.0 6.5 6.1
40 5658 3.5 6.0 4.1
50 5805 3.5 6.0 4.7 N/A N/A N/A 0.0
60 6164 3.0 6.0 5.4 3074 3.0 3.0 0.0
70 1051 1.5 1.5 0.0 4115 4.5 4.5 0.0
80 6558 4.0 7.0 5.1 4288 4.5 4.5 0.0
90 1260 1.5 1.5 0.0 3990 4.5 4.5 0.0

100 5320 4.0 5.5 2.4 4088 4.5 4.5 0.0

Let us now look at the UMTS-related results presented in Table 7, where
N/A stands for cases when the minimum in (18), (21) or (22) could not be
found due to overload situations. If there is no loss, τR0 = τL0 . Except for some
few cases, τL0 provides a tight upper bound of the extra initial delay. For UMTS,
the anticipation of having the losses collected at the beginning of the interval
seems to be accurate.

Some results for GPRS are presented in Table 8. Here, we observe that τR0
in most cases provides a good bound for τT0 , while τL0 overestimates the initial
delay especially in cases of heavy loss (� 	 0.1 . . .0.2). This has its origin in a
loss process rather different from the UMTS case: Loss is not concentrated to the
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Fig. 15. UMTS downlink scenario, 20 ms inter-packet delay

beginning but appears rather bursty during ΔW , cf. Sections 6.3 and 6.4. Still,
τT0 can serve as a (conservative) upper bound if no further information on the
nature of the loss process is available. Again, in case of negligible loss (� → 0),
both estimations yield the same value τR0 = τL0 .
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Table 8. GPRS with packet size of 128 bytes

Downlink Uplink
IPD τT

0 τR
0 τL

0 Packet τT
0 τR

0 τL
0 Packet

Nominal Loss Loss
[ms] [ms] [s] [s] [%] [ms] [s] [s] [%]

80 1526 2.0 11.0 15.1 181 0.5 0.5 0.2
90 808 1.0 1.0 0.1 1493 1.5 1.5 0.1

100 2074 2.5 8.5 9.9 321 0.5 1.0 0.6
110 1870 2.0 8.0 9.8 345 0.5 0.5 0.0
120 1899 0.5 12.5 19.9 305 0.5 0.5 0.0
130 1187 1.5 1.5 0.0 402 0.5 0.5 0.2
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Fig. 16. Impact of ΔT on throughput histograms, difference plots and autocorrelation
functions
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5.6 Impact of the Averaging Interval ΔT

This section highlights the impact of the averaging interval ΔT on the per-
formance measures introduced in Section 3. Figure 16 shows throughput his-
tograms, corresponding difference plots and plots of the lag-j autocorrelation
coefficients for the UMTS downlink with an inter-packet delay of 20 ms for dif-
ferent values of ΔT as observed during ΔW = 5 min. Figure 17 illustrates the
standard deviations at sender and receiver together with the number of samples
as functions of ΔT .

In general, standard deviation and autocorrelation at the receiver get smaller
as the averaging interval grows, which means that high-frequent jitter compo-
nents are averaged out at least to some extent. Also, the throughput difference
plots get more narrow as ΔT grows. Interestingly enough, they do not vanish,
which means that the network cannot be considered to be transparent on these
time scales. In [12], considerable autocorrelation has been observed on a back-
bone link for ΔT = 5 min. We can conclude that the network can have a distinct
long-term after-effect on the throughput of a stream of interest.

6 Conclusions and Outlook

This paper focuses on measurements of application-perceived throughput on
rather short averaging intervals. The influence of GPRS, and UMTS networks in
both uplink and downlink direction on relevant summary statistics is illustrated
and discussed. The throughput-related statistics have shown to be capable of
visualizing critical network impacts on application performance. Using the con-
cept of an equivalent bottleneck, it is also possible to derive bounds for the extra
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delay of the first packet due to the need of setting up a Temporary Block Flow
via causality arguments. Thus, we have been able to describe these kind of delays
by throughput measurements.

In general, both UMTS and GPRS networks are capable of introducing enor-
mous amounts of jitter, which is seen from throughput deviations based on one-
second averages. The impact of these mobile channels on throughput histograms
and autocorrelation functions are clearly visible. While UMTS is almost trans-
parent in terms of throughput as long as the application uses only a small share
of the nominal capacity, GPRS hardly does without jitter.

In the downlink direction, there is a certain risk of data loss even if the
nominal capacity of the mobile link is not reached yet. It was observed that
the GPRS network in use had considerable problems in delivering packets in
downstream direction. Loss ratios of 10 to 20 % were not uncommon, which
efficiently jeopardizes the performance of streaming applications.

In the uplink direction, the burstiness also rises as long as the nominal capacity
of the wireless link is not reached. This effect is reversed as soon as the nominal
capacity is surpassed: In case the sending application transmits datagrams too
fast, the send function itself acts as a shaper by holding packets until they can be
sent, which can be considered as some kind of “force feed-back”. Loss is avoided
that way, but timing relationships within the stream can differ substantially from
the ones imposed by the streaming application.

Summarizing, UMTS seems to be suitable for streaming services as long as the
service uses merely a part of the nominal link capacity. GPRS, on the contrary,
does not seem to be feasible for streaming services at all and might even fail
supporting elastic services such as file transfers because of the large amounts of
loss and jitter.

Based on the above analysis and knowledge gained, an application could gain
more throughput and being more efficient if the datagrams are sent with some
inter-packet delay instead of sending all datagrams as fast as possible. This
inter-packet delay, i.e. the nominal throughput, should be well-adapted to the
throughput supported by the weakest communication link. As the available ca-
pacity could be changed during an ongoing connection due to cross traffic, it
might be important to adaptively change the inter-packet delay to the new con-
ditions. In general, the application programmer considering the use of mobile
channels should be conscious of these throughput variations. Moreover, these re-
sults are aimed at optimizing network selection based on requirements provided
by users and applications.

Future work will compare the offerings by different providers and will take
cross traffic into account. Also, other time scales as well as the relationship
between network behavior and user perception needs to be investigated further.
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Abstract. We study peer-to-peer packet traffic arising from passive
VoIP and video measurements that are generated by Skype and IPTV
clients. We provide a common methodology for the statistical character-
ization of the packet flows, discuss the user’s satisfaction and load esti-
mation. Two main ideas are used in our analysis. Due to the dependence
of the data we first partition the observations into independent blocks
and deal further with these block-wise independent data. Secondly, loss
is generated by packet lengths which exceed the channel capacity in a
time unit if the inter-arrival times coincide with this time unit. If the
inter-arrival times are random, loss is generated by the lengths of those
packets corresponding to transmission rates that exceed the channel ca-
pacity. Our methodology is demonstrated by individual Skype flows and
the aggregated flow of video packets exchanged with a mobile peer of a
SopCast session.

Keywords: Peer-to-peer traffic characterization, multimedia packet
traffic, Skype, IPTV, SopCast.

1 Introduction

In recent years, peer-to-peer (P2P) multimedia applications like Skype, IPTV
and on-line games have become a powerful service platform for the generation
and transport of voice and video over IP. Due to its free access Skype, for in-
stance, is now a real competitor of the traditional telephony services and has
millions of customers.

Due to randomly appearing peers the main feature of a P2P application is
determined by the random structure of its overlay network. The peers are both
receivers and senders of chunks of information at the same time. They determine
random transmission processes of this information to a cloud of receivers. The
management and control of the traffic dynamics is complicated since it depends
on this randomness in the overlay network and the transmission processes. To
improve the understanding of the transport mechanisms in P2P networks, we
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investigate the statistical properties of P2P multimedia traffic at the interaction
level and time scale of the packet layer.

Regarding Skype traffic different types of media like voice, video, and text
messages are transferred by a client. Considering IPTV life sessions, video and
voice streams are transmitted by the P2P network. Currently, there are sev-
eral important P2P TV applications, including PPlive, PPStream, SopCast and
TVAnts. Many authors have already tried to classify the VoIP traffic of Skype
sessions and the packet flows of IPTV sessions regarding the used applications,
applied encoding schemes etc., see for example [6], [12], [22]. These studies con-
cern both the packet and flow level characterization of the monitored traffic
streams.

In our study we do not intend to classify the gathered P2P traffic. But we
study passive measurements of VoIP flows arising from a Skype client and video
traffic generated by an IPTV session at the Ethernet packet layer. We focus on
the inter-arrival time (IAT) and packet length (PL) processes and provide a com-
mon methodology for the statistical characterization, the analysis of the user’s
satisfaction and the load estimation of the packet transmission. This approach
is possible since the analysis of the packet transmission over IP has a common
foundation irrespective of the P2P video or voice transfer.

The characterization implies that we have to investigate whether the traffic is
stationary, long- or short-range dependent or independent, self-similar (i.e. scale
invariant), and heavy-tail distributed. The analysis can be done by a common
and rigorous mathematical methodology. It is illustrated by examples of an ag-
gregated IPTV traffic flow to a mobile peer and the VoIP traffic in a WLAN
environment between two Skype users.

Since the data are mostly dependent, we have to partition it into independent
blocks and to deal with representatives of these blocks like maxima, minima and
averages just like with independent data. Particularly, this procedure allows us
to fit the distribution of the maximum of the IATs between packets.

Another important question of our study concerns the user’s satisfaction. It is
determined at the packet layer by the loss and delay of transmitted packets. Both
impact on the quality of service (QoS) and the user’s quality of experience (QoE).
The extremes (i.e. maximal and minimal values) of the IATs between delivered
packets and of the PLs influence on the speech and image perception more than
the non-extremal values of these indices. Hence, we model the distribution of the
maximal IAT between packets and find its quantiles as indices of the quality.
Besides, we propose the mean byte loss, the mean delivery time variation of
packets per cluster and the quantiles of lossless periods as new indices of the
quality.

The rest of the paper is organized as follows. In Section 2 the used data sets
of the P2P multimedia flows are described. In Section 3 the common methodol-
ogy to detect stationarity, long-range dependence (LRD), self-similarity and the
heaviness of tails is presented. In Section 4 the partitioning of the observations
into independent blocks as preliminary tool for the analysis of dependent data
is explained. In Section 5 we present indices of the user’s satisfaction during
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a packet transmission and illustrate them by means of Skype traffic data. In
Section 6 the estimation of the offered traffic load in a finite time interval is pre-
sented. In Section 7 the Extreme Value Distribution and its quantiles describing
the maximum of the IATs between transmitted packets are evaluated for IPTV
data. Finally, some conclusions are presented.

2 Description of the Multimedia Packet Traffic

Actually, we use in our study the inter-arrival times (IATs) between packets and
the packet lengths (PLs) as the main source of information. In the following the
sequence of n IATs between the packets of a multimedia traffic flow is denoted by
X1, X2..., Xn and Y1, Y2..., Yn are the associated PLs. Our proposed methodology
is demonstrated by means of two illustrative data sets containing peer-to-peer
video and voice-over-IP (VoIP) traffic.

2.1 Description of the VoIP Data

To reveal the features of our statistical techniques for multimedia traffic char-
acterization, we have used P2P VoIP traffic generated by Skype clients, cf. [26].
Due to the peer-to-peer character of Skype and the random nature of its overlay
network relaying the generated packet flows, it is in general difficult to monitor
the traffic between two communicating hosts along a path in the overlay net-
work. Hence, one must gather the Skype packet traffic related to a particular
site, cf. [8].

We have also followed this approach. Communication sessions between two
Skype clients within a LAN test bed and their encoded voice samples have been
gathered by means of Wireshark at Otto-Friedrich University Bamberg in 2006
(see Fig. 1 taken from [15], [16, Fig. 1]). The collected PLs and IATs between
Ethernet packets of a representative single Skype flow will be used as first il-
lustrative data set in our study. The latter flow has been generated based on a
mixture of short representative sessions of monologues, dialogs and music clips
with German and English male and female speakers and lasts 135 seconds. The
resulting unidirectional VoIP packet stream has been isolated in a pre-processing
phase. The variable bit rate wideband Internet Speech Audio Codec (iSAC) has
been applied by the clients as basic voice encoding scheme with a sampling
frequency of 16 kHz. It is able to respond to varying network conditions and
generates variable data rates ranging from 10 to 32 kbps.

This data set illustrates the typical features of Skype flows in current home
environments. It has been arising from a transmission path with several wired
and two wireless links. Here both the sending mobile client (mobile host 2 at
192.168.182.22) and the receiving mobile client (mobile host 1 at 192.168.1.4) are
first traversing private IEEE802.11 WLAN segments 1 and 5, respectively, with
DSL attachments to the public Internet and then an Internet path 2,3,4 including
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Fig. 1. LAN test bed for voice over IP communication by Skype clients (see [16, Fig. 1])

a tier-1 carrier exchange point between Telefonica’s and Deutsche Telekom’s
ISP networks (see Fig. 1, cf. [16, Fig. 1]). Therefore, this network path can be
considered as typical VoIP over WLAN environment that a majority of Skype
users traverse today between two private homes.

To evaluate the load and delivery variation profile, we also need the extremes
of the PLs and IATs within independent subsets (called blocks) of data, see
Section 4. All descriptive statistics of these random variables (r.v.s) arising from
our representative VoIP data set are stated in Table 1.

2.2 Description of the IPTV Data

The second illustrative data set contains P2PTV traces generated by the P2P
IPTV system SopCast [27]. A comprehensive measurement study of a typical
IPTV home scenario including a wireless access to the Internet has been per-
formed during the second quarter of 2009 by the Computer Networks Laboratory
of Otto-Friedrich University Bamberg, Germany.

In this wireless scenario the SopCast client is running on a desktop IBM
Thinkcentre with 2.8 GHz Intel Pentium 4 processor, 512 MB RAM, and Win-
dows XP Home. It is attached by a Netgear WG111 NIC operating the
IEEE802.11g MAC protocol over a wireless link to the corresponding ADSL
router acting as gateway to the Internet.

Watching a popular sport channel, representative traces arising from sessions
of 30 minutes have been gathered by Wireshark at the mobile host. The descrip-
tive statistics of a representative aggregated flow to the observed SopCast client
are stated in Tab. 2.
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Table 1. Description of the VoIP data arising from a Skype packet flow

Sample Min Max Mean StDev Skewness Kurtosis
R.V. Size

Inter-arrival 4605 1.9 2.01 3.1 8.635 5.183 79.75
times (sec) ·10−5 ·10−1 ·10−2 ·10−3

Packet 4605 45 284 160.27 25.808 −0.921 2.32
lengths (bytes)

Maxima of inter- 72 5.8 2.01 7.3 2.6 3.622 14.253
arrival times (sec) ·10−2 ·10−1 ·10−2 ·10−2

Minima of inter- 72 1.9 9.1 3.3 6.816 0.028 −1.56
arrival times (sec) ·10−5 ·10−2 ·10−2 ·10−4

Maxima of packet 72 85 284 197.69 1688 −1.405 6.857
lengths (bytes)

Table 2. Description of the IATs between packets in seconds and the block maxima
corresponding to IAT blocks of size 400 (IAT400) arising from the aggregated flow to
the observed peer

R.V. Sample Min Max Median Mean StDev Skew Kurtosis
Size ness

IAT 6.553 · 104 2.1 · 10−5 0.625 5.58 · 10−4 4.934 · 10−3 0.016 13.56 313.087
IAT400 163 0.021 0.625 0.105 0.138 0.102 1.773 4.193

3 Statistical Characterization of P2P Packet Flows

3.1 Detection of Stationarity

Before applying any statistical analysis method to time series it is the first step
to check whether the data are stationary. In practice it is not realistic to observe
a pure stationary process. In this case we can partition the observations at our
disposal into homogeneous sequences of data which are approximately stationary.

The weak stationarity of a stochastic process {Xt, t ≥ 0} requires that the
first two moments and the autocorrelation function (ACF) do not change in
time, i.e. μ = E(Xt), σ2 = Var(Xt), and the ACF between Xt and Xs only
depends on the difference |t − s|. Non-stationarity is equivalent to the presence
of a deterministic or stochastic trend in the data.

All tests on stationarity, e.g., Cochran’s test [9], the runs test [3], the R/S
method [23] (see also Section 3.3), are based on a partitioning of the data into
independent blocks and the comparison of averages, deviations from averages,
standard deviations or other statistical characteristics calculated by means of
these blocks.

The runs test, for instance, recommends to divide the time series into equal-
sized time intervals, to compute a mean value for each interval and to count the
number of runs of the mean values above and below the median value of the
series. Then one has to compare the calculated number of counts with the value
that one would expect if the observations were independent of each other.
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In [5] the R/S test is applied to detect the presence of deterministic trends in
the data. A survey of recent methods is provided by [10]. However, all these tests
have own constraints and drawbacks. An important constraint is determined by
the independence of data blocks that is difficult to achieve. Therefore, we consider
here some rough tools to check whether the mean and variance do not change
in time.

Let {Xi, i = 1, 2, ..., n} denote the original time series. Regarding the parti-
tioned data we then calculate the averages and variances within each block of
size m numbered by the integer k = 1, 2, ..., [n/m]

X(m)(k) =
1
m

km∑
i=(k−1)m+1

Xi,

V (m)(k) =
1

m− 1

km∑
i=(k−1)m+1

(
Xi −X(m)(k)

)2

and the sample variance of X(m)(k)

V̂arX(m) =
[m
n

] [n/m]∑
k=1

(
X(m)(k)

)2

−
⎛⎝[m

n

] [n/m]∑
k=1

X(m)(k)

⎞⎠2

. (1)

To test the stationarity with regard to the homogeneity of the mean, we check
the difference of the sample variances

D(m) = V̂arX(m) − V̂arX(m−1)

for successive values of m, cf. [23].
To check the homogeneity of the variances, one can apply Cochran’s test. The

idea of this test is simply to calculate the ratios

Gk = V (m)(k)/
[n/m]∑
i=1

V (m)(i), k = 1, 2, ..., [n/m].

Then it is the objective to select the maximal value Gmax = maxkGk among
them and to compare it with the quantiles of the distribution of Gmax for a
required level. Choran’s test requires the independence and normality of the
block data. In Section 4 we discuss a method to partition our data into indepen-
dent blocks. However, the normality of the data over the blocks is not always
fulfilled. According to the Central Limit Theorem the average over the blocks
can be asymptotically normal distributed if the representatives of the blocks
are independent and their second moment is finite. In Section 3.2 we discuss a
way to detect the presence of heavy tails in the data and to understand how
many moments of the distribution are finite. Note, that the normal distribution
is light-tailed.

Moreover, it is known that it is difficult to distinguish between stationary
processes with a long memory and non-stationary processes (cf. [4, Chap. 7.4,
p. 141f]). We show in Section 3.3 that both illustrative data sets exhibit a long-
range dependent (LRD) behavior.
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Example 1: We check first the stationarity of the Skype packet data, namely,
the IATs and PLs (regarding their description see Section 2.1).

The means of the IATs and PLs do not change much (see Fig. 2(b), 2(d),
cf. also [15]). One cannot conclude definitely from the visual analysis that the
variances do not change much in order to expect the non-stationarity of the IATs
and PLs (see Fig. 2(a), 2(b), 2(e), 2(f), cf. also [15]).

Applying Cochran’s test, we get Gmax = 0.19 regarding the IATs and Gmax =
0.114 for the PLs, cf. [15]. For m = 145 and [n/m] = 31 the 5% quantile of Gmax

is equal to 0.0457. The null hypothesis regarding the equality of the variances
should be rejected since the calculated values Gmax of the IATs and PLs are
larger than the bound 0.0457. Nevertheless, this conclusion may be unreliable due
to the deviation of the data from normality. The latter assumption constitutes
the main constraint of this test. Due to a positive kurtosis the IATs and PLs are
not normal distributed. Their non-zero skewness’ indicate that the distributions
of both characteristics are asymmetric, see Tab.1.

To proceed in a mathematically rigorous way, we partition our data into inde-
pendent blocks and check the stationarity of their representatives by an inversion
test, cf. [3]. In Section 4.2 we consider the techniques to select such blocks and
apply it to the Skype data of the example.

The null hypothesis states that the underlying sequence contains independent
stationary random observations, i.e., a trend does not exist. For this purpose one
calculates the statistic

A =
n−1∑
i=1

n∑
j=i+1

1l(Xi > Xj).

The hypothesis is accepted at level α = 0.05 if An,1−α/2 < A ≤ An,α/2 holds,
where An,1−α/2 and An,α/2 are quantiles of the distribution function (DF) of A.
The bounds of A are given by [1014, 1400].

We investigate the stationarity and independence of the maxima of the PLs
and the increments Xt −Xt−1 of the maxima and minima of the IATs between
Skype packets in the blocks. Since the values of A fall into the mentioned interval
(see Tab. 3), the null hypothesis should be accepted for the maxima of PLs as
well as the maxima and minima of the IATs.

3.2 Detecting the Heaviness of Tails of the Distributions

Let F (x) denote the distribution function (DF) of the underlying r.v. X , e.g.,
the IAT. Roughly speaking, heavy-tailed distributions are those long-tailed dis-
tributions whose tails decay to zero slower than an exponential tail. The tail is
determined by the function 1 − F (x). Regularly varying distributions with

1 − F (x) = x−α�(x), (2)
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(a) (b)

(c) (d)

(e) (f)

Fig. 2. The differences of variances D(m) and the means X(m)(k) within each block
of the inter-arrival times between Skype packets (a) and (b) and the lengths of Skype
packets (c) and (d); the size of blocks m = 100 was chosen for (b) and (d); the variance
V (m)(k) within each block of inter-arrival times (e) and packet lengths (f)

where �(x) is a slowly varying function with the property limx→∞ �(xt)/�(x) = 1
for any t > 0, constitute the widest class of heavy-tailed distributions.

The tail index α or its reciprocal γ = 1/α called the extreme value index
(EVI) show the shape of the tail of the distribution F . A positive sign of α
implies that the distribution is heavy-tailed. The smaller α the heavier is the
tail. Further, α indicates the number of finite moments, namely, Exβ < ∞ holds
for β < α if the distribution is regularly varying. In contrast to light-tailed
distributions, not all moments of heavy-tailed ones are finite. All moments are
infinite for super-heavy-tailed distributions.



78 N.M. Markovich and U.R. Krieger

Table 3. Inversion test results (cf. [16, Table V])

Maxima of Increments of Inter-arrival Times
Packet Length Maxima Minima

A 1358 1294 1249

There are several rough tools that allow us to distinguish between light and
heavy tails, see, e.g., [14] for a survey. Here we describe the most evident methods,
namely, the estimation of the tail index and the mean excess function.

To estimate the EVI γ, we use the popular Hill’s estimator

γ̂H (n, k) =
1
k

k∑
i=1

lnX(n−i+1) − lnX(n−k).

Here X(1) ≤ X(2) ≤ . . . ≤ X(n) denote the order statistics of the sample {Xi, i =
1, . . . , n} and k is a smoothing parameter. One can select k corresponding to the
stability interval of the Hill’s plot {(k, γ̂H (n, k)), k = 1, . . . , n− 1}.

One can estimate γ by a bootstrap procedure as an automatic method. This
scheme implies the averaging of the Hill’s estimates constructed over bootstrap
re-samples that are taken from the underlying sample with repetitions, see [14,
pp. 22–25].

There are numerous estimators of the tail index, but many of them are very
sensitive to dependence in the data. The Hill’s estimator, however, can be applied
to dependent data subject to specific mixing conditions, cf. [19].

The mean excess function

e(u) = E(X − u|X > u) (3)

provides another method that can indicate a heavy tail. The increase (or de-
crease) of e(u) implies a heavy-tailed (or light-tailed) distribution. Its constant
value corresponds to an exponential distribution. Its linear increase indicates a
Pareto-like distribution. Usually, the sample mean excess function

en(u) =
n∑
i=1

(Xi − u)1l(Xi > u)/
n∑
i=1

1l(Xi > u),

is calculated, where 1l(A) is the indicator function of the event A. Relatively large
values of u are usually not considered due to the few observations exceeding these
thresholds. It leads to unreliable estimates en(u).

Example 2: Let us consider the IPTV IAT data as a typical example. Regarding
the stability interval of the Hill’s plot, one can find the corresponding value of
the tail index α̂ ≈ 2, see Fig. 3(a). The bootstrap method over 200 bootstrap re-
samples taken from the IPTV IAT sample with repetitions yields a similar value
α̂ = 1.883, cf. [18]. Assuming a regular varying DF, this value implies that only
the first moment of the IAT distribution is finite and, hence, the distribution is
heavy-tailed.
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(a) (b)

Fig. 3. Estimation of the tail index of the IPTV IATs by the reciprocal of Hill’s es-
timator against the number of the largest order statistics k (a) and the mean excess
function of the IPTV IATs against the threshold u (b)

Since the Hill’s estimate may be corrupted by dependence if necessary mixing
conditions are not fulfilled, we also estimate the bootstrapped Hill’s estimate of
the independent block maxima of the IPTV IATs calculated over 500 bootstrap
re-samples. m = 400 has been selected as block size to provide independent
blocks, see [18]. Then we have obtained α̂ = 3.39. This implies that the first
three moments of this distribution are finite. The distribution of the IAT block
maxima is heavy-tailed.

By Fig. 3(b) one can conclude that the IPTV IAT distribution is a mixture
of a Pareto-like and an exponential distributions since en(u) increases almost
linear up to the threshold u = 0.12 and is almost constant beyond 0.12. The
latter is the 99.8% empirical quantile of the IATs.

3.3 Detection of Long-Range Dependence

Long-range dependence (LRD) of a time series {Xt, t = 1, . . . , n} means that the
ACF ρX(h) = E ((Xt − μ)(Xt+h − μ)) /σ2, μ = E(Xt), σ2 = Var(Xt), remains
sufficiently large in magnitude over a long period of time. The values of the
ACF can be small, but in case of LRD their cumulative effect is significant, i.e.,∑∞
h=0 |ρX(h)| = ∞.
The dependence structure may be derived by calculating the sample ACF and

the extremal index and executing Portmanteau tests. An LRD property may be
detected by an estimation of the Hurst parameter.

Estimation of the Autocorrelation Function. The classical sample ACF is
calculated by the formula
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ρ̂(h) =
∑n−h
t=1

(
Xt −Xn

) (
Xt+h −Xn

)∑n
t=1

(
Xt −Xn

)2

with Xn = 1/n
∑n
i=1 Xi. For normal distributed characteristics one may con-

clude that independence or short-range dependence occurs if the ACF is dying
after a few lags h inside the 95% Gaussian confidence window ±1.96/

√
n. For

non-Gaussian r.v.s this conclusion may be wrong.
Note that the ACF does not exist when the variance is infinite. In this case

one can use the modified estimate without a centering by the sample mean,

ρ̂n(h) =
n−h∑
t=1

XtXt+h/
n∑
t=1

X2
t ,

instead of ρX(h), cf. [20]. This estimate may be unreliable for non-linear pro-
cesses.

In practice one can use the classical sample ACF even if the distribution is
heavy-tailed, cf. [20, p. 349]. However, it is difficult to check the null hypothesis
that the data stems from an independent sample because the confidence intervals
of the ACF cannot be defined easily for heavy-tailed distributions in contrast to
the Gaussian bounds of the ρ̂(h), see [7]. The conclusion is that one has to apply
additional tests to check the dependence.

Example 3: We consider the sample ACFs of our illustrative Skype and IPTV
data sets. The ACFs of both the IATs and PLs of a Skype flow are small but
do not decrease at large lags, see Fig. 4(a), 4(b) (cf. also [15]). This property
implies that both the IATs and PLs of a Skype packet flow may be LRD.

(a) (b) (c)

Fig. 4. The sample ACF ρ̂(h) of the IATs between Skype packets (a) and of the lengths
of Skype packets (b). The sample ACFs of the IATs between IPTV packets ρ̂(h) (thin
line) and ρ̂n(h) (solid line) (c). All estimates are shown with Gaussian 95% confidence
intervals with the bounds ±1.96/

√
n.
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Since the variance of the IATs of IPTV video data is infinite (see example
2 in Section 3.2) we consider both sample ACFs ρ̂(h) and ρ̂n(h). They do not
decrease as the lag h increases and do not remain within the Gaussian 95%
confidence interval, see Fig.4(c) (cf. also [18]). Both facts may confirm the LRD
of the IPTV IATs.

Portmanteau Tests. We consider two Portmanteau tests, namely, the Ljung-
Box test and Runde’s test. The first one is appropriate if the variance of the
underlying r.v. is finite whereas the second is valid for time series with infinite
variance. These tests check the null hypothesis regarding the independence of
the underlying data.

According to the Ljung-Box test the test statistic

Q = n(n + 2)
h∑
j=1

ρ̂2(j)/(n− j)

has approximately a chi-square distribution with h degrees of freedom, cf. [7],
[13]. The i.i.d. hypothesis should be rejected at level η if Q > χ2

η(h) holds, where
χ2
η(h) is the ηth quantile of the chi-square distribution with h degrees of freedom,

i.e., Pr{χ2 > χ2
η(h)} = η, 0 < η < 1.

Given the tail index 1 < α < 2, Runde’s test [21] uses the test statistic

QR = (n/ lnn)2/α
h∑
j=1

ρ̂2(j).

The condition 1 < α < 2 implies that the second moment of the distribution is
infinite, see Section 3.2. The quantiles of the limiting stable distribution of QR
can be found in [21]. Some of them are given in Tab. 4, cf. [18]. To use Runde’s
test we have to estimate first the tail index (see Section 3.2 for corresponding
methods). Since this test is valid for symmetric r.v.s, one has to construct a new
symmetric r.v. based on the underlying r.v.s {Xi}. For this purpose we consider
Yi = siXi, where si is a discrete r.v. that takes the values +1 and −1 with
the probabilities 0.5. Yi has the same tail index α as Xi since the DF of Yi is
determined by

IP{Yi ≤ x} = 1/2IP{|siXi| ≤ x} = 1/2IP{Xi ≤ x}.

Now we can check the independence of Yi. If {Yi} are independent then {Xi}
are independent, too, since

1/2n IP{X1 ≤ x1}...IP{Xn ≤ xn} = IP{Y1 ≤ x} . . . IP{Yn ≤ x}
= IP{Y1 ≤ x1, ..., Yn ≤ xn} = IP{s1X1 ≤ x1, ..., snXn ≤ xn}
= 1/2nIP{|s1X1| ≤ x1, ..., |snXn| ≤ xn} = 1/2nIP{X1 ≤ x1, ..., Xn ≤ xn},

holds, cf. [16].
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Table 4. Results of the Ljung-Box and Runde’s test for IPTV data

Data Lags QR Qh(0.05) Data Lags Q χ2
0.05(h)

2 4.01 · 103 13.53 IAT block 10 13.273 18.3
IAT 3 5.917 · 103 16.32 maxima 20 25.515 31.4

4 7.82 · 103 18.28 {X400
i } 30 40.696 43.8

5 9.344 · 103 19.17

Example 4: We apply Runde’s test to the IATs between IPTV packets, see Sec-
tion 2.2. The latter test is appropriate since the variance of the IAT distribution
is infinite, see example 2 in Section 3.2. Since the values of Runde’s statistic QR
with the estimated α̂ = 1.883 exceed the critical values Qh(0.05) of the limiting
distribution of QR for the 0.05−level given in [21], the null hypothesis regarding
the independence of IPTV IATs should be rejected, see Tab. 4.

In contrast to that, the block maxima {X400
i } of the IPTV IATs calculated

over equal-sized blocks of size 400 may be independent. We can apply the Ljung-
Box test to this data set since the estimate of its tail index is equal to α̂ = 3.39
which is larger than 2, see example 2 in Section 3.2. Hence, the variance is finite.
Since the values Q do not exceed χ2

0.05(h), the null hypothesis regarding the
independence of these block maxima should be accepted, see Tab. 4.

Estimation of the Extremal Index. To check the dependence additionally,
a constant θ ∈ [0, 1] of the process known as its extremal index is calculated.
θ shows the change in the limiting distribution of the sample maximum due to
dependence in the process. According to the theory of extremes typically

IP{Mn ≤ u} ≈ IPθ{M̃n ≤ u} = Fnθ(u) (4)

holds for sufficiently large n and u. Here Mn and M̃n are the maximum of
the sequence of dependent r.v.s {X1, ..., Xn} and the sequence of associated
independent r.v.s {X̃1, ..., X̃n} with the same DF F (x), cf. [2]. For independent
identically distributed (i.i.d.) sequences θ = 1 holds.

The dependence leads to clusters in the data. The value θ < 1 gives some indi-
cation on the clustering behavior and, hence, the dependence in the underlying
sequence. 1/θ determines the mean number of exceedances over some threshold
per cluster, cf. [2]. Hence, estimates of 1/θ are equal to the ratio of the number
of exceedances over the threshold to the number of clusters. Its estimates are
only distinguished by different definitions of a cluster in the data.

Regarding the blocks estimate

θ
B

(u) =
n
∑k
j=1 1l(M(j−1)r,jr > u)
rk

∑n
i=1 1l(Xi > u)

(5)

of θ, the cluster is a block of data with at least one exceedance over a threshold
u. Mi,j = max(Xi+1, ..., Xj), k is the number of blocks, r = [n/k] is the number
of observations in each block, and [·] denotes the integer part of a number, cf.
[2]. The estimate θ̂ is selected in a u-region where the plot of the extremal index
against u does not change much.
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(a) (b)

Fig. 5. Blocks estimates of the extremal index of the maximal Skype PLs within blocks
against the number of blocks (a) (cf. [16, Fig. 4a]) and of the IPTV IATs against the
threshold u (b)

Example 5: We consider the maximal PLs of a Skype flow within blocks that
are separated by those IATs arising from the 98.4% empirical quantile of the
IATs, see example 9 in Section 4.2. For the number of blocks equal to 72, θ

B
(u∗)

is equal to 1, see Fig. 5(a) taken from [16, Fig. 4a]. This implies that the maxima
of the PLs corresponding to these 72 blocks are independent. Here u∗ = 197.69
has been selected which is equal to the mean of the PL maxima.

Let us consider the IPTV IATs. By Fig. 5(b) one can find that θ̂ ≈ 0.5
corresponds to the interval of the approximate stability of the plot. It implies
the dependence of the IATs.

Estimation of the Hurst Parameter. Fractional Gaussian noise and frac-
tional ARIMA are often used as ideal models of LRD time series. For such models
the ACF has the common property ρX(h) ∼ cρh

2(H−1) as h → ∞, and cρ is a
constant. The value H = 1/2 implies ρX(h) = 0 due to cρ = 0 and corresponds
to independence. The closer the value 1/2 < H < 1 is to 1 the longer reaches
the dependence.

To estimate the Hurst parameter H , we can use the R/S and aggregated
variance methods as well as Abry-Veitch’s wavelet technique, cf. [1], [23]. These
methods assume the self-similarity of the underlying time series. The detection
of self-similarity is considered in Section 3.4.

According to the aggregated variance method one plots the logarithm of
V̂arX(m) (see (1)) versus logm. A straight regression line approximating the
points has the slope β = 2H − 2, −1 ≤ β < 0.

According to the R/S method the estimate of the Hurst parameter H is given
by a slope of the plot log(R(li, r)/S(li, r)) against log(r), where i = 1, ...K, and
r denotes a range. For this purpose one has to divide the time series into K
intervals of length [n/K]. R(li, r)/S(li, r) is computed by the formula
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Table 5. Estimation of the Hurst parameter by the data of a Skype flow

Estimation methods
r.v. R/S Aggregated Abry-Veitch

Variance

Inter-arrival times (sec) 0.6 0.6 0.301 ± 0.023

Packet lengths (bytes) 0.7 0.675 0.729 ± 0.034

R(l, r)
S(l, r)

=
1

S(l, r)

(
max
0≤i≤l

μi(l, r) − min
0≤i≤l

μi(l, r)
)
,

where

S(l, r) =

(
1
r

l+r∑
i=l+1

(
Xi −Xl,r

)2

)1/2

,

μi(l, r) =
i∑
j=1

(
Xl+j −Xl,r

)
, Xl,r =

1
r

l+r∑
i=l+1

Xi,

holds for each lag r, starting at points li = i[n/K]+1 such that li+ r ≤ n holds.
We may further take the average values of the R/S statistics, R(li, r)/S(li, r),
i = 1, ...,K.

Following the approach of Abry and Veitch [1] and applying their Matlab
code ’LDestimate’ [1], one can furthermore compute the wavelet estimate of the
Hurst parameter H by means of the slope of a regression line in the logscale
diagram, i.e. the log-log plot of the relation between scale aj = 2j and the
variance estimate μj = 1/nj

∑nj

k=1 |dX(j, k)|2 of the wavelet details determined
by the discrete wavelet-transform coefficients dX(j, k) of the process Xt.

Example 6: We first consider the Skype packet data. The values of the Hurst
parameter obtained by the described methods (see Tab. 5, cf. [15]) imply the
possibility that no strong LRD occurs regarding the IAT and PL processes of a
Skype flow.

Regarding the IATs of an IPTV flow we have obtained Ĥ ≈ 0.56 by the R/S
method. It implies a weak long-range dependence of the IATs of an IPTV packet
stream, see Fig.6(a), cf. [18].

3.4 Detection of Self-similarity

A time series {Xt, t ≥ 0} is self-similar or scale invariant with Hurst parameter
H ∈ (0, 1) if for any real a > 0 and t ≥ 0 Xt ≡d a−HXat holds, i.e. the statistical
properties of both sides of this equation are identical.

To check the self-similarity, we apply Higuchi’s method, cf. [11]. The latter
works as follows. Using a given time series X1, X2, ..., Xn, one first constructs
a new time series Xmk defined by Xm, Xm+k, Xm+2k,...,Xm+[(n−m)/k]k, m =
1, 2, ..., k. Then one computes
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(a) (b)

Fig. 6. Estimation of the Hurst parameter of IPTV IATs by the R/S method (a).
Testing the self-similarity by Higuchi’s method using log L(k) versus log k for IPTV
IATs (b).

Lm(k) =
n− 1

k2[(n−m)/k]

[(n−m)/k]∑
i=1

|Xm+ik −Xm+(i−1)k|,

and draws a log-log plot of the statistic L(k) (that is the average value over k sets
of Lm(k)) versus k. A constant slope D in L(k) ∝ k−D indicates self-similarity.

Example 7: Considering the IPTV data Fig. 6(b) (see also [18]) shows that the
IPTV IATs behave like a self-similar process since the slope of the corresponding
plot does not change.

3.5 Application to Packet Data of Skype and IPTV Flows

The results of the statistical characterization of our illustrative data sets obtained
in [15] to [18] are summarized in Tab. 6. Apart of the dependent IAT and PL

Table 6. Characterization of Skype and IPTV data (yes = ’+’, no = ’-’)

Features Skype Data IPTV Data
IAT PL Block IAT IAT

duration Block maxima

Independence − − + − +
LRD + + − + −

Self-similarity + + + + +
Heavy-tailed + − − − +

with finite variance
Heavy-tailed − − + + −

with infinite variance
Light-tailed − + − − −
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series, the independent block representatives, namely, the time duration of Skype
blocks and the block maxima of IPTV IATs are presented.

4 Principles of Data Segmentation

The statistical analysis of dependent data often requires to partition the data
into independent blocks beforehand. Then one can deal with representatives of
these blocks in the same manner like with independent data.

For instance, such popular methods like an empirical DF, the maximum likeli-
hood method and many other techniques require i.i.d. data. Following this line of
reasoning, our further analysis in Sections 5-7 requires independent blocks, too.

4.1 Equal-Sized Data Blocking

One can simply partition data into equal-sized blocks and find an appropriate
minimal block size such that the r.v.s in the blocks are independent and the
number of such blocks is large enough. A small number of blocks leads to a
small sample size of the representatives of the blocks at our disposal and thus,
to a large variance of an estimation by these representatives.

Example 8: We have partitioned the IPTV IATs into equal-sized blocks of the
sizes 30, 40, 50, 100, 200, 300, 400, 500, 700, 1000. We have found that 400 is the
minimal block size such that the maxima over such blocks are independent. The
independence follows from the Ljung-Box test since the test statistic Q does not
exceed the 5% quantiles χ2

0.05(h) of the χ2 distribution for different lags h, see
Tab. 4, cf. also [18].

4.2 Non Equal-Sized Data Blocking

One can partition the time series of packets into non equal-sized blocks that
are separated by long time intervals. Then one can expect that the data in the
blocks may be independent. More exactly, it is proposed to partition the IATs
X1, ..., Xn into blocks by the exceedances arising from their sufficiently high
empirical quantile, see Fig. 7(a), cf. [16]. The exceedances indicate the boundaries
of the blocks where the left or the right bound is included in the block. The
blocks of the IATs determine the partitioning of the packet sequence and their
PLs Y1, ..., Yn, see Fig. 7(b), cf. [16]. If a partition of the PLs were provided by
their own quantile these subsets could be different. The cumulative inter-arrival
time lengths within these blocks called block durations are determined by

Lj =
kj−1+Nj∑
i=kj

Xi, j = 1, ..., Ns, (6)

cf. [16]. Here Nj is the random size of the jth block depending on the quantile
of Xi, N0 = 0, and kj =

∑j−1
m=0 Nm + 1 is the number of first IAT in the jth

block. Ns is the number of blocks.
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(a)

(b)

Fig. 7. Partition of the IATs between packets into subsets (blocks) by exceedances
over the empirical quantile of the IATs (a). Partition of the PLs into subsets that are
separated by long IATs (b).

Example 9: To generate a sufficient number Ns = 72 of independent blocks of
Skype packets (the description of extremes of these blocks is given in Tab. 1),
we use the minimal possible 98.4% empirical quantile of the Skype IATs. It is
equal to 0.057 sec. The independence of representatives of such blocks can be
easily checked by methods described in Section 3.3. The moderate number of
blocks is the price of independence. The characterization of the block durations
{Lj} is stated in Table 6.

5 Characteristics of Skype User’s Satisfaction and Their
Estimation

In [8] the bitrate, jitter and round-trip time are selected as factors that influence
on the call duration of a Skype session and, hence, on the user’s satisfaction.
However, the call duration may also reflect the user behavior and cannot be
considered as a direct indicator of the user’s satisfaction. Here we investigate
the IATs between packets received by a Skype client and their PLs which reflect
the user’s activity and interrelate with the bitrate and delay variation. They
influence on the loss and thus on the quality of service (QoS) and quality of
experience (QoE) aspects. We propose the mean byte loss, the mean delivery
time variation per cluster and the quantiles of lossless periods as indicators of
the user’s satisfaction.
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(a) (b)

Fig. 8. Clusters of packets are the source of loss (a). Sender-receiver relation of the
delivered packets (b).

To analyze all these aspects, we use a bufferless fluid model and assume that
the packet stream is approximated by a continuous flow. Its rate is determined by
the ratio of the PL Yi per IAT Xi, i.e. Ri = Yi/Xi, i = 1, . . . , n. It is supposed to
be constant between arrivals and only changing at arrival epochs. It is assumed
that the IATs are not caused by a silence period of the user but are integral part
of one flow.

In case that the IATs between packets are constant, the exceedances of PLs
over a threshold u cause loss and delay since the corresponding packets are not
delivered. The threshold u is equal to the channel capacity in a time unit. The
latter is equal to the IAT. However, in case that the IATs between packets are
random, the packets corresponding to exceedances of the required rates {Ri}
over a capacity u cause loss and delivery delay. Since the rate is defined as ratio
of the PL to the IAT, large rates may be generated by frequent packets which
arise in the clusters of data, see Fig. 8(a), or by rare large packets. We shall
focus on this situation.

The delivery time variation of completely transmitted and correctly received
packets is determined by

yi = τi − τi−1 = ti + di − (ti−1 + di−1) = Δti + Δdi.

Here Δdi is the delay jitter and Δti are the IATs at the sender, see Fig. 8(b).
The clusters are generated by packets corresponding to the rates that exceed the
channel capacity u. The delivery time variation of packets is equal to the time
between two consecutively transmitted and correctly received packets, see Fig.
8(a). Hence, one can estimate the mean delivery time variation of packets per
cluster, i.e., the mean IAT between successfully transmitted packets by

d = (1 + 1/θ)EX.

Here EX is the mean IAT and 1/θ is the mean cluster size, i.e. the mean number
of rates exceeding the capacity u per cluster. 1 + 1/θ forms the mean number of
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IATs between successfully transmitted packets. θ is calculated by exceedances
of the rates {Ri} beyond the channel capacity u using the blocks estimator (5).
d may be estimated by

d̂ = (1 + 1/θ
B

(u))X

where X estimates the mean IAT.

Example 10: We consider our Skype flow data where the IATs are random.
The estimate of the mean delivery time variation of packets per cluster d̂ = 0.111
sec arises for the average IAT X = 0.031 sec. The extremal index of the rate is
given by θ

B ≈ 0.38 (see Fig. 9) for k = 150 equal-sized Skype blocks.

Fig. 9. Blocks estimate of the extremal index of the transmission rate of a Skype flow.
The approximate value 0.38 of the extremal index corresponds to the stable u-region

and is accepted as an estimate θ
B

.

Applying a bufferless fluid model, we now estimate the loss, the mean loss and
the corresponding channel capacity. First, we consider the case when the IATs
are equal. Then the overall byte loss for an observation time

En(u) =
n∑
i=1

Yi1l(Yi > u)

is generated by the PLs {Yi} that exceed a threshold u given in bytes. The
latter is equal to the channel capacity in a time unit. The mean byte loss is
determined by

en(u) =
n∑
i=1

Yi1l(Yi > u)/
n∑
i=1

1l(Yi > u).

Now let us assume that the IATs between packets in the P2P stream are
random. Then the loss is generated by packets corresponding to high rates which
exceed the channel capacity. Thus, the overall byte loss is given by

Ê(u) =
n∑
i=1

Yi1l(Ri > u).
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The mean byte loss is determined by

ê(u) =
n∑
i=1

Yi1l(Ri > u)/
n∑
i=1

1l(Ri > u), (7)

where u denotes the channel capacity.
The time between packets corresponding to rate exceedances beyond the

capacity determines a lossless period. The lossless periods may coincide with
periods without packet transmission when the rate exceedances correspond to
consecutive packets, see 8(a). We calculate the empirical quantiles of lossless
periods in the following example.

(a) (b)

Fig. 10. Estimation of the overall byte loss Ê(c) (a) and the mean byte loss ê(c) (b)
against the channel capacity

Example 11: We consider our Skype data with random IATs and calculate
Ê(c) and ê(c), see Fig. 10. The channel capacity corresponding to the 3% overall
byte loss is equal to c∗ = 8.534 kbps. Note that the Internet speech audio codec
(iSAC) dynamically adjusts the transmission rate from 10 to 32 kbps. The mean
byte loss ê(c∗) is equal to 168 bytes. ê(c) increases up to cm ≈ 7.4 kbps and
decreases beyond cm. Indeed, the number of packets corresponding to the rates
exceeding u (the denominator in (7)) decreases as u increases. However, the
numerator of (7) may behave not predictable since large rates can correspond
to frequent small packets and frequent (or rare) large packets. The overall byte
loss decreases as the capacity increases.

The empirical 50, 75, 80, 85, 95, 97.5, 99.9% quantiles of lossless periods arising
from exceedances of the rates {Ri} beyond c∗ are equal to 30, 34, 35, 36, 39, 44, 121
ms, respectively. It implies that the loss-free time may exceed these values with
the probabilities 50, 25, 20, 15, 5, 2.5, 0.1% and the corresponding overall byte loss
is equal to 3%.
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6 Estimating the Offered Load

In Section 4 we have considered the partitioning of the packet flow into indepen-
dent blocks of durations {Lj}, see (6). Then one can evaluate the overall volume
of packets transmitted during a fixed time interval [0, t] by the formula

V ∗(t) =
Nt∑
j=1

Vj =
Nt∑
j=1

Nj∑
i=1

Yi.

Here Nt denotes the number of packet blocks arriving before time t, Nt =
max{n : tn < t}, and tn =

∑n
i=1 Li is the cumulative time interval corresponding

to the n blocks. Vj is the packet volume of the jth block, cf. [17]. For simplicity
and without loss of generality, we re-enumerate the packets within blocks from
1 to Nj, where Nj denotes the random number of packets in the jth block.

In [17] it has been shown that the appearances of the volumes {Vj} can be
considered as a renewal process if we assume that the volume Vj of the jth subset
is concentrated at some point of the time interval Lj, e.g. at the beginning. All
properties of the renewal process are fulfilled if we assume that the durations of
blocks {Lj}, j = 1, 2, . . . , (or IATs between the cumulative volumes {Vj}) are
i.i.d r.v.s.

To find the expectation of the overall volume at time t, one can use Wald’s
equation

E(V ∗(t)) = E(
Nt∑
j=1

Vj) = E(Nt)E(Vj) (8)

since the volumes of blocks Vj and their number Nt at time t are independent.
Then the variance of V ∗(t) is determined by

Var(V ∗(t)) = Var(
Nt∑
j=1

Vj) = Var(Vj)E(Nt) + (E(Vj))
2 Var(Nt) (9)

if the second moment of the volume exists, i.e. EV 2
j < ∞ cf. [14], [25].

Furthermore,

H(t) = E(Nt) =
∞∑
n=1

IP{tn < t}

denotes the renewal function, cf. [14]. It exhibits simple analytic forms just for
a few distributions of the IATs like the uniform, normal and exponential distri-
butions, e.g., it is linear H(t) = λt for an exponential distribution with intensity
λ. Usually, the distribution of the IATs {Li} of packet volumes Vj is unknown.
Thus, one has to apply nonparametric estimators of H(t), e.g., a histogram-
type estimator recommended in [14]. Using the IATs {τj , j = 1, . . . , N}, it is
determined by

H̃ (t, k,N) =
k∑
n=1

1
Nn

Nn∑
i=1

1l(t ≥ tin).
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Here tin =
∑n·i
q=1+n(i−1) τq, i = 1, . . . , Nn, and Nn =

[
N
n

]
, n = 1, . . . , k, are obser-

vations of the r.v. tn. In our consideration we take {Lj} and NS instead of {τj}
and N . NS denotes the number of blocks or the number of {Lj}, respectively.

To select the parameter k for a fixed t one can use the formula

k∗ = argmin{k : H̃(t, k,N) = H̃(t, k + 1, N), k = 1, . . . , N − 1}.
More details about these methods can be found in [14, Chapter 8].

Due to the limited number of IATs {Li} that are at our disposal the histogram-
type estimate becomes constant after a sufficiently large time t, 1 i.e., H̃ (t, k,NS)
= k holds for t ∈ [tmax(k),∞), where

tmax(k) = max
1≤n≤k

max
1≤i≤[NS/n]

tin ≤
NS∑
i=1

Li

and k ≤ NS is some fixed number.
For large t one can use the well-known linear approximation of the renewal

function

H(t) =
t

μ
+

σ2

2μ2
− 1

2
+ o(1),

if the mean μ and variance σ2 of {Lj} are finite2. Another approximation

H(t) =
t

μ
+

t2 (1 − F (t))
μ2(α− 1)(2 − α)

+ o(1) (10)

for t → ∞ (cf. [24]), where F (t) is the DF of Lj , is valid for regularly varying
distributions (2) and 1 < α < 2. This is the case if the variance of {Lj} is infinite.
One can rewrite (10) using the estimate t−α instead of 1−F (t) and replacing μ
and α by their estimates, e.g., by μ̂ which is the average of {Lj} and by Hill’s
estimate α̂ = 1/γ̂H (n, k0), respectively. Then we get

Ĥ(t) =
t

μ̂
+

t2−α̂

μ̂2(α̂− 1)(2 − α̂)
(11)

for t > tmax(k).
According to [17] one can estimate the mean overall volume E(V ∗(t)) at time

t by the formula
V ∗(t) = H∗(t)V . (12)

Here V is the sample average of {Vj} which can be used instead of E(Vi) in (8),

H∗(t) =

⎧⎨⎩ H̃ (t, k,NS) , t ≤ tmax,
t/μ̂+ σ̂2/(2μ̂2) − 1/2, t > tmax, σ

2 < ∞,

Ĥ(t), t > tmax, σ
2 = ∞,

(13)

and σ̂ is the standard deviation of {Lj}.
1 This is a typical feature of all histogram-type estimates.
2 The notation o(1) means that the approximation is valid up to an arbitrary constant.



Statistical Analysis and Modeling of Peer-to-Peer Multimedia Traffic 93

(a) (b)

Fig. 11. The estimate of the mean overall volume V ∗(t) in the time intervals [0, tmax] =

[0, 138.914] (a) and t ∈ [5, 300] (b). For t > 138.914 H̃ (t, k, N) = k∗ = 72 holds and it
is replaced by a linear model (cf. [17, Fig. 7])

Example 12: We consider again the Skype data. In this case the variance of the
block volume Var(Vj) is infinite, since the tail index of Vj is about 1.5 as shown
in [17]. Then the variance Var(V ∗(t)) is infinite which follows from (9). Thus,
we can estimate E(V ∗(t)) by formulae (12) and (13) only. The sample average
of {Vj} is given by V = 10.18 Kbytes. The Hill’s estimate of the tail index α of
{Lj} falls into the interval [1.468, 1.56] and one can expect that the distribution
of {Lj} is regularly varying, cf. [17]. Hence, we can apply (11) and take α = 1.5.
Figures 11(a), 11(b) (see also [17, Fig. 7]) depict the mean offered load of the
packets corresponding to a pre-defined time t. In Figure 11(b) the estimate of
H(t) coincides with H̃ (t, k,NS) in t ∈ [5, 138.914] and with (11), where α = 1.5
holds for t ∈ (138.914, 300]. The mean overall volume increase evidently as time
increases. One can calculate how much traffic load arises at time t by means of
V ∗(t). The considered Skype traffic is non-Poissonian, since H∗(t) and V ∗(t) are
not linear at relatively small times t. For Poisson traffic H∗(t) = λt holds and
V ∗(t) is linear at any t.

7 Distribution of the Maximum of Inter-Arrival Times

In Section 4 we have considered the partitioning of the packet flow into indepen-
dent blocks. Knowing these blocks, one can fit the distribution of representatives
of these blocks accurately.

We consider here the IPTV data and their equal-sized blocks of size 400
described in the example 8 of Section 4.1. Then we can fit the distribution of
the block maxima {X400

i }. It is well known that the Generalized Extreme Value
(GEV) distribution with DF



94 N.M. Markovich and U.R. Krieger

(a) (b)

Fig. 12. The QQ- and PP-plots (a) and (b), respectively, of the GEV distribution of
the IPTV IAT block maxima with parameters γ = 0.21666, σ = 0.05887, μ = 0.0881.

F (x) = exp

(
−

(
1 + γ

x− μ

σ

)−1/γ
)

is an appropriate model to fit the maximum. Since the block maxima {X400
i }

are independent, we can apply the maximum likelihood method to find the pa-
rameters of a GEV. By different goodness-of-fit tests with a 5% confidence level
the following values γ = 0.21666, σ = 0.05887 and μ = 0.0881 were found to be
the best ones, see Tab. 7. They provide QQ- and PP-plots which are close to the
empirical data, see Fig. 12 (cf. also [18]).

Table 7. Test results of the GEV distribution fitted to IAT block maxima {X400
i }

Parameters Goodness-of-Fit Tests
Kolmogorov-Smirnov Anderson-Darling

γ = 0.21666, σ = 0.05887, μ = 0.0881 0.07075 0.8341

Using (4) now and a GEV approximation of IP{M̃n ≤ u} = IP{X400
1 ≤ u},

we can approximate the distribution of the maximum of the IPTV IATs by the
formula

IP{Mn ≤ x} ≈ exp

(
−

(
1 + γ

x− μ∗

σ∗

)−1/γ
)
. (14)
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Table 8. The GEV distribution fitted to the IAT maximum and its high quantiles

Parameters High quantiles
95% 97.5% 99%

γ = 0.21666, σ∗ = 0.05, μ∗ = 0.051 0.263 0.337 0.452

Here μ∗ = μ− σ(1 − θγ)/γ, and σ∗ = σθγ hold, cf. [2, p. 377]. We can also find
the quantiles of this maximum. In Fig. 5(b) we have shown that θ̂ ≈ 0.5 arises
for the IPTV IATs. Then one can calculate the new parameters μ∗ and σ∗ by
this estimate θ̂. Regarding the IPTV IAT the quantiles of the maximum Mn can
be obtained by the formula

qp =
(− ln(1 − p))−γ − 1

γ
σ∗ + μ∗,

see Table 8, cf. [18]. The high 95, 97.5, 99, 99.9% quantiles imply a delay between
packets which can only be exceeded with the small probabilities 5, 2.5, 1, 0.1%,
respectively.

8 Conclusions

In recent years peer-to-peer (P2P) multimedia applications have became a pow-
erful service platform for the generation and transport of voice and video streams
over IP. The application of variable bitrate encoding schemes and the packet
based voice and video transfer raises a large variety of new questions regarding
traffic characterization.

In our study we have developed a general methodology concerning the statis-
tical analysis of P2P packet flows using two types of information. These char-
acteristics are given by the inter-arrival times between packets and the lengths
of the transported packets. We have focussed on the case when the inter-arrival
times are random entities. Such a situation arises, for instance, when a wireless
access to the Internet by Skype or IPTV clients is considered.

We deal with observations which are time series, i.e. they are dependent. Thus,
we have presented principles of data blocking to partition the observations into
independent blocks and to deal with independent data instead of dependent
ones.

Our methodology includes the statistical characterization of a P2P packet
stream regarding the stationarity, long-range dependence, self-similarity and
heaviness of tail of the associated distributions. In addition to that, we have
presented some important characteristics of the Skype user’s satisfaction such
as the overall byte loss, the mean byte loss, the mean delivery time variation
of packets per cluster and the quantiles of lossless periods. These characteristics
extend the list of known indices like the bitrate, jitter and round-trip time.

The proposed statistical methodology is accompanied by several examples
which illustrate its application to packet flows of representative Skype and IPTV
sessions.
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Further, we have considered the problem to evaluate the channel capacity
which is required to guarantee an appropriate overall byte loss. We have always
assumed that the loss is caused by packets corresponding to exceedances of
the transmission rate beyond the channel capacity of a bufferless fluid model
and that the rate is equal to the ratio of the packet length to the adjacent inter-
arrival time. This is a natural assumption for random inter-arrival times between
packets.

Moreover, we have estimated the offered traffic load in a finite observation
period. For this purpose we have observed that the cumulative traffic volumes
arising from independent blocks of packets create a renewal process.

In summary, the proposed statistical methodology provides a powerful and
versatile approach for a traffic characterization in the Internet. It can be applied
to any correlated data arising from monitored packet streams and is not limited
to P2P data used here as illustration.
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Abstract. This tutorial discusses the suitability of Markovian models to describe
IP network traffic that exhibits peculiar scale invariance properties, such as self-
similarity and long range dependence. Three Markov Modulated Poisson Pro-
cesses (MMPP), and their associated parameter fitting procedures, are proposed
to describe the packet arrival process by incorporating these peculiar behaviors
in their mathematical structure and parameter inference procedures. Since an
accurate modeling of certain types of IP traffic requires matching closely not
only the packet arrival process but also the packet size distribution, we also
discuss a discrete-time batch Markovian arrival process that jointly characterizes
the packet arrival process and the packet size distribution. The accuracy of
the fitting procedures is evaluated by comparing the long range dependence
properties, the probability mass function at each time scale and the queuing
behavior corresponding to measured and synthetic traces generated from the
inferred models.

Keywords: Long range dependence, self-similarity, time scale, Markov Modu-
lated Poisson Process, packet arrival (size) process.

1 Introduction

The growing diversity of services and applications for IP networks has been driving
a strong requirement to make frequent measurements of packet flows and to describe
them through appropriate traffic models. Several studies have already shown that IP
traffic may exhibit properties of self-similarity and/or long-range dependence (LRD)
[1,2,3,4,5], peculiar behaviors that have a significant impact on network performance.
However, matching LRD is only required within the time-scales of interest to the system
under study [6,7]: for example, in order to analyze queuing behavior the selected traffic
model only needs to capture the correlation structure of the source up to the so-called
critical time-scale or correlation horizon, which is directly related to the maximum
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buffer size [5,8,9]. One of the consequences of this result is that more traditional traffic
models such as Markov Modulated Poisson Processes (MMPPs) can still be used to
model traffic exhibiting LRD [10, 11, 12, 13]. However, providing a good match of the
LRD characteristics through an accurate fitting of the autocovariance tail is not enough
for accurate prediction of the queuing behavior [14]. In general, an accurate prediction
of the queuing behavior requires detailed modeling of the first-order statistics, not just
the mean, and for certain types of network traffic it demands the incorporation of time-
dependent scaling laws [15, 16, 17].

This tutorial discusses the suitability of Markovian models, based on MMPPs, for
modeling IP traffic. Traffic modeling is usually concerned with the packet arrival process,
aiming to fit its main characteristics. In order to describe the packet arrival process,
we will present three traffic models that were designed to capture self-similar behavior
over multiple time scales. The first model is based on a parameter fitting procedure
that matches both the autocovariance and marginal distribution of the counting process
[18]. The MMPP is constructed as a superposition of L two-state MMPPs (2-MMPPs),
designed to match the autocovariance function, and one M-MMPP designed to match
the marginal distribution. Each 2-MMPP models a specific time scale of the data. The
second model is a superposition of MMPPs, where each MMPP describes a different time
scale [19,20]. The third model is obtained as the equivalent to an hierarchical construction
process that, starting at the coarsest time scale, successively decomposes MMPP states
into new MMPPs to incorporate the characteristics offered by finner time scales [21].
Both models are constructed by fitting the distribution of packet counts in a given number
of time scales. For all three traffic models, the number of states is not fixed a priori but
is determined as part of the inference procedure. The accuracy of the different models
will be evaluated by comparing the probability mass function (PMF) at each time scale,
as well as the packet loss ratio (PLR) corresponding to measured traces (exhibiting LRD
and self-similar behavior) and traces synthesized according to the proposed models.

It is known that the accurate modeling of certain types of IP traffic requires matching
closely not only the packet arrival process but also the packet size distribution [22, 23].
In this way, we also present a discrete-time batch Markovian arrival process (dBMAP)
[24, 25, 26] that jointly characterizes the packet arrival process and the packet size
distribution, while achieving accurate prediction of queuing behavior for IP traffic
exhibiting LRD behavior. In this dBMAP, packet arrivals occur according to a dMMPP
and each arrival is further characterized by a packet size with a general distribution that
may depend on the phase of the dMMPP. This allows having a packet size distribution
closely related to the packet arrival process, which is in contrast with other approaches
[22, 23] where the packet size distribution is fitted prior to the matching of the packet
arrival rates.

2 Notions of Self-similarity and Long-Range Dependence

Consider the continuous-time process Y (t) representing the traffic volume (e.g. in
bytes) from time 0 up to time t and let X(t) = Y (t) − Y (t− 1) be the corresponding
increment process (e.g. in bytes/second). Consider also the sequence X(m)(k) that is
obtained by averaging X(t) over non-overlapping blocks of length m, that is
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X(m)(k) =
1
m

m∑
i=1

X((k − 1)m + i), k = 1, 2, ... (1)

The fitting procedure that are presented in this work are based on the aggregated
processes X(m)(k).

Y (t) is exactly self-similar when it is equivalent, in the sense of finite-dimensional
distributions, to a−HY (at), for all t > 0 and a > 0, where H (0 < H < 1) is
the Hurst parameter. Clearly, the process Y (t) can not be stationary. However, if Y (t)
has stationary increments then again X(k) = X(1)(k) is equivalent, in the sense of
finite-dimensional distributions, to m1−HX(m)(k). This illustrates that a traffic model
developed for fitting self-similar behavior must preferably enable the matching of the
distribution on several time scales.

Long-range dependence is associated with stationary processes. Consider now that
X(k) is second-order stationary with variance σ2 and autocorrelation function r(k).
Note that, in this case, X(m)(k) is also second-order stationary. The process X(k) has
long-range dependence (LRD) if its autocorrelation function is non-summable, that is,∑
n r(n) = ∞. Intuitively, this means that the process exhibits similar fluctuations

over a wide range of time scales. Taking for instance the October Bellcore trace, that is
publicly available [1], it can be seen from Figure 1 that the fluctuations over the 0.01,
0.1 and 1s time scales are indeed similar.

Equivalently, one can say that a stationary process is LRD if its spectrum diverges at
the origin, that is f(v) ∼ cf |v|−α, v → 0. Here, α is a dimensionless scaling exponent,
that takes values in (0, 1); cf takes positive real values and has dimensions of variance.
On the other hand, a short range dependent (SRD) process is simply a stationary process
which is not LRD. Such a process has α = 0 at large scales, corresponding to white
noise at scales beyond the so-called characteristic scale or correlation horizon. The
Hurst parameter H is related with α by H = (α + 1)/2.

There are several estimators of LRD. In this paper we use the semi-parametric
estimator developed in [27], which is based on wavelets. Here, one looks for alignment
in the so-called Logscale Diagram (LD), which is a log-log plot of the variance
estimates (yj) of the discrete wavelet transform coefficients representing the traffic
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process, against scale (j), completed with confidence intervals about these estimates
at each scale. It can be thought of as a spectral estimator where large scale corresponds
to low frequency. The main properties explored in this estimator are the stationarity
and short-term correlations exhibited by the process of discrete wavelet transform
coefficients and the power-law dependence in scale of the variance of this process.
Traffic is said to be LRD if, within the limits of the confidence intervals, the log of
the variance estimates fall on a straight line, in a range of scales from some initial value
j1 up to the largest one present in data and the slope of the straight line, which is an
estimate of the scaling exponent α, lies in (0, 1).

There is a close relationship between long-range dependent and self-similar pro-
cesses. In fact, if Y (t) is self-similar with stationary increments and finite variance then
X(k) is long-range dependent, as long as 1

2 < H < 1. The process X(k) is said to be
exactly second-order self-similar (1

2 < H < 1) if

r (n) = 1/2
[
(n + 1)2H − 2n2H + (n− 1)2H

]
(2)

for all n ≥ 1, or is asymptotically self-similar if

r (n) ∼ n−(2−2H)L(n) (3)

as n → ∞, where L(n) is a slowly varying function at infinity. In both cases
the autocovariance decays hyperbolically, which indicates LRD. Any asymptotically
second-order self-similar process is LRD, and vice-versa.

3 Background on Markovian Models

The dBMAP stochastic process may be regarded as an Markov random walk whose
additive component takes values on the nonnegative integers, IN0. Thus, we say that a
Markov chain (Y, J) = {(Yk, Jk), k ∈ IN0} on the state space IN0 × S is a dBMAP if

P (Yk+1 = m, Jk+1 = j|Yk = n, Jk = i) =

{
0 m < n

pij qij(m− n) m ≥ n
(4)

where P = (pij)i,j∈S is a stochastic matrix and, for each pair (i, j) ∈ S2, qij =
{qij(n), n ∈ IN0} is a probability function over IN0, and we let Q(n) = (qij(n))i,j∈S .
This implies, in particular that J is a Markov chain, called the Markov component or
phase of (Y, J) and S is the set of modulating states or the phase set. When the dBMAP
(Y, J) is used to model an arrival process, Yk may be interpreted as the total number of
arrivals until instant k. (X, J) is also a dBMAP, where Xn represents the total number
of packets that arrive until instant n.

An important particular case of the dBMAP is the dMMPP. We say that the process
(Y, J) on the state space IN0 × S is a dMMPP with parameters (P, Λ), where
P = (pij)i,j∈S is a stochastic matrix and Λ = (λij)i,j∈S = (λi1{i=j})i,j∈S is a
diagonal matrix with nonnegative entries (i.e., λi ≥ 0, i ∈ S), if it is a dBMAP with
parametrization (P, {Q(n), n ∈ IN}), where

qij(n) = e−λj
λnj
n!

(5)
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for i, j ∈ S and n ∈ IN ; i.e., qij = {qij(n), n ∈ IN0} is the probability function of
a Poisson random variable with mean λj . Thus a dMMPP is a dBMAP for which the
number of arrivals in a given instant of time is only a function of the current phase of
the dBMAP and when the process is in phase j the number of arrivals at an instant has
a Poisson distribution with mean λj ; the parameter λj may be null, in which case no
arrivals occur in phase j. So, (Y, J) is a dMMPP with set of modulating states S and
parameter (matrices) P and Λ, and write

(Y, J) ∼ dMMPPS(P,Λ) (6)

where Λ = (λij) = (λiδij). The matrix P is the transition probability matrix of the
modulating Markov chain J , whereas Λ is the matrix of Poisson arrival rates. If S has
cardinality r, we say that (Y, J) is a dMMPP of order r (dMMPPr). The stationary
distribution of J is denoted by π = [π1 π2, . . . πr].

The superposition of independent dMMPPs is still an dMMPP. More precisely, if
(Y (l), J (l)) ∼ dMMPPrl

(P(l), Λ(l)), l = 1, 2, . . . , L, are independent, then their
superposition (Y, J) = (

∑L
l=1 Y

(l), (J (1), J (2), . . . , J (L))) is a dMMPPS(P, Λ),
where S = {1, 2, . . . , r1} × . . .× {1, 2, . . . , rL},

P = P(1) ⊗ P(2) ⊗ . . .⊗ P(L) (7)

and
Λ = Λ(1) ⊕ Λ(2) ⊕ . . .⊕ Λ(L) (8)

with ⊕ and ⊗ denoting the Kronecker sum and product, respectively.

4 M2L-MMPP - A Second-Order Self-similar Model

This section describes a parameter fitting procedure, based on MMPPs, that matches
both the autocovariance and the marginal distribution of the counting process, leading
to accurate estimates of queuing behavior for network traffic exhibiting LRD behavior.
This work was firstly published in [18] and was also motivated by the need to keep
the number of states of the MMPP at a minimum in order to reduce the complexity
associated with the calculation of the performance metrics of interest.

Matching simultaneously the autocovariance and marginal distribution of the count-
ing process is a difficult task since every MMPP parameter influences both charac-
teristics. With the purpose of achieving some degree of decoupling when matching
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Fig. 2. Superposition of an M-dMMPP and L 2-dMMPP models
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these two statistics, the proposed MMPP, (X, J) ∼ M2L-dMMPP, is constructed as a
superposition of L independent 2-dMMPPs, (X(l), J (l)) ∼ dMMPP2(P(l), Λ(l)), l =
1, 2, . . . , L, that capture the autocovariance function of the increments of the arrival
process and one M -dMMPP, (X(L+1), J (L+1)) ∼ dMMPPM (P(L+1), Λ(L+1)), that
approximates the distribution of the increments of the arrival process. This superposi-
tion step is graphically illustrated in Figure 2. In this approach L and M are not fixed a
priori but instead are computed as part of the fitting procedure.

Let us define the increment processes Y (1), Y (2), . . . , Y (L+1) and Y associated to
X(1), X(2), . . . , X(L+1), and X , respectively:

Y
(l)
k = X

(l)
k+1 −X

(l)
k , l = 1, 2, . . . , L+ 1 (9)

and

Yk = Xk+1 −Xk (10)

for k = 0, 1, . . .. Note that Yk is the (total) number of arrivals at sampling interval k
and Y

(l)
k is the number of arrivals that are due to the l-th arrival process, so that, in

particular,

Yk =
L+1∑
l=1

Y
(l)
k , k = 0, 1, 2, . . . . (11)

Moreover, Y (1), Y (2), . . . , Y (L+1), and Y , are stationary sequences.
In order to characterize the marginal distributions of the L 2-dMMPPs processes,

Y (1), Y (2), . . . , Y (L), the M -dMMPP, Y (L+1), and the resulting process, Y , we denote
by {fl(k), k = 0, 1, 2, . . .}, l = 1, 2, . . . , L + 1, and {f(k), k = 0, 1, 2, . . .}, their
(marginal) probability functions, respectively. As the univariate distributions of Y (1),
Y (2), . . . , Y (L+1) are mixtures of Poisson distributions, we denote the probability
function of a Poisson random variable with mean μ by {gμ(k), k = 0, 1, 2, . . .}, for

μ ∈ [0,+∞), so that gμ(k) = e−μ μ
k

k! , k = 0, 1, 2, . . .. For l = 1, 2 . . . , L, the marginal

distribution of Y (l) (that is, the distribution of Y (l)
k , for k = 0, 1, . . .) is a mixture of two

Poisson distributions with means λ(l)
1 and λ

(l)
2 and weights π(l)

1 and π
(l)
2 , respectively.

Thus the probability functions of Y (l), l = 1, 2, . . . , L, are given by

fl(k) = π
(l)
1 g

λ
(l)
1

(k) + π
(l)
2 g

λ
(l)
2

(k), k = 0, 1, 2, . . . (12)

and their autocovariance functions are

γ
(l)
k = Cov (Y (l)

0 , Y
(l)
k ) = π

(l)
1 π

(l)
2 |λ(l)

2 − λ
(l)
1 |2 ekcl , k = 0, 1, 2, . . . (13)

where cl = ln (1 − p
(l)
12 − p

(l)
21 ). Note that, in particular, the autocovariance functions of

Y (1), Y (2), . . . , Y (L) exhibit an exponential decay to zero.
As we want the M -dMMPP to approximate the distribution of the increments of

the arrival process but to have no contribution to the autocovariance function of the
increments of the M2L-dMMPP, we choose to make J (L+1) a Markov chain with no
memory whatsoever. This is accomplished by choosing
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P(L+1) =

⎡⎢⎢⎢⎣
π

(L+1)
1 π

(L+1)
2 . . . π

(L+1)
M

π
(L+1)
1 π

(L+1)
2 . . . π

(L+1)
M

. . . . . . . . . . . .

π
(L+1)
1 π

(L+1)
2 . . . π

(L+1)
M

⎤⎥⎥⎥⎦ (14)

The probability function of Y (L+1) is given by

fL+1(k) =
M∑
j=1

π
(L+1)
j g

λ
(L+1)
j

(k), k = 0, 1, 2, . . . (15)

and the autocovariance function of Y (L+1) is null for all positive lags; i.e.,

γ
(L+1)
k = Cov (Y (L+1)

0 , Y
(L+1)
k ) = 0, k ≥ 1. (16)

Taking into account (11), it follows that the probability function of Y is given by:

f(k) = (f1 ∗ f2 ∗ . . . ∗ fL+1) (k) =

=
∑2

j1=1

∑2
j2=1 . . .

∑2
jL=1

∑M
jL+1=1

(∏L+1
l=1 π

(l)
jl

)
g∑L+1

l=1 λ
(l)
jl

(k) (17)

where * denotes the convolution of probability functions and the autocovariance
function is given by

γk = Cov (Y0, Yk) =
L+1∑
l=1

Cov
(
Y

(l)
0 , Y

(l)
k

)
=

∑L
l=1 π

(l)
1 π

(l)
2 |λ(l)

2 − λ
(l)
1 |2 ekcl , k = 1, 2, . . .

(18)

The inference procedure is illustrated in the flow diagram of Figure 3 and can be divided
in four major steps.

A. Approximation of the empirical autocovariance by a weighted sum of exponen-
tials and identification of the time scales
Our approach approximates the autocovariance by a large number of exponentials and
then aggregates exponentials with a similar decay into the same time-scale, which
is close to the approaches considered in [10, 13, 28] (Figure 4). As a first step, we
approximate the empirical autocovariance by a sum of K exponentials with real
positive weights and negative real time constants. We chose K as

√
kmax, where kmax

represents the number of points of the empirical autocovariance. This is accomplished
through a modified Prony algorithm [29]. The Prony algorithm returns two vectors,
a = [a1, ..., aK ] and b = [b1, ..., bK , ], which correspond to the approximating function

CK (a, b) =
K∑
i=1

aie
−bik, k = 1, 2, 3, ... (19)

At this point we identify the components of the autocovariance that characterize the
different time-scales by defining L different time-scales in which the autocovariance
decays, bi, i = 1, ...,K , fall in the same logarithmic scale. The components of the
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Fig. 3. Flow diagram of the inference procedure of the M2L-MMPP model

decays that belong to the same traffic scale are aggregated in one component with the
following parameters:

αl =
il+1−1∑
k=il

ak and βl = −

il+1−1∑
k=il

akbk

αl
. (20)

where bil and bil+1−1 correspond to the first and last decay of the time scale. These
parameters are used to fit the autocovariance function of the 2-dMMPP Y (l), since

αl = d2
l π

(l)
1 π

(l)
2 and βl = cl (21)

where π(l)
i , i = 1, 2 corresponds to the steady-state probabilities of Y (l), dl = |λ(l)

2 −
λ

(l)
1 | and βl = ln(1− p

(l)
1 2− p

(l)
2 1, i.e., the fitted autocovariance function of Y1 +Y2 +

. . .+ YL is
L∑
l=1

αle
kβl , k = 1, 2, . . . . (22)
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Fig. 4. Approximation of the autocovariance function

B. Inference of the M-dMMPP probability function and of the L 2-dMMPP
parameters
The relation between the probability functions of the 2-dMMPPs, the M -dMMPP and
the M2L-dMMPP is defined by (17). In order to simplify the deconvolution of fL+1(k)
and fl(k), l = 1, ..., L, we consider that the Poisson arrival rate is zero in one state
of each 2-dMMPP source; that is, λ(l)

1 = 0 and λ
(l)
2 = dl, for l = 1, ..., L. From

(21), it follows that dl =
√

αl

π
(l)
1 π

(l)
2
, l = 1, 2, . . . , L. The probability function of the

M -dMMPP, fL+1, is fitted jointly with the parameters π(l)
1 , l = 1, ..., L, through the

following constrained minimization process:

min
{π(l)

1 , l=1,...,L},{fL+1(k), k=0,1,...}

∑
k

|oe(k)| (23)

where
oe(k) = fe(k) −

(
f̂1 ⊕ ...⊕ f̂L ⊕ fL+1

)
(k) (24)

subject to (21) and

0 < π
(l)
1 < 1, l = 1, 2, . . . , L, fL+1(k) > 0, k = 0, 1, . . . ,

and
∑+∞
k=0 fL+1(k) = 1.

(25)

with fe denoting the empirical probability function of the data. We denote by f̂L+1 the
fitted probability function of the M-dMMPP. Note that π(l)

1 is not allowed to be 0 or
1 because, in both cases, the lth 2-dMMPP would degenerate into a Poisson process.
The constrained minimization process given by (23)–(25) is a non-linear programming
problem and in general, it is computationally demanding to obtain the global optimal
solution. Accordingly, to solve this problem we consider two approximations: (i) we
make π(l)

1 = π
(l+1)
1 , l = 1, . . . , L−1 and (ii) restrict the range of possible π(l)

1 solutions
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to be discrete and such that π(l)
1 = 0.001k, k = 1, . . . , 999. Then a search process is

used to find the minimum value of the objective function.
At this point all parameters of the 2-dMMPPs, Y (1), Y (2), . . . , Y (L), have been

determined and their corresponding 2-dMMPP matrices can be constructed in the
following way:

P(l) =

[
1 − π

(l)
2 (1 − eβl) π

(l)
2 (1 − eβl)

π
(l)
1 (1 − eβl) 1 − π

(l)
1 (1 − eβl)

]
(26)

Λ(l) =
[
0 0
0 dl

]
(27)

C. Inference of the M-dMMPP parameters
The next step is the inference of the number of states and Poisson arrival rates of
the M -dMMPP from f̂L+1. To do this, we infer f̂L+1 as a weighted sum of Poisson
probability functions, i.e., as the probability function of a finite Poisson mixture with an
unknown number of components. The matching is carried out through an algorithm that
progressively subtracts a Poisson probability function from f̂L+1, which is described in
the flowchart of Figure 5. We represent the ith Poisson probability function, with mean
ϕi, by gϕi(k). We define h(i)(k) as the difference between f̂L+1(k) and the weighted
sum of Poisson probability functions at the ith iteration. Initially, we set h(1)(k) =
f̂L+1(k). In each step, we first detect the maximum of h(i)(k). The corresponding
k-value, ϕi = [h(i)]−1

(
maxh(i) (k)

)
, will be considered the ith Poisson rate of

the M-dMMPP. We then calculate the weights of each Poisson probability function,
wi = [w1i, w2i, ..., wii], through the following set of linear equations:

f̂L+1(ϕl) =
i∑
j=1

wjigϕj (ϕl), l = 1, ..., i. (28)

This assures that the fitting between f̂L+1(k) and the weighted sum of Poisson
probability functions is exact at ϕl points, for l = 1, 2, . . . , i. The final step in each
iteration is the calculation of the new difference function

h(i) (k) = f̂L+1 (k) −
i∑
j=1

wjigϕj (k). (29)

The algorithm stops when the maximum of h(i)(k) is lower than a pre-defined
percentage of the maximum of f̂L+1(k) and M is made equal to i. After M has been

determined, the parameters of the M-dMMPP, {(π(L+1)
j , λ

(L+1)
j ), j = 1, 2, . . . ,M},

are then set equal to

π
(L+1)
j = wjM and λ

(L+1)
j = ϕj . (30)

D. M2L-dMMPP model construction
Finally, the M2L-dMMPP process can be constructed using equations (7) and (8), where
Λ(L+1), P(L+1),Λ(i) and P(i), i = 1, ..., L, were calculated in the last two steps.
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Fig. 5. Algorithm for calculation of the number of states and Poisson arrival rates of the
M-dMMPP

4.1 Efficency Results

In [18] the efficiency of this fitting procedure was evaluated by applying it to trace UA, a
trace of IP traffic measured at University of Aveiro (UA) that is representative of Internet
access traffic produced within a University campus environment. The UA trace was
measured on July 10th, 2001, between 10.15am and 3.08pm, and comprises 20 millions
packets with a mean rate of 1138 packets/s and a mean packet size of 557 bytes. This
trace exhibits LRD behavior, which was confirmed by applying the method described
in [27] (Figure 7). The sampling interval of the counting process was considered as 0.1
seconds, so octave j corresponds to 0.1 × 2j seconds.

The performance of this fitting procedure (and all the others that will be described in
the next sections) was evaluated using several evaluation criteria: (i) comparing both the
probability and autocovariance functions of the packet arrival counts obtained with the
fitted dMMPPs (theoretical) and with the original data traces; (ii) analyzing queuing
behavior by comparing the PLR obtained, through trace-driven simulation, with the
original data traces and simulated traces generated from the fitted dMMPPs (Figure 6).
The results of trace driven simulation for the fitted traces were based on 10 replicas.
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The empirical autocovariance function was fitted by two exponentials with param-
eters α = [1.00 × 102 6.87 × 101] and β = [−6.91 × 10−5 −1.28 × 10−2]. With a
resulting 12-states dMMPP, the fitting of the probability and autocovariance functions
is very good (Figures 8 and 9, respectively), which reveals itself sufficient to get a
very close matching of the PLR curve (Figure 10). The considered service rates are 685
KBytes/s and 629 KBytes/s, corresponding to link utilizations of ρ = 0.9 and ρ = 0.98,
respectively. Both the original and the fitted traces exhibit LRD, with estimated Hurst
parameters of Ĥ = 0.952 and Ĥ = 0.935, respectively.
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5 Distributional Self-similar Models

This section proposes two traffic models, based on dMMPPs, designed to capture self-
similar behavior over multiple time scales by fitting the empirical distribution of packet
counts at each time scale. The number of time scales, L, is fixed a priori and the time
scales are numbered in an increasing way, from l = 1 (corresponding to the largest time
scale) to l = L (corresponding to the smallest time scale).

5.1 Superposition Model

This model was firstly proposed in [19] and is based on the superposition of dMMPPs,
where each dMMPP represents a specific time scale. Figure 11 illustrates the construc-
tion methodology of the dMMPP for the simple case of three time scales and two-
state dMMPPs in each time scale. The dMMPP associated with time scale l is denoted
by dMMPP(l) and the corresponding number of states by N(l). The flowchart of the
inference procedure is represented in Figure 12 where, basically, the following three
steps can be identified.

A. Computation of the data vectors (corresponding to the average number of
arrivals per time interval) at each time scale
Having defined the time interval at the smallest time scale, Δt, the number of time
scales, L, and the level of aggregation, a, the aggregation process starts by computing
the data sequence corresponding to the average number of arrivals in the smallest time
scale, D(L)(k), k = 1, 2, . . . , N . Then, it calculates the data sequences of the remaining
time scales, D(l)(k), l = L − 1, ..., 1, corresponding to the average number of arrivals
in intervals of length Δta(L−l). This is given by

D(l)(k) =

⎧⎨⎩Ψ

(
1
a

a−1∑
i=0

D(l+1)(k + iaL−l−1))

)
, k−1

aL−l ∈ IN0

D(l)(k − 1), k−1
aL−l /∈ IN0

(31)
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Fig. 11. Construction methodology of the superposition dMMPP model
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where Ψ(x) represents round toward the integer nearest x. Note that all data sequences
have the same lengthN and thatD(l)(k) is formed by sub-sequences of aL−l successive
equal values; these sub-sequences will be called l-sequences. The empirical distribution
of D(l)(k) will be denoted by p̂(l) (x).

Figure 13 illustrates the aggregation process for the particular case of considering
only three time scales and an aggregation level of a = 2. The top part of the picture
corresponds to the finest time scale (scale 3) and represents the number of arrivals
per sampling interval. At time scale 2, the Figure represents the average number of
arrivals per time interval of length 2Δt, while at time scale 1 it represents the average
number of arrivals per time interval of length 4Δt, since the aggregation level is equal
to 2.
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B. For all time scales (going from the largest to the smallest one), calculation of
the corresponding empirical PMF and inference of a dMMPP that matches the
resulting PMF
Each dMMPP will be inferred from a PMF that represents its contribution to a particular
time scale. For the largest time scale, this PMF is simply the empirical one. The traffic
components due to time scale l, l = 2, ..., L, are obtained through deconvolution of the
empirical PMFs of this and the previous time scales, i.e., f̂ (l)

p (x) = [p̂(l)⊗−1p̂(l−1)](x).
However, this may result in probability mass at negative arrival rates for the dMMPP(l),
which will occur whenever min

{
x : p̂(l−1) (x) > 0

}
< min

{
x : p̂(l) (x) > 0

}
. To

correct these results, the dMMPP(l) will be fitted to

f̂ (l) (x) = f̂ (l)
p (x + e(l)) (32)

where e(l) = min
(
0,min

{
x : f̂ (l)

p (x) > 0
})

, which assures f̂ (l) (x) = 0, x < 0.

The additional factors that are now introduced will be removed in the final step of the
inference procedure.

The number of states, N(l), and the parameters of the dMMPP(l), {(π(1)
j , λ

(1)
j ), j =

1, 2, . . . , N(1)}, that adjusts the empirical PMF f̂ (l) (x) are calculated using the same
procedure described in step 3 of the M2L-dMMPP inference procedure.

The next step consists of associating one of the dMMPP(l) states with each time
interval of the arriving process. Recall that the data sequences aggregated at time scale
l have aL−l successive equal values called l-sequences. The state assignment process
considers only the first time interval of each l-sequence, defined by i = aL−l(k − 1) +
1, k ∈ IN, i ∈ E(l), where E(l) represents the set of time intervals associated with
dMMPP(l). The state that is assigned to l-sequence i is calculated randomly according

to the probability vector θ(l) (i) =
{
θ
(l)
1 (i) , . . . , θ(l)

N(l)
(i)

}
, with

θ(l)
n (i) =

g
λ
(l)
n

(
D(l)(i)

)
∑N(l)
j=1 gλ(l)

j

(
D(l)(i)

) (33)
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for n = 1, ..., N(l), where λ
(l)
j represents the Poisson arrival rate of the jth state of

dMMPP(l), and gλ (y) represents a Poisson probability distribution function with mean
λ. The elements of this vector represent the probability that the state j had originated
the number of arrivals D(l)(k) at time interval k from time scale l.

After this step, we infer the dMMPP(l) transition probabilities, p(l)
od , with o, d =

1, ..., N(l), by counting the number of transitions between each pair of states. If n(l)
od

represents the number of transitions from state o to state d of the dMPPP(l), then

p
(l)
od =

n
(l)
od∑N(l)

m=1 n
(l)
om

, o, d = 1, ..., N(l) (34)

The transition probability and the Poisson arrival rate matrices of the dMMPP(l) are
then given by

P(l) =

⎡⎢⎢⎢⎢⎣
p
(l)
11 p

(l)
12 . . . p

(l)
1N(l)

p
(l)
21 p

(l)
22 . . . p

(l)
2N(l)

. . . . . . . . . . . .

p
(l)
N(l)1

p
(l)
N(l)2

. . . p
(l)
N(l)N(l)

⎤⎥⎥⎥⎥⎦ (35)

Λ(l) =

⎡⎢⎢⎢⎣
λ

(l)
1 0 . . . 0
0 λ

(l)
2 . . . 0

. . . . . . . . . . . .

0 0 . . . λ
(l)
N(l)

⎤⎥⎥⎥⎦ + e(l)I (36)

The diagonal matrix of the steady-state probabilities is designated by Π(l).
Figure 14 schematically illustrates the main steps of the construction process for the

superposition model, considering only the first two time scales. As was previously said,
the empirical PMF corresponding to the largest time scale (scale 1) is estimated and
the dMMPP that best adjusts it is inferred. For the next immediate scale (scale 2), the
empirical PMF is estimated and then it is deconvolved from the PMF corresponding to
time scale 1. The dMMPP that describes the contribution of time scale 2 for the arrival
process is calculated based on the PMF that results from this deconvolution operation.

C. Calculation of the final dMMPP through the superposition of the dMMPPs
inferred for each time scale
The equivalent dMMPP process is constructed using equations (7) and (8), where
matrices P(l) and Λ(l) , l = 1, ..., L, were calculated in the last subsection. Besides,
the additional factors introduced in 32 must be removed. Thus, the final Λ(l) will be
given by

Λ = Λ −
L∑
l=2

e(l) · I (37)

where I is the identity matrix.
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5.2 Hierarchical Model

This model was firstly presented in [21] and is constructed using an hierarchical
procedure, that successively decomposes dMMPP states into new dMMPPs, thus
refining the traffic process by incorporating the characteristics offered by finer time
scales (Figure 15). The procedure starts at the largest time scale by inferring a dMMPP
that matches the empirical PMF corresponding to this time scale. As part of the
parameter fitting procedure, each time interval of the data sequence is assigned to a
dMMPP state; in this way, a new PMF can be associated with each dMMPP state. At
the next finer time scale, each dMMPP state is decomposed into a new dMMPP that
matches the contribution of this time scale to the PMF of the state it descends from. In
this way, a child dMMPP gives a more detailed description of its parent state PMF. This
refinement process is iterated until a pre-defined number of time scales is integrated.
Finally, a dMMPP incorporating this hierarchical structure is derived.

The construction process of the hierarchical model can be described through a tree
where, except for the root node, each tree node corresponds to a dMMPP state and each
tree level to a time scale. A dMMPP state will be represented by a vector indicating
the path in the tree from its higher level ancestor (i.e. the state it descends from at the
largest scale, l = 1) to itself. Thus, a state at time scale l will be represented by some
vector s = (s1, s2, ..., sl) , si ∈ IN . Each dMMPP will be represented by the state that
generated it (i.e. its parent state), that is, dMMPPs will represent the dMMPP generated
by state s. The root node of the tree corresponds to a virtual state, denoted by s = ∅,
that is used to represent the dMMPP of the largest time scale, l = 1. This dMMPP will
be called the root dMMPP. Thus, the dMMPP states in the tree are characterized by
s = (s1, s2, ..., sl) , l ∈ IN , with si+1 ∈ {

1, 2, . . . , Nsi]

}
, i = 0, 1, . . . , l− 1; here, sj]

denotes the sub-vector of s given by (s1, s2, ..., sj), with j < |s|, and s0] = ∅, where
|s| denotes the length of vector s. Note that, using this notation, a vector s can either
represent state s or the dMMPP generated by s. Besides, the time scale of dMMPPs is
|s| + 1.
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Fig. 15. Construction methodology of the hierarchical dMMPP model

Finally, let Es denote the set of time intervals associated with state s, i.e., with
dMMPPs. Using this notation, the set associated with dMMPP∅ will be E∅ =
{1, 2, ..., N}, where N is the number of time intervals at the smallest time scale.
Starting from E∅, the sets Es are successively partitioned at each time scale in a
hierarchical fashion. Thus, if states s and t are such that |s| = |t| = l and s �= t,
then Es ∩ Et = ∅ and

⋃
s:|s|=l

Es = E∅. Moreover, if state s is a parent of state t, that

is t = (s, j), then Et ⊆ Es and
⋃

j=1,...,Ns

E(s,j) = Es.

The inference procedure is represented schematically in the flowchart of Figure 16,
where the following three main steps can be identified.

A. Computation of the data vectors (corresponding to the average number of
arrivals per time interval) for each time scale
This step is equal to the one described for the superposition model.

B. For all time scales (going from the largest to the smallest one), calculation of
the corresponding empirical PMF and inference of a dMMPP that matches the
resulting PMF
Each dMMPP will be inferred from a PMF that represents its contribution to a particular
time scale. For the largest time scale, this PMF is simply the empirical one, but for
all other time scales l, l = 2, ..., L, the PMF represents the contribution of the time
scale to the PMF of its parent state. The contribution of a dMMPP at time scale l
generated from state s corresponds also to the deconvolution of empirical PMFs, but
now calculated over the set of time intervals Es, at this time scale l = |s| + 1 and
the previous time scale l − 1 = |s|, i.e., f̂s

p (x) =
[
p̂s,|s|+1 ⊗−1 p̂s,|s|] (x), where

p̂s,l represents the PMF obtained from the data sequence Dl(k), k ∈ Es. Note that the
two empirical PMFs are obtained from the same set of time intervals but aggregated at
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Fig. 16. Flow diagram of the inference procedure of the hierarchical model

different levels. Once again, these operations may result in probability mass at negative
arrival rates for the dMMPPs, which will occur whenever min

{
x : p̂s,|s| (x) > 0

}
<

min
{
x : p̂s,|s|+1 (x) > 0

}
. These results must be corrected using equation 32, with (l)

replaced by s.
The number of states, Ns, and the parameters of the dMMPPs, {(πs

j , λ
s
j ), j =

1, 2, . . . , Ns}, that adjusts the empirical PMF f̂s (x) are calculated using the same
procedure described in step 3 of the M2L-dMMPP inference procedure.

The next step consists of associating one of the dMMPPs states with each time
interval of the arriving process. The set of time intervals associated with dMMPPs is
Es and the goal here is to partition Es into subsets E(s,j), j = 1, ..., Ns. Now, the state
assignment process considers only the first time interval of each l-sequence, defined by
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Fig. 17. Procedure for calculating the empirical PMFs and inferring the partial dMMPPs of the
decomposition model

i = aL−(|s|+1)(k − 1) + 1, k ∈ IN, i ∈ Es. The state that is assigned to l-sequence i is
calculated randomly according to the probability vector θs (i) =

{
θs
1 (i) , . . . , θs

Ns
(i)

}
,

with

θs
n (i) =

gλs
n

(
D|s|+1(i)

)∑Ns

j=1 gλs
j

(
D|s|+1(i)

) (38)

for n = 1, ..., Ns.
The dMMPPs transition probabilities, ps

od, o, d = 1, ..., Ns, are calculated through
equation 34 with (l) replaced by s. In this way, the transition probability and the Poisson
arrival rate matrices are also given by equations 35 and 36, respectively.

Figure 17 schematically illustrates the main steps of the construction process for the
decomposition model, considering only the first two time scales. For the largest time
scale (scale 1), the empirical PMF is estimated and the dMMPP that best adjusts it is
inferred (dMMPP∅). Each time interval of the data sequence is then assigned to each
dMMPP state and the next step consists on estimating the empirical PMFs associated to
each state. For the next immediate scale (scale 2), the empirical PMFs associated to each
state will also be estimated and then they are deconvolved from the PMFs corresponding
to time scale 1 and to the same states. The dMMPPs that describe the contribution of
time scale 2 for the arrival process are calculated based on the PMFs that result from
these deconvolution operations.
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C. Calculation of matrices Λ and P of the dMMPP that incorporates the hierar-
chical structure
In this step we have to construct a dMMPP equivalent to the tree structure of dMMPPs
derived in previous steps. The goal is to incorporate in the model the level of detail
given by the finer time scale, so the equivalent dMMPP will have a number of states
equal to the number of states in smallest time scale of the tree structure, L. These can
be identified by s = (s1, s2, ..., sL); each state is associated with its ancestor states
si+1] = (s1, s2, ..., si+1), i = 0, 1, . . . , L− 1 of the dMMPPsi] .

Thus, the states of the equivalent dMMPP will have Poisson rates which are the sum
of the Poisson rates of its ancestors in the tree structure, i.e.,

λs =
L−1∑
j=0

λ
s j]
sj+1 (39)

The transition between each pair of states is determined by the shortest path in
the tree structure, going through the root dMMPP, that joins the two states. Any
pair of states descend from one or more common dMMPPs. The first one, at the
time scale with higher l, will be denoted by s ∧ t = (s1, s2, ..., sk) where k =
max {i : sj = tj , j = 1, 2, ..., i}.

We first consider the case of s �= t. The probability of transition from s to t, ps,t, is
given by the product of three factors. The first factor accounts for the time scales where
s and t have the same associated states and is given by

φs,t =

⎧⎨⎩
|s∧t|−1∏
j=0

p
s j]
sj+1,sj+1 , |s ∧ t| �= 0

1, |s ∧ t| = 0
(40)

The second factor accounts for the transition in the time scale where s and t are asso-
ciated to different states of the same dMMPP, which corresponds to ps∧t

s|s∧t|+1,t|s∧t|+1
.

The third factor accounts for the steady-state probabilities of states associated to t in
the time scales that are not common to s and is given by

ψs,t =
L−1∏

j=|s∧t|+1

π
t j]
tj+1

(41)

where an empty product is equal to one.
Finally, for s �= t,

ps,t = φs,tp
s∧t
s|s∧t|+1,ts∧t+1

ψs,t (42)

In case s = t, it is simply
ps,t = φs,t (43)

5.3 Efficiency Results

These fitting procedures were applied to the Kazaa trace, a trace measured at the
backbone of a Portuguese ISP network characterizing the downstream traffic from 10
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Fig. 18. PMF at the smallest time scale,
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Fig. 19. PMF at the intermediate time scale,
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users of the file sharing application Kazaa. The Kazaa trace was measured on October
18th 2001, between 10.26pm and 11.31pm, and comprises 1 million packets with
a mean rate of 131140 packets/s and a mean packet size of 1029 bytes. This trace
exhibits self-similar characteristics and three different time scales were considered:
0.1s, 0.2s and 0.4s. Larger aggregation levels were also considered, with good fitting
results. Both fitting approaches were able to capture the traffic LRD behavior and the
agreement between the PMFs corresponding to the original and dMMPP fitted traces,
for the smallest, intermediate and largest time scales, was very good, as can be seen
from figures 18, 19 and 20. These results were achieved with resulting dMMPPs having
about 288 states in the superposition model and 38 states in the hierarchical model.

Considering queuing performance, Figure 21 shows that PLR behavior is very well
approximated by the equivalent dMMPPs for both utilization ratios (ρ = 0.7 and ρ =
0.8). However, as the utilization ratio increases the deviation slightly increases, because
the sensitivity of the metrics variation to a slight difference in the compared traces is
higher. Thus, the proposed fitting approaches provide a close match of the PMFs at
each time scale and this agreement reveals itself sufficient to drive a good queuing
performance in terms of packet loss ratio.

The computational complexity of both fitting methods is small. This complexity, as
well as the number of states of the resulting dMMPPs, is directly related to the level
of accuracy used to approximate the empirical PMFs at each time scale by weighted
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sums of Poisson probability functions. The performance of both inference procedures
is very similar. Thus, it is not easy to recommend one of approaches over the other
based solely on their associated performances. One argument that clearly favors the
hierarchical approach is that the numbers of states of the resulting dMMPPs are smaller
than the corresponding numbers for the superposition approach. This may be due to the
fact that in the hierarchical approach and as the time scale increases, dMMPPs are fitted
to successively smaller sets of intervals whose arrivals characteristics tend to increase
in homogeneity and, thus, tend to have associated a smaller number of states than the
dMMPP fitted through the superposition approach for the same time scale. However,
the contribution of each time scale for the characterization of the aggregate traffic
characteristics is interpreted in an easier and more natural way through the superposition
approach. Note also that, for the same number of states, a smaller number of dMMPPs
and corresponding parameters tend to be needed to compute the final dMMPP using the
superposition approach than using the hierarchical approach.

6 Joint Characterization of Packet Arrivals and Packet Sizes -
dBMAP

The dBMAP jointly characterizes the packet arrival process and the packet size
distribution, being able to achieve an accurate prediction of the queuing behavior for
IP traffic exhibiting LRD behavior. In this process, that was firstly presented in [30],
packet arrivals occur according to a dMMPP (that can be any one of the previously
described models) and each arrival is further characterized by a packet size with a
general distribution that may depend on the phase of the dMMPP (Figure 22). This
construction process allows having a packet size distribution closely related to the
packet arrival process, and is in contrast with the approach followed by [22] where
the packet size distribution is fitted prior to the matching of the packet arrival rates.

Lets consider that the packets have independent sizes, with the size of packets
arriving in phase i having probability function qi = {qi(n), n ∈ IN}. If we let (X, J)
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denote the dMMPP, on the state space IN0 × S and having parametrization (P, Λ), that
models the packet arrival process, then the byte arrival process (Y, J) is a dBMAP, on
the state space IN0 × S, satisfying equation 4 with

qij(n) =
+∞∑
l=0

e−λj
λlj
l!
q
(l)
j (n) (44)

for i, j ∈ S and n ∈ IN0, where q
(l)
j denotes de convolution of order l of qj . Thus,

(Y, J) is a dBMAP on the state space IN0 × S, such that, for n,m ∈ IN0,

P (Yk+1 = m + n, Jk+1 = j|Yk = m, Jk = i) = pij

+∞∑
l=0

e−λj
λlj
l!
q
(l)
j (n) (45)

which we express by saying that (Y, J) has type-II parametrization (P, Λ, {qi, i ∈ S}).
S is the phase set of the (Y, J) dBMAP.

The packet size characterization is carried out in an independent way for each state
of the inferred dMMPP and involves two steps: (i) association of each time slot to one
of the dMMPP states and (ii) inference of a packet size distribution for each state of
the dMMPP. In the first step, we scan all time slots of the empirical data. A time slot
in which k packet arrivals were observed is randomly assigned to a state, according
to the probability vector θ (k) = {θ1 (k) , . . . , θNB (k)}, where θi (k) represents the
probability that the observed k packet arrivals were originated in state i and NB is the
number of states of the dMMPP. This is given by

θi (k) =
πi gλi (k)∑NB

j=1 πj gλj (k)
(46)

where λj represents the Poisson packet arrival rate of the dMMPP and πj the
corresponding steady-state probability (as stated before, gλ (y) represents a Poisson
probability distribution function with mean λ).

The inference of the packet size distribution in each state resorts to histograms.
The inference of each histogram uses only the packets that arrived during the time
slots previously associated with the state for which we are inferring the packet size
distribution. Note that some low-probability states may have no packets associated with
them, making impossible the packet characterization specifically for these states. We
associate a packet size distribution to these states that considers all data packets, i.e.,
the packet size distribution unconditioned on the dMMPP states. The histograms result
in the packet size distributions qi = {qi(n), n ∈ IN}, for i = 1, 2, ..., NB.

6.1 Efficiency Results

Reference [30] evaluated the efficiency of a dBMAP where the packet arrival process
was modelled using the M2L-dMMPP described in section 4 and the packet size process
was modelled using the procedure described in section 6. The UA trace was also used
to assess the efficiency of this traffic model, so the results of applying the M2L-dMMPP
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Fig. 23. Packet size distribution, UA Fig. 24. Packet loss ratio versus buffer size,
UA

fitting procedure to the packet arrival process were already presented in section 4. The
packet size distribution is essentially bimodal with two pronounced peaks around 40 and
1500 bytes, presenting also non negligible values at 576 and 885 bytes. There was an
excellent agreement between the original and fitted packet size distributions (Figure23),
leading to a good match between the original and fitted distributions of the bytes/s
processes.

For the dBMAP, four types of input traffic are considered in the trace-driven simu-
lation: (i) the original trace, (ii) a trace generated according to the fitted dBMAP, (iii)
a trace where the arrival instants were generated according to the fitted dMMPP arrival
process and the packet size according to the unconditional packet size distribution of the
fitted dBMAP and (iv) a trace where the arrival instants were also generated according
to the fitted dMMPP arrival process but the packet size is fixed and equal to the average
packet size of the original trace. In order to analyze queuing behavior, we considered
a queue with a service rate of 700 Kbytes/s, corresponding to a link utilization of
ρ = 0.90, and varied the buffer size from 10 Kbytes to 60 Mbytes. As it can be
observed in Figure 24, there is a close agreement between the curves corresponding
to the original trace and to the trace generated according to the fitted 12-dBMAP, for all
buffer size values. In contrast, for the other two curves corresponding to traces where the
packet size is fitted independently of the packet arrival process, significant deviations
are obtained. Thus, detailed modeling of the packet size and of the correlations with the
packet arrivals is clearly required.

7 Conclusion

Accurate modeling of certain types of IP traffic involves the description of the packet
arrival process and the packet size distribution. This tutorial discussed the suitability
of Markovian models to describe traffic that exhibits self-similarity and long range
dependence behaviours. Three traffic models, based on MMPPs, were designed to
describe the packet arrival process by capturing the self-similar behavior over multiple
time scales: the first model is based on a parameter fitting procedure that matches
both the autocovariance and marginal distribution of the counting process and the
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MMPP is constructed as a superposition of L two-state MMPPs, designed to match
the autocovariance function, and one M-MMPP designed to match the marginal
distribution. The second model is a superposition of MMPPs, where each MMPP
describes a different time scale of the packet arrival process. The third model is obtained
as the equivalent to an hierarchical construction process that, starting at the coarsest
time scale, successively decomposes MMPP states into new MMPPs to incorporate the
characteristics offered by finner time scales. For all three traffic models, the number of
states is not fixed a priori but is determined as part of the inference procedure. In order
to closely match not only the packet arrival process but also the packet size distribution a
dBMAP was also presented and discussed: packet arrivals occur according to a dMMPP
and each arrival is further characterized by a packet size with a general distribution that
may depend on the phase of the dMMPP. This allows having a packet size distribution
closely related to the packet arrival process. The accuracy of the proposed models was
evaluated by comparing the probability mass function at each time scale, as well as the
packet loss ratio corresponding to measured traces and to traces synthesized according
to the proposed models. The accuracy analysis was based on traffic traces exhibiting
LRD and self-similar behaviors.
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Abstract. Today’s networking environment is characterized by signif-
icant traffic variability and squeezing profit margins. An adaptive and
economics-aware traffic management approach is needed to cope with
such environment. An adaptive traffic management system is proposed
that acts on short timescales (from minutes to hours) and employs an
economics-based figure of merit to rellocate bandwidth. The tool works in
an MPLS context. Both underload and overload deviations from the op-
timal bandwidth allocation are sanctioned through the economical eval-
uation of the consequences of such non-optimality. A description of the
traffic management system is provided together with some simulation
results to show its operations.

1 Introduction

Traffic on the Internet is more and more subject to extensive variability, which is
reflected both in its patterns and in its statistical characteristics. This is due to
the variety of services supported by the TCP/IP suite and to the appearance of
new consumer styles that accompany those services. While the telephone network
(relying on a circuit-switched infrastructure) essentially provided a single service,
i.e. the conversational voice service, new services appear now and again on the
Internet (of which the most disruptive, as to sheer traffic volume, is the peer-
to-peer file exchange, a.k.a. P2P [1] [2]). For example, the Internet is now used
to transfer larger and larger files (e.g. movies), with the ensuing hours-long
transfer sessions, as well as to enable engaging interactive activities (e.g. online
games, or jam sessions). According to established classifications, the variety of
the traffic streams on the Internet can be characterized either by their nature
or by their size or by their lifetime. In the first domain we may have streaming
traffic, which is characterized by bandwidth and whose support is driven by real-
time requirements, and elastic traffic, which is instead characterized by the file
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volume and whose support is driven by integral file transfer requirements. As to
the stream size an established terminology considers mice and elephant streams,
where the mice are small transfers (e.g. downloading a simple Web page) and the
elephants are the large ones (e.g. downloading a video file). In addition to these
two dimensions we may consider the stream lifetime with dragonflies streams
lasting less than 2 seconds and tortoise streams lasting more than 15 minutes
[3]. The presence of traffic streams living at various timescales coupled with
certain characteristics of the TCP control protocol is also deemed responsible
for the radical change in the statistical characteristics of traffic streams, namely
the presence of long-range dependence [4] [5] [6]. In addition, traffic patterns
have also changed, for a number of factors, among which:

– Mobile services have extended the range of time usable for communications
purposes;

– Asynchronous services (e.g. e-mail) or downloading service (e.g. the Web)
don’t require the presence of two parties;

– Downloading services (e.g. P2P) don’t require the presence of humans if not
to trigger the communication session, and can give rise to very long traffic
exchanges.

As a result hourly traffic profiles are less and less predictable, and are often
flatter than in the past, so that the concept of peak hour, traditionally used in
dimensioning procedures, is fading (as shown in [3] or [7] heavy downloading and
back-up services typically have their peak in the night).

Modern networks must be able to cope with such traffic variability: they
must be adaptable. In turn that basically means that traffic management solu-
tions should be dynamic and rely on online traffic monitoring. Cognitive packet
networks (CPN) can be considered as a pioneer example of self-aware networks
[8], in that they adaptively select paths so as to offer a best-effort QoS to the
end-users. That concept has been further advanced in the proposition of self-
adaptive networks, where a wider set of QoS requirements (including strict QoS
guarantees) is satisfied by the introduction of a traffic management system act-
ing on two timescales within an MPLS infrastructure [9]. As in the established
approach to QoS, constraints are imposed on a number of parameters, such as
blocking probability for services offered over a connection-oriented network and
packet-loss, average delay and jitter for the services provided by connectionless
networks [10] [11].

However, network design and management procedures can’t be based on QoS
considerations alone, since the economical issue is of paramount importance and
is the ultimate goal of the activities of any company. The quality of service de-
livered to the customers is itself evaluated in economical terms, since the QoS
constraints are typically embodied in a Service Level Agreement (SLA), where
precise QoS obligations are taken by the service provider and an economical
value is associated to those obligations, under the form of penalties or compen-
sations. SLA’s are now the established way to incorporate QoS guarantees in the
provisioning of communications services, e.g. in leasing of transmission capacity
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[7], Internet services spanning multiple domains [12], MPLS-based VPNs [13],
or wireless access [14].

In addition, it is to be considered that QoS constraints could be easily met by
extensive overprovisioning, though this solution could make network operations
unaffordable in the long run. Even if the practice of overprovisioning is limited
in extent, the amount of bandwidth that is currently unused and unnecessarily
left to the customer’s disposal could be assigned otherwise, providing additional
revenues: its less than careful management represents therefore an opportunity
cost and a source of potential economical losses.

An efficient traffic management system should implement a trade-off between
the contrasting goals of delivering the required QoS (driving towards overpro-
visioning) and exploiting the available bandwidth as much as possible (driving
towards underprovisioning). Deviations in either way are amenable to an eco-
nomical evaluation, so that traffic management economics appears as the natural
common framework to manage network operations.

In this paper we propose a novel engine for the traffic management system en-
visaged for self-adaptive networks in [9], using economics as the single driver, so
to cater both for QoS violations and for bandwidth wastage. In the new formu-
lation the traffic management system is driven by a newly defined cost function,
which accounts for both overprovisioning and underprovisioning occurrences,
and practical suggestions are provided to link the parameters of such cost func-
tion to relevant economical parameters associated to network operations. The
new traffic management system is described in Section 2, while its two major
components, i.e., the forecasting blocks and the cost computation blocks are
described in Sections 3 and 4 respectively. In Section 6 we report the results of
extensive simuations to show its behaviour for a complete set of network services
under different traffic patterns.

2 The Traffic Management System: Overview

We consider a traffic management system acting in an MPLS context, where the
traffic is channelled on LSPs (Label Switched Path), in turn accomodated on
traffic tunnels (though there is typically a one-to-one association between LSPs
and traffic tunnels, as we assume in the following). The main goal of MPLS
traffic engineering is the correct allocation of bandwidth to LSPs so to achieve
an effective use of the network resources. For this purpose we resume the proposal
of a traffic management system acting on two timescales put forward in [9]. In
this section we describe in detail the system.

A schematic diagram of the traffic management system is reported in Fig. 1,
with the components defined in Table 1. The system is composed of two mac-
roblocks, representing respectively the functions intervening for short term op-
erations (the Short Term Management Subsystem, or STMS, for short) and for
long term ones (the Long Term Management Subsystem, LTMS). In addition,
we use two blocks (blocks A and E in Fig. 1), that are common to both kinds of
operations. Block A is responsible for collecting traffic data on both transmis-
sion links and LSPs. These data are then fed to the forecasting engines on the
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Fig. 1. Traffic Management System

Table 1. Composition of the traffic management system

Block Function

A Traffic measurement
B Traffic nowcasting engine
C Cost Computation
D LSP Adjustment
E Network structure infobase
F Long term Traffic Forecasting
G Long term Cost Computation and Comparison
H Traffic Matrix Estimation
I Global Path Design
J Long term LSP Adjustment

two timescales (respectively blocks B and F). Block E is instead responsible for
keeping the overall network picture up-to-date, i.e., the network topology, the
transmission capacity of each transmission links, the set of active LSPs, and the
bandwidth allocated to each LSP. This information is updated on the basis of
the decisions taken by the two management subsystems (namely, blocks D and
J), and is then supplied to the traffic measurement block to drive the measure-
ment process (i.e., to indicate what are the network entities - transmission links
and LSPs - for which traffic data are to be collected).

The STMS (Short Term Management Subsystem) relies on the the traffic
measurements block, which monitors each traffic tunnel and uses its output
to forecast the evolution of traffic for the next time interval (the domain of the
SMTS is on timescales of the order of magnitude of hours, so that the forecasting
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engine is more aptly named nowcasting). The nowcasting engine (block B in
Fig. 1) employs the Exponential Smoothing technique in the versions proposed
and analysed in [15] to build a time series of traffic. This time series is in turn fed
as an input to the cost computation block (block C in Fig. 1), which evaluates the
cost associated to the current combination of traffic and allocated capacity. In
order to do so, that block has to receive information on the bandwidth currently
allocated to each LSP (provided by the network infobase block), so to be able to
compare allocation and occupation. Rather than minimizing deviations from the
QoS objectives (which is the common approach to bandwidth management, e.g.,
the one also adopted in [15]), in the STMS here proposed bandwidth allocation
is instead driven by the willingness to maximize the provider’s revenues. This
is accomplished by taking into account the economics of bandwidth use, and is
described in detail in Section 4. The cost computation block gathers information
both on the current occupation state (provided by block A) and on the future
use (provided by block B), since this allows to evaluate the trend of costs. On
the basis of the trend observed for the cost the STMS may take some correcting
actions, e.g., the following ones:

– Modification of LSP attributes (e.g., their bandwidth);
– Rerouting of LSPs;
– Termination of LSPs, in particular of the lower priority ones (pre-emption);
– Dynamic routing of new unprecedented requests.

This action are decided in block D, whose actual decision criteria and scope of
intervention may be left to the operator and are not dealt with in detail in this
paper. A possible strategy could be to limit short time scale actions to LSP
bandwidth adjustments, leaving LSP termination and re-routing to long term
management.

While the STMS leads to small changes in LSPs, the aim of the Long Term
Management Subsystem is to assess if the traffic picture is so distant from that
adopted during the network design process to warrant design a new routing plan
and a new set of LSPs (including in the latter term also the simple rearrangement
of the existing flows on the current set of LSPs). The decision to go for a radical
change in the network structure is taken on the basis of the comparison between
the costs associated to the current set of LSPs and those incurred if the set of
LSPs is redesigned (with a hysteresis allowance to cater for switching costs and
avoid too frequent redesign operations). In LTMS the traffic measurement are
fed to a forecasting block (block F in Fig. 1), which again adopts the Exponential
Smoothing technique but with larger smoothing factors. The output of the fore-
casting block gives us the future occupation of the current set of LSPs. In order
to build the alternative set of LSPs, as deriving from the complete redesign, the
future traffic matrix has to be estimated from the measurements on LSPs and
links. The resulting traffic matrix is fed to the design engine (embodied in the
Global Path Design block, indicated as block I in Fig. 1). We can now compare
the two scenarios:

1. Scenario A, represented by future origin-destination traffic flowing on the
current set of LSPs;
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2. Scenario B, represented by future origin-destination traffic flowing on the set
of LSPs indicated by the Global Path Design block.

The cost computation and comparison block (block G in Fig. 1) receives the sets
of LSPs and the pertaining occupation level in both scenarios and can compute
the costs pertaining to the two scenario. The resulting comparison is fed to the
decision block J, which has to decide whether to stay with the current set of
LSPs or proceed with the redesign. Again, the actual decision criteria may be
left to the network operator.

3 Traffic Measurement and Forecasting

Any traffic management decision has to be driven first by traffic data. For this
purpose our system includes a traffic measurement subsystem (labelled as Block
A in Fig. 1), which in turn feeds two traffic prediction subsystems, respectively on
short timescales (named nowcasting) and on longer timscales (labelled as blocks
B and F in the same picture). Prediction is needed to match the timeframes
of traffic data and of the intervention of the traffic management system: the
decisions taken by LSP adjustment blocks are accomplished in the future (though
near in the case of the STMS), i.e., when the traffic has changed with respect
to present. In this section we review the characteristics of the measurement and
prediction subsystems.

The aim of the traffic measurement subsystem is to provide the traffic data to
feed the nowcasting algorithm. Such measurements are conducted on each LSP
(and on each transmission link) currently set up in the network. Namely for each
LSP a counter is defined that measures the cumulative number of bytes being
transferred on that LSP during a given period of time. Typically we can consider
period of 5 minutes (in agreement with the time resolution of measurements
provided by SNMP-based devices); at the end of each period the byte count is
transferred to the nowcasting block and the counter is reset. The byte count
can be divided by the period length to obtain the average bandwidth employed
during that period. The choice of the period duration can be chosen as the result
of a trade-off between readiness of reaction (by reducing that duration under 5
minutes, down e.g. to 60 or 30 seconds) and accuracy of measurement and of
the subsequent forecasting (each measurement represents in itself an estimation
of the average bandwith of the underlying traffic stochastic process).

The traffic nowcasting subsystem subsystem gets the latest traffic measure-
ments from block A and provides a forecast for the next time interval. Two
forecasting methods are considered, both based on the Exponential Smoothing
(ES) approach:

1. ES with linear extrapolation (ESLE);
2. ES with predicted increments (ESPI).

Both methods are not new, having been proposed and analysed in [15]. We now
proceed to describe them. In the following we indicate by Mj the traffic measure-
ment performed at time j and by Fj the traffic forecast for the same time.
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In both methods the classic Exponential Smoothing recursive formula is
adopted unless when both underestimation (Fj < Mj) and a growing trend
(Mj > Mj−1) are observed at the same time. In that case different forecast-
ing algorithms are used in the two methods. A complete definition of the two
methods follows.

ESLE method. If both underestimation and a growing trend take place the
forecast is equal to the latest measurement (Mj) plus the latest measured in-
crease (Mj −Mj−1). The complete algorithm reads therefore as follows:

Algorithm 1. (ESLE)
if Mj > Mj−1 AND Fj < Mj then

Fj+1 = 2Mj − Mj−1

else
Fj+1 = αFj + (1 − α)Mj

end if

ESPI method. In the predicted increments method, when both underestima-
tion and a growing trend take place the forecast is equal to the latest forecast
plus a specified increment. This increment is equal to: a) a fixed fraction of the
latest measured increment z > α(Mj−Mj−1) on the first interval the mentioned
conditions apply; b) the estimated increase Δj+1 on following time intervals as
long as those conditions apply. In case b) the estimate of the increase is obtained
by a parallel basic ES approach, i.e. Δj+1 = αΔj+(1−α)(Mj−Mj−1). The com-
plete algorithm reads therefore as follows: For the purpose of estimating traffic
on longer horizon we can rely as well on the exponential smoothing techniques
presented so far. We have, however, to smooth out the short term fluctuation we
may instead be interested when acting on shorter timescales. For this purpose
we can follow either of two approaches:

1. Aggregate then Forecast (AF);
2. Ultra-smoothing (US).

In the former case we abandon the short time window (e.g., 5 minutes) adopted
in the STMS and consider a larger time window, e.g. one day. We aggregate
then the traffic measurements collected during each day in a single reference
value for the whole day. Aggregating over a whole day allows us to remove
the short term fluctuations. The daily reference values represent the input
for the long term forecast system, where the smoothing factor α can take values
in the same range as in the nowcasting use. This approach is that adopted, e.g.,
in the ITU-T Recommendation E.500 [16].

In the latter approach the traffic data are fed to the forecasting engine with
the same granularity adopted in the nowcasting case, but the smoothing factor
is much larger. Though its optimal value can be determined empirically, e.g.,
by a least square fitting with respect to an observed time series track, it can be
guessed that its value may be even larger than 0.95.
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Algorithm 2. (ESPI)
if Mj > Mj−1 AND Fj < Mj then

if Mj−1 < Mj−2 OR Fj−1 > Mj−1 then
Fj+1 = Mj + z

else
Δj+1 = αΔj + (1 − α)(Mj − Mj−1)
Fj+1 = Fj + Δj+1

end if
else

Fj+1 = αFj + (1 − α)Mj

end if

4 An Economic Figure of Merit

In order to manage traffic properly we have to know the current state of traf-
fic management (i.e., its value and the bandwidth allocation) and a measure
of adequacy of bandwidth allocation. In the past the latter was chosen so to
achieve specific targets on QoS, embodied by bounds on loss and delay figures
[17]. However, offering QoS is not a goal in itself, but rather a means to conduct
a rewarding business. The offer of differentiated QoS is since long a reality and
is associated to differentiated prices. In a QoS-based approach the measure of
adequacy is typically the efficiency in the usage of transmission resources subject
to constraints on the QoS achieved. However, such approach may be unrelated
to the overall economic goal of the provider, since it fails to consider the eco-
nomic figures associated to the usage of bandwidth. In fact, the cost is in that
case associated to the capital cost incurred in building the transmission infras-
tructure, that has to be used as much as possible; no care is taken for the costs
associated to alternative uses of the same bandwidth. We need to introduce a
measure of adequacy capable of taking into account a wider view of costs associ-
ated to bandwidth allocation decisions. In this section we propose a new figure
of merit for traffic management, that takes into account the monetary value of
bandwidth allocation decisions.

An improper bandwidth allocation may impact on the provider’s economics
(i.e., lower revenues or highers costs) in basically two opposite ways. If the LSP is
overused, congestion takes place, leading to failed delivery of packets and possible
SLA (Service Level Agreement) violations. On the other hand, when the LSP
is underused (by allocating too much bandwidth to a given user) chunks of
bandwidth are wasted that could be sold to other users (and the provider incurs
an opportunity cost). Common approaches to bandwidth management either
focus on just the first issue, overlooking bandwidth waste, or anyway lack to
provide an economics-related metric valid for both phenomena. A first attempt
to take into account both phenomena has been made by Tran and Ziegler [15]
through the introduction of the Goodness Factor (GF). In the GF definition the
relevant parameter is the load factor X on the transmission link (the LSP in our
case), i.e., the ratio between the expected traffic and the allocated bandwidth.
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The optimal value for such parameter, i.e., the maximum value that meets QoS
constraints, is Xopt. The GF is then defined as

GF =

⎧⎨⎩X/Xopt if X < Xopt
Xopt/X if Xopt ≤ X < 1
(1/X − 1) /Xopt if X ≥ 1

(1)

The curve showing the relationship between the GF and the load factor is shown
in Fig. 2 (dotted curve) when the optimal load factor is 0.7. It can be seen that
over- and under-utilization are associated to different signs and can therefore be
distinguished from each other. The value of the GF associated to the optimal
situation is 1, so that less-than-optimal situations are marked by deviations of
the GF from 1. The most remarkable pro of the GF is that it takes into account
both underloading and overloading. However, it fails to put them on a common
scale, since it doesn’t take into account the relative monetary losses associated
to the two kinds of phenomena: the worst case due to under-utilization bears
GF = 0, while the worst case due to over-utilization leads to the asymptotic value
GF = −1/Xopt. In addition, the Goodness Factor function as defined by expr.
1 is discontinuous when going to severe congestion (X > 1). In addition to the
economic figure of merit we describe in the following, we have also developed a
continuous version of the Goodness Factor, where the function behaviour when
the load factor falls in the Xopt ≤ X ≤ 1 range is described by a quadratic
function; the modified version of the Goodness Factor is given by expr. (2) and
shown in Fig. 2 (solid curve). This modified version of the GF will be used for
the simulation analysis reported in Section 6.

GF =

⎧⎪⎨⎪⎩
X/Xopt if X < Xopt

1 −
(
X−Xopt

1−Xopt

)2

if Xopt ≤ X < 1
(1/X − 1) /Xopt if X ≥ 1

(2)

The resulting GF value, as measured during the monitoring period, changes more
smoothly than what would appear from Fig. 2. In Fig. 3 we report the observed
GF (in the original Tran-Ziegler formulation) in a simulation where the load
factor X follows a Gaussian distribution with a standard deviation equal to 0.1
(Xopt = 0.6 in this instance). As can be seen the transition to negative values is
quite gradual and takes place when the load factor is 110%.

In our approach we introduce a cost function whose value depends on the
current level of LSP utilization, putting on a common ground both under- and
over-utilization. The minimum of the cost function is set by default to zero when
the LSP utilization is equal to a predefined optimal level, set according to QoS
requirements. As we deviate from the optimal utilization level the cost function
grows. The exact shape of the function can be defined by the provider, since
it depends on its commercial commitments. However we can set some general
principles and provide a simple instance. If a SLA is violated due to insufficient
bandwidth allocation, the provider faces a cost due to the penalty defined in
the SLA itself. On the other hand an opportunity cost may be associated to the
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bandwidth unused on an LSP; the exact value of the cost may be obtained by
considering, e.g., the market price of leased lines. A very simple example of the
resulting cost function is shown in Fig. 4. The under-utilization portion takes into
account that leased bandwidth is typically sold in chunks (hence the function
is piecewise constant), e.g., we can consider the typical steps of 64 kbit/s, 2
Mbit/s, 34 Mbit/s, and so on. The over-utilization portion instead follows a
logistic curve, that asymptotically leads to the complete violation of all SLAs
acting on that LSP, and therefore to the payment of all the associated penalties.

Fig. 4. Cost function of STMS

5 Long Term Traffic Generation

In order to test the capabilities of the traffic management system we have to
adopt a set of models to simulate the traffic flowing on the network. Since we
act on two timescales we need models capable of coping with the nonstationarity
occurring on such long timescales. We have opted for a separable model, where
the average value is supposed to vary during the day and modulates the stochas-
tic models adopted for shorter timescales. In this section we focus on the model
adopted for the variation of the average traffic intensity along the day and over
a set of days.

We consider each day to be subidivided into a number N of intervals: for
example, we could consider a subdivision into 15 minutes intervals (so to have
N = 60). In a very simple fashion, we assume the day-to-day variation to be
linear, while there is an underlying intra-day variation. The latter is modelled
through the subdivision of the day into three hourly ranges:
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1. Low traffic range from 0.00 to x.00 hours;
2. High traffic range from x.00 hours to y.00 hours;
3. Low traffic range from y.00 hours to 24.00 hours.

This assumption is justified by the traffic observations reported in Fig. 5 [18].
We could, e.g. assume the second hourly range to start at 10.00 hours and end
at 20.00 hours. The overall expression for the average traffic intensity in day i
and in the j-th intra-daily period (j ∈ {1, 2, . . . , N}) is

Xij = A · (1 + λi) · βj , (3)

where

βj =

⎧⎨⎩
γ j < x

24N
θ x

24N < j < y
24N

γ y
24N < j ≤ N

(4)

The parameter A is the average traffic intensity in the first day of the period.
The parameter λ is the variation of the average traffic intensity over a day. For
example, if we suppose the traffic to increase by 6% over 30 days, we may set
λ = 0.06/30 = 0.02. As to the parameters γ and θ, they have to meet the
constraint due to the average daily value:

γ · x + θ · (y − x) + γ · (24 − y)
24

= 1. (5)

If x = 10 and y = 20, the previous constraint is

14γ + 10θ = 24. (6)

We can consider also the constraint on θ/γ, e.g., the ratio between the intensities
in the high- and low-traffic hourly ranges. A suitable value, after onserving Fig. 5,
is θ/γ = 2.5. We end up with the following pair of equations

Fig. 5. Traffic profiles on a real network [18]
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14γ + 10θ = 24,
θ = 2.5γ,

(7)

whose solution gives us the values

γ = 24/39 ∼ 0.615,
θ = 2.5γ ∼ 1.538.

(8)

6 Simulation Analysis

In Section 4 we have introduced the cost function as a new performance metric
and have described its qualities that justify the replacement of the Goodness
Factor. In this section we show how the two metrics behave in a simulated
context. For this purpose we have set up a simulator through the use of the
Network Simulator (ns2) [19].

The simulation scenario considers a single LSP on which we have generated
traffic over an interval of the overall duration of 6 hours with a sampling window
size of 5 minutes. The traffic was a mix resembling the UMTS service compo-
sition, including the following services (the figures within parentheses are the
percentages on the overall volume):

– Voice (50%);
– SMS (17.7%);
– WAP (10.9%);
– HTTP (7.8%);
– MMS (5.7%);
– Streaming (4.1%);
– E-mail (3.8%).

This traffic mix was simulated at the application layer by employing the most
established model for each service as reported in [20].

In this context we have accomplished the following operations;

1. Monitoring the rate;
2. Applying the nowcasting engine;
3. Computing the Goodness Factor and the Cost Function;
4. Readjusting the LSP bandwidth according to the value of the load factor

and of the Cost Function.

As to the last issue, the value of the load factor provides the direction to follow
in the readjustment of the LSP bandwidth. The optimal load factor was set at
0.82, so that whenever this threshold is exceeded the bandwidth is increased (the
reverse action takes place when the load factor falls below 0.82). The value of the
Cost Function provides an measure of the adequacy of bandwidth readjustments.

In Fig. 6 the observed rate and the load factor are shown together during the 6
hours interval. Though the rate exhibits significant peaks, the load factor is kept
tightly around the optimal value by the bandwidth readjustment operations.
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The performance indicators are both shown in Fig. 7. Here the optimal value
is represented by the null line for both indicators. The line representing the Cost
Function exhibits an oscillation between two values since for most of the time the
LSP is slightly underloaded due to the continuous bandwidth readjustments, so
that the load factor falls in the under-utilization area, where the cost function has
a stair-wise appearance. This is due to the granularity by which bandwidth is sold,
which may make small changes in the load factor not relevant for the opportunity
cost. On the other hand, the continuous changes of the Goodness Factor would
induce readjustments when there’s nothing to gain by reallocating bandwidth.
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7 Conclusions

A traffic management system acting on short timescales and employing an
economics-based figure of merit has been introduced to base traffic management
on the consequences of bandwidth mis-allocation. Such figure of merit marks the
deviations from the optimal allocation due to under- and over-utilization, and
improves a previously defined Goodness Factor proposed by Tran and Ziegler.
The traffic management system allows to adjust bandwidth allocation so to
achieve an economically efficient use of the network resources.
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Abstract. The batch renewal process is the least biased choice of a
process given only the measures of count and interval correlations at all
lags. This article reviews the batch renewal process for modelling both
LRD (long range dependent) and SRD (short range dependent) traf-
fic flows. The exposition focuses mainly in the discrete-space discrete-
time domain and in the wider context of general traffic in that domain.
However, corresponding results in the continuous-time domain are also
presented. Moreover, some applications of the batch renewal process in
simple queues and in queueing network models are undertaken and as-
sociated analytic performance results are devised. The article concludes
with open research problems and issues relating to the batch renewal
process.

1 Introduction

Over the past two decades there has been great interest in (auto)correlated traffic
because of its adverse impact upon performance of high speed telecommunica-
tions systems by buffer congestion and blocking or packet loss, transmission
delay and jitter (delay variability).

In 1986 Sriram and Whitt [19] considered the effect on a multiplexer of super-
position of a number of identical renewal processes (modelling telephony talk-
spurts). They observed that “the aggregate arrival process possesses exceptional
long-term positive dependence” and reported the adverse effect on performance
of “dependence among interarrival times” in terms of congestion in the queue,
delay and blocking probability, provided that the buffer were sufficiently large
that “. . . many interarrivals times interact in the queue.” However, when the
buffer was small the impact of traffic correlation was restrained: the queue be-
haved more like one fed by a renewal process.

Gusella [8] collected traces of traffic in a large Ethernet and in 1991 proposed
that traffic correlation be characterized by the indices of dispersion. He illus-
trated his proposal by computing the sample IDC’s (indices of dispersion for
counts) and IDI’s (indices of dispersion for intervals) for measurements of traffic
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generated by each of six workstations and gave a procedure for fitting the indices
of dispersion to the parameters of a 2-phase MMPP (Markov modulated Poisson
process). It is of interest to note that Sriram and Whitt [19] used an approxi-
mation based on fitting a 2-phase MMPP as also did Heffes and Lucantoni [9]
(for the same model as in [19]) and that the recommended fitting procedure is
different in all three papers.

Generally the models used most commonly for early investigations into the
impact of correlated traffic were simple forms of the Neuts process [18], predom-
inantly MMPP’s with small numbers of phases. This class of models can address
only short-range dependent (SRD) traffic.

By using indices of dispersion, Gusella implicitly assumed SRD traffic and
one of his concerns was for the possible non-stationarity in the traffic over the
longer periods of time. However, the lengths of his traces were short relative to
the extensive, precise traces of Bellcore LAN traffic which were collected subse-
quently. From analysis of those data first Fowler and Leland [4] (1991) reported
LAN traffic with unbounded IDC and, in 1994, Leland, Taqqu, Willinger and
Wilson discerned “the self-similar nature of Ethernet traffic” [15].

Similar effects have been reported subsequently by many researchers, from
simulation studies and analysis of a variety of models, and have led to the present
consensus that, in general terms, traffic correlation adversely affects queue con-
gestion, waiting times and blocking probabilities and that long term positive
correlation can have significant impact, even when the magnitude of the corre-
lation is relatively low. Consequently there has been more interest in models,
such as fractional Brownian motion (fBM), and in Pareto distributions of inter-
arrival times [7], which can capture the asymptotically ‘hyperbolic’ decline in
covariances for long-range dependent (LRD) processes.

The popular models for SRD traffic can be fitted tolerably well to covariances
in measure traffic at small lags but are limited necessarily to geometrically de-
clining covariances at long lags. Contrarily, the popular models of LRD traffic
can be fitted precisely to the (asymptotic) decline in covariances with increasing
long lags for measured traffic but do not provide for matching covariances at
shorter lags. However, the batch renewal process can match both correlation of
counts and correlation of intervals at all lags.

The observation of that property of the batch renewal process (first reported
in [11]), derived from consideration of the duality implicit in Gusella’s argument
(in [8]) for equality I∞ = J∞ of the limits I∞ for the IDC and J∞ for the IDI
as lags tend to infinity in a wide sense stationary process. The duality is most
readily apparent in the discrete space discrete time domain. Section 2 of this
article addresses different views of general discrete-space discrete-time traffic and
shows that one of those views leads naturally to introducing the batch renewal
process. An essentially similar argument for the continuous-time domain is given
by Li [16].

The next three sections focus upon the batch renewal process itself. Section 3
shows how to construct a batch renewal process which matches measured cor-
relation, whether LRD or SRD and to arbitrary accuracy. Section 4 presents
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solution methods for simple single-server queues fed by general batch renewal
processes and closed-form results for the sGGeo [12] in particular. The sGGeo is
a batch renewal process which has proved useful as an investigative tool (a role
in which the sGGeo features in Section 8). Section 5 shows how burst structure
is induced in the deparures from a finite-buffer queue fed by correlated traffic.

Before illustrating other applications of the batch renewal process, Section 6
gives consideration to a more general class of traffic processes and to the ways
such processes might be modelled. Then, because the batch renewal process is
the least biased choice of process given only measures of correlation [12], it has
application as the standard for reference in comparison with other correlated
traffic processes. An example of such usage is provided in Section 7 which re-
ports an investigation into the effect of bias consequent upon chosing some other
process to capture traffic correlation. Section 8 shows an application in which
the sGGeo is used in examining the impact of SRD traffic correlation upon the
accuracy of a fast algorithm for approximate analysis of networks.

The article concludes with a review of some open problems and research topics
in Section 9.

2 External Views of Traffic and Traffic Processes

In classic queueing theory, traffic is described as the sequence of instants at which
customers arrive to the queue system or, usually, as the sequence of interarrival
times (the intervals between successive arrivals). In this view of traffic, we num-
ber the customers consecutively, in order of arrival instant, and then define the
nth interarrival time xn to be the time between the instant of the (n−1)th arrival
and that of the nth arrival.

In digital computer systems and telecommunications systems there is usually
a natural unit of time. For example, in an output buffer of an ATM switch, the
output port transmits an ATM cell at regular intervals at at rate determined
by the output line transmission speed; the (fixed) time to transmit one cell is
the natural unit of time in this case. As far as buffer performance is concerned,
those cells that arrived during one transmission period might just as well have
arrived all together at the start of that period.

Each time period is called a slot and the instant that marks the end of one
slot (and the begining of the next) is a called an epoch. In discrete time models,
events are deemed to occur at epochs only.

So, in digital systems, there is another natural way of viewing traffic: that is,
in terms of the numbers of arrivals at successive epochs.

Usually, when discussing models of traffic processes, we are concerned with the
internal representation of the process. For example, we may describe a DBMAP
(discrete time batch Markovian arrival process) as a traffic process in which
there is an underlying Markov chain over a countable space J such that when-
ever the process be in phase i ∈ J there are n arrivals generated and a transition
to phase j ∈ J with probability dij(n), n ∈ N0. That description gives an internal
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representation of the process because it describes how the traffic is generated,
not what the traffic is.

On the other hand, when we are dealing with observed traffic we are concerned
with the external view of the traffic process, without necessarily knowing what
internal representation might have generated the traffic.

When we record, for example, the size ct of a message segment detected at time
t or the number ct of individual ATM cells that arrive at an output port buffer
during the tth transmission slot, we are, in effect, viewing the traffic as a sequence
{c0, c1, . . . , cT } of counts at the successive epochs numbered 0, 1, . . . , T . We may
then choose to regard that sequence {c0, c1, . . . , cT } as if it were a finite subse-
quence of the infinite sequence {ct : t ∈ Z, ct ∈ N0} which, in turn, we may choose
to regard as being a possible realization of a count process {c(t) : t ∈ Z, c(t) ∈ N0}.

Alternatively, we may choose to regard the traffic as a sequence of interarrival
times. We may number the customers consecutively, in order of arrival (applying
arbitrary ordering on simultaneous arrivals), and then define the nth interarrival
time xn to be the number of slots between the epoch of the (n−1)th arrival and
that of the nth arrival. Just as for the counts view of traffic, we may choose
to regard a sequence of observed interarrival times as comprising some finite
subsequence from a realization of a persistent interarrival time process {x(n) :
n ∈ Z, x(n) ∈ N0}, i.e. the random function x(n) is the duration of the interval
between the nth individual arrival and the (n+1)th arrival.

Count processes and interarrival processes are equivalent in the sense that for
every realization of a count process we can construct an equivalent realization
of a corresponding interarrival process and vice versa.

There is some symmetry in the duality between these two views of traffic.

– Interarrival times greater than zero correspond to intervals between succes-
sive points (in the count process) at which the counts are greater than zero.

– Counts greater than zero correspond to intervals between successive points
(in the interarrival process) at which the interarrival times are greater than
zero.

– When interarrival times are iid (independent and identically distributed),
as from a renewal process, the corresponding count process is covariance
stationary.

– When counts are iid, as from a batch Bernoulli process, the corresponding
interarrival process is covariance stationary.

If the two views of traffic, as a counts process or as an interarrivals time pro-
cess, which are presented above, are perceived as being in opposition to each
other then there is an intermediate, more symmetric view of traffic. In this view
the traffic is described as an alternating process of (non-empty) batches and
intervals (at least one slot long) between batches. An equivalent description is a
2-dimensional process {ξ(s), κ(s) : s ∈ Z, ξ(s), κ(s) ∈ N0} in which the compo-
nent κ(s) represents the number of simultaneous arrivals in the sth (non-empty)
batch and ξ(s) represents the interval between the (s−1)th batch and the sth

batch. Figure 1 illustrates the relation between this 2-dimensional process and
the counts process and the interarrival time process.
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Fig. 1. Relationships between a realization {. . . , (ξ1, κ1), (ξ2, κ2), (ξ3, κ3), . . . } of the
process {ξ(s), κ(s)} and realizations of the counts process {c(t)} and of the interarrival
times process {x(n)}. In this illustration n2 = n1 + ct1 , . . . , t2 = t1 + xn2 , . . .

The features of the duality between the two previous views of traffic extend
to this 2-dimensional view.

– When the batch sizes κ(·) are iid and the intervals ξ(·) between batches
are iid the 2-dimensional process is a batch renewal process. Then the cor-
responding count process is covariance stationary and the corresponding
interarrival process is covariance stationary.

To describe more precisely the relationship between the sequence {ξ(s), κ(s)}
and the sequence {x(n)}, let ns be the number of the interval between the
last individual arrival of batch s and the first of batch s+1: equivalently, let
the individual arrivals be numbered such that arrival ns be the last member of
batch s, arrivals ns+1, ns+2, . . . , ns+1 be the the first, second, . . . , last member
(respectively) of batch s+1. Then x(ns) = ξ(s) and ns+1 = ns + κ(s+1). The
κ(s+1) members of batch s+1 arrive simultaneously: the intervals between them
are each of zero duration; so x(n) = 0 for ns < n < ns+1.

Obviously, each of the sequences {ξ(s), κ(s)}, {c(t)} and {x(n)} contains the
same information (although in a different form) about the traffic process. Each
of the sequences can be derived from either of the other two.

The usual measures of traffic correlation assume that the sequences {c(t)}
and {x(n)} be wide sense stationary.

Definition. A random sequence {x(n) : n = . . . ,−2,−1, 0, 1, 2, . . .} is station-
ary in the wide sense (equivalently, stationary in Khinchin’s sense) if
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– the random function x(n) has finite mean E
[
x(n)

]
= x which is constant

(independent of n) and
– the correlation function Cov

[
x(n), x(m)

] Δ= E
[
(x(n) − x)(x(m) − x)

]
is

finite and depends on the lag n−m only.

Observe that Cov
[
x(n), x(n+ �)

]
= Cov

[
x(n+ �), x(n)

]
, by symmetry of the

definition, and that Cov
[
x(n+ �), x(n)

]
= Cov

[
x(n), x(n− �)

]
, by change of

variable n to n−�. Consequently, Cov
[
x(n), x(n+�)

]
= Cov

[
x(n), x(n−�)]. Only

the magnitude of the lag is significant and it is therefore necessary to consider
positive lags only.

Traffic correlation is customarily expressed either as the correlation functions
on {c(t)} and {x(n)} or as the indices of dispersion. The index of dispersion for
counts is defined to be the sequence {It : t = 1, 2, . . .} where

It =
Var

[
c(i+1) + · · · + c(i+t)

]
E
[
c(i+1) + · · · + c(i+t)

] =
Var

[
c(i+1) + · · · + c(i+t)

]
tE

[
c(i)

] . (1)

The index of dispersion for intervals is defined to be the sequence {Jn : n =
1, 2, . . .} where

Jn =
Var

[
x(i+1) + · · · + x(i+n)

]
E
[
x(i+1) + · · · + x(i+n)

]2
/n

=
Var

[
x(i+1) + · · · + x(i+n)

]
nE

[
x(i)

]2 . (2)

Observe that, if λ be the intensity of the traffic, E
[
c(t)

]
= c = λ and E

[
x(n)

]
=

x = 1/λ.
The indices of dispersion and the correlation functions contain exactly the

same information and are related in a simple way.

t It =
t∑
i=1

iKt−i and nJn =
n∑
j=1

j Ln−j (3)

where

K� =

⎧⎪⎨⎪⎩
1
λ

Var
[
c(t)

]
� = 0

2
1
λ

Cov
[
c(t), c(t+�)

]
� = 1, 2, . . .

(4)

and

L� =

{
λ2 Var

[
x(n)

]
� = 0

2λ2 Cov
[
x(n), x(n+�)

]
� = 1, 2, . . .

. (5)

In particular, J1 is the square coefficient of variation C2
x of the intervals x(n)

between successive individual arrivals and, for bounded indices of dispersion,

J∞ = I∞ . (6)
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3 The Batch Renewal Process That Matches Measured
Correlation

The batch renewal process is the least biased choice of process given only the
count covariances {Cov

[
c(t), c(t+�

]
: t, � ∈ Z} and the interarrival covariances

{Cov
[
x(n), x(n+�

]
: n, � ∈ Z} [12]. This section shows how to identify the batch

renewal process that matches exactly the given covariances. The approach is first
to derive covariance generating functions for a general batch renewal process and
then to solve the corresponding equations to express the batch renewal process
probability generating functions in terms of the covariance generating functions.

The exposition is in two parts. The first is applicable when both the count
covariances are summable and also the interval covariances are summable (Short
Range Dependent processes). The second subsection applies to cases in which
either the count covariances are not summable or the interval covariances are
not summable (Long Range Dependent processes).

The following notation is used.

{a(t) = P
[
ξ(s) = t

]
: t = 1, 2, . . .} the pmf (probability mass function) of the

interval between successive batches
{b(n) = P

[
κ(s) = n

]
: n = 1, 2, . . .} the pmf of the batch size

a = E
[
ξ(s)

]
, C2

a the mean and scv (squared coefficient of variation) of the
interval between successive batches

b = E
[
κ(s)

]
, C2

b the mean and scv of the batch size
λ = b/a the mean arrival rate
A(ω) =

∑∞
t=1 a(t)ω

t the pgf (probability generating function) of {a(t)}
B(z) =

∑∞
n=1 b(n)zn the pgf of {b(n)}

3.1 Short Range Dependent Processes

We shall say that a process is short range dependent if both the count covariances
are summable and the interval covariances are summable and shall see that
condition, in the case of the batch renewal process, is equivalent to the variances
of counts and of intervals both being finite. Finite variances are assumed in this
sub-section.

Calculation of the various expectations (mean, variance and covariances) is
greatly facilitated by exploiting conditional independence.

– Independence of batch size
{
κ(s)

}
implies conditional independence of the

count c(t) at epoch t ∈ Z given only that c(t) > 0.
– Independence of intervals

{
ξ(s)

}
between batches implies conditional inde-

pendence of the interval x(n) between individual arrivals (n ∈ Z) given only
that the interval x(n) > 0.

But only random variables with values greater than zero contribute to
expectations.
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λ = E
[
c(t)

]
= P

[
c(t) > 0

]
E
[
c(t)

∣∣ c(t) > 0
]
+ P

[
c(t) = 0

]
E
[
c(t)

∣∣ c(t) = 0
]

=
1

E
[
ξ(s)

] E
[
κ(s)

]
+ 0

=
1
a
b = b/a (7)

Var
[
c(t)

]
= E

[
c(t)2

]− E
[
c(t)

]2 = P
[
c(t) > 0

]
E
[
c(t)2

∣∣ c(t) > 0
]− E

[
c(t)

]2
=

1
E
[
ξ(s)

] E
[
κ(s)2

]− E
[
c(t)

]2
=

1
E
[
ξ(s)

] (Var
[
κ(s)

]
+ E

[
κ(s)

]2
) − E

[
c(t)

]2
=

1
a
b2

(
C2
b + 1

)− (
b

a

)2

=
b2

a

(
C2
b + 1 − 1

a

)
(8)

and, for � = 1, 2, . . . ,

P
[
c(t) = n, c(t+�) = k, n > 0, k > 0

]
= P

[
c(t) > 0

]
× P

[
c(t) = n

∣∣ c(t) > 0
]

× P
[
c(t+�) > 0

∣∣ c(t) = n, c(t) > 0
]

× P
[
c(t+�) = k

∣∣ c(t+�) > 0, c(t) = n, c(t) > 0
]

= P
[
c(t) > 0

]
× P

[
c(t) = n

∣∣ c(t) > 0
]

× P
[
c(t+�) > 0

∣∣ c(t) > 0
]

× P
[
c(t+�) = k

∣∣ c(t+�) > 0
]

=
1
a
b(n)φ�b(k) (9)

so that

E
[
c(t)c(t+�)

]
=

b2

a
φ� (10)

where φ� = P
[
c(t+�) > 0

∣∣ c(t) > 0
]

is the probability that some integral
number of intervals between batches be exactly � slots long. Clearly φ� must
satisfy
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φ� =

⎧⎪⎨⎪⎩
1 � = 0
�∑
t=1

a(t)φ�−t � = 1, 2, . . .
(11)

and so is generated by

∞∑
�=0

φ� ω
� = 1 +

∞∑
�=1

�∑
t=1

a(t)φ�−tω�

= 1 +
∞∑
t=1

∞∑
�=t

a(t)φ�−tω�

= 1 + A(ω)
∞∑
�=0

φ� ω
�

=
1

1 −A(ω)
(12)

The structure of the batch renewal process makes it relatively simple to derive
the form of covariances by exploiting conditional independence. For example, the
distribution of count c(t) at epoch t depends only upon the condition c(t) > 0.
Also, calculation of the covariances makes obvious that they are stationary. Then,
assuming that the variances Var

[
ξ(s)

]
and Var

[
κ(s)

]
are finite, it can be seen

that the covariances are given by the generating functions

K(ω) =
∞∑
�=0

K�ω
� = 1/λ

(
Var

[
c(t)

]
+ 2

∞∑
�=1

Cov
[
c(t), c(t+�)

]
ω�

)
= b

(
C2
b +

1 + A(ω)
1 −A(ω)

− 1
a

1 + ω

1 − ω

)
(13)

and

L(z) =
∞∑
�=0

L�z
� = λ2

(
Var

[
x(n)

]
+ 2

∞∑
�=1

Cov
[
x(n), x(n+�)

]
z�

)
= b

(
C2
a +

1 + B(z)
1 −B(z)

− 1
b

1 + z

1 − z

)
(14)

Under the assumption that the analyst has been able to express the covariances
in the form of the generating functions K(ω) and L(z), construction of the
corresponding batch renewal process reduces to solving equations (13) and (14)
for A(ω) and B(z), as follows.

Setting ω = 0 in (13) and z = 0 in (14) immediately yields

K(0) = b
(
C2
b + 1 − 1/a

)
(15)

L(0) = b
(
C2
a + 1 − 1/b

)
(16)
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and, by considering limits as ω → 1− in (13) and z → 1− in (14),

K(1−) = b
(
C2
a + C2

b

)
and L(1−) = b

(
C2
a + C2

b

)
. (17)

It may be observed that the existence of those limits is equivalent to saying that
the covariances be summable by the method of Abel. Furthermore, K(1−) = I∞
and L(1−) = J∞, where I∞ and J∞ are the limits for the IDC and IDI as lags
tend to infinity.

Then, from equations (15), (16) and (17), b must satisfy

K(0) + L(0) −K(1−) = 2b− 1 − λ (18)

and, using (18), equations (13) and (14) can be manipulated to give

A(ω) = 1 − K(0) + L(0) −K(1−) + 1 + λ

K(ω) + L(0) −K(1−) + 1 + λ
1 + ω

1 − ω

(19)

and

B(z) = 1 − K(0) + L(0) −K(1−) + 1 + λ

K(0) + L(z) −K(1−) +
1 + z

1 − z
+ λ

. (20)

Constructing the Covariance Generating Functions K(ω) and L(z).
For the analyst to have decided that the process be short range dependent, it is
likely that the graph of log covariance against lag is (approximately) piece-wise
linear — which is equivalent to saying that the correlation function is (approxi-
mated by) the weighted sum of geometric terms or that the generating function
(K(ω) or L(z)) is a rational function (of ω or of z, respectively).

In that case, the geometric components may be extracted progressively, be-
gining with line segment for the longest lags, until adequate fit with the data be
obtained.

Direct Numerical Solution. The main objection to direct calculation of the
component distributions a(t) and b(n) is that, for fixed precision arithmetic,
rounding errors accumulate and are likely to become significant when dealing
with covariances at the longer lags.

Where the analyst has algebraic expressions for the measures of correlation
(such that L(1) ≡ I∞ = K(1) ≡ J∞) equations (19) and (20) can be employed
directly to produce the pgf ’s of the component distributions of the appropriate
batch renewal process.

In considering the case of measurements of the correlation of actual traffic
it is apparent that there are fundamental problems to construction of a general
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numerical algorithm to determine the corresponding batch renewal process. For
example, equation (19) gives the recurrence relationship

a(t) =

Kt + 2λ−
t−1∑
�=1

a(�)(Kt−� + 2λ)

K0 + L0 −K(1−) + 1 + λ
for t = 2, 3, . . . ,

which calculation requires the difference between numbers of similar magnitude.
Firstly there is the (lesser) difficulty of estimating K(1) = L(1), which is

equivalent to estimating geometric tails to complement the truncated sets of
measurements. Secondly the form of the recurrence relationship suggests that
the effect of rounding errors might accumulate rapidly. This difficulty is inherent.
By defining φ� by its generating function

∞∑
�=0

φ� ω
� Δ=

1
1 −A(ω)

the essence of the recurrence relation is seen to be

a(�) = φ� −
�∑
t=1

a(t)φ�−t � = 1, 2, · · ·

where

φ0 = 1 and φ� =
K� + 2λ

K0 + L0 −K(1) + 1 + λ
� = 1, 2, · · · .

Consequently, actual traffic measurements should be converted to an algebraic
representation and then the algebraic method be used.

Generally, when the logarithm of the measured correlation be plotted (with
error bars) against the corresponding lag, the resulting graph may be (or may
be approximated by) a series of straight line segments — which is equivalent
to saying that the correlation function is (approximated by) the weighted sum
of geometric terms or that the generating function (K(ω) or L(z)) is a rational
function (of ω or of z, respectively).

The simplest form of the graphs of logK� against � and logL� against � is
when both are straight line graphs. This case may arise naturally, because of
the characteristics of the traffic source, or may arise from the practicalities in
actual traffic measurements. The size of the data sets may be limited by the
time period for which the traffic process may be regarded as being wide sense
stationary. Then the practical recourse is to fit a straight line to the data points.
When logK� and logL� are linear in � the corresponding batch renewal process
is of the simplest non-trivial form. It is the form which is used for the arrival
process to the queue in sections 4.3.
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SRD Batch Renewal process in Continuous Time. The results for the
batch renewal process in continuous time are similar to those for the discrete-
time domain. Corresponding to (13) and (14) we have[16]

K(θ) = b

(
C2
b +

1 + A(θ)
1 − A(θ)

− 1
a

2
θ

)
(21)

and

L(z) = b

(
C2
a +

1 + B(z)
1 − B(z)

− 1
b

1 + z

1 − z

)
(22)

where A(θ) is now the Laplace transform of the density of intervals between
batches and K(θ) generates the count covariances.

By considering the limits

K(0) = lim
θ→0

K(θ) = b
(
C2
a + C2

b

)
L(1−) = lim

z→1−
L(z) = b

(
C2
a + C2

b

)
K(∞) = lim

θ→∞
= b

(
C2
a + 1

)
L(0) = lim

z→0
L(z) = b

(
C2
a + 1 − 1

b

)
we obtain[16]

A(θ) = 1 − K(∞) + L(0) −K(0) + 1

K(θ) + L(0) −K(0) + 1 + λ
2
ω

(23)

and

B(z) = 1 − K(∞) + L(0) −K(0) + 1

K(∞) + L(z) −K(0) +
1 + z

1 − z

. (24)

3.2 Long Range Dependent Processes

We shall say that a process is long range dependent if either the count covariances
are not summable or the interval covariances are not summable.

This subsection addresses the case in which either the count covariances are
not summable or the interval covariances are not summable. For illustration,
consider the case when the interval covariances are not summable but the count
covariances are summable. In this case, by taking limits as z → 1− in equa-
tion (14), L(1−) = ∞ and the scv C2

b of batch size is infinite — an instance
of “the infinite variance syndrome”. Consequently, even though the sample vari-
ance of counts is finite (necessarily), we have to treat the counts as arising from
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a process with infinite variance. Thus, the generating function K(ω) cannot be
used unmodified. Instead, define K+(ω) by

K+(ω) =
∞∑
�=1

K� ω
� = 2/λ

∞∑
�=1

Cov
[
c(t), c(t+�)

]
ω� (25)

and then the analysis of the preceding sub-section can be adapted to yield

A(ω) = 1 − L(0) −K+(1−) + 1 + λ

K+(ω) + L(0) −K+(1−) + 1 + λ
1 + ω

1 − ω

(26)

and

B(z) = 1 − L(0) −K+(1−) + 1 + λ

L(z) −K+(1−) +
1 + z

1 − z
+ λ

. (27)

For the analyst to have decided that the process be long range dependent, it is
likely that the graph of log covariance against log lag would be asymptotically
linear. If the asymptotic slope be −s then K(ω) can be represented as the sum
of two terms, with one term having the form C

(
(1 − ω)−1−s − 1

)
. Components

may be extracted progressively until adequate fit with the data be obtained.

3.3 Improper Batch Renewal Processes

For some correlation structures the corresponding batch renewal process is im-
proper, i.e. the constituent distributions contain negative probabilities. The
cause can be seen by considering equation (18) for SRD processes or the corre-
sponding relation (such as)

L(0) −K+(1−) = 2b− 1 − λ

for LRD processes. In each case, the left hand side of the equation may be so
small that the mean batch size b does not exceed 1: indeed b may be negative.
Whereas, from the formulation of the batch renewal process, b is the expected
size of a non-empty batch.

The question then arises as to whether such improper batch renewal process
may be used for performance prediction of (for example) a buffer fed by the
traffic. Possible approaches are discussed in Section 9.

4 Simple Queues Fed by Batch Renewal Process Traffic

4.1 GIG/D/1/N

Consider the discrete-time GIG/D/1/N censored queue under DF.
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– The arrivals are from the batch renewal process.
– The service time is fixed at one slot.
– The queue capacity is N , including the customer in service.
– At an epoch, an arrival may take the place released by a departure.
– When the system becomes full, other customers in the arriving batch are

lost.

Events (arrivals and departures) occur at discrete points in time (epochs) only.
The intervals between epochs are called slots and, without loss of generality, may
be regarded as being of constant duration. At an epoch at which both arrivals
and departures occur, the departing customers release the places, which they had
been occupying, to be available to arriving customers (departures first memory
management policy). The service time for a customer is one slot and the first
customer arriving to an empty system (after any departures) receives service and
departs at the end of the slot in which it arrived (immediate service policy). By
GIG arrivals process is meant the intervals between batches are independent and
of general distribution and the batch size distribution is general (batch renewal
process).

Let the state of the queue be the number of customers in the queue (buffered
or receiving service). Because the transitions at epochs are deemed to be instan-
taneous the pmf for the stationary distribution of queue length is simply the
time average probability for each state observed during slots only.

The solution described in this section is based upon the observation that,
between arrival epochs, the state in each slot is determined completely by the
state in the previous slot. (By ‘arrival epoch’ is meant an epoch at which there
is a batch of arrivals). The number of customers in the queue is reduced by
one departure at each epoch until either the queue becomes empty or an arrival
epoch is reached. Thus, given the state in the slot immediately following an
arrivals epoch, the evolution of the queue until the next arrivals epoch depends
only upon the interval between the two batches of arrivals. But, at the arrival
epoch, the change in state (after accounting for any departure at that epoch)
depends only upon the size of the arriving batch.

The steady state behaviour of the queue may be solved by considering the
state at points immediately before and immediately after each batch of arrivals.
It is apparent that each point is an embedding point for a Markov chain.

Consider two (related) Markov chains embedded at arrival epochs.

– For the first chain (chain ‘A’), the state is the number of customers in the
queue after allowing for any departure at that epoch but discounting the
new arrivals at that epoch. Let pA

N
(n) be the probability that the state be

n, n = 0, . . . , N−1 (where N is the capacity of the queue).
– For the second chain (chain ‘D’), the state is the number of customers in the

queue after allowing for any departure at that epoch but including the new
arrivals. Let pD

N
(n) be the probability that the state be n, n = 1, . . . , N .

Equivalently, one might treat the departures as actually occuring before arrivals
and focus on the two points 1) at which the departures have already gone and
the arrivals have not yet come, 2) immediately after the arrivals.
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To see the relation between the two Markov chains, first consider the state of
each chain at an arrival epoch. Chain ‘D’ may be in state n, n = 1, . . . , N−1,
when chain ‘A’ is in state k, k = 0, . . . , n−1, and there be just n−k arrivals in
the batch. Alternatively, chain ‘D’ may be in state N when chain ‘A’ is in state
k, k = 0, . . . , N−1, and there be at least N−k arrivals in the batch. Therefore

pD

N
(n) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

n−1∑
k=0

pA

N
(k) b(n−k) n = 1, . . . , N−1

N−1∑
k=0

pA

N
(k)

∞∑
r=N−k

b(r) n = N

(28)

Next, consider the state of each chain at successive arrival epochs. At the later
epoch the chain ‘A’ may be in state n, n = 1, . . . , N−1, when chain ‘D’ is in state
k, k = n+1, . . . , N , at the earlier arrival epoch and there be just k−n departures
in the interval between the two arrival epochs, i.e. the interval is k−n slots long.
Alternatively, at the later epoch the chain ‘A’ may be in state 0 when chain ‘D’
is in state k, k = 1, . . . , N , at the earlier epoch and the interval is at least k slots
long. Therefore

pA

N(n) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

N∑
k=1

pD

N(k)
∞∑
t=k

a(t) n = 0

N∑
k=n+1

pD

N(k) a(k−n) n = 1, . . . , N−1

(29)

Performance statistics and measures of interest are obtainable, in obvious ways,
in terms of the solutions to equations (28) and (29) for the two Markov chains.

Queue Length Distribution. If the second Markov chain (chain ‘D’) be in
state k at an arrival epoch then, in each successive slot of the interval to the
next arrival epoch, the queue will be in state k, k−1, etc. until either the queue
becomes empty or the next batch arrives.

If the interval to the next arrivals epoch be t slots then, if t ≤ k, the queue
visits states k, . . . , k−t+1 for one slot each but, if t > k, the queue visits states
k, . . . , 1 for one slot each and then remains in state 0 for the remaining t−k slots
(see Figure 2).

Thus, the time average probability p
N
(n) that the queue be in state n is given

by

pN(n) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1
a

N∑
k=1

pD

N
(k)

∞∑
t=k+1

(t− k) a(t) n = 0

1
a

N∑
k=n

pD

N(k)
∞∑

t=k−n+1

a(t) n = 1, . . . , N

(30)
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Fig. 2. Ways in which queue length n (n > 0) and queue length 0 may be reached
during an interval between batches

in which a(t)/a is the probability that an arbitrary slot be at any given position
within an interval of t slots between batches.

Blocking Probability. If chain ‘A’ be in state k at an arrival epoch there are
N−k places available in the queue to the arriving batch. So, if the batch contain
N−k+r arrivals, r of those arrivals are blocked.

For an arbitrary arrival, the probability that it be in a batch of size n is nb(n)/b
and the probability that it be in any given position in the batch is 1/n. Therefore
the marginal probability πB

N
that any individual arrival be turned away is

πB

N
=
N−1∑
k=0

pA

N
(k)

∞∑
r=1

r

b
b(N−k+r) (31)

which, by reference to (28–30), can be seen to satisfy the flow balance equation

λ(1 − πB

N) = 1 − pN(0) . (32)

Waiting Time. Because service time is one slot per customer the waiting time
of an arrival is given by its position in the queue at the instant of its arrival,
given that the arrival enter the queue and not be blocked. If there be k in the
queue (i.e. Markov chain ‘A’ be in state k at that arrival epoch) then the arrival
in position t−k of the batch will enter the queue provided that t ≤ N and will
then remain in the queue for t slots. Thus,

P
[
waiting time =t

∣∣ k in queue, arrival not blocked
]

=
P
[
customer in position t−k of batch, k < t ≤ N

]
P
[
arrival not blocked

]
=

∑∞
r=t−k

rb(r)
b

1
r

1 − πB
N

=
∑∞
n=t b(n−k)
b(1 − πB

N)
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Therefore the conditional probability w
N
(t) that an arbitrary arrival spend t

slots in the queue, given that the arrival not be blocked, is given by

w
N
(t) =

∞∑
n=t

t−1∑
k=0

pA

N(k)b(n−k)

b(1 − πB
N
)

=

∞∑
n=t

t−1∑
k=0

pA

N(k)b(n−k)

N∑
t=1

∞∑
n=t

t−1∑
k=0

pA

N(k)b(n−k)

(33a)

which may be manipulated, using equations (28–30) to show that

w
N
(t) =

p
N
(t)

1 − p
N
(0)

for t = 1, . . . , N . (33b)

It may be observed that the relation (33b), between waiting time and stationary
queue length, is what should be expected when the service time is deterministic
at one customer per slot [21].

Example. This section shows some numerical results for the batch renewal
process with LRD counts. In the chosen case, the inter-batch pgf is of the form

A(ω) = 1 − a + aω + (a−1)(1 − ω)2−s (34)

where 0 < s < 1 and, for a proper pmf , 1 < a <
2 − s

1 − s
, and the batch size pmf

is of the form

b(n) =

{
1 − η n = 1
ην(1−ν)n−2 n = 2, 3, . . .

(35)

For the graphs in Figures 3 and 4 the following parameter values were used for
three values of s.

– a = 2.
– η = 1/8, ν = 3/8 (giving b = 4/3, λ = 2/3).
– Queue capacity N = 100.

For Figure 3 the calculation is the recursive relation derived by inverting equa-
tion 25 of Section 3.2. The graphs show the positive count covariances; at small
lags some covariances are zero or negative in the cases shown. It is clear that
asymptotic slopes of the graphs approach −s rapidly.

For Figure 4 the algorithm is the general method given in Section 4.1.

4.2 Continuous-Time GIG/G/1/N Queues

The approach, taken in the previous section, of considering two Markov chains
embedded immediately before and immediately after each batch of arrivals can
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Fig. 3. Count covariances against lags (logarithmic scales)

be extended to a queue with general service time distribution. Li obtained the
following general results in the continuous-time domain[16] in terms of the den-
sity g(k, t) of the probability that k customers can complete service in time t (i.e.
k depart provided that there are at least k in the system, otherwise all customers
depart).

Relationship betwwen the chains. c.f. (28) and (29),

pD

N(n) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

n−1∑
k=0

pA

N(k) b(n−k) n = 1, . . . , N−1

N−1∑
k=0

pA

N
(k)

∞∑
r=N−k

b(r) n = N

(36)

pA

N(n) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

N∑
k=1

pD

N
(k)

∫ ∞

0

∞∑
r=k

g(r, t) a(t) dt n = 0

N∑
k=n

pD

N
(k)

∫ ∞

0

g(k−n, t) a(t) dt n = 1, . . . , N

(37)
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Fig. 4. Queue length distribution (logarithmic scale)

Queue Length Distribution. c.f. (30)

p
N
(n) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1
a

N∑
k=1

pD

N(k)
∫ ∞

0

∫ t

0

∞∑
r=k

g(r, s) ds a(t) dt n = 0

1
a

N∑
k=n

pD

N(k)
∫ ∞

0

∫ t

0

g(k−n, s) ds a(t) dt n = 1, . . . , N

(38)

Blocking Probability. c.f. (31)

πB

N
=

N∑
k=0

pA

N
(k)

∞∑
r=1

r

b
b(N−k+r) (39)

Waiting Time Density. c.f. (33a)

w
N
(t) =

N−1∑
k=0

pA

N(k)
N−k∑
i=1

g(k+i, t)
∞∑
r=i

b(r)

b(1 − πB
N
)

(40)
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4.3 The sGGeo/D/1/N Queue

The sGGeo1 is the simplest batch renewal process in which there is both count
correlation and interval correlation.

a(t) =

{
1−σ t=1
στ(1−τ)t−2 t=2, 3, . . .

b(n) =

{
1−η n=1
ην(1−ν)n−2 n=2, 3, . . .

(41)

For the sGGeo, the covariances of counts and the covariances of intervals (be-
tween individual arrivals) both decline geometrically, viz.

Cov
[
c(t), c(t+�)

]
= λ2(a−1)βa� where βa = 1−σ−τ

Cov
[
x(n), x(n+�)

]
=

1
λ2

(b−1)βb� where βb = 1−η−ν
(42)

Remarks. The sGGeo may be appropriate to model a traffic source for which
only the first two moments of message size and of intervals between messages are
known. It is also the appropriate model of measured traffic when either the decline
in covariances is geometric (c.f. equation 42) or there be so few measurements
that the best procedure is to fit a straight line to the plot of the logarithms of
measured covariances against lags.

The sGGeo/D/1/N Queue Length Distribution. By using the particular
forms (41) in application of the general methods of Section 4.1 it is seen that
the sGGeo/D/1/N queue length distribution has the form

p
N
(n) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1
ZN

(1 − λ) n = 0

1
Z

N

λ(1 − y) n = 1

1
Z

N

λy(1 − x)xn−2 n = 2, . . . , N−1

1
Z

N

λy(1 − x)xN−2 1
1 − βax

n = N

(43)

where βa = 1−σ−τ and βb = 1−η−ν are as defined at (42) and x and y are
given by

1 − y =
1 − x

1 − βb
, x =

σ(1−η−ν)+η

σ+(1−σ−τ)η
and the normalizing constant Z

N
may be written

Z
N

= 1 − λy
1 − βa
1 − βax

xN−1 (44)

1 The sGGeo process is so named because both the constituent distributions (i.e. of
the batch sizes and of the intervals between batches) have the form of a Generalized
Geometric (GGeo) shifted by one.
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The sGGeo/D/1/N Mean Queue Length

LN =
1
ZN

(
λ + λ

b− 1
1 − λ

1 − βaβb
(1 − βa)(1 − βb)

(1 − xN−1)

+N
b− 1
a− 1

βa
1 − βa

xN−1

)
(45)

Figure 5 shows the effect of correlation on mean queue length and that the effect
is constrained for small values of buffer capacity N .
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Fig. 5. Mean queue length against buffer size N for mean batch size b = 1.5, mean
interval a = 7.5 slots between batches, intensity λ = 0.2, βa = 0.8 and various values
of βb

The sGGeo/D/1/N Blocking Probability. Because the probability πB
N ,

that any individual arrival be turned away, satisfies the flow balance equation
λ(1 − πB

N
) = 1 − p

N
(0), it follows from equation (43) that

πB

N
=

1 − λ

λ

1 − Z
N

Z
N

=
(1 − λ)y

1 − βa
1 − βax

xN−1

1 − λy
1 − βa
1 − βax

xN−1

. (46)

This relation shows that the asymptotic behaviour of πB
N

with increasing buffer
size N is log-linear:

πB
N+1

πB
N

−→ x as N −→ ∞ (47)

Indeed πB
N may approach its asymptote for relatively small values of N , as is

illustrated by the graphs in Figure 6. Expressions (47) and (44) also show that
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Fig. 6. Blocking probability against buffer size for mean batch size b = 1.5, mean
interval a = 7.5 slots between batches, intensity λ = 0.2 with βb = 0, 0.5, 0.8, 0.9, 0.95

πBN → πB1 = 1 − 1
b

as x → 1 (48)

i.e. as βa → 1 or as βb → 1.

5 Effect of a Queue on Correlation—Creation of Burst
Structure

The departure process from a GIG/D/1/N queue is determined by the cycle of
busy period followed by idle period. For each slot the server is busy there is a
departure. Consecutive departures constitute a burst. Because the intervals be-
tween batches are independent each cycle of busy period followed by idle period
is independent of other busy/idle cycles. The distribution of one burst length
(busy period) and successive silence (idle) period is governed by the following
relationships.

busy(n, i) =
min(N,n)∑
k=1

busy(n, i; k )bN(k) (49)

busy(n, i; k) =

⎧⎪⎪⎨⎪⎪⎩
a(n+i) n = k
k−1∑
�=0

min(N,n−k+�)∑
q=�+1

a(k−�) bN−�(q−�)busy(n−k+�, i; q) n > k

(50)
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where busy(n, i) is the marginal probability that the server be busy for n slots
and idle for i slots, busy(n, i; k) is the conditional probability that the server
be busy for n slots and idle for i slots given that the busy period begin with k
customers in the queue and where bk(n) is the probability that just n arrivals
join the queue from a batch when there be k spaces in the queue.

Observe that, for n < N , both busy(n, i; k) and busy(n, i) take the same values
in the finite buffer system as they do in the infinite buffer system. Observe further
that

busy(n+1, i; 1) =
min(N,n)∑
q=1

a(1) bN(q) busy(n, i; q) = a(1) busy(n, i) (51)

and that, when the idle period is independent of the busy period, the probability
that the idle period be i slots is

a(i+!1)
1 − a(1)

(52)

Example

When the batch renewal process has both batch sizes and intervals between
batches distributed as shifted Generalized Geometric (as in the example of Sec-
tion 4.3) the idle periods are independent of the busy periods and are distributed
geometrically. Thus only the busy period distribution needs to be considered. A
typical form is shown in figure 7.

In departures from an infinite buffer the burst length is distributed as the
sum of two geometrics. For moderate values of βa (correlation of counts) there
is a marked knee in the graph.

For finite buffers the form of the burst length distribution is more complex.
Two features are obvious in figure 7.

First, there is a ‘hump’ or accumulation of mass at burst lengths just longer
than the buffer size N . The reason is intuitively obvious because, on the one
hand, the probability of any busy periods less than N slots is the same for
both finite and infinite buffer queues but, on the other hand, in comparison
to the infinite buffer the finite buffer reduces the probability of longer busy
periods.

Secondly, the tail of the distribution depends upon the location of the knee.
This is most readily explicable in terms of the limited ‘memory’ of the finite
buffer queue: at any time the state of a queue of capacity N and deterministic
service time of one slot is independent of its state at any time which is more
than N slots earlier. If the knee occurs after the finite buffer distribution
separates from the infinite buffer distribution (at burst length N) then the
queue ‘memory’ includes the knee, which appears as waviness in the tail.
Whereas, if the finite buffer distribution does not include the knee the tail
is relatively straight.
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Fig. 7. Pmf of departure process burst length (busy period) for mean batch size b =
1.25, mean interval a = 6.25 slots between batches, intensity λ = 0.25, βa = 0.25 and
βb = 0.99 for finite buffers of size 10, 20 and 40 and for infinite buffer

6 Equivalence in Discrete Space Discrete Time Processes

In this section we consider a large class of internal models of discrete time traffic
processes. The discussion has relevance to the design of the experiment that is
described in section 7 and also to points raised in Section 9. The batch renewal
process is always representable in the class, e.g. as a trivial batch Markov renewal
process that has one phase only.

Correspondences between some representations of processes are well known,
for example between the semi-Markov and Markov renewal processes [2] and be-
tween the MAP and Neuts process [17]. In the context of discrete time processes,
correspondence between other representations can be seen and this observation
leads to the notion of a class of processes in which each member admits a vari-
ety of representations, so that the class might equally well be defined in terms
of any of the representations. The class that is considered here is that of all
processes that admit representation as MMBBP’s over countable phase spaces.
Figure 8 shows some relationships between three representations of that class:
batch Markov renewal process or SMP; DBMAP; MMBBP.

1. An arbitrary MMBBP may be described as a batch Markov renewal process
in which the sojourn (in a phase between two points of the batch Markov



Modelling LRD and SRD Traffic with the Batch Renewal Process 165

MMBBP DBMAP

batch Markov

renewal process

�

1

�2
�

4

�
�

�
�

�
�

���

3

Fig. 8. Equivalence of discrete time models. The arrows show subset relations, e.g. ar-
row 1 shows that the Markov modulated processes are special cases of the batch Markov
renewal process.

renewal process) is always one slot long. Therefore the set of MMBBP’s is a
subset of the set of the batch Markov renewal processes.

2. An arbitrary MMBBP may be described as a DBMAP in which the number
of arrivals generated at an epoch is conditionally independent of the phase
in the next slot given the current phase of the DBMAP. Therefore the set of
MMBBP’s is a subset of the set of the DBMAP’s.

Then, by virtue of the transitivity of the subset relation, it is sufficient to show
two further subset relations, such as those labelled 3 and 4 in Figure 8, to
establish equivalence between all three representations.

3. For an arbitrary discrete time batch Markov renewal process there may be
constructed a DBMAP that is equivalent to the MMBBP in the sense that,
at every point in the evolution of the batch Markov renewal process, the
same behaviour of the constructed DBMAP is exactly the same as that of
the batch Markov renewal process. So, each batch Markov renewal process is
representable as a DBMAP. Figure 9 illustrates the essential feature in the
construction, which is that the DBMAP should contain a phase jt for each
phase j of the Markov renewal process and each possible sojourn t slots in
phase j of the Markov renewal process. Whenever, in the Markov renewal
process, there are k arrivals at point n together with a transition from phase
i to phase j for a sojourn of t slots there should be correspondingly at epoch
τn in the DBMAP k arrivals together with a transition from phase i1 to

i1
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Fig. 9. DBMAP phases and transitions corresponding to Markov renewal process phase
transition i → j
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DBMAP phase φ i j k

MMBBP phase φ′ (i, j) (j, k) (k, �)

slot number t t+1 t+2

epoch number t−1 t t+1 t+2

Fig. 10. Relation between phase φ(·) of DBMAP and phase φ′(·) of equivalent
MMBBP: φ′(t) = (i, j) whenever φ(t) = i and φ(t+1) = j

phase jt followed by successive transitions to phases jt−1, . . . , j1 at the t−1
successive epochs τn+1, . . . , τn+t−1 = τn+1−1.

4. For an arbitrary DBMAP an equivalent MMBBP may be constructed and
so, in that sense, each DBMAP is representable as a MMBBP. Figure 10 il-
lustrates the essential feature in the construction, which is that the MMBBP
should contain a phase (i, j) for each phase transition i → j of the DBMAP.
Whenever in the DBMAP there be n arrivals generated at an epoch t to-
gether with a transition from phase i to phase j and followed (at epoch t+1)
by a transition to phase k, there should be correspondingly at epoch t in the
constructed process n arrivals generated and transition from phase (i, j) to
phase (j, k).

The equivalence between the three representations of traffic models may suffice
to show why the MMBBP may be used for the experiment that is described in
Section 7. However, restricting consideration to just three types of internal model
does seem arbitrary. That the equivalence might be more general provokes the
conjecture that the class (of all processes that admit representation as MMBBP’s
over countable phase spaces) might properly suffice for internal models of all
realizable (discrete time) traffic.

7 Biased Results from Other Models

The batch renewal process is, in information theoretic terms, the least biased
choice of traffic process given only the customary measures of correlation (e.g.
indices of dispersion) [12]. In the batch renewal process there is no semblance of
burst structure or, indeed, of any other feature other than correlation. The batch
renewal process may be described fairly as “pure correlation”. The question then
arises as to what is the effect upon (say) queue performance caused by the bias
of chosing some other model for traffic that is characterised by correlation? This
section describes an experiment designed to provide some insight.

The reference model chosen was the MMBBP/D/1 queue. Because nothing
was known about the impact of chosing some process other than the batch
renewal process, it was desirable to choose a form of arrivals process that read-
ily permitted extremes of behaviour. The arrivals process was chosen to be a
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2-phase MMBBP in which the distributions of counts in each phase were GGeo
(an extremal 2-phase distribution). Figure 11 is intended to show why it was
thought that two phases might provide extreme behaviour by illustrating how
often, in a distribution composed of the weighted sum of geometric terms, either
two phases dominate or the distribution is ‘smoothed’. The other choices —
deterministic service, with one customer served per slot, and infinite capacity —
were made to avoid effects not directly related to the arrivals process.

The first part of the experiment was conducted with high intensity traffic
(λ = 0.9 customer/slot), mean intensity 0.8 in one phase and 1.1 in the other
but while varying mean sojourn in the phases and variance of counts in each
phase. For each set of MMBBP parameters, the corresponding batch renewal
process (i.e. that with counts and intervals covariances identical to those of the
MMBBP) was determined as described in Section 3, the queue length distribu-
tions were computed for both the MMBBP/D/1 and the ·/D/1 queue fed by
the corresponding batch renewal process. Figure 12 shows a typical result. The
smaller geometric rate (steeper first segment) in the MMBBP/D/1 queue length
distribution clearly implies lower waiting time, less jitter and, extrapolating to
the finite buffer case, lower cell loss rate as compared with the distribution at-
tributable to the correlation alone. In other words, the MMBBP yields optimistic
results in the cases considered.

That observation from the first part was formulated as the proposition

the smallest geometric rate (steepest segment) in the MMBBP/D/1
queue length distribution is less than that of the queue fed by the cor-
responding batch renewal process

The experiment was then extended to randomly generated MMBBP’s. For each
of 2–, 3– and 6–phase models, 4000 MMBBP’s were generated randomly: for
each MMBBP the phase transition matrix entries were taken randomly from a
uniform distribution and then each row of the matrix was normalised; for each
MMBBP the mean intensity for each phase was taken randomly from a uniform
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Fig. 12. Typical result from first part of experiment: solid line for MMBBP; dashed
line for batch renewal process

distribution and scaled (5 times) to give overall mean rates (i.e. with respect to
the stationary phase distribution for the particular MMBBP) of 0.1, 0.3, 0.5, 0.7
and 0.9. For each MMBBP with each value of mean rate, the largest poles of the
MMBBP/D/1 and corresponding batch renewal process queue length distribu-
tion generating functions were computed and compared. Then all the (60 000)
computations and comparisons were repeated after biasing each transition ma-
trix to ensure diagonal dominance: the bias was applied to each row by halving
each off-diagonal entry and increasing the diagonal entry in compensation.

Table 1 shows the proportion of cases in which the proposition was true. The
difference between the “unbiased” and “biased” columns shows the significance
of diagonal dominance in the phase transition matrix, especially for the 6-phase
models, and that the effect is increased somewhat by high intensity. However

Table 1. Proportion of cases supporting the proposition

degree λ unbiased biased

2 0.1 81% >99%
0.3 81% >99%
0.5 81% >99%
0.7 81% >99%
0.9 81% >99%

3 0.1 80% >99%
0.3 80% >99%
0.5 80% >99%
0.7 80% >99%
0.9 80% >99%

6 0.1 46% 88%
0.3 46% 88%
0.5 46% 89%
0.7 46% 93%
0.9 45% 94%
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diagonal dominance alone is not sufficient (as shown by the “biased” column) nor
is it necessary: in the “unbiased” column the proportion of results that support
the proposition is far greater than that of diagonally dominant matrices among
randomly generated matrices. The results strongly suggest that the MMBBP is
likely to yield optimistic results, under conditions of positive traffic correlation
of counts and intervals arising from long sojourn in each phase, c.f. the “biased”
column of Table 1.

8 Cost Effective Approximation for Queueing Network
Analysis

Exact analysis of queueing network models of communications systems can be
intractable. So it is important to know in what circumstances a simpler pro-
cess can approximate to tolerable accuracy the behaviour of the more complex
process.

The formulation of the batch renewal process makes clear (c.f. equations 13
and 14) why correlation in SRD processes has much the same impact on measures
of queue performance as does variability of interarrival time in renewal processes
and variability of counts from batch Bernoulli processes. This observation leads
to the notion that the effect of both counts and interarrival correlation in SRD
traffic input to a queue might be captured (to some tolerable approximation) by
variability in either counts alone (i.e. by an ‘equivalent’ batch Bernoulli process)
or interarrival times (i.e. by an ‘equivalent’ renewal process). The accuracy on
measures of queue performance of substituting some ‘equivalent’ processes for
SRD traffic processes has been investigated in [1,3].

There had previously been some indication that such ‘equivalent’ processes
provided tolerable accuracy in analysis of queueing networks. Typically, at each
queue in the network the arrivals traffic is a superposition of departures from
other queues and of external traffic. Clearly such traffic is correlated. However,
in a number of fast algorithms based upon entropy maximisation and queue-by-
queue decomposition (such as given in [10]), the input to each queue is treated
as if it were completely free of correlation (c.f. Jackson networks). In [10] and
similar algorithms, the input to each queue is, in effect, replaced by an ‘equiva-
lent’ process with the same mean and variance of interarrival time. Nevertheless,
the algorithms typically give good accuracy, in comparison with simulation re-
sults, when applied to networks of arbitrary topology and complexity. They had
previously been used for networks for which input traffic was uncorrelated.

In a particular application of queue-by-queue decomposition, Kouvatsos et
al.[13] considered networks fed by SRD traffic represented by the sGGeo process.
In this context, the existing algorithm devised in [10], based upon the principle of
maximum entropy, was extended to treat input sGGeo traffic as if substituted,
with a tolerable accuracy, by uncorrelated traffic represented by an ordinary
GGeo [10,12] for which the count distribution had the same mean and variance
as those of the sGGeo.
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Another queue, that might be used as a building block in analysis of an
open queueing network of nodes with multiple servers and with correlated traffic
is the GIG/Geo/c, analyzed by Writtevrongel, Bruneel and Vinck [20]. This
queue has a general batch renewal arrival process, infinite buffer and c servers
with independent geometrically distributed service times. The analysis of this
queue was based on the use of generating functions in conjunction with complex
analysis and contour integration. Consequently, new analytic expressions for the
generating functions of the system contents during an arrival slot were obtained
as well as at an arbitrary slot. Moreover, the delay analysis the queue under the
first-come-first-served discipline was presented.

An alternate approach, for each queue in a network with correlated input, is
that followed by Laevens [14] to relate the output process of each queue to its
input.

9 Open Problems and Research Topics

1. For given correlation, the batch renewal process is known to be the least
biased choice of all possible processes which exhibit that correlation. However
there are some patterns of correlation for which the corresponding batch
renewal process is improper. So it might be as well to add to the previous
statement the rider “. . . provided that the batch renewal process be proper”.
The question then arises as to what might be the least biased choice of
process
(a) when the correlation be such that the batch renewal process not be

proper,
(b) when other constraints (in addition to correlation) be applicable; perhaps

the most interesting is that of the least biased choice of process for given
count and intervals correlation given also that the traffic is on a line i.e.
no simultaneous arrivals.

2. Given that there are some patterns of correlation for which the corresponding
batch renewal process is improper, the question then arises as to whether
such improper batch renewal process may be used for performance prediction
of (for example) a buffer fed by the traffic.
(a) For finite buffer queues, numeric methods may be derived, possibly based

upon the general relations given in Section 4. In effect, that would be to
attempt to find the stationary vector for a transition matrix which has
some entries negative. Clearly, a näıve implementation would be unstable.

(b) For batch renewal processes having especially simple forms (such as the
sGGeo example used in Section 4) it may be possible to derive explicit
closed form solutions (assuming that the parameters corresponded to a
proper batch renewal process) and then apply the explicit form (with
the parameters of the improper batch renewal process). However, except
for the simplest forms, this approach is unworkable.

(c) A potentially rewarding approach is to view the observed traffic as hav-
ing resulted from a stream from which customers have been removed.
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That is equivalent to saying that the traffic contains ‘negative customers’ [6].
Then the observed traffic might be modelled as the merge of traffic from
a (proper) batch renewal process plus randomly inserted negative cus-
tomers. This approach appears feasible because, for any traffic stream,
injecting (positive) customers randomly affects the generating functions
such that K(0) + L(0) increases faster than K(1−) and L(0) increases
faster than K+(1−).

3. The demonstration in Section 6 between some representations of traffic pro-
cesses provokes further questions. For example, the constructions used to
demonstrate relations 3 and 4 of Figure 8 depend upon the phase space be-
ing discrete but none of the relations depend in any way upon the form of
distributions of counts at each point of the process nor, indeed, upon the
such distibutions being discrete.

The equivalence argument works just as well when the counts have con-
tinuous distribution. So, could the duality between counts and interarrival
times be exploited to show equivalence between various forms of (discrete
space) continuous time models?

4. It would be very useful to know if the conjecture (that is offered at the end
of Section 6) were true. Then, when attempting to match some measured
traffic, there would be no inherent bias in seeking an appropriate model only
amongst the most convenient representation.

However, the conjecture might be not testable. A conjecture of equal prac-
tical value might be expressed as there is no test that in finite time discrim-
inates between traffic generated by process X and that from some MMBBP
over a countable phase space for every process X that is not known to be a
member of the class.

Again, that second conjecture might not be testable. But it might be
possible to make some progress towards proving or disproving the second
conjecture for some characteristics of traffic or for some interesting sub-
classes of traffic.

5. It is clearly important to have fast algorithms, such as those mentioned in
Section 8, that provide reliably accurate approximations for network perfor-
mance. Our confidence in their results is based upon the empirical evidence
that the results have been good for all cases – so far.
(a) More experiments are needed on networks with correlated inputs.
(b) The bases of the implicit assumptions and approximations inherent in

the algorithms need to be examined – both to discover simple expressions
for the accuracy of the results (or bounds on the errors) and also to see
whether the accuracy could be improved without degrading the speed of
the algorithms.

References

1. Dimakopoulos, G.A.: On the Approximation of Complex Traffic Models on ATM
Networks, M.Phil. Dissertation. Postgraduate School of Computing and Mathe-
matics, University of Bradford (2000)



172 R.J. Fretwell and D.D. Kouvatsos

2. Disney, R.L., Kiessler, P.C.: Traffic Processes in Queueing Networks: A Markov
Renewal Approach. The John Hopkins University Press, Baltimore (1987)

3. Fretwell, R.J., Dimakopoulos, G.A., Kouvatsos, D.D.: Ignoring Count Correlation
in SRD Traffic. In: Bradley, J.T., Davies, N.J. (eds.) Proc. 15th UK Perf. Eng.
Workshop, pp. 285–294. UK Performance Engineering Workshop Publishers (1999)

4. Fowler, H.J., Leland, W.E.: Local Area Network Traffic Characteristics, with Impli-
cations for Broadband Network Congestion Management. IEEE JSAC 9(7), 1139–
1149 (1991)

5. Andrade, J., Martinez-Pascua, M.J.: Use of the IDC to Characterize LAN Traf-
fic. In: Kouvatsos, D. (ed.) Proc. 2nd. Workshop on Performance Modelling and
Evaluation of ATM Networks, pp. 15/1–15/12 (1994)

6. Gelenbe, E.: Random Neural Networks with Positive and Negative Signals and
Product Form Solution. Neural Computation 1(4), 502–510 (1989)

7. Gordon, J.J.: Pareto Process as a Model of Self-Similar Packet Traffic. In: Proc.
Globecom 1995, Singapore, pp. 2232–2236 (1995)

8. Gusella, R.: Characterizing the Variability of Arrival Processes with Indexes of
Dispersion. IEEE JSAC 9(2), 203–211 (1991)

9. Heffes, H., Lucantoni, D.M.: A Markov Modulated Characterization of Packetized
Voice and Data Traffic and Related Statistical Multiplexer Performance. IEEE
JSAC 4(6), 856–868 (1986)

10. Kouvatsos, D.D., Tabel-Aouel, N.M., Denazis, S.G.: Approximate Analysis of
Discrete-time Networks with or without Blocking. In: Perros, H.G., Viniotis, Y.
(eds.) High Speed Networks and their Performance, vol. C-21, pp. 399–424. North-
Holland, Amsterdam (1994)

11. Kouvatsos, D.D., Fretwell, R.: Discrete Time Batch Renewal Processes with Ap-
plication to ATM Switch Performance. In: Hillston, J., et al. (eds.) Proc. 10th.
UK Computer and Telecomms. Performance Eng. Workshop, September 1994, pp.
187–192. Edinburgh University Press, Edinburgh (1994)

12. Kouvatsos, D., Fretwell, R.: Closed Form Performance Distributions of a Discrete
Time GIG/D/1/N Queue with Correlated Traffic. In: Fdida, S., Onvural, R.O.
(eds.) Enabling High Speed Networks, October 1995, pp. 141–163. IFIP Publica-
tion, Chapman and Hall (1995)

13. Kouvatsos, D.D., Awan, I.U., Fretwell, R., Dimakopoulos, G.: A Cost-effective
Approximation for SRD Traffic in Arbitrary Multi-buffered Networks. Computer
Networks 34, 97–113 (2000)

14. Laevens, K.: The Output Process of a Discrete Time GIG/D/1 Queue. In: Proc.
6th IFIP Workshop on Performance Modelling and Evaluation of ATM Networks,
Research Papers, pp. 20/1–20/10 (July 1998)

15. Leland, W.E., Taqqu, M.S., Willinger, W., Wilson, D.V.: On the Self-Similar Na-
ture of Ethernet Traffic (Extended Version). IEEE/ACM Transactions on Network-
ing 2(1), 1–14 (1994)

16. Li, W.: Performance Analysis of Queues with Correlated Traffic, PhD Thesis (Uni-
versity of Bradford) (2007)

17. Lucantoni, D.M.: The BMAP/G/1 Queue: A Tutorial. In: Donatiello, L., Nelson,
R. (eds.) SIGMETRICS 1993 and Performance 1993. LNCS, vol. 729, pp. 330–358.
Springer, Heidelberg (1993)

18. Neuts, M.F.: A Versatile Markovian Point Process. J. Appl. Prob. 16, 764–779
(1979)



Modelling LRD and SRD Traffic with the Batch Renewal Process 173

19. Sriram, K., Whitt, W.: Characterizing Superposition Arrival Processes in Packet
Multiplexers for Voice and Data. IEEE JSAC 4(6), 833–846 (1986)

20. Wittevrongel, S., Bruneel, H., Vinck, B.: Analysis of the discrete-time
G(G)/Geom/c queueing model. In: Gregori, E., Conti, M., Campbell, A.T., Omid-
yar, G., Zukerman, M. (eds.) NETWORKING 2002. LNCS, vol. 2345, pp. 757–768.
Springer, Heidelberg (2002)

21. Xiong, Y., Bruneel, H.: Buffer Contents and Delay for Statistical Multiplexers with
Fixed Length Packet Train Arrivals. Performance Evaluation 17(1), 31–42 (1993)



D. Kouvatsos (Ed.): Next Generation Internet, LNCS 5233, pp. 174–190, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Local Area Networks and Self-similar Traffic 

Hadi Larijani 

Dept. of Communication, Network & Elec. Eng. 
School of Eng. and Computing 

Glasgow Caledonian University, UK 
hla@gcal.ac.uk 

Abstract. Ethernet is one of the most popular LAN technologies. The capacities 
of Ethernet have steadily increased to Gbps and it is also being studied for 
MAN implementation. With the discovery that real network traffic is self-
similar and long-range dependent, new models are needed for performance 
evaluation of these networks. One of the most important methods of modelling 
self-similar traffic is Pseudo self-similar processes. The foundations are based 
on the theory of decomposability, which was developed approximately 20 years 
ago. Many researchers have revisited this theory recently and it is one of the 
building blocks for self-similar models derived from short-range dependent 
processes. In this paper we will review LANs, self-similarity, several modelling 
methods applied to LAN modelling, and focus on pseudo self-similar models.  

Keywords: Ethernet, self-similarity, decomposability, pseudo self-similar 
processes. 

1   Introduction 

Performance modeling of computer networks is essential to predict the effects of 
increases in traffic and to allow network managers to plan the size of upgrades to 
equipment. Historically the assumption has been made that traffic followed Poisson 
assumptions. That is, the probability of a packet arriving for onward transmission 
during any short interval is independent of the arrivals in any of the intervals, and 
depends only on the mean arrival rate and the length of the interval considered. Simi-
larly, the length of packets is usually considered to be exponentially distributed.  Both 
these assumptions are false, but models using them have been successfully validated, 
mostly in the wide area network field.  

Recent measurements of network teletraffic have revealed properties which may 
have significant consequences to the modelling of computer networks, especially 
Broadband ISDN and ATM networks. Although self-similarity is not a new concept 
to the teletraffic community and its origins date back to Mandelbrot's paper in 1965 
[1], its consequences were not fully appreciated till the 1990's. One of the most highly 
acclaimed papers which might be considered as the spark to an explosion of research 
into this area and its wide scope of applications is the fascinating paper written  
by Leland, Willinger, Taqqu and Wilson [2]. As Stallings [3] very well stated, this 
paper rocked the field of network performance modelling and it is arguably the most 
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important networking paper of the decade. The main finding of this paper is that real 
traffic does not obey the Poisson assumptions that have been used for years for ana-
lytical modelling. ‘Real’ network traffic is more bursty and exhibits greater variability 
than previously suspected. The paper reported the results of a massive study of 
Ethernet traffic and demonstrated that it has self-similar statistical properties at a 
range of time scales: milliseconds, seconds, minutes, hours, even days and weeks. 
What this means is that the network looks the same when measured over time inter-
vals ranging from milliseconds to minutes to hours. It was later found that self-
similarity also occurs in ATM traffic, compressed digital video streams, World Wide 
Web (WWW) traffic, Wide Area Networks (WAN) traffic, etc., [4]. Self – similar 
traffic is very different from both conventional telephone traffic and from the current-
ly accepted norm for models of packet traffic. Conclusions of recent empirical studies 
regarding the nature of network traffic have all concurred on one issue: the data is self 
– similar in nature. What are the ramifications of this discovery? Consequently, the 
following needs to be addressed: 

1. What are the performance implications of self – similar data traffic upon tele-
communication systems? 

2. How can researchers utilize queuing models to study this behavior?  

Note that some researchers do not believe that queuing models are sufficient and 
suggest research on new tools for this end [5]. Self – similarity has immense impact 
on a wide variety of fields such as: traffic modelling, source characterization, per-
formance evaluation, analytical modelling, buffer sizing, control mechanisms, etc.  
For example, Partridge [6] foresaw the implications of this in congestion control and 
stated ‘anyone interested in congestion control should read the paper’ [2].  
A.A. Kherani [7] has looked into the effect of adaptive window control in LRD net-
work traffic. His study indicates that the buffer behaviour in the Internet may not be 
as poor as predicted from an  open loop analysis of a queue fed with LRD traffic; and 
it shows that the buffer behaviour (and hence the throughput performance for finite 
buffers) is sensitive to the distribution of file sizes.  

A. Veres et al. [8] analyzed how TCP congestion control can propagate self-
similarity between distant areas of the Internet. This property of TCP is due to its 
congestion control algorithm, which adapts to self-similar fluctuations on several 
timescales. The mechanisms and limitations of this propagation were investigated. It 
was demonstrated that if a TCP connection shared a bottleneck link with a self-similar 
background traffic flow, it propagates the correlation structure of the background 
traffic flow asymptotically, above a characteristic timescale. The cut-off timescale 
depends on the end-to-end path properties, e.g. round-trip time and average window 
size, and the receiver window size in case of high-speed connections. It was  
also shown that even short TCP connections can propagate long-range correlations 
effectively. In case when TCP encounters several bottleneck hops, the end-user  
perceived end-to-end traffic was also long-range dependent and it was characterized 
by the largest Hurst exponent. Through simple examples, it was shown that  
self-similarity of one TCP stream can be passed on to other TCP streams that it was 
multiplexed with.  
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1.1   What Is Self-similarity? 

Self-similarity and fractals are notions pioneered by B.B. Mandelbrot [9]. He  
describes the phenomenon where a certain property of an object – for example, a 
natural image, the convergent subdomain of certain dynamical systems, a time series 
(the mathematical object of interest) – is preserved with respect to scaling in space 
and time. If an object is self-similar or fractal, its parts, when magnified, resemble – 
in a suitable sense – the shape of the whole object. 

Stochastic self-similarity is of more importance to our study of network traffic. 
Analysis and modelling of. computer network traffic is a daunting task considering 
the amount of available data. This is quite obvious when considering the spatial di-
mension of the problem, since the number of interacting computers, gateways and 
switches can easily reach several thousands, even in a local area network (LAN) set-
ting. This is also true on the time dimension: Willinger and Paxson in [10] cite the 
figures of 439 million packets and 89 gigabytes of data for a single week record of  
the activity of a university gateway in 1995. The complexity of the problem further 
increases when considering wide area network (WAN) data [11]. In light of the 
above, it is clear that a notion of importance for modern network engineering is that 
of invariants, i.e., characteristics that are observed with some reproducibility and 
independently of the precise settings of the network under consideration. In this study 
we focus on one such invariant related to the time dimension of the problem, namely, 
long-range dependence or self-similarity. A striking feature, which collaborate the 
conjecture that self-similarity, long-range dependence, and heavy-tailness are really 
meaningful traffic invariants, is that they can be observed, to some extent, without 
using any specific experimental protocol. Accordingly, the traffic data in Figure 1 
corresponds to actual 100 Mb/s Ethernet traffic, which was measured on a server in 
Drexel University [12]. To generate this trace, all packets of private connections with 
this server, broadcasting, and multicasting were captured and time-stamped during 
several hours. Cappe et. al. [12] only consider byte counts (size of the transferred 
data) measured on 10 ms intervals, which is the data represented in the top plot of 
Figure 1. The overall length of the record is about three hours (exactly, 104 s).  
The three other plots in Figure 1 correspond to the “aggregated” data obtained by 
accumulating the data counts on increasing time intervals. The striking feature in  it is 
that the aggregation is not really successful in smoothing out the data. The aggregated 
traffic still appears bursty in the bottom plot despite the fact that each point in it is 
obtained as the sum of one thousand successful values of the series displayed in the 
top plot of Figure 1. 

Similar characteristics have been observed in many different experimental setups, 
including both LAN and WAN data (e.g., [13], [14], [15], and the references therein). 

Unlike deterministic fractals, the objects corresponding to Figure 1 do not possess 
exact resemblance of their parts with the whole at finer details. Here, we assume that 
the measure of “resemblance” is the shape of a graph with the magnitude suitably 
normalized. Indeed, for measured traffic traces, it would be too much to expect to 
observe exact, deterministic self-similarity given the stochastic nature of many net-
work events (e.g., source arrival behaviour) that collectively influence actual network 
traffic. If we adopt the view that traffic series are sample paths of stochastic processes  
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and relax the measure of resemblance, say, by focusing on certain statistics of the 
rescaled time series, then it may be possible to expect exact self-similarity of the 
mathematical objects and approximate similarity of their specific realizations with 
respect to these relaxed measures. Second - order statistics are statistical properties 
that capture burstiness or variability, and the autocorrelation function is a yardstick 
with respect to which scale invariance can be fruitfully defined. The shape of the 
autocorrelation function – above and beyond its preservation across rescaled time 
series – will play an important role. In particular, correlation, as a function of time 
lag, is assumed to decrease polynomially as opposed to exponentially. The existence 
on nontrivial correlation “at a distance” is referred to as long-range dependence.   

 

 

Fig. 1. Example of Self-Similar Traffic Trace 

1.2   Self-similar Processes: Basic Definitions 

A self-similar process is invariant in distribution under scaling of time. Intuitively, if 
we look at several pictures of a self-similar process at different time scales they  
will all look similar. Figure 1 shows the visual differences between distributions of 
traditional models and self-similar processes in a few scales. There are a number of 
different, non-equivalent definitions of self-similarity. The standard one states that a 
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continuous time process ( ){ },Y Y t t T= ∈ is self-similar (with self-similarity  

parameter H) if it satisfies the condition: 

( )  ( ), , 0,0 1HY t d Y t t T Hα α α− ∈ ∀ > ≤ <                       (1) 

where the equality is in the sense of finite-dimensional distributions. H is known as 
the Hurst parameter, in honour of an early pioneer of the study of self – similarity 
[16]. While a process Y satisfying (1) can never be stationary, it is typically assumed 
to have stationary increments. 

A second definition of self-similarity, more appropriate in the context of standard 
time series theory, involves a stationary sequence  X = { X ( t ), i ≥  1 }. 

Let 

( )

( 1) 1

1( ) ( )    1,2, ,
km

m

i k m

X k X i km
= − +

= =∑ K               (2) 

be the corresponding aggregated sequence with a level of aggregation m, obtained by 
dividing the original series X, into non-overlapping blocks of size m and averaging 
every block. The index, k, labels the block. If X is the increment process of a self-
similar process Y defined in (1) i.e., ( X(i) = Y(i+1) - Y(i) ), then for all integers m, 

1 ( )   H mX d m X−                      (3) 

A stationary sequence X = {X(i), i ≥ 1} is called exactly self- similar if it satisfies (3) 
for all aggregation levels m. The second definition of self-similarity is closely related 
(but not equivalent) to the first. A stationary sequence X={X(i) ,i ≥ 1} is said to be 
asymptotically self-similar  if (3) holds as m →∞. Similarly, we call a covariance-
stationary sequence X = {X(i), i ≥ 1} exactly second-order self-similar or asymptoti-
cally second-order self-similar  if m 1-HX (m) has the same variance and  autocorrelation 
as X, for all m, or as m →∞.  

Self-similarity is often investigated not through the equality of finite-dimensional 
distributions, but through the behaviour of the absolute moments. Thus, a third defini-
tion of self-similarity (implied by but not equivalent to the second definition) is sim-
ply that the moments must scale. Thus consider: 

( ) ( )

1

1
( ) : | | ( )

q
mm m q

i
q E X X i

m
μ

=
= = ∑       (4) 

If X is self-similar, then μ(m) (q) is proportional to mβ(q) , i.e., log μ(m) (q) is linear to  
log m. 

For a fixed q: 

( )log ( ) ( ) log ( )m q q m C qμ β= +              (5) 

In addition, the exponent ( )qβ  is linear with respect to q. In fact, since 

( ) 1( ) ( )m HdX i m X i− , we have: ( ) ( )1q q Hβ = − . 
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1.3   Long-Range Dependence 

A stochastic process satisfying the following relation is said to exhibit long-range 
dependence (see [17] or [18] ): 

Let X = (Xt : t= 0,1,2,…) be a covariance stationary (sometimes called wide-sense 
stationary) stochastic process with mean µ, variance σ2 and auto correlation function 

 r(κ) ~ κ-β L1(κ)    as κ →∞,                  (6) 

where 0< β <1 and L1 is slowly varying at infinity, that is lim t→∞  L1(tx)/ L1(x) = 1 for 
all x>0. 

1.4   Ethernet 

Ethernet is the most widely used local area (LAN) technology. It was used to fill  
the middle ground between long – distance, low – speed networks and specialized, 
computer – room networks carrying data at high speeds for very limited distances. 
Ethernet is well suited to applications where a local communication medium must 
carry sporadic, occasionally heavy traffic at high peak data rates. 

Ethernet network architecture has its origins in the 1960’s at the University of Ha-
waii, where the earliest and simplest random access scheme was developed, (pure-
ALOHA) [19]. Another more efficient random access scheme called CSMA (carrier 
sense multiple access) was developed by Kleinrock’s [20]  team at UCLA. Ethernet 
uses an access method called carrier sense multiple access/ collision detection 
(CSMA/ CD), which was developed at Xerox corporation’s Palo Alto Research Cen-
ter (PARC) in the early 1970’s. This was used as the basis for the Institute of Electric-
al and Electronic Engineers (IEEE) 802.3 specification released in 1980.Shortly after 
the 1980 IEEE 802.3 specification, Digital Equipment Corporation, Intel Corporation, 
and Xerox Corporation jointly developed and released Ethernet specification version 
2.0, that was substantially compatible with IEEE 802.3.  

Together, Ethernet and IEEE 802.3 currently maintain the greatest market share of 
any LAN protocol.  Today, the term Ethernet is often used to refer to all carrier sense 
multiple access/ collision detection (CSMA/CD) LAN’s that generally conform to 
Ethernet specifications, IEEE 802.3. 

1.5   Self-similar Traffic Modeling 

It has been known for a long time that network traffic is self – similar in nature. In 
fact, Mandelbrot was the first to apply the self- similarity concept to the analysis of 
communication systems [1].  As a consequence of Leland’s et al. paper [13] much 
work has recently appeared addressing various aspects of self-similarity [21]. This 
research can be classified into the following three categories: 

 
Network Traffic Trace Analysis: This research typically analyses traffic traces from 
production networks so that statistical tools can be employed to identify the presence 
of self – similarity. This genre of papers indicates that Long Range Dependence (LRD) 
is an omnipresent phenomenon encompassing both local area and wide area network 
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traffic. Furthermore, work in this area has consistently demonstrated that sources such 
as the WWW and VBR video services exhibit self – similar properties [21]. 

Simulation and Analytical Models: Research in this area attempts to investigate the 
effect of self – similar data traffic upon telecommunication systems using either simu-
lation or asymptotic analytical models. These papers conclude that data traffic with 
properties of self – similarity and LRD significantly degrade system performance. 
One important result in this area has been the development of Fractional Brownian 
Noise (FBN) models. FBN models not only capture properties of self – similarity but 
LRD in the counting process. Consequently, many researchers have utilized computer 
simulations of FBN models to study the impact of LRD upon queuing behaviour. 
Typical analytical approaches attempt to find asymptotic bounds concerning selected 
performance characteristics of the queue (e.g. buffer overflow probability) [22]. 

Conceptual Analysis: The third category of papers attempts to physically understand 
how self - similarity arises in production networks. One model proposed by Willinger, 
Taqqu, and Sherman which attempts to address this issue utilizes an ON/OFF source 
model (also commonly known as “packet train model”) [23]. Their ON/OFF model 
purports that self – similarity arises as a consequence of independent contributions 
from power – tail sources. The reason is that mathematical analysis indicates that the 
superposition of many power – tail ON/OFF sources with alternating ON and OFF 
periods produces aggregate network traffic which exhibits properties of self-similarity 
and LRD. The authors conclude that their ON/OFF model is successful in describing 
characteristics of the measured traffic. 

Various methods have been presented for modelling self-similar processes. The 
two major families of self-similar time series models are fractional Gaussian noise 
(i.e. increment processes of fractional Brownian motion) and fractional ARIMA 
processes ( auto-regressive integrated moving-average ), (a generation of the popular 
ARIMA time series models). Other stochastic approaches to modelling self-similar 
features that have been presented are: 

─ Shot-noise processes  
─ Linear models with long-range dependence 
─ Renewal reward processes and their superposition 
─ Renewal processes or ``zero-rate'' processes 
─ Aggregation of simple short-range-dependent models 
─ Wavelet analysis 
─ Approaches based on the theory of chaos and fractals 
─ Batch Renewal Process 
 

Willinger et al have provided an excellent comprehensive review in [24]. R. Fretwell 
and D. Kouvatsos [25] use the batch renewal process for both LRD and SRD traffic. 
They also show some applications of the batch renewal process in simple queues and 
in queuing network models.  

Generally we can group the different approaches researchers take in modeling  
self-similarity into two distinct ‘camps’: 
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─ One group tries to develop approaches that attempt mimicking LRD with the 
help of short-range dependent models (e.g. [26]). 

─ The second group tries to advent a new set of tools for modeling self-similar 
processes (e.g. [27]). 

 

K. Maulik and S. Resnick [28] attempt to model this phenomenon, by a model that 
connects the small time scale behavior with behavior observed at large time scales of 
bigger than a few hundred milliseconds. There have been separate analyses of models 
for high speed data transmissions, which show that appropriate approximations to 
large time scale behavior of cumulative traffic are either fractional Brownian motion 
or stable Lévy motion, depending on the input rates assumed. Their paper tries to 
bridge this gap and develops and analyzes a model offering an explanation of both the 
small and large time scale behavior of a network traffic model based on the infinite 
source Poisson model. Previous studies of this model have usually assumed that 
transmission rates are constant and deterministic. 

They considered a nonconstant, multifractal, random transmission rate at the user 
level which results in cumulative traffic exhibiting multifractal behaviour on small 
time scales and self-similar behaviour on large time scales. 

We follow the first approach, and a Markov chain model which shows self-
similarity is developed, based on ideas presented by Robert and LeBoudec [29]. 

There are two levels of modeling: application and aggregate level. Although it is 
true that network traffic is governed by many physical factors a ‘good’ model should 
incorporate those features which are relevant for the problem under consideration. 
Some of the many factors affecting network traffic flows are: 
 

─ user behavior 
─ data generation, organisation, and retrieval  
─ traffic aggregation 
─ network controls 
─ network evolution 

 
In the Section 2 Pseudo Self-Similar models will be discussed, and a numerical solu-
tion suggested for the queuing behavior of a Self-Similar LAN.  Experiments on a live 
Ethernet network will be presented in Section 3 with validation by Opnet simulation 
application. Finally conclusions will be presented in Section 4. 

2   Pseudo Self-similar Models 

2.1   Foundations of the Model 

Courtois’s [30] theory of decomposability is based on the important observation that 
large computing systems can effectively be regarded as nearly decomposable systems. 
Systems are arranged in a hierarchy of components and subcomponents with strong 
interactions within components at the same level and weaker interactions between 
other components. Near decomposability has been observed in domains such as:  
in economics, biology, genetics and social sciences. The pioneers of this theory are 
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Simon and Ando [31].  What they stated is that aggregation of variables in a nearly 
decomposable system; we must separate the analysis of the short - term and the  
long - term dynamics. They proved two major theorems. The first says that a nearly 
decomposable system can be analyzed by a completely decomposable system if the 
intergroup dependences are sufficiently weak compared to the intragroup ones. The 
second theorem says that even in the long - term, the results obtained in the short - 
term will remain approximately valid in the long - term, as far as the relative behavior 
of the variables of the same group is concerned. Robert and Le Boudec [29] state that 
LAN traffic is composed of different timescales. The Markov chain proposed is in 
fact decomposable at several levels. In a first step, the development is done for only 
one level of decomposability.  The Markov chain to consider is presented in section 
2.3 and it is characterized by its transition matrix  ( )n n A∗ and its state probabilities, 

1( )t t Aπ π π+ = , A is nearly decomposable. Let *A  be completely decomposable, 

then *A  is composed of squared submatrices placed on the diagonal: 
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The remaining elements are zero. If we apply the first theorem of Simon and Ando 
[31] we can develop the general form of matrices that are nearly completely decom-
posable with the form described in section 2.3.  A is defined in section 2.3 and A* is 
defined as below: 
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with q a〈 , *A  is a non-ergodic matrix. 

2.2   Pseudo Long-Range Dependent Process 

Mathematically, the difference between short – range and long – range dependencies 
is clear, for a short - range dependent process: 

0

( , )t tCov X X τ
τ

∞

+
=
∑  is convergent 

Spectrum at 0 is finite 
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Var(X(m)) is for large m asymptotically of the form VarX / m 

The averaged process 
( )m
kX  tends to second-order pure noise as m → ∞  

For a long-range dependent process: 

0

( , )t tCov X X τ
τ

∞

+
=
∑

 
is divergent 

Spectrum at 0 is singular  
Var(X(m)) is of the form m-β (for large m asymptotically) 
 

The averaged process ( )m
kX   does not tend to second-order pure noise as m → ∞ . 

All stationary autoregressive-moving average processes of finite order an all 
Markov chains (including semi – Markov processes) are included in the first category. 
In the second category, we have the fractional Brownian motion, ARIMA processes, 
and chaotic maps which have long – range dependencies. If we look more closely to 
these definitions we see that a process having “long – term dependences”, but which 
is limited, is considered as a short – term dependent process. This is exactly the case 
with Ethernet measurements at Bellcore. If we consider the number of Ethernet pack-
ets arriving at a time interval 1 s to be our process, then over 4-5 orders of magnitude 
we observe long-term dependences. So our process looks the same (distribution  
wise) for 10, 100, 1000, 10000 s. However, in the order of days, researchers at  
Bellcore have observed a stabilization of the index of dispersion indicating a lack of 
self-similarity. So according to our previous definitions, a short - term dependent 
process would be sufficient to model LAN traffic. The difference with the other proc-
esses (Poisson, ON-OFF, etc.) is striking and that is why they should be categorized 
differently. 

Therefore Robert and Le Boudec proposed to name them Pseudo long – range  
dependent processes:  

 

“A pseudo long – range dependent process is able to model (as well as an (exactly) 
long – range process) aggregated traffic over several timescales”. 

 
This reflects the fact that in practice, we have always a finite set of data, and asymp-
totic conditions are never met. 

2.3   Suggested Process 

A discrete time Markov modulated model for representing self-similar data traffic was 
proposed by Robert and Le Boudec [29]. The cell arrivals on a slotted link is consi-
dered: call Xt  the random variable representing the number of cells (assumed to be 0 
or 1) during the tth time slot, namely during time interval [t – 1, t ). Let Yt = i  be the 
modulator’s state i, i∈ 1, 2, 3, …, n, at time t. The arrivals of the cells are modulated 
by a n-stated discrete time Markov chain with transition probabilities αij ( t1, t2 ) = 
Pr(Yt2 = j | Yt1 = i).  Let фij  denote the probability of having  j  cells in one time  
slot, given that the modulator’s state is i;  more specifically фij = Pr(Yt = j | Yt = i).  
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Notice that the parameters α and q need to fulfill certain conditions so that A is in-
deed a stochastic matrix describing a discrete-time Markov chain; q, α >0,  q < α such 
that 0 ≤  A0,0 ≤  1. 

In sequel, we denote with ,
k
i jΑ  the entry in row i and column j of kΑ . We fur-

thermore define ( , )tN tΝ = ∈N as the discrete-time stochastic process describing 

the number of arrivals over time, as described by the Markov-Modulated Bernoulli 
process (MMBP). 

3   Experiments 

3.1   Overview of Experiments 

As shown in the Figure 3 diagram traces of packets are used as input to a S-Plus script 
which will evaluate the Hurst parameter using the aggregate variance method. Then 
another S-Plus script will evaluate parameters: n, q, and a in Robert’s Pseudo-Self  
 

 

 

Fig. 3. Overview of Experiments 
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similar Markov Chain described in chapter 2.3. A close fit to the calculated Hurst 
parameter from the traffic traces is evaluated iteratively. Then we used the Matrix-
Geometric method to calculate the mean queue length and response time. 

3.2   Packet Traces 

Packet traces were generated by a custom made self-similar packet generator. Traces 
using Vern Paxson’s [32] fast approximation algorithm proved more suitable. Traces 
were generated with Hurst parameter varying from 0.55 to 0.95. Traces sufficient for 
an hour simulation were prepared. Two different metrics were considered: 

• Self-similar packet length 
• Self-similar inter-arrival times 

3.3   Experiment Results 

In the first results we obtained from the experiment and which were published in [33], 
we showed the effect of different parameters related to Stephen Roberts pseudo self-
similar models (in section 2) to mean queue length. More specifically we showed that 
increases in the a parameter (see section 2.3) consequently increase the mean queue 
length. This is in agreement with many studies that have proven self-similarity traffic 
increases mean queue length. Note that increased values of the a parameter translate 
to higher Hurst parameters. The results were obtained by solving a single user queue 
with arrivals from the pseudo self –similar process with varying Hurst parameters.  

The obvious conclusion from our study was that modelling queues with self-similar 
traffic, using traditional Poison arrivals greatly underestimates mean queue length. 

In the next two experimental studies [34] and [35] we studied the effect of artifi-
cially generating self-similar traffic in an Ethernet LAN on response time. The studies 
were conducted in an Ethernet where a custom-made packet generator generated 
packets with specified Hurst parameters. The response time was monitored by a Ping 
function using a high-resolution clock based on the processor frequency. Results 
show that response time is in most cases self-similar when the arrival process has a 
Hurst parameter in the interval (0.55 0.95). In another simulation study using Opnet 
we validated the three previous experimental studies. Packet length was based on a bi-
modal with probabilities based on distributions in [36]. 

3.4   Novel Numerical Solution Queuing Model 

Using the input pseudo self-similar process (PSST) (section 2.3) in a queuing model 
is possible in a number of ways. First, a discrete time queue could be constructed, and 
the process used as the input to that queue. Since at most 1 customer arrives per slot, 
and one customer can be served, this would not be very interesting. A more interest-
ing approach would be to use several of the self similar processes as input, so that 
queues might have a chance to build up. This would involve construction of a Markov 
chain with each state representing the states of the individual self similar processes. 
Construction of such a chain is straightforward, and then the analysis of a discrete 
time queue with that input process could be conducted. 
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A second approach, which we followed, is to (incorrectly) assume that the process 
is continuous, and to assume that when the input process is in state 1 arrivals form a 
Poisson process with rate 1, and that the server gives exponentially distributed service 
times with mean 1 whatever the state of the input. This means that we are analyzing 
an M/M/1 queue in a Markovian environment, which has been the subject of many 
studies. We solve this queuing model using the matrix-geometric technique. More 
details can be found in [33]. 

The state of the system can be denoted by a pair of integers, (I; J), with I 
representing the number of customers in the system, and J, 1 ≤ J ≤ n, representing the 
state of the input process. When the input process is in state 1, jobs arrive in a Poisson 
stream at rate 1, and in all other states of the input process there are no arrivals. What-
ever the state of the input process, service takes place at rate 1. 

The steady state probabilities can be denoted as πij = Pr(I = i ^ J = j)and can be re-
lated using the balance equations, and if the vector  πi = (πi1, πi2, πi3, …,.πin) is defined, 
then the balance equations can be expressed as:  

A2πi+1 + A1πI + A0πi-1                     (7) 

The matrices A2 and A0 are diagonal matrices, with entries consisting of the arrival 
and service rates, respectively, in the corresponding state of the input process. 

A1  is P - I - A2  - A0, where P is where P is the transition matrix of the input process. 

Neuts [37] shows that:  πi = Ri  π0. 
where R is the unique solution of: 

 A2R
2 + A1R+ A0 = 0             (8) 

And 

   π0 = (1-R)α                   (9) 
where α is the steady state distribution of the Markov chain representing the input 
process. 

4   Conclusions 

4.1   Effect of Packet Size and Hurst Parameter 

In [34] and [35] we showed results of two major experiments based on a novel packet 
generator and high resolution ping function. The fundamental findings were that re-
sponse time in experiments with random packet length proved to be self-similar, and 
experiments with bi-modal proved that response time was non-self-similar. Simula-
tions on similar network with the same traces as the experiments showed that the 
Hurst parameter has a declining effect on the delay, and that the bi-modal packet 
length has a similar effect. 
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4.2   Comparison of Traffic Generator (Measurement Approach) and  
Simulation Model 

The difference in the results of the measurement study and simulation study can be 
attributed to the following factors: 

• Measurement approach was conducted in an open environment with traffic 
from other sources than the self-similar traffic generator  

• Ping function also contributed to traffic, this had a high overhead in lower 
time resolutions. 

• Number of traffic sources were not identical, even though packet traces were 
identical 

• Opnet simulation Kernel  had a different effect than the self-similar genera-
tor and measurement approach 

In summary the measurement study showed the effect of self-similarity can under 
conditions be passed down to delay, and the simulation study showed how the bimodal 
packet distribution can affect the delay, this factor is more than the Hurst parameter. 
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Abstract. Wireless connection technologies provide users (Internet Protocol) IP 
network access without the physical hardware connection of the wired net-
works. One of the applications of these technologies is the Wireless Local Area 
Network (WLAN), which is based on the IEEE802.11x Wireless Fidelity 
(WiFi) standard and is widely deployed as a flexible extension to data network 
or an alternative for the wired Local Area Network (LAN). In this context, the 
design, control and performance analysis of future wireless networks requires 
the study and credible characterisation of WLAN traffic. This tutorial presents 
measurements and analytic studies of IP traffic in a WLAN environment. 
Moreover, an investigation is reported into the characterisation on protocol  
distribution and modelling of IP packet inter-arrival times. 

Keywords: WLAN, IP traffic measurement, traffic modelling and packet  
inter-arrival time. 

1   Introduction 

Traffic measurement is crucial to traffic engineering (TE) functions [1]. It provides 
insight of network traffic, network operation state and problem anticipation. It is also 
crucial for optimising the network resources to meet the requirements of traffic condi-
tion and quality of service (QoS) requirements. It can also provide the feedback data 
for the engineer to adaptively optimise network performance in response to events 
and stimuli originating within and outside the network. It is essential to determine the 
QoS in the network and to evaluate the effectiveness of traffic engineering policies. 
And experience indicates that measurement is most effective when acquired and  
applied systematically. 

Measurement in support of the TE functions can occur at different levels of  
abstraction. For example, measurement can be used to derive packet level characteris-
tics, flow level characteristics, user or customer level characteristics, traffic aggregate 
characteristics, component level characteristics, and network wide characteristics [1]. 
The measurement presented in this paper has been carried out to study the packet 
level characteristics of aggregate WLAN traffic. 

                                                           
* Yang Chen has left the University of Surrey. 



192 L. Liang, Y. Chen, and Z. Sun 

The history of wireless networking can stretch back over fifty years ago, during 
World War II, when the United States Army first used radio signals for data transmis-
sion. They developed a radio data transmission technology, which was heavily en-
crypted. A group of researchers in 1971 at the University of Hawaii created the first 
packet based radio communications network named ALOHNET with inspiration from 
that army system. It is essentially the very first WLAN. 

In the last few years, the wireless connection technology is improving, making it 
easier and cheaper from companies to set up WiFi access point for access to the Inter-
net. That resulted in a rise of WLAN usage worldwide to set up hotspots, including 
university campuses, airports, hospitals, companies, and warehouses. The fast devel-
opment of the WLAN brings new challenges to researchers. One of them is the need 
to understand the characteristics of the WLAN traffic. This paper presented a meas-
urement experiment in WLAN using packet monitor software. 

The paper is organized as following: the second section gives background knowl-
edge of WiFi including the relevant standards, and the third section presents the 
measurement methodologies, parameters and environment, measurement results and 
analysis will be presented for traffic characterisation in the forth section, and finally 
the last section draws conclusions based on the measurement and analytical results. 

2   Background of WiFi 

WLANs are currently the most common form of wireless networking for day-to-day 
business operations. An industry standard has to be developed to enable the WLAN 
widely accepted and ensure the compatibility and reliability among all manufacturers 
of the devices. The first standard for WLAN IEEE 802.11 [2] was defined in 1997 by 
the Institute of Electrical and Electronics Engineers (IEEE) as a part of a family of 
IEEE 802.x standards for local and metropolitan area networks. It operates at a radio 
frequency (RF) band between 2.4GHz to 2.5GHz with data rates of 1Mbps and 
2Mbps. It also provided a set of fundamental signalling methods and services. It ad-
dressed the difference between wireless LAN and wired LAN and provided the 
method to integrate both LANs together. There are new main amendments defined in 
IEEE following IEEE 802.11. They are IEEE 802.11a, IEEE 802.11b, IEEE 802.11d 
and IEEE 802.11g. All of them have commercial products in the market now.  

The IEEE 802.11a [3], defined in September 1999, gives method to provide a 
WLAN with data payload communication capabilities up to 54 Mbps in a frequency 
band around 5 GHz. IEEE 802.11b [4] in 1999 and IEEE 802.11g [5] in 2003 provide 
methods to increase the data payload rate up to 11Mbps and 33 Mbps respectively  
in the 2.4GHz frequency band defined in IEEE 802.11. IEEE 802.11d [6] in 2001  
provided specifications for conformant operation beyond the original six regulatory 
domains of IEEE 802.11 and enabled an IEEE 802.11 mobile station to roam between 
regulatory domains. 802.11n is a recent amendment which improves upon the previ-
ous 802.11 standards by adding multiple-input multiple-output (MIMO) and many 
other newer features. The maximum bit rate can reach 600 Mbps. Table 1 shows the 
list of IEEE 802.11 families. 
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Table 1. List of IEEE 802.11 families 

Name Time of Definition Document Type 
IEEE 802.11 1997 Original Standard 
IEEE 802.11a 1999 Amendment 
IEEE 802.11b 1999 Amendment 
IEEE 802.11d 2001 Amendment 
IEEE 802.11g 2003 Amendment 
IEEE 802.11g 2009 Amendment 
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Fig. 1. Basic WLAN layout example 

WLAN is normally deployed within a single building or a campus area. Fig. 1  
illustrates the basic layout of a WLAN with connection to wired LAN, where several 
laptops are connected with the core wired network through an Access Point (AP), and 
the wired network has server, switch, hub, workstation, network printer, and so on. It 
can be seen from the Fig. 1 that the WLAN is an extension to the wired LAN. 

A WLAN may consist of three network components. They are wireless network 
card, wireless access point and wireless bridge. 

The wireless network cards include PCI cards for workstations and PC cards for 
laptops and other mobile devices. The card can work in an ad-hoc mode, as in client-
to-client scenario (ad hoc), or in a pure client-to-AP mode (infrastructure). 

The wireless network cards connect to an AP. An AP is essentially a hub that gives 
wireless clients the ability to attach to the wired LAN backbone. With the use of  
the cell structures, more than one AP can be set up in a given area. This is similar to 
the cell phone coverage in mobile communication systems. Wireless bridges can pro-
vide high speed longer range outdoor links between buildings. 

The IEEE 802.11 standard gives two different ways to configure a WLAN using 
these network components: ad-hoc and infrastructure. In the ad-hoc WLAN, com-
puters are brought together to form a network "on the fly." As shown in Fig. 2, there is  
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no structure to the network; there are no fixed points; and usually every node is able 
to communicate with every other node. A good example of this is the aforementioned 
meeting where employees bring laptop computers together to communicate and share 
design or financial information. Although it seems that order would be difficult to 
maintain in this type of network, algorithms such as the spokesman election algorithm 
(SEA) have been designed to "elect" one machine as the base station (master) of the 
network with the rest being slaves. Another algorithm in ad-hoc network architectures 
uses a broadcast and flooding method to all other nodes to establish their identifica-
tions and connections. 

The second type of network structure used in WLANs is the infrastructure as 
shown in Fig. 3. This architecture uses fixed network AP with which mobile nodes can 
communicate. These AP are sometime connected to landlines to widen the LAN's  
capability by bridging wireless nodes to other wired nodes. If service areas overlap, 
handovers can occur. This structure is very similar to the present day cellular  
networks around the world. 

 

 

       Fig. 2. Ad-hoc WLAN  
       architecture 

 

      Fig. 3. Infrastructure WLAN  
      architecture 

3   Measurement Environment and Methodologies 

A series of WLAN measurements have been carried out in an academic building in 
the University of Surrey. The network is a typical infrastructure WLAN having 
around 20 to 50 users in different time of a day. The users have laptop computers with 
wireless cards and using Microsoft Windows XP operation system. Fig. 1 shows the 
measurement environment. The laptops are connected to the wired core network 
through an AP. The Measurement Point (MP) is one of the laptops. 

To measure WLAN traffic, one has to address an appropriate measurement meth-
odology. Many measurement methodologies have been used for traffic measurement 
in the history, i.e. using LOG files and capturing packets form the networks using 
some software and hardware. The measurement methodologies can be divided into 
two main groups: passive approach and active approach. Both have their values and 
should be regarded as complementary, in fact they can be used in conjunction with 
one another. The MP can be used as a normal laptop while it measures the traffic 
situation of the whole WLAN. In principal, this is a passive measurement. 



  Characterisation of Internet Traffic in Wireless Networks 195 

Then we have to decide what tools we can use to measure the WLAN traffic. There 
are so many traffic monitoring and measurement software in the market and on the 
Internet. Some of them are very powerful with hardware equipments. However, 
commercial software can be very expensive. Much open source software is distributed 
on the Internet free of charge. But most of them are programmed for common use or 
some other special purposes that don’t exactly fit in a particular measurement of our 
interests. As a Windows version of the famous UNIX packet capture tool TCPDump, 
WinDump was chosen as the measurement tool in our measurement for its powerful 
functions and easy-handling output. 

Measurement parameters are the other important factor to be considered. Some 
performance and QoS parameters are very important for traffic engineering such as 
delay, jitter and packet loss. The IETF IP Performance Metrics (IPPM) working group 
has carried out studies and defined metrics of these parameters. They are very useful 
to evaluate the performance of a network. There is a group of parameters that can re-
flect the network traffic status. These parameters at packet level include throughput, 
packet length, packet inter-arrival time, packet burstness and so on. They are useful 
for capacity management, queue management and traffic prediction. This paper is  
going only present the packet inter-arrival time, which is a key factor in our meas-
urement and analysis. It can be calculated using the following formula: 

)`1()( −−= iATiATIA  (1)

where IA stands for inter-arrival time, AT(i) and AT(i-1) are the arrival time of the ith 
packet and its previous packet respectively. 

During the measurement, the MP kept running WinDump software for thirty min-
utes as one measurement interval to capture WLAN packets from all the active users. 
Totally there were more than ten measurements taken at different time periods of a 
day. The IP packets were monitored and captured. These packets include different ap-
plications of WWW surfing, FTP, real-time online video and online games, etc. 

4   Measurement Results and Analysis 

Over ten sets of measurement results are stored for analysis. Results including packet 
length, protocol type, packet arrival time, number and volume of captured packets, 
and so on. All results are stored in pure text files. Every measurement interval of 
thirty minutes generated a text file with size ranged from 7Mb to 40Mb corresponding 
to the network usage at different times of a day. The number of packets captured  
during each measurement interval varies from 100,000 to 600,000. 

4.1   Packet Type Analysis 

Software was developed using Borland C++ Builder. It handled the raw data of the 
measurement output and generate summary in the Table 2. 

Ten sets of data are shown in Table 2. Each of them presents results of one meas-
urement interval. For each of the measurement interval, the number of the captured 
packets ranged from 93,744 to 598,819. This variance is mainly due to the difference  
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Fig. 4. Protocol percentage pie for WLAN traffic 

Table 2. Summary of WLAN Measurement Output 

Interval 
No. of 
packets 
captured

No. of 
TCP  

packets 

No. of 
UDP 

packets 

Percentage of 
TCP packets 

(%) 

Percentage of 
UDP packets 

(%) 

TCP packets 
total length 

(Bytes) 

UDP packets 
total length 

(Bytes) 

1 164,280 154,549 6,888 94.08 4.19 76,400,952 579,987 

2 598,819 593,464 2,514 99.11 0.4 354,190,737 623,560 

3 547,050 541,934 2,636 99.06 0.5 329,917,033 307,035 

4 468,306 463,013 2,861 98.87 0.7 252,739,983 290,285 

5 238,616 234,931 1,589 98.46 0.7 127,104,315 164,625 

6 93,744 89,455 1,897 95.42 2.02 60,215,251 184,117 

7 520,495 465,212 51,526 89.38 9.9 271,855,736 9,759,117 

8 576,802 522,682 50,407 90.62 8.74 350,224,666 9,719,882 

9 546,570 427,324 110,400 78.18 20.2 225,362,090 21,303,531 

10 205,778 199,625 3,441 97.01 1.07 79,533,200 351,498 

Total 3,960,460 3,692,189 234,159 93.23 5.91 2,127,543,963 43,283,637 

 
of the number of users in the WLAN and the applications running during each inter-
val. Taking the interval 6 as an example, it was taken in a midnight when there were 
only less than ten users in the whole WLAN, which leading to the least number of 
packets captured among all measurement intervals.  

Applications also affected the number of packets generated in each measurement 
interval. For instance, web surfing users generate much less packets than online video 
watching users because they did not generate packets continuously when they read 
web pages Totally, 3,960,460 packets were captured during these ten measurement in-
tervals, which include 3,692,189 TCP packets and 234,159 UDP packets. That means 
TCP protocol is still counted as the majority used by Internet applications, i.e. around 
93.23% of the captured packets are TCP packets as shown in Fig. 4.  

The results showed that all of the online video services captured in the measure-
ment used TCP to transport data rather using UDP. This is conflicting with the basic 
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understanding that real-time applications are very sensitive to network latency and 
should use UDP as transport protocol to avoid retransmission and latency caused by 
congestion control function of TCP.  

However, it is also understandable that online video service prefers TCP in the cur-
rent best-effort Internet because it can provide reliable delivery with less packet loss 
and less distortion of the video services. It is also because online video service is rele-
vantly immune to latency because it is not an interactive and real time service and, 
thus, network latency can be compensated by local playback buffer. 

4.2   Packet Inter-arrival Time Analysis 

The self-developed software also calculated the packet inter-arrival times for each 
measurement interval using formula (1). The objective was to find out what distribu-
tion the packet inter-arrival times of WLAN traffic follows. To establish the most 
suitable statistic distribution to model the measured curves, many distributions  
were tested by varying relevant parameters. These distributions include Chi-squared 
distribution, exponential distribution, inverse Gaussian (Wald) distribution, lognormal 
distribution, Pareto distribution and Rayleigh distribution [7]. Both Probability  
Density Functions (PDFs) and Cumulative Distribution Functions (CDFs) of these 
distributions were used to compare with the measurement plots of each of the traces. 
However, we found the CDF is a better way to present all of the theoretical curves 
and the measurement curves as well as being easier to use. 
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Fig. 5. Packet inter-arrival time CDF fitting 
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The fitting results show that we can easily tell which distribution is the best fit by 
the CDF of the data for the very clear fitting difference of all the experimented stan-
dard distributions. Fig. 5 shows the Inverse Gaussian (green dashed line), Rayleigh 
(magenta dotted line), Pareto (red dash-dot line) and one measured packet interarrival 
time (blue solid line) CDFs. It’s clear that the different distributions have notably  
different CDF that can be distinguished by human eyes. 

From all of these distributions, it was seen that the Pareto distribution is the best fit 
to nine measurement results. One measurement result can be fitted by using Inverse 
Gaussian distribution. Table 3 shows the fitting result. 

Table 3. Packet Inter-arrival Time Fitting Results 

Measurement 
Max. Inter-
arrival Time 

Min. Inter-
arrival Time 

Best fit distribution 

1 1.9402 5×10-6 Pareto 
2 0.4004 5×10-6 Pareto 
3 0.3642 3×10-6 Pareto 
4 0.1736 3×10-6 Pareto 
5 0.3925 5×10-6 Pareto 
6 0.5594 5×10-6 Inverse Gaussian 
7 0.1644 4×10-6 Pareto 
8 0.2081 1.2×10-5 Pareto 
9 0.3057 4×10-6 Pareto with cut-off 

10 2.9733 3×10-6 Pareto 
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Fig. 6. Packet inter-arrival time fitted by Pareto distribution 
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For those measurements that can be fitted by Pareto distribution, Fig. 6 shows one 
of them as an example in this paper. The solid line is the measured packet inter-arrival 
time CDF and the dashed line is the CDF of a Pareto distribution. 

The mathematic presentation of the Pareto distribution PDF is: 

1
)( +=

c

c

T
t

ca
tf  (2)

where 0>c is the shape parameters of Pareto distribution and 0>a  is the location 
parameter. Fig. 7 shows the fitting of the measured packet inter-arrival time in meas-
urement 6 using Inverse Gaussian distribution. 
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Fig. 7. Packet inter-arrival time fitted by Pareto distribution 

The mathematic presentation of the Inverse Gaussian distribution PDF is: 
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where the parameters 0>λ  and 0>μ  are the scale parameter and location parameter 

respectively for the Inverse Gaussian distribution. The mean of the distribution is μ  

and the variance λμ /3 . For different measurements, we found slightly various val-

ues of λ  and μ . The characters w and u in the legend of Fig. 5 correspond to the 

variables λ and μ  in equation (3). 

The main reason that this measurement is fitted with a different distribution from 
the other measurements is the less packets number. The measurement was taken in the 
midnight and the number of users in the WLAN was far less than the peak day hours, 
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leading to much less packet captured in the measurement interval. Statistically, the 
time between each packet carried in the WLAN became larger and it finally resulted 
in an Inverse Gaussian distributed packet inter-arrival time. 

Therefore, we can use Pareto distribution to model the packet inter-arrival time for 
WLAN traffic during the day when many users are active and Inverse Gaussian dis-
tribution to model it at late night with few active users. 

There is an exception among all the nine Pareto distribution fitted measurements. 
In the measurement 9, we found a sharp rise cut off the measured packet inter-arrival 
time CDF around the point of 0.09 second. The sharp cut-off in the CDF plotting 
makes it much less accurate if we still trying to use one Pareto distribution to fit the 
measured curves. To model this cut-off distribution, we have to consider the distribu-
tion and the cut-off separately. For example, if a distribution has a PDF function 
without cut-off )(xfY X= where x ≥ k, the function with cut-off occurring at x=m 

can be expressed as: 
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This method was introduced by [8]. Thus the mathematic expression of the Pareto 
distribution for situation happened in measurement 9 should be modified to: 

⎪
⎪
⎪

⎩

⎪⎪
⎪

⎨

⎧

>
=

<≤

=

+

cut

cut

cutc

c

Tx

Tx

TxT
x

cb

Y

,0

,

,

'

min1

β
 

(5) 

where ∫ +−=
cutT

T
c

c

dx
x

cb

min

1
1β , Tmin is the minimum packet inter-arrival time and cutT is the 

cut-off point.  

5   Conclusions 

A series of measurements have been presented for the study of IP traffic characteris-
tics in a WLAN environment. The software called WinDump was chosen to be the 
measurement tool and the whole measurement campaign was scheduled into a set of 
30 minutes intervals covering different time of a day in different user behavioural 
conditions. The packets captured include applications of web surfing, FTP, online 
gaming and video streaming, etc. Totally, the results of ten measurement intervals 
were studied and presented. 
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The results show that TCP is still the main transport protocol for network services. 
A total of 3,692,189 TCP packets were captured in the ten measurement intervals out 
of 3,960,460 IP packets, i.e. 93.23% packets are TCP packet. The UDP protocol was 
mainly used by online card game application. Online video streaming also used TCP 
protocol although it is a real-time application. This is because TCP can provide  
reliable packet delivery without packet loss over the best-effort Internet, where the 
network latency can be compensated using local buffering technologies. 

The Pareto distribution was found to be the best fitting to the packet inter-arrival 
times in nine (out of ten) measurement intervals. The much less usage of the WLAN 
at midnight, made the Inverse Gaussian distribution to fit better the packet inter-
arrival times in one measurement interval. Thus, it is better to model the traffic of a 
WLAN using the Pareto distribution during the busy day time and using Inverse 
Gaussian distribution when few users are active during the night. The cut-off phe-
nomenon was observed during measurements and modelled using method expressed 
in equation (5). 

Future works may focus on the study of particular applications using either TCP or 
UDP protocol and may include web surfing, FTP, online gaming and online video 
streaming and so on. In this context, new results will contribute towards a better un-
derstanding of the network requirements for different applications and provide input 
to the network management and design configuration. 
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Abstract. The integration of different types of traffic in packet-based
networks spawns the need for traffic differentiation. In this tutorial paper,
we present some analytical techniques to tackle discrete-time queueing
systems with priority scheduling. We investigate both preemptive (re-
sume and repeat) and non-preemptive priority scheduling disciplines.
Two classes of traffic are considered, high-priority and low-priority traf-
fic, which both generate variable-length packets. A probability generating
functions approach leads to performance measures such as moments of
system contents and packet delays of both classes.

1 Introduction

In recent years, there has been much research devoted to the incorporation of
multimedia applications in packet-based networks. Different types of traffic need
different Quality of Service (QoS) standards. For real-time applications, it is im-
portant that mean delay and delay-jitter are bounded, while for non real-time
applications, the throughput and loss ratio are the restrictive quantities. In or-
der to guarantee acceptable delay boundaries to delay-sensitive traffic (such as
voice/video), several scheduling schemes – for switches, routers, . . . – have been
proposed and analyzed, each with their own specific algorithmic and computa-
tional complexity. The most drastic in this respect is the strict priority schedul-
ing. With this scheduling, as long as delay-sensitive (or high-priority) packets are
present in the queueing system, this type of traffic is served. Delay-insensitive
packets can thus only be transmitted when no delay-sensitive traffic is present
in the system. As already mentioned, this is the most drastic way to meet the
QoS constraints of delay-sensitive traffic, but also the easiest to implement.

Within this tutorial paper, we focus on the analysis of queues with this pri-
ority scheduling discipline. We give an overview of the different types of priority
scheduling disciplines and, for the most part, we show and explain some tech-
niques to analytically analyze discrete-time queues with a priority scheduling
discipline. Assume packets arriving to a buffer (located in a switch, router, mul-
tiplexer, . . . ) being categorized in two distinct classes, the high-priority class and
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the low-priority class. In a queue with a priority scheduling discipline, the high-
priority packets are transmitted ahead of the low-priority packets, i.e., when a
server becomes available, a high-priority packet is always scheduled for trans-
mission. Only, when there are no high-priority packets in the buffer at that
time, a low-priority packet is selected for transmission. Priority scheduling dis-
ciplines come in two basic flavors, i.e., non-preemptive and preemptive. In the
former, transmission of a packet is never interrupted once it is in service. So, if
new high-priority packets arrive while a low-priority packet is served, they have
to wait until the low-priority packet leaves the server. In a queue with a pre-
emptive priority scheduling discipline on the other hand, those newly arriving
high-priority packets interrupt transmission of the low-priority packet in service.
Within the latter type of priority scheduling, two different strategies can be dis-
tinguished, depending on what happens when an interrupted low-priority packet
re-enters the server. If the packet can resume its service where it was interrupted,
i.e., when the part that was already transmitted before the interruption does not
have to be retransmitted again, it is called a preemptive resume priority schedul-
ing discipline. In a preemptive repeat priority scheduling on the other hand, the
packet has to be retransmitted completely after the interruption.

In the literature, there have been a number of contributions with respect to
priority scheduling. An overview of some basic priority queueing models in con-
tinuous time can be found in [1–3] and references therein. Discrete-time priority
queues with deterministic service times equal to one slot have been studied in
[4–16]. Khamisy and Sidi [4] analyze the system contents of the different classes,
for a queue fed by a two-state Markov-modulated arrival process. Takine et al.
[5] present the system content and delay for Markov-modulated high-priority
arrivals and geometrically distributed low-priority arrivals. Laevens and Bruneel
[6] analyze the system content and delay in the case of a multi-server queue. Choi
et al. [7] and Walraevens et al. [12, 15] analyze a priority queue with train ar-
rivals with resp. fixed, geometrically distributed and generally distributed train
lengths. Walraevens et al. [8] study the system content and packet delay, in the
special case of an output queueing switch with Bernoulli arrivals. Mehmet Ali
and Song [9] examine a priority queue with on-off sources. Van Velthoven et
al. [10] and Demoor et al. [13] tackle priority queues with finite (high-priority)
buffer space. Kamoun [11] analyzes a priority queue with service interruptions.
Finally, Walraevens et al. [14, 16] study the transient behavior and the output
process resp. of a priority queue. All these papers have a single-slot service time
in common; as a result no distinction has to be made between preemptive and
non-preemptive priority scheduling.

Continuous-time non-preemptive priority queues have been considered in
[17–26]. Discrete-time non-preemptive queues are the subject of [27–35]. Ru-
bin and Tsai [27] study the mean waiting time, for a discrete-time queue fed
by an i.i.d. arrival process. Hashida and Takahashi [28] analyze the packet de-
lay by means of a delay-cycle analysis. Takine et al. [29] and Takine [30] study
a discrete-time MAP/G/1 queue, using matrix-analytic techniques. Walraevens
et al. examine the system content [31] and the packet delay [32] in a two-class
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non-preemptive priority queue with i.i.d. number of per-slot arrivals and general
service times using generating functions. The results presented in section 3 are
largely based on the latter two papers. This analysis is furthermore extended
to a general number of classes in [33]. Maertens and al. [34] investigate the tail
behavior of the total content in a priority buffer. Finally, Demoor et al. [35]
analyze a priority queue with finite capacity for high-priority customers.

Continuous-time preemptive resume priority queues have been analyzed in
[36–47]. Discrete-time preemptive resume priority queues are the subject of
[48–53]. Walraevens et al. [49] and Ndreca and Scoppola [52] analyze a two-
class preemptive priority queue with geometric service times. Walraevens et al.
[50] study a priority queue with general high-priority service times and geometric
low-priority service times, while Lee [48] and Walraevens et al. [53] handle a two-
class priority queue with generally distributed service times for both classes. Van
Houdt and Blondia [51] analyze a three-class priority queue. Queues with a pre-
emptive repeat priority scheduling discipline are studied less frequently than their
non-preemptive and preemptive resume counterparts. Continuous-time models
are studied in [54, 55]. Discrete-time preemptive repeat priority queues are the
subject of [56–58]. Mukherjee et al. [56] study a preemptive repeat with re-
sampling scheduling of voice traffic over data traffic in a ring-based LAN. Re-
sampling, in this context, means that the length of a repeated service time is
not necessarily equal to the length of the first (interrupted) service time. It is
a new sample (with the same distribution). Walraevens et al. [57, 58] analyze
resp. the preemptive repeat priority queue with resampling and without resam-
pling. Queues with resampling and without resampling resp. are also known as
preemptive repeat different and preemptive repeat identical priority queues.

Finally, Hong and Takagi [59] and Kim and Chae [60] analyze priority models
which are combinations of non-preemptive and preemptive priority.

In this tutorial paper, we show some analytic techniques for analyzing the
performance of queues with a preemptive or non-preemptive priority scheduling
discipline. The analysis is largely based on the probability generating functions
(pgfs) approach. We discuss two main methods to analyze priority queues. In
the first method, a non-preemptive priority queue with two classes is analyzed.
The joint pgf of the system contents of both classes and the pgfs of the delays
of packets of both classes are calculated. Starting from these pgfs, it is shown
how moments and approximate tail probabilities are calculated. In the second
method, performance of low- and high-priority traffic is assessed separately in
the case of a preemptive priority scheduling discipline. Here, a single-class model
can be used to assess performance of the high-priority traffic as the preemptive
priority discipline implies that high-priority traffic perceives the system as one
without low-priority traffic. Low-priority traffic performance, on the other hand,
is assessed with a single-class model with service interruptions. From the point
of view of the low-priority class, the server is interrupted whenever high-priority
packets are served and is available otherwise. We obtain a stochastic model for
the perceived interruption process and present the analysis of the corresponding
queueing model with interruptions.



206 J. Walraevens, D. Fiems, and H. Bruneel

So, queueing models with service interruptions are highly applicable for mod-
eling the low-priority class in priority queues. To end this introduction, we will
make a (short) literature overview of queueing models with service interruptions.
Continuous-time queues with service interruptions are the subject of (a.o.) two
recent papers [61, 62]. Research on discrete-time queues with service interrup-
tions dates back to the 70’s. Early papers include those by Hsu [63] and Heines
[64]. Both authors treat the single-server system with Bernoulli server inter-
ruptions and a Poisson arrival process. The former considers queue contents at
random slot boundaries whereas the latter considers queue contents at service
completion times. A single-server system with an i.i.d. arrival and a correlated
on/off server interruption process is treated in [65–67]. Woodside and Ho [66]
and Yang and Mark [67] model the on- and off-periods as a series of i.i.d. shifted
geometric random variables, whereas Bruneel [65] assumes that the series of
consecutive on- and off-periods share a common general distribution. The only
restriction in the latter contribution is that the common probability generating
function of the on-periods must be rational. Alternatively, correlation in the in-
terruption process is captured by means of a Markovian process by Lee [68]. In
a more general setting – that is, no assumptions are made regarding the nature
of the interruption process – relationships between queue contents at different
time epochs are derived by Bruneel [69].

Georganas [70] and Bruneel [71] treat multi-server systems with i.i.d. cus-
tomer arrival and server interruption processes. The latter extends the former
in the sense that it does not assume that all outputs are either available or not.
The delay analysis of the latter system is presented by Laevens and Bruneel
[72]. A multi-server system with a correlated interruption process is considered
by Bruneel [73]. The interruption process is modeled as an on/off process (ge-
ometrical on-periods). The number of available servers during the consecutive
on-slots, are modeled by means of an i.i.d. series of non-negative random vari-
ables whereas no servers are available during off-periods.

Some contributions also allow a certain degree of correlation in the arrival
process. Bruneel [74] assumes that both arrival and interruption processes are
on/off processes with geometric on- and off-periods. A stochastic number of
customers (an i.i.d. series) enters the system during arrival-on periods, whereas
no customers arrive in the system during arrival-off periods. The interruption
process is similar as the one analyzed by Yang and Mark [67] in the case of
uncorrelated arrivals. This interruption process is also considered by Ali et al.
[75] and by Kamoun [76]. The former authors assume that customer arrivals
stem from a superposition of two-state Markovian on-off sources, while the latter
author considers a so-called train-arrival process.

All the former discrete-time queueing models with service interruptions have a
fixed customer service time of a single slot in common. A queueing system where
customers have a fixed multiple-slot service-time, is considered by Inghelbrecht
et al. [77]. The interruption process is again similar as the one treated by Yang
and Mark [67]. The presence of multiple-slot service times and interruptions im-
plies that a packet’s transmission may be interrupted. The contribution considers
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both the case that the packet transmission is continued after the interruption
(CAI) and the case that transmission is repeated after the interruption (RAI).
These modes correspond to preemptive resume and preemptive repeat prior-
ity scheduling, discussed above, respectively. Interruption models with generally
distributed service times and a Bernoulli interruption process are considered by
Fiems et al. [78, 79]. In [78], results for the CAI and RAI transmission modes are
presented whereas some variants are considered in [79]. In particular we mention
the repeat after interruption with resampling mode (in which the service time of
an interrupted packet is resampled upon retransmission) and the partial repeat
after interruption mode (in which only part of the packet has to be retransmitted
after an interruption). The same authors consider CAI and RAI modes in the
case of a Markovian interruption process [80] and in the case of a renewal-type
interruption process [81]. The results presented in section 4 are based on the
latter contribution.

The remainder of this paper is outlined as follows. In the next section we
provide a more detailed description of the queueing model under consideration.
In sections 3 and 4, we analyze the priority system in the case of a non-preemptive
priority discipline and in the case of a preemptive priority discipline respectively.
Some conclusions are drawn in section 5.

2 Mathematical Model

We consider a discrete-time single-server queueing system with infinite buffer
space. Time is assumed to be slotted. There are two types of traffic arriving
in the system, namely packets of class 1 and packets of class 2. We denote the
number of arrivals of class j during slot k by E

(k)
j (j = 1, 2). Both types of

packet arrivals are assumed to be i.i.d. from slot-to-slot and are characterized by
the joint probability mass function e(m,n) � Pr[E(k)

1 = m,E
(k)
2 = n], and joint

probability generating function (pgf) E(z1, z2) � E[zE
(k)
1

1 z
E

(k)
2

2 ]. Notice that the
number of packet arrivals from different classes (within a slot) can be dependent.
If necessary for the analysis though, we will loosen this condition and assume
the number of arrivals of both classes in a slot mutually independent. Further,
we define the marginal pgfs of the number of arrivals of class 1 and class 2
during a slot by E1(z) � E[zE

(k)
1 ] = E(z, 1) and E2(z) � E[zE

(k)
2 ] = E(1, z)

respectively. We furthermore denote the arrival rate of class j (j = 1, 2) by
Ej = E′

j(1). The variance of the number of per-slot arrivals of class-j is given
by σ2

Ej
= E′′

j (1) − (E′
j(1))2 + E′

j(1).
The service times of the class-j packets are assumed to be i.i.d. and are char-

acterized by the probability mass function sj(m) � Pr[service of a class-j packet

takes m slots], m ≥ 1, and pgf Sj(z) =
∞∑
m=1

sj(m)zm, with j = 1, 2. We fur-

thermore denote the mean and variance of the service time of a class-j packet
by Sj = S′

j(1) and σ2
Sj

= S′′
j (1) − (S′

j(1))2 + S′
j(1). We define the arrival load

offered by class-j packets as ρj � EjSj (j = 1, 2). The total arrival load is then
given by ρT � ρ1 + ρ2.
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The system has one server that provides the transmission of packets. Class-1
packets are assumed to have priority over class-2 packets, and within one class the
service discipline is First Come First Served (FCFS). So, if there are any class-1
packets in the queue when the server becomes empty, the one with the longest
waiting time will be served next. If, on the other hand, no class-1 packets are
present in the queue at that moment, the class-2 packet with the longest waiting
time, if any, will be served next.

3 Non-preemptive Priority Queues

In this section, we analyze non-preemptive priority queues. We derive the joint
pgf of the system contents of both priority classes and calculate the pgfs of the
packet delays of both classes. From these pgfs, we show how to calculate moments
and (approximate) tail probabilities of the respective stochastic variables.

3.1 System Content at Service Initiation Epochs

To be able to analyze the system content at random slot boundaries and the
packet delays of both classes, we first analyze the system content at the beginning
of so-called start slots. These are slots at the beginning of which a packet (if
available) can enter the server. Note that every slot during which the system
is empty, is also a start slot. We denote the system content of class-j packets
at the beginning of the l-th start slot by U

(l)
s,j (j = 1, 2). Clearly, the set {U (l)

s,1,

U
(l)
s,2} forms a Markov chain, since the arrival process is i.i.d. and the buffer

solely contains entire messages at the beginning of start slots. If S(l) indicates
the service time of the packet that enters service at the beginning of start slot l
(which is - by definition - regular slot k) the following system equations can be
established:

1. If U (l)
s,1 = U

(l)
s,2 = 0:

U
(l+1)
s,1 = E

(k)
1 , U

(l+1)
s,2 = E

(k)
2 .

The only packets present in the system at the beginning of start slot l + 1
are the packets that arrived during the previous slot, i.e., start slot l.

2. If U (l)
s,1 = 0 and U

(l)
s,2 > 0:

U
(l+1)
s,1 =

S(l)−1∑
i=0

E
(k+i)
1 , U

(l+1)
s,2 = U

(l)
s,2 +

S(l)−1∑
i=0

E
(k+i)
2 − 1 .

The class-2 packet in service leaves the system just before start slot l + 1.
S(l) is characterized by probability mass function s2(m).

3. If U (l)
s,1 > 0:

U
(l+1)
s,1 = U

(l)
s,1 +

S(l)−1∑
i=0

E
(k+i)
1 − 1 , U (l+1)

s,2 = U
(l)
s,2 +

S(l)−1∑
i=0

E
(k+i)
2 .
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S(l) is characterized by probability mass function s1(m).

We assume that the system is stable, implying that the equilibrium condition

ρT < 1 is met. We define Us(z1, z2) � lim
l→∞

E
[
z
U

(l)
s,1

1 z
U

(l)
s,2

2

]
. Using the system

equations, we derive a functional equation for Us:

[z1 − S1(E(z1, z2))]Us(z1, z2) =
z1S2(E(z1, z2)) − z2S1(E(z1, z2))

z2
Us(0, z2)

+ z1
z2E(z1, z2) − S2(E(z1, z2))

z2
Us(0, 0) . (1)

It now remains for us to determine the unknown function Us(0, z2) and the
unknown parameter Us(0, 0). This can be done in two steps. First, we notice
that Us(z1, z2) must be analytic for all values of z1 and z2 such that |z1| < 1
and |z2| < 1. In particular, this should be true for z1 = Y (z2), with Y (z2) �
S1(E(Y (z2), z2)) and |z2| < 1, since it follows from (an extension of) Rouché’s
theorem [82] that z1 = S1(E(z1, z2)) has exactly one solution |Y (z2)| < 1 for all
such z2. Notice that Y (1) equals 1. The above implies that if we insert z1 = Y (z2)
in equation (1), where |z2| < 1, the left hand side of this equation vanishes. The
same must then be true for the right hand side, yielding

Us(0, z2) = Us(0, 0)
z2E(Y (z2), z2) − S2(E(Y (z2), z2))

z2 − S2(E(Y (z2), z2))
. (2)

The following expression for Us(z1, z2) can now be derived by combining equa-
tions (1) and (2):

Us(z1, z2) =Us(0, 0)
[

z1(z2E(z1, z2) − S2(E(z1, z2)))
(z1 − S1(E(z1, z2)))(z2 − S2(E(Y (z2), z2)))

+
S2(E(Y (z2), z2))(S1(E(z1, z2)) − z1E(z1, z2))
(z1 − S1(E(z1, z2)))(z2 − S2(E(Y (z2), z2)))

+
E(Y (z2), z2)(z1S2(E(z1, z2)) − z2S1(E(z1, z2)))

(z1 − S1(E(z1, z2)))(z2 − S2(E(Y (z2), z2)))

]
. (3)

Finally, in order to find an expression for Us(0, 0), we put z1 = z2 = 1 and use
de l’Hôpital’s rule in equation (3). Therefore, we need the first derivative of Y (z)
for z = 1 and this follows from its definition

Y ′(1) =S1(E1Y
′(1) + E2) =

E2S1

1 − ρ1
. (4)

We then obtain Us(0, 0):

Us(0, 0) =
1 − ρT

1 − ρT + E1 + E2

. (5)

Substituting the expression for Us(0, 0) in (3) gives a fully determined version
of Us(z1, z2).
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3.2 System Content at the Beginning of Arbitrary Slots

The system content of priority class j at the beginning of a slot k in steady
state is denoted by U

(k)
r,j (j = 1, 2). Define the steady-state joint pgf Ur(z1, z2) �

E[z
U

(k)
r,1

1 z
U

(k)
r,2

2 ]. In order to derive an expression for Ur(z1, z2), we condition on the
status of the server during slot k. There are three possibilities: the server can be
idle, a low-priority or a high-priority packet can be in service during slot k. The
server is idle during a slot if and only if the system was empty at the beginning
of the slot. On the other hand, if the server is busy during slot k, a class-j packet
is being served with probability ρj/ρT (j = 1, 2). We relate the system content
at the beginning of a random slot to the system content at the beginning of the
preceding start slot. The elapsed service time of the packet in service (if any)
during slot k is given by S̃. The system content at the beginning of slot k is a
superposition of the system content at the beginning of the last preceding start
slot and the arrivals during S̃, yielding

Ur(z1, z2) =Ur(0, 0) + (1 − Ur(0, 0))
{
ρ2

ρT

Us(0, z2) − Us(0, 0)
Us(0, 1) − Us(0, 0)

S̃2(E(z1, z2))

+
ρ1

ρT

Us(z1, z2) − Us(0, z2)
1 − Us(0, 1)

S̃1(E(z1, z2))
}

. (6)

Hereby is S̃j(z) (j = 1, 2) defined as the pgf of the elapsed service time of the
class-j packet in service at the beginning of slot k. It is shown in e.g. [83] that

S̃j(z) =
Sj(z) − 1
Sj(z − 1)

, (7)

for j = 1, 2. It now remains for us to determine the unknown parameter Ur(0, 0).
Keeping in mind that, if the server is idle during slot k, slot k is a start slot,
Ur(0, 0) can easily be found as follows:

Ur(0, 0) =Pr[U (k)
r,1 = U

(k)
r,2 = 0]

=Pr[U (l)
s,1 = U

(l)
s,2 = 0| slot k is a start slot] Pr[slot k is a start slot] ,

with start slot l the start slot directly preceding slot k. Conditioning on the
possibilities of a slot being a start slot, we find

Ur(0, 0) =Us(0, 0)
[
Ur(0, 0) +

1 − Ur(0, 0)
S1

ρ1

ρT
+

1 − Ur(0, 0)
S2

ρ2

ρT

]
= 1 − ρT .

(8)

Using equations (3), (5), (7) and (8) in (6), we derive a fully determined version
for Ur(z1, z2):

Ur(z1, z2) =(1 − ρT )
{
S1(E(z1, z2))(z1 − 1)
z1 − S1(E(z1, z2))

+
E(Y (z2), z2) − 1
E(z1, z2) − 1
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×
[

z1S2(E(z1, z2))(S1(E(z1, z2)) − 1)
(z1 − S1(E(z1, z2)))(z2 − S2(E(Y (z2), z2)))

+
z1z2(S2(E(z1, z2)) − S1(E(z1, z2)))

(z1 − S1(E(z1, z2)))(z2 − S2(E(Y (z2), z2)))

+
z2S1(E(z1, z2))(1 − S2(E(z1, z2)))

(z1 − S1(E(z1, z2)))(z2 − S2(E(Y (z2), z2)))

]}
. (9)

From the two-dimensional pgf Ur(z1, z2), we can easily derive expressions for the
pgfs of the system contents of high- and low-priority packets at the beginning of
an arbitrary slot - denoted by Ur,1(z) and Ur,2(z) respectively - yielding

Ur,1(z) � lim
k→∞

E
[
zU

(k)
r,1

]
= Ur(z, 1)

=
S1(E1(z))(z − 1)
z − S1(E1(z))

[
1 − ρT + E2

S2(E1(z)) − 1
E1(z) − 1

]
, (10)

Ur,2(z) � lim
k→∞

E
[
zU

(k)
r,2

]
= Ur(1, z)

=(1 − ρT )
S2(E2(z))(z − 1)
z − S2(E(Y (z), z))

E(Y (z), z) − 1
E2(z) − 1

. (11)

3.3 Packet Delay

The packet delay is defined as the total time period a tagged packet spends in
the system, i.e., the number of slots between the end of the packet’s arrival slot
and the end of its departure slot. We denote the steady-state delay of a tagged
class-j packet by Dj and its pgf by Dj(z) (j = 1, 2). Before deriving expressions
for D1(z) and D2(z), we first define some notions and stochastic variables we will
frequently use in this subsection. We denote the arrival slot of the tagged packet
by slot k. If slot k is a start slot, it is assumed to be start slot l. If slot k is not a
start slot on the other hand, the last start slot preceding slot k is assumed to be
start slot l. We denote the number of class-j packets that arrive during slot k,
but which are served before the tagged packet by Ẽ

(k)
j (j = 1, 2). Since we only

analyze the integer part of the delay, the precise time instant within the slot at
which the tagged packet arrives, is not important. Only the order of service of
all packets arriving in the same slot has to be specified. The class-1 packets will
be serviced before the class-2 packets, and within a class the order of service is
FCFS. We furthermore denote the service time of the tagged class-j packet by
Ŝj (j = 1, 2). We finally denote the service time and the elapsed service time of
the packet in service (if any) during the arrival slot of the tagged packet by S
and S̃ respectively. The latter random variable is the amount of service that the
packet being served has already received at the beginning of the tagged packet’s
arrival slot. Assume S and S̃ equal to 0 if no service is ongoing.



212 J. Walraevens, D. Fiems, and H. Bruneel

Delay of High-Priority Packets. We have that the delay of a tagged class-1
packet - arriving during slot k - is given by

D1 = (S − S̃ − 1)+ +
U

(l)
s,1−1∑
m=1

Š1,m +
S̃∑
i=1

E
(k−i)
1∑
m=1

S
(k−i)
1,m +

Ẽ
(k)
1∑
m=1

S
(k)
1,m + Ŝ1 ,

with (x)+ = max(x, 0), the S
(k)
1,m’s the service times of the class-1 packets that

arrived during slot k, but that are served before the tagged class-1 packet, the
S

(k−i)
1,m ’s (0 ≤ i ≤ S̃) the service times of the class-1 packets that arrived during

slot k − i, and with Š1,m the service times of the class-1 packets already in the
queue at the beginning of the ongoing service (thus without the possible packet
in service during slot k). We make the convention that a sum

∑k
m=l is 0 if k < l.

Using this equation and conditioning on the type of the packet that is in service
(no service, class 1 or class 2, we can derive an expression for D1(z):

D1(z) =Ẽ1(S1(z))S1(z)

⎧⎪⎪⎨⎪⎪⎩1 − ρT + ρ2

S∗
2

(
E1(S1(z)))

z
, z

)
z

+ρ1
Us(S1(z), 1) − Us(0, 1)

(1 − Us(0, 1))S1(z)

S∗
1

(
E1(S1(z)))

z
, z

)
z

⎫⎪⎪⎬⎪⎪⎭ , (12)

with Ẽ1(z) � E[zẼ
(k)
1 ], S∗

2(x, z) � E[xS̃zS |U (l)
s,1 = 0, U (l)

s,2 > 0] and S∗
1 (x, z) �

E[xS̃zS|U (l)
s,1 > 0]. The random variable Ẽ(k)

1 can be shown to have the following
pgf (see e.g. [83]):

Ẽ1(z) =
E1(z) − 1
E1(z − 1)

. (13)

If a class-j packet is in service during slot k, S is characterized by the probability
mass function sj(m) (j = 1, 2). The conditional joint pgf of S̃ and S when a
class-j packet is in service has the following form:

S∗
j (x, z) =

Sj(xz) − Sj(z)
Sj(x− 1)

, (14)

with j = 1, 2. We now obtain the following expression for D1(z) from equation
(12) together with equations (3), (13) and (14):

D1(z) =
1
E1

S1(z)(z − 1)
z − E1(S1(z))

E1(S1(z)) − 1
S1(z) − 1

(
1 − ρT + ρ2

S2(z) − 1
S2(z − 1)

)
. (15)
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Delay of Low-Priority Packets. An expression for D2(z) is a bit more in-
volved. We tag a class-2 packet that enters the buffer during slot k (in steady
state). Let us refer to the packets in the system at the end of slot k, but that
have to be served before the tagged packet as the “primary packets”. So, basi-
cally, the tagged class-2 packet can enter the server, when all primary packets
and all class-1 packets that arrived after slot k (i.e., while the tagged packet is
waiting in the queue) are transmitted. In order to analyze the delay of the tagged
class-2 packet, the number of class-1 packets and class-2 packets that are served
between the arrival slot of the tagged class-2 packet and its departure slot is
important, not their precise service order. Therefore, we consider an equivalent
virtual system with an altered service discipline. We assume that, from slot k on,
the order of service for class-1 packets (those in the queue at the end of slot k and
newly arriving ones) is Last Come First Served instead of FCFS in the equiva-
lent system (the transmission of class-2 packets remains FCFS). So, a primary
packet can enter the server, when the system becomes free (for the first time)
of class-1 packets that arrived during and after the service time of the primary
packet that precedes it in the queue according to the new service discipline. Let
V

(i)
1,m denote the length of the time period during which the server is occupied

by the m-th class-1 packet that arrives during slot i and its class-1 “successors”,
i.e., the time period starting at the beginning of the service of that packet and
terminating when the system becomes free (for the first time) of class-1 packets
which arrived during and after its service time. Analogously, let V

(i)
2,m denote

the length of the time period during which the server is occupied by the m-th
class-2 packet that arrives during slot i and its class-1 “successors”. The V

(i)
j,m’s

(j = 1, 2) are called sub-busy periods, initiated by the m-th class-j packet that
arrived during slot i. We have the following general expression for D2:

D2 =(S − S̃ − 1)+ +
S−S̃−1∑
i=1

E
(k+i)
1∑
m=1

V
(k+i)
1,m +

2∑
j=1

Ẽ
(k)
j∑
m=1

V
(k)
j,m

+
2∑
j=1

S̃∑
i=1

E
(k−i)
j∑
m=1

V
(k−i)
j,m +

U
(l)
s,1−1∑
m=1

V̌1,m +

U
(l)
2 −1

U
(l)
s,1=0∑

m=1

V̌2,m + Ŝ2 ,

with the V̌j,m’s the sub-busy periods, initiated by the m-th class-1 packet already
in the queue at the beginning of start slot l and 1X the indicator function of X .
It is clear that the length of the sub-busy periods initiated by class-1 packets are
i.i.d. and thus have the same pgf V1(z). Also the length of the sub-busy periods
initiated by class-2 packets are i.i.d., and their pgf is denoted by V2(z). Using
the equation for D2 and conditioning on which class is being served, we derive
an expression for D2(z):

D2(z) =Ẽ(V1(z), V2(z))S2(z)

{
1 − ρT + ρ2

Us(0, V2(z)) − Us(0, 0)
(Us(0, 1) − Us(0, 0))V2(z)
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×
S∗

2

(
E(V1(z), V2(z))
zE1(V1(z))

, zE1(V1(z))
)

zE1(V1(z))
+

Us(V1(z), V2(z)) − Us(0, V2(z))
(1 − Us(0, 1))V1(z)

× ρ1

S∗
1

(
E(V1(z), V2(z))
zE1(V1(z))

, zE1(V1(z))
)

zE1(V1(z))

}
, (16)

with pgfs Ẽ(z1, z2) � E[zẼ
(k)
1

1 z
Ẽ

(k)
2

2 ], S∗
2 (x, z) � E[xS̃zS|U (l)

s,1 = 0, U (l)
s,2 > 0] and

S∗
1 (x, z) � E[xS̃zS|U (l)

s,1 > 0]. The random variables Ẽ
(k)
1 and Ẽ

(k)
2 have the

following joint pgf (extension of a technique used in e.g. [83]):

Ẽ(z1, z2) =
E(z1, z2) − E1(z1)

E2(z2 − 1)
. (17)

The S∗
j (x, z)’s (j = 1, 2) are again given by equation (14). Finally, we have to

find expressions for V1(z) and V2(z). These pgfs satisfy the following relations:

Vj(z) = Sj(zE1(V1(z))) , (18)

with j = 1, 2. This can be understood as follows: when the m-th class-j packet
that arrived during slot i enters service, v(i)

j,m consists of two parts: the service
time of that packet itself, and the service times of the class-1 packets that arrive
during its service time and of their class-1 successors. This leads to equation
(18). Equation (16) together with equations (3), (14) and (17) leads to:

D2(z) =
1 − ρT

E2

S2(z)(E(V1(z), V2(z)) − E1(V1(z)))
zE1(V1(z)) − E(V1(z), V2(z))

1 − zE1(V1(z))
1 − V2(z)

, (19)

with Vj(z) (j = 1, 2) implicitly given by equation (18).

3.4 Calculation of Moments

The functions Y (z), V1(z) and V2(z) can only be explicitly found in case of some
simple arrival and service processes. Their derivatives for z = 1, necessary to
calculate the moments of the system content and the packet delay, on the con-
trary, can be calculated in closed form. For example, Y ′(1) is given by equation
(4) and the first derivatives of Vj(z) for z = 1 are given by V ′

j (1) = Sj/(1− ρ1),
j = 1, 2. Now, we can calculate the mean values of the system contents and
packet delays of both classes by taking the first derivatives of the respective pgfs
for z = 1. We find

D1 =
S1

2
+

(σ2
E1
S1 + E

2

1σ
2
S1

)

2(1 − ρ1)E1

+
E2(σ2

S2
+ S2(S2 − 1))

2(1 − ρ1)
, (20)

D2 =
S2

2
+

σ2
E2
S2

2(1 − ρT )E2

+
E2σ

2
S2

2(1 − ρT )(1 − ρ1)
+

σ2
E1
S

2

1 + E1σ
2
S1

2(1 − ρT )(1 − ρ1)
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− ρ1(S2 − 1)
2(1 − ρ1)

+
S1σE1E2

(1 − ρT )E2

. (21)

σE1E2 is the covariance of E1 and E2. We only showed the expressions for the
mean packet delay (as we will do throughout this paper), but the mean system
content can be found in a similar way. Alternatively, one can always use the
discretized version of Little’s law [84] to calculate the mean system content from
the mean packet delay. In a similar way, expressions for higher order moments can
be calculated by taking the appropriate derivatives of the respective generating
functions as well.

3.5 Tail Behavior

The tail distributions of system content and packet delay are often used to impose
statistical bounds on the guaranteed QoS for both classes, and are therefore
important performance measures. From the pgfs of the system contents and
packet delays of class-1 and class-2 packets derived in subsections 3.2 and 3.3,
approximations of the tail probabilities can be derived using complex contour
integration and residue theory. In order to determine the asymptotic behavior
of the tail distribution, the dominant singularity of the respective generating
function is important. We concentrate on the packet delay when no long-tail
behavior is encountered in numbers of per-slot arrivals or service times.

First, we concentrate on the class-1 packet delay. The dominant singularity
zH of D1(z) is a zero of z−E1(S1(z)) (see equation (15)) and this singularity is
a single pole. In the neighborhood of this pole, we can approximate D1(z) by

D1(z) ≈ K1

zH − z
, (22)

where K1 is found by taking the limit z → zH in (22). Using residue theory, we
find, for large enough n,

Pr[D1 = n] ≈ 1
E1

S1(zH)(zH − 1)[(1 − ρT )(zH − 1) + E2(S2(zH) − 1)]
zH(S1(zH) − 1)(E′

1(S1(zH))S′
1(zH) − 1)

z−nH .

(23)

The tail behavior of the class-2 delay is a bit more involved, since it is not a priori
clear what the dominant singularity is of D2(z). This is due to the occurrence
of the function V1(z) in (19), which is only implicitly defined. First we take a
closer look at this function V1(z). The first derivative of V1(z) is given by

V ′
1(z) =

S′
1(zE1(V1(z)))E1(V1(z))

1 − zS′
1(zE1(V1(z)))E′

1(V1(z))
. (24)

Consequently, V1(z) has a singularity zB, where the denominator of V ′
1(z) be-

comes 0. Thus zBS
′
1(zBE1(V1(zB)))E′

1(V1(zB)) = 1. Since V1(z) remains finite
in the neighborhood of zB, this singularity is not a simple pole. Application of
the results from [85] V1(z) is, in the neighborhood of zB, approximately given by
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V1(z) ≈ V1(zB) −KV
√
zB − z , (25)

with KV =

√
2E1(V1(zB))

zB[z2
B(E′

1(V1(zB)))3S′′
1 (zBE1(V1(zB))) + E′′

1 (V1(zB))]
, which can

be found by taking the limit z → zB of (25) and using (18). From equation (25),
it becomes obvious that zB is a square-root branch point of V1(z). V1(z) has thus
two real solutions when z < zB (the solution we are interested in is the one where
V1(z) < 1, if z < 1), which coincide at zB, and has no real solution when z > zB.
zB is also a branch point of D2(z). A second potential singularity zL of D2(z) on
the real axis is given by the positive zero of the denominator which is a zero of
zE1(V1(z))−E(V1(z), V2(z)). The tail behavior of the class-2 packet delay is thus
characterized by zL or zB, depending on which is the dominant (i.e., smallest)
singularity. It depends on the number of arrivals and service time distributions
which singularity dominates. Three types of tail behavior may thus occur, namely
when zL < zB, when zL = zB and when zL does not exist. In those three cases,
D2(z) can be approximated in the neighborhood of its dominant singularity by:

D2(z) ≈

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

K
(1)
2

zL − z
if zL < zB

K
(2)
2√

zB − z
if zL = zB

D2(zB) −K
(3)
2

√
zB − z if zL does not exist ,

where the constants K(i)
2 (i = 1, 2, 3) can be found by investigation of the behav-

ior of D2(z) in the neighborhood of this dominant singularity. By using residue
theory once again (see [86] for more details), the asymptotic behavior of D2 is
given by

Pr[D2 = n] ≈

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

K
(1)
2

zL
z−nL if zL < zB

K
(2)
2√
zBπ

n−1/2z−nB if zL = zB

K
(3)
2

2

√
zB
π
n−3/2z−nB if zL does not exist .

The first expression shows geometric tail behavior, while the second and third
expressions show non-geometric tail behavior.

4 Preemptive Priority Queues

In this section, we consider the preemptive resume and preemptive repeat prior-
ity scheduling disciplines. For ease of analysis, we here additionally assume that
there is no correlation between the number of class-1 and class-2 packets arriving
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during the same slot, that is, E(z1, z2) = E1(z1)E2(z2). This assumption allows
us to study high-priority and low-priority performance separately by use of a
single-class queueing system. The influence of class-1 traffic on class-2 traffic can
be incorporated with interruptions.

The following subsection considers performance of class-1 traffic. The other
sections then focus on performance of class-2 traffic. In subsection 4.2, we deduce
an appropriate description of the interruption process perceived by class-2 traffic.
The analysis of this queueing system with interruptions is then presented in
subsections 4.3 to 4.5.

4.1 High-Priority Traffic

Preemptive priority implies that high-priority class-1 traffic is not influenced by
low-priority class-2 traffic. That is, a class-1 packet receives service as if there
is no low-priority traffic at all. Therefore, performance of the class-1 traffic can
be assessed by means of a standard queueing model without priorities. In par-
ticular, the assumed nature of arrival and service processes yields that class-1
traffic can be assessed by the GeoX/G/1 queueing model. This model is inves-
tigated by amongst others, Bruneel and Kim [83], by Takagi [87] and also by
Hunter [88]. Alternatively, we may also retrieve our results from the results in
the previous section by assuming that there is no class-2 traffic. That is, we
assume: E(z1, z2) = E1(z1). One easily verifies that the non-preemptive system
then reduces to a single-class system. Substitution of the former expression in
equations (10) and (15), then yields the pgf Ur,1(z) of the class-1 system content
at random slot boundaries,

Ur,1(z) = (1 − ρ1)
(z − 1)S1(E1(z))
z − S1(E1(z))

,

and the pgf D1(z) of the class-1 delay,

D1(z) =
1 − ρ1

E1

E1(S1(z)) − 1
z − E1(S1(z))

(z − 1)S1(z)
1 − S1(z)

,

respectively. The moment generating property of pgfs then yields e.g. following
expression for mean class-1 packet delay D1,

D1 =
ρ1 (1 − ρ1) + σ2

S1
E1

2
+ S1σ

2
E1

2(1 − ρ1)E1

. (26)

4.2 Interruption Process

Consider low-priority class-2 traffic. Low-priority traffic is only served whenever
there are no high-priority packets in the system. That is, a low-priority packet
perceives the server as one that alternates between an available state and a
blocked state. Slots during which no class-1 packets are served are called available
slots or A-slots. Similarly, slots during which a class-1 receives service are called
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blocked slots or B-slots. Contiguous periods of A-slots (B-slots) are referred to
as A-periods (B-periods). One may verify that due to the nature of the class-1
arrival process, the consecutive A-periods as well as the consecutive B-periods
constitute series of i.i.d. random variables.

If the high-priority queue is empty at the beginning of a slot, it remains empty
during the next slot if there are no arrivals. That is, an A-period continues dur-
ing the next slot with probability α = E1(0). This implies that the consecutive
A-periods share a common geometrical distribution. Let A(z) denote the corre-
sponding pgf, then we get, A(z) = (1−α)z/(1−αz). Let the sub-busy period of
a packet denote the number of slots between the first service slot of this packet
and the beginning of the slot where for the first time the number of packets in
the system is one less. Note that this definition of sub-busy period is essentially
the same as in the preceding section. Clearly, a sub-busy period consists of the
time the packet occupies the server (i.e., the packet length) and the sub-busy
periods of all class-1 arrivals during this time. That is,

V1 = S1 +
S1∑
i=1

E
(i)
1∑
j=1

Vij .

Here V1 denotes a random class-1 packet’s sub-busy period, S1 denotes this
packet’s length, E(i)

1 denotes the number of arrivals during the i-th service slot
of this packet and Vij denotes the sub-busy period of the j-th arrival during
the i-th service slot of the packet. Due to the nature of the arrival process, the
sub-busy periods Vij ’s are independent random variables sharing the same pgf
of the sub-busy period V1. Some standard z-transform manipulations transform
the former equation into

V1(z) = S1(zE1(V1(z))) . (27)

The busy period of class-1 traffic – that is, the B-period for class-2 traffic – then
equals the sum of the sub-busy periods of all arrivals during a slot, given that
there is at least one arrival,

B(z) =
E1(V1(z)) − E1(0)

1 − E1(0)
.

The latter follows from the fact that a busy period starts with a non-empty
batch of packets arriving in an empty system.

Although equation (27) only provides an implicit expression for V1(z), it allows
to retrieve various moments by evaluation of the appropriate derivatives for z = 1
(as discussed in subsection 3.4). Therefore, one may retrieve moments of A- and
B-periods as well. In particular, mean lengths of A- and B-periods are given by,

A =
1

1 − α
, B =

ρ1

1 − ρ1

1
1 − α

.
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For preemptive resume priority scheduling, the transmission of the packet is
resumed after interruptions. We will therefore further refer to this scheduling
discipline as the continue after interruption mode (CAI). Similarly, as transmis-
sion is repeated in case of the preemptive repeat priority scheduling, we will
further refer to this mode as the repeat after interruption mode (RAI). Note
that the interruption process under investigation may find other applications as
well. B-periods are an abstraction for some kind of server unavailability which
does not necessary have to be linked with priority queueing models.

4.3 Effective Service Times

In a first step, we derive expressions for the pgfs of the effective service times of
packets. First of all, for ease of explanation, we assume that a packet exists of a
number of cells, where each cell needs 1 slot service time (so basically the number
of cells in a packet is equal to the number of slots in that packet’s service time).
The effective service time of an arbitrary packet is defined as the time period
elapsed (expressed in slots) between the beginning of the slot during which the
first cell of a packet enters the service unit, and the end of the slot during which
the last cell of the packet is served. In other words, the effective service time of
a packet includes the slots during which the server is interrupted, and in case of
RAI (preemptive repeat), the slots required for repeating service of certain cells.
Due to the nature of the output process and the packet length distributions, the
effective service times of consecutive packets also constitute a series of indepen-
dent positive random variables, with distributions only depending on the state
of the server – described by the availability of the server (A or B) together with
the number of remaining B-slots in case the server is unavailable – during the
slot preceding the start of the effective service time of the packet and on the
operation mode under consideration. This implies that once we know the pgfs
of the effective service times for the different operation modes, the evaluation of
the system under consideration reduces to the evaluation of an equivalent system
without server interruptions but with (state-dependent) service times given by
the effective service times.

Continue after Interruption. Recall that the continue after interruption
mode corresponds to the preemptive resume priority scheduling discipline. Let
tCAIk,A (n) denote the probability that the effective service time of a packet of
length k (in cells) equals n slots given that the slot preceding the effective ser-
vice time is an A-slot. The continue after interruption mode is a memoryless
operation mode, in the sense that from a system point of view, once the first cell
of a packet of length k has been served, there is no difference between serving
the remaining k − 1 cells of this packet and servicing a new packet of length
k − 1. Therefore, conditioning on the state of the server during the first slot of
the effective service time yields,

tCAIk,A (n) = αtCAIk−1,A(n− 1) + (1 − α)
∞∑
j=1

b(j)tCAIk−1,A(n− j − 1) , (28)
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for n ≥ k and for k > 1 whereas for n < k and k > 1 this probability equals 0.
Let TCAIk,A (z) denote the conditional pgf corresponding to tCAIk,A (n), then, using
standard z-transform manipulations, equation (28) easily transforms into,

TCAIk,A (z) = (αz + (1 − α)zB(z))TCAIk−1,A(z) , (29)

for k > 1. Clearly, equation (29) is also valid for k = 1 if one defines TCAI0,A (z) = 1,
i.e., a zero-length packet requires no service time. Equation (29) then easily
yields explicit expressions for the effective service time of a packet conditioned
on the packet length and given that the server was available during the slot
preceding the effective service time. Summation over all possible packet lengths
with respect to their probabilities, then yields following expression for the pgf of
the effective service time of a random packet given that the server was available
during the slot preceding the effective service time,

TCAIA (z) = S (αz + (1 − α)zB(z)) . (30)

Finally, taking the appropriate derivatives of (30) yields expressions for the var-
ious moments of the corresponding random variable.

Repeat after Interruption. The memoryless property that was used in the
previous section is not valid in case of RAI (preemptive repeat) as the server has
to completely repeat transmission of the packet after an interruption. Consider
an arbitrary slot that is part of a packet’s effective service time. We define the
remaining service time of a packet as the number of slots that are necessary to
complete transmission of a packet in case there would be no interruptions. It is
clear that in case of RAI (as opposed to CAI), the remaining service time for a
particular packet is not a decreasing function in time, as after an interruption
this value equals the packet length (in slots) again. Analogously, the remaining
effective service time is defined as the number of slots it will effectively take to
complete service (including interruptions and repetitions) at a certain point in
time during a packet’s effective service time.

Let tRAIk,l,A(n) denote the probability that the remaining effective service time
of a packet of length k equals n slots given that the remaining service time
equals l slots and that the slot preceding the remaining effective service time
is an A-slot. Conditioning on the state of the server during the first slot of the
remaining effective service time then yields,

tRAIk,l,A(n) = αtRAIk,l−1,A(n− 1) + (1 − α)
∞∑
j=1

b(j)tRAIk,k−1,A(n− j − 1) ,

for k, l > 1 and for n ≥ l, whereas the latter probability equals 0 for k, l > 1 and
n < l. Let TRAIk,l,A(z) denote the corresponding conditional pgf, then

TRAIk,l,A(z) = αzTRAIk,l−1,A(z) + (1 − α)zB(z)TRAIk,k−1,A(z) , (31)
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for k, l > 1. It is easy to verify that the latter equation remains valid for l = 1
by defining TRAIk,0,A(z) = 1, i.e., if there are no more cells to send, the service
ends in the current slot with probability 1. The former equation is a first order
linear recursive equation and therefore easily solved. Substitution of l = k − 1
then determines the unknown function TRAIk,k−1,A(z). In particular the pgf of the
complete effective service time conditioned on the length of the packet and the
state of the server during the slot preceding the effective service is then given by,

TRAIk,k,A(z) =
(αz)k−1(1 − αz)(αz + (1 − α)zB(z))
1 − αz − (1 − αk−1zk−1)(1 − α)zB(z)

, (32)

for k > 1. One can easily verify that this expression remains valid for the trivial
case of single slot service times (k = 1). Summation over all possible packet
lengths (in slots) with respect to the packet length probabilities then yields the
pgf of the effective service time given that the server is available during the
preceding slot,

TRAIA (z) =
∞∑
k=1

s2(k)TRAIk,k,A(z) . (33)

Note that this expression is in general not explicit due to the infinite sum. The
moment-generating property of pgfs however, allows to determine the various
moments of the effective service time explicitly by evaluation of the appropriate
derivatives of the pgf for z = 1.

Remarks. Clearly, the server is not always available during the slot that pre-
cedes the effective service time. Therefore, let TB,m(z) denote the pgf of the
effective service time of a random packet given that the server is blocked during
the slot preceding the effective service and given that the server remains blocked
for another m slots after this slot (the server operates in one of the modes under
consideration).

Consider now the decomposition of the effective service time of a packet in
two components: the number of slots up to the first non-interrupted slot (i.e.,
the effective service of the first cell of the packet) and the remaining effective
service time. Both components are independent random variables. It is clear
that the first component (and its pgf) does not depend on the operation mode
whereas the second component does not depend on the state of the server during
the slot preceding the effective service as the last slot of the first component is
by definition an A-slot. Let XA(z) and XB,m(z) denote the pgfs of the first
component given the state during the slot preceding the effective service and
let Y(mode)(z) denote the pgf of the second component only depending on the
operation mode, then

TA(z) = XA(z)Y(mode)(z) , TB,m(z) = XB,m(z)Y(mode)(z) ,
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with

XA(z) = αz + (1 − α)zB(z) , XB,m(z) = zm+1 .

The former expression follows from the fact that the first cell is either trans-
mitted directly (with probability α) or immediately after a interruption (with
probability (1 − α)) in the case that the preceding slot is an A-slot. The latter
expression follows from the fact that the first cell of a packet is transmitted im-
mediately after the interruption in case the slot preceding the packet’s effective
service time is a B-slot followed by another m B-slots. Elimination of Y(mode)(z)
in the equations above then yields,

TB,m(z) =
zm

α + (1 − α)B(z)
TA(z) . (34)

Equations (30) and (33) also imply that whereas for CAI the n-th moment of the
effective service time depends on the moments of the underlying packet length
distribution up to and including order n, this is not the case for RAI. For the
latter operation modes, the n-th moment depends on the complete packet length
distribution. In particular the first moments of the effective service time given
that the slot preceding this effective service time is an A-slot, are given by,

T
CAI

A =
S2

σ
, (35)

T
RAI

A =
1
σ

α

1 − α

(
S2

(
1
α

)
− 1

)
, (36)

for CAI and RAI respectively. Here σ denotes the fraction of slots that the server
is available, that is,

σ =
A

A+ B
=

1
1 + (1 − α)B

. (37)

Let us now assume the existence of all moments of the B-periods and assume
that α is nonzero. For CAI, the existence of the n-th moment of the packet
length in cells then implies the existence of the n-th moment of the effective
service time, whereas this is not the case for the RAI operation mode. Let RS2

denote the radius of convergence of the pgf S2(z), then, one can verify that for
RAI the n-th moment exists if α−n < RS2 and does not exist if α−n > RS2 . For
α−n = RS2 , the existence depends on the behavior of S2(z) and its derivatives
on their common radius of convergence. The additional condition for RAI also
implies, that for finite radii of convergence and given α, only a finite number of
moments exist. In particular, one can easily verify that for α ∈ (R−1

S2
, R

−1/2
S2

) the
respective effective service time distributions are heavy-tailed in case of RAI.

4.4 System Content

We now use the results of the preceding section to establish expressions for
the pgf of the class-2 system content – i.e., the number of packets present in
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the system – at packet departure times and at random slot boundaries. Since
the effective service time of a packet includes interruptions and possible service
repetitions of packets in case of RAI, results of the previous section allows a
unified analysis for both operation modes.

At Packet Departure Times. Let U (n)
d,2 denote the class-2 system content at

the beginning of the slot following the departure slot of the n-th class-2 packet,
i.e., at the departure time of the n-th class-2 packet. For positive U

(n)
d , service

of the (n + 1)-th class-2 packet can start immediately as this packet is already
present in the system. Therefore, as the previous slot was an A-slot since there
was a class-2 packet departure, it will take TA slots to the next departure, where
TA denotes the random variable representing the effective service time of a class-
2 packet given its effective service is preceded by an A-slot, and whose pgf is
given by (30) or (33) depending on the operation mode under consideration. The
system content U (n+1)

d,2 is then given by

U
(n+1)
d,2 = U

(n)
d,2 − 1 +

TA∑
j=1

E
(j)
2 , for U (n)

d,2 > 0 , (38)

with E
(j)
2 the number of class-2 packets arriving in the system during the j-th

slot of the effective service time of the (n+ 1)-th class-2 packet. If, on the other
hand, the class-2 buffer is empty after the departure of the n-th class-2 packet,
service of the next class-2 packet cannot start immediately. Let w denote the
first slot following the departure slot during which one or more packets arrive
in the system, and let E2,w and Θw denote the number of class-2 arrivals and
the state of the server during this slot respectively. As service of the (n + 1)-th
class-2 packet starts in the slot following slot w and its effective service time is
described by the random variable TΘw , U (n+1)

d,2 is given by,

U
(n+1)
d,2 = E2,w − 1 +

TΘw∑
j=1

E
(j)
2 , for U (n)

d,2 = 0 , (39)

with E
(j)
2 the number of packets arriving in the system during the j-th slot of

the effective service time of the (n + 1)-th packet. As the numbers of packets
arriving during consecutive slots constitute a series of i.i.d. random variables,
the common pgf of the E

(j)
2 ’s in (38) and (39) equals E2(z). Furthermore, as

the only distinction regarding the number of arrivals between a random slot and
the slot w is that we are certain there arrives at least one packet in the system
during slot w, the pgf of E2,w is given by

E2,w(z) =
E2(z) − E2(0)

1 − E2(0)
. (40)

Now, let qk,B,n denote the probability that the k-th slot following an A-slot is a
B-slot followed by another n B-slots, and let QB(x, z) =

∑∞
k=1

∑∞
n=0 qk,B,nx

k zn
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denote the corresponding z-transform (note that this is not a pgf). Analogously,
let qk,A denote the probability that the k-th slot following an A-slot is an A-
slot and let QA(x) =

∑∞
k=1 qk,Ax

k denote the corresponding z-transform. Then,
conditioning on the number of slots since the last preceding A-slot yields,

qk,A = αqk−1,A +
k−1∑
j=1

b(j)qk−j−1,A ,

qk,B,n = (1 − α)
n+k∑
j=n+1

b(j)qk+n−j,A .

for k ≥ 1 and for n ≥ 0, whereas q0,A = 1 and q0,B,n = 0 for all n ≥ 0. Standard
z-transform manipulations then yield,

QA(x) =
αx + (1 − α)xB(x)

1 − αx− (1 − α)xB(x)
,

QB(x, z) = (1 − α)x(QA(x) + 1)
B(x) −B(z)

x− z
.

Due to the nature of the arrival process, slot w (i.e., the first slot with at least
one class-2 packet arrival after the departure of the n-th packet) is the k-th slot
(k ≥ 1) after the last departure slot with probability g(k),

g(k) = E2(0)k−1(1 − E2(0)) .

Furthermore, this slot is an A-slot (B-slot followed by n B-slots) with probability
qk,A (qk,B,n) as the server is available during the last slot of the effective service
time of the preceding packet. Summation over all possible values of k with respect
to the probabilities g(k) yields the probabilities γA and γB,n that the server is
available during slot w or remains unavailable for another n slots following slot
w respectively. Let ΓB(z) denote the z-transform of γB,n then,⎧⎪⎪⎨⎪⎪⎩

γA =
1 − E2(0)
E2(0)

QA(E2(0)) ,

ΓB(z) =
1 − E2(0)
E2(0)

QB(E2(0), z) .
(41)

Now, assume the existence of a stationary distribution of the system contents,
i.e., Ud,2(z) = U

(k+1)
d,2 (z) = U

(k)
d,2 (z). From (34), (38) and (39), it then follows

that the pgf of the class-2 system content at departure times is given by,

Ud,2(z) =
Ud,2(0)TA(E2(z))
z − TA(E2(z))

{
γAE2,w(z) +

ΓB(E(z))E2,w(z)
α + (1 − α)B(E2(z))

− 1
}

, (42)

where TA(z) is given by (30) or (33) depending on the operation mode. The
unknown parameter Ud,2(0) in (42) can then be determined by applying the
normalization condition Ud,2(1) = 1, leading to

Ud,2(0) =
σ

E2γA
(1 − E2(0))

(
1 − E2TA

)
, (43)
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with TA given by (35) or (36) for CAI and RAI operation modes respectively
and with σ given by expression (37). Substitution of equations (41) and (43) into
(42) then yields the pgf of the steady-state class-2 system content at departure
times,

Ud,2(z) =
σ(1 − TAE2)

E2

E2(z)
QA(E2(z))

TA(E2(z))
TA(E2(z)) − z

.

Random Slot Boundaries. Let Ur,2(z) denote the pgf of the (stationary)
system content at random slot boundaries and assume that there are no bulk
arrivals (all arrivals occur at distinct epochs within slots). According to Bruneel
[89], the pgf of the system content at random slot boundaries then relates to the
pgf of the system content at arrival times Ua,2(z) as,

Ur,2(z) =
Ua,2(z)(z − 1)E2

E2(z) − 1
. (44)

Again under the assumption that there are no bulk arrivals, the system content
at arrival and departure times have the same distribution (see e.g. Kleinrock [90]
or Takagi [3]), or equivalently, Ua,2(z) = Ud,2(z), yielding,

Ur,2(z) =
Ud,2(z)(z − 1)E2

E2(z) − 1
. (45)

As both system content at random slot boundaries and system content at packet
departure times do not depend on the exact arrival epochs within the consecutive
slots, the former expression remains valid for systems with possible bulk arrivals.

Remarks. We assumed that the system under consideration reaches equilib-
rium. This is only the case if the buffer empties infinitely often during time, i.e.,
Ur(0) > 0, or equivalently, if the effective system load ρeff = TAE2 is less then
the number of servers,

ρeff < 1 . (46)

Substitution of (35) or (36) then yields explicit conditions for the existence of
the stationary distribution of the buffer contents for CAI and RAI respectively.
Note that for CAI ρeff = ρT , as there are no retransmissions. For RAI, we get
ρeff ≥ ρT as the effective load includes possible retransmissions.

The existence of a stationary distribution however does not imply the exis-
tence of moments of this distribution. Let us assume that all moments of the
given distributions (number of arrivals in a slot of both classes, length of the
packets of both classes) exist. Taking the first derivative of (42) or (45) reveals
that the mean system content in both cases depends on both mean and variance
of the effective service time, or in general, taking the appropriate derivatives
reveals that the n-th moment of the stationary system content is a function
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of the moments of the effective service times up to order (n + 1). This implies
that where for CAI – due to our initial assumptions – the equilibrium condition
guarantees a finite mean system content, this is not the case for RAI. In the
latter case, the n-th moment of the system content distribution is finite as long
as both the equilibrium condition and the condition for having a finite (n+1)th
moment of the effective service time for RAI are satisfied (cfr section 4.3).

4.5 Unfinished Work and Packet Delay

Let W (k)
2 denote the unfinished class-2 work at the beginning of slot k, i.e., the

number of slots it would take to empty the class-2 buffer under the assumption
that there are no new class-2 packet arrivals. Note that this definition implies
that the unfinished work takes the interruptions and possible service repetitions
into account. Consider now the unfinished work W

(k+1)
2 at the beginning of slot

(k + 1). These random variables are related as,

W
(k+1)
2 = (W (k)

2 − 1)+ +
E

(k)
2∑
j=1

T (j) , (47)

where E
(k)
2 denotes the number of arriving class-2 packets in slot k and T (j)

denotes the effective service time of the j-th class-2 packet arriving in slot k.
The unfinished work at the beginning of slot (k + 1) equals the unfinished work
at slot k, diminished with the work done in slot k (if there is any) and augmented
with the additional work arriving in slot k. For each class-2 packet arriving in slot
k, an additional number of slots, equal to its effective service time is necessary
to completely empty the class-2 buffer.

If the class-2 buffer is not empty at the beginning of slot k, the effective service
times of all packets entering the system in slot k are preceded by an A-slot as the
server was available during the last slot of the preceding class-2 packet’s effective
service time. This is also the case for all but the first packet entering the system
during slot k if the system is empty at the beginning of slot k. The state of
the server preceding the first packet’s effective service time is an A-slot with
probability γA or a B-slot followed by another m B-slots with probability γB,m

as was shown in the previous section. Let W (k)
2 (z) denote the pgf corresponding

with W
(k)
2 , then, from equation (47),

W
(k+1)
2 (z) = W

(k)
2 (0)

(
H(z) − E2(TA(z))

z

)
+ W

(k)
2 (z)

E2(TA(z))
z

,

with

H(z) = E2(0) + (E2(TA(z)) − E2(0))

(
γA +

∞∑
m=0

γB,m
TB,m(z)
TA(z)

)
.

Now, assume that the system reaches equilibrium – i.e., the equilibrium condition
(46) is satisfied – and let W2(z) denote the pgf of the stationary distribution, i.e.,
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W2(z) = W
(k)
2 (z) = W

(k+1)
2 (z). As an empty buffer implies zero unfinished work

and vice versa, i.e., W (0) = Ur(0), the pgf of the unfinished work in equilibrium
is given by,

W2(z) =
σ

γA
(1 − ρeff )

zH(z)− E2(TA(z))
z − E2(TA(z))

. (48)

Consider a particular (tagged) class-2 packet arrival. The packet delay D2 is
defined as the number of slots between the end of the arrival slot and the end
of the departure slot of this packet. Let W2,t denote the unfinished work at the
beginning of this packet’s arrival slot and let Ẽ2 denote the numbers of packets
arriving in the same slot but before the tagged packet, then,

D2 = (W2,t − 1)+ +
Ẽ2+1∑
j=1

T (j) , (49)

with T (j) the effective service time of the j-th packet arriving in the system in
the tagged packet’s arrival slot.

The pgf of the unfinished work at the beginning of the tagged packet’s arrival
slot is given by (48) due to the i.i.d. nature of the arrival process. Furthermore –
similar as equation (13) in the preceding section – the pgf Ẽ2(z) corresponding
to Ẽ2 is given by,

Ẽ2(z) =
E2(z) − 1
E2(z − 1)

. (50)

If the unfinished workW2,t is nonzero, all effective service times T (j) are preceded
by an A-slot as service of these packets starts immediately after service of the
preceding packet. This is also the case for all T (j) but T (1) when the queue
is empty at the beginning of the tagged packet’s arrival slot. For the latter,
the preceding slot is again either an A-slot or a B-slot followed by another m
B-slots with probability γA and γB,m respectively. Let D2(z) denote the pgf
corresponding to D2, from (48) to (50) then follows,

D2(z) =
σ

E2

(1 − ρeff )
z

QA(z)
E2(TA(z)) − 1
E2(TA(z)) − z

TA(z)
TA(z) − 1

. (51)

The moment-generating property of pgfs then allows the calculation of explicit
expressions for the moments of the class-2 packet delay. In particular mean class-
2 packet delay is given by,

D2 =
TAσ

2
E2

2E2(1 − ρeff )
+

E2σ
2
TA

2(1 − ρeff )
+ (1 − α)

σσ2
B

2
+

TA
2

− (1 − α)(1 − ασB)
B

2
, (52)

Here σ2
TA

and σ2
B are the variances of TA and a B-period respectively.
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5 Conclusions

In this paper, we analyzed the high- and low-priority system content and packet
delay in a queueing system with a two-class priority scheduling discipline. Two
basic types of priority scheduling are analyzed, namely, non-preemptive and
preemptive priority scheduling. For each queueing system, a different analysis
method was used. A generating-functions-approach was adopted in both, which
led to closed-form expressions for some of the relevant performance measures.
The results could be used to analyze performance of buffers in a packet-based
networking context. Several extensions of the models and analyses are possible,
such as a general number of priority classes, correlation in the arrival process,
. . . .
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Università Ca’ Foscari di Venezia

via Torino, 155 Mestre-Venezia, Italy

Abstract. Queueing network models with finite capacity queues and
blocking are used for modeling and performance evaluation of systems
with finite resources and population constraints, such as communication
and computer systems, traffic, production and manufacturing systems.
Various blocking types can be defined to represent different system be-
haviors, network protocols and technologies. Queueing networks with
blocking are difficult to analyze, except for the special class of product-
form networks. Most of the analytical methods proposed in literature
provide an approximate solution with a limited computational cost. We
introduce queueing networks with finite capacity queues and blocking,
the main solution techniques for their analysis, both exact and approxi-
mate algorithms, and some network properties. We discuss the conditions
under which exact solutions can be derived, and criteria for the appropri-
ate selection of approximate methods. We present equivalence properties
among different types of blocking types, the analysis of heterogeneous
networks, and some application examples.

Keywords: Queueing Networks, Blocking, Product-form models,
Equivalence properties.

1 Introduction

Performance analysis of various systems, including communication and computer
systems, as well as production and manufacturing systems can be carried out
through queueing network models. System performance analysis consists of the
derivation of a set of figures of merit, that typically includes queue length dis-
tribution and some average performance indices such as mean response time,
throughput, and utilization. Queueing networks with finite capacity queues and
blocking have been introduced to represent systems with finite capacity resources
and population constraints. When a queue reaches its maximum capacity then
the flow of customers into the service center is stopped, both from other ser-
vice centers and from external sources in open networks, and the blocking phe-
nomenon arises. Various blocking mechanisms have been defined and analyzed
in the literature to represent distinct behaviors of real systems with limited
resources [42, 47, 53, 55, 57, 58]. Some comparisons and equivalences among
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blocking types have been presented for queueing networks with various topolo-
gies in [9, 10, 42, 45, 47, 57, 58]. Performance analysis of queueing networks with
blocking can be exact or approximate. Exact solution algorithms have been pro-
posed to evaluate both average performance indices, queue length distribution
[10, 42, 47], and passage time distribution [7, 10, 11]. Under exponential assump-
tion one can define and analyze the continuous-time Markov chain underlying
the queueing network. In some special cases queueing networks with blocking
show a product-form solution, under particular constraints, for various blocking
types; a survey is presented in [10]. Some solution algorithms for product-form
networks with finite capacities have been defined [8, 19, 50].

However, except for this special class of models, queueing networks with block-
ing do not have a product-from solution and a numerical solution of the asso-
ciated Markov chain is seriously limited by the space and time computational
complexity that grows exponentially with the model number of components.
Hence recourse to approximate analytical methods or simulation is necessary.
Several approximate solution methods for queueing networks with blocking have
been proposed in literature both for open and closed models and surveys of
some methods have been presented in [6, 42, 47]. Most of these methods provide
an approximate solution with a limited computational cost. However, they do
not provide any bound on the introduced approximation error. They are usu-
ally validated by comparing numerical results with either simulation results or
exact solutions. Many approximation methods are heuristics based on the de-
composition principle applied to the underlying Markov process or, more often,
to the network itself. Some methods consider a forced solution of a product-form
network and some approximations are based on the maximum entropy principle.

In this paper we focus on queueing networks with finite capacity queues and
blocking, their exact and approximate analysis, their properties and applications.
We consider various blocking mechanisms that represent different system behav-
iors. We review the main solution methods and algorithms to analyze queueing
networks with blocking to evaluate a set performance indices, the conditions
and some criteria for the appropriate selection of the solution method. We con-
sider exact and approximate analytical methods for open and closed queueing
networks with blocking. We recall some equivalence properties that allow the
solution of heterogeneous models and some application examples.

The paper is structured as follows. Section 2 introduces the model definition of
queueing networks with finite capacity queues, the various blocking mechanisms
and the main performance indices. Section 3 describes the exact analysis of
queueing networks with blocking based on analytical methods, that includes the
approach based on the Markov chain definition and analysis, and the special cases
of networks with product-form solutions. Section 4 recalls the main principles
and approaches proposed for the approximate analytical solution of networks
with blocking. Section 5 compare some approximation methods for closed and
open networks with blocking, and for different network topologies. In Section 6
we recall some equivalence properties of network models with different blocking
types, and we illustrate an application example.
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2 Model Definition and Blocking Mechanisms

A queueing network consists of a set of service centers, each formed by a queue
and a set of identical servers that provide service to a set of customers. Let us
consider a network with N queues with finite capacity, one class of customers,
and probabilistic routing. The network may be open or closed. For a closed
network let K denote the number of customers. For an open network let λi be
the external arrival rate (from outside the network) to station i, 1 ≤ i ≤ N . For
the sake of simplicity we usually assume exponential service time distribution
and Poisson arrivals. The service rate of station i is denoted by μi, and Ki is the
number of servers, usually just single servers, 1 ≤ i ≤ N . The finite capacity of
node i is denoted by Bi , 1 ≤ i ≤ N . Let P = [pij ] denote the routing probability
matrix, where pij is the probability for a customer to go to station j after being
served by station i, 1 ≤ i, j ≤ N , and pi0 is the probability that a customer
leaves the network after being served by station i. Let e = (e1, . . . , eN) denote
the solution of the traffic equations, defined as follows:

ei = λi +
N∑
j=1

ejpji , 1 ≤ i ≤ N (1)

If the routing probability matrix is irreducible, this system has a unique solution
for open networks and an infinite number of solutions for a closed network, unique
up to a multiplicative constant.

In queueing networks with finite capacities when a customer attempts to enter
a finite capacity queue that is full, it can be blocked. We shall now introduce
the definition of some blocking mechanism that describe the blocked customers
behavior.

2.1 Blocking Types

Various blocking types have been defined to represent different system behav-
iors. We now recall three of the most commonly used blocking types defied for
computer, communication, networks, and production systems [10, 42, 53].

– Blocking After Service (BAS): if a job attempts to enter a full capacity queue
j upon completion of a service at node i, it is forced to wait in node i server,
until the destination node j can be entered. The server of source node i stops
processing jobs (it is blocked) until destination node j releases a job, and its
service will be resumed as soon as a departure occurs from node j. At that
time the job waiting in node i immediately moves to node j. If more than
one node is blocked by the same node j, then a scheduling discipline must
be considered to define the unblocking order of the blocked nodes when a
departure occurs from node j.

– Blocking Before Service (BBS): a job declares its destination node j before
it starts receiving service at node i. If at that time node j is full, the service
at node i does not start and the server is blocked. If a destination node j
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becomes full during the service of a job at node i whose destination is j,
node i service is interrupted and the server is blocked. The service of node i
will be resumed as soon as a departure occurs from node j. The destination
node of a blocked customer does not change. Two subcategories distinguish
whether the server can be used as a buffer when the node is blocked: BBS-SO
(server occupied) and BBS-SNO (server not occupied). Hereafter we consider
BBS-SO blocking, which is simply called BBS.

– Repetitive Service Blocking (RS): if, upon completion of its service at ode
i, a job attempts to enter a destination queue j, which is full, the job is
looped back into the sending queue i, whereupon it receives a new, indepen-
dent and identically distributed service according to the service discipline.
Two subcategories distinguish whether the job, after receiving a new service,
chooses a new destination node independently of the one that it had selected
previously: RS-RD (random destination) and RS-FD (fixed destination).

Another kind of blocking, called generalized blocking or kanban blocking, is de-
fined when the server continues processing customers in the queue even if the
destination node is full [17, 18, 38, 39]. The customers that have completed ser-
vice at node i, but cannot be sent to the next node, continue to share the buffer
space of node i along with the other customers that are either waiting for service
or being served upon. The customers arriving at a node when the queue is full
are lost. This blocking is defined to model manufacturing systems. For particu-
lar values of the parameters that define this blocking type, it reduces to other
blocking types, including BBS-SO and BAS.

Other types of blocking mechanisms model population constraints in a net-
work, by assuming that the number of customers are in the range [L,U ], i.e., L
and U are the minimum and maximum populations admitted, respectively. Let
a(n) denote a load dependent arrival rate function and d(n) a non-negative de-
parture blocking function, where n ≥ 0 is the overall network population. Then
we set a(n) = 0 for n ≥ U and d(n) = 0 for n ≤ L. The blocking types defined
for population constraints include the following types [36, 57, 58].

– Stop Blocking: the service rate at each node depends on the number n of
customers in the network, according to function d(n). When d(n) = 0 the
service at each node is stopped. Service at a node is resumed upon arrival of
a new customer to the network.

– Recirculate Blocking: a job upon completion of its service at node i leaves
the network with probability pi0d(n), when n is the total network population
and it is forced to stay in the network with probability pi0[1 − d(n)], where
pi0 is the routing probability. Hence, a job completing the service at node i
enters node j with state dependent routing probability pij+pi0[1−d(n)]p0j,
1 ≤ i, j ≤ N , n ≥ 0.

Closed queueing networks with finite capacity queues and blocking can deadlock,
depending on the blocking type. Deadlock prevention or detection and resolving
techniques must be applied. Deadlock prevention for blocking types BAS, BBS
and RS-FD requires that the overall network population K is less than the total
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buffer capacity of the nodes in each possible cycle in the network, whereas for
RS-RD blocking it is sufficient that routing matrix P is irreducible and K is less
than the total buffer capacity of the nodes in the network [10, 42]. Moreover, to
avoid deadlocks for BAS and BBS blocking types we assume pii = 0, 1 ≤ i ≤ N .
In the following we shall consider deadlock-free queueing networks in steady-
state conditions.

2.2 Performance Indices

Queueing networks with blocking are used to model real life systems with finite
capacities and to estimate various performance indices. These performance met-
rics may be defined for each node, and, in multiclass networks, for each chain
and/or class. Performance indices are defined in terms of distributions of various
random variables, or in terms of average or mean rate of a performance measure.
The most commonly used average performance indices are, for each node i: the
utilization Ui, the throughput Xi, the average queue length Li and the mean
response time Ti. Performance indices evaluated in terms of random variable
distribution are the queue length ni, i.e., the number of customers at node i,
and the number of active servers at node i, that is servers that are neither empty
nor blocked. More complex analysis can be carried out to derive more detailed
performance indices, such as the customer passage time distribution through the
node, and the cycle time distribution for closed network [7, 11].

The definition of the performance indices, both probabilities and average val-
ues, depends on the blocking type. Let PBi(ni) denote the probability that
node i is not empty and blocked when there are ni customers in node i, and
let PBi =

∑
ni
PBi(ni) the overall blocking probability. They depend on the

blocking type [10].
Then the performance indices for each node i can be defined as follows:

– queue length distribution πi(ni), max(0,K − ∑
j �=iBj) ≤ ni ≤ Bi

– utilization Ui = 1 − πi(0) − PBi
– throughput Xi =

∑
ni

[πi(ni) − PBi(ni)]μi(ni), for load dependent service
rate and Xi = Uiμi for constant service rate

– mean queue length Li =
∑
ni
niπi(ni)

– mean response time Ti = Li/Xi
– mean cycle time

∑
j xjTj/xi.

In networks with blocking we can further define a specific performance index
called effective utilization. It is defined as the fraction of time that the node is
neither empty nor blocked, that is a measure of the useful work of the node.
Similarly, for BBS blocking where the interrupted service is repeated and for
RS blocking where the job can be looped back, we can also define the effective
throughput as a measure of the useful work of the node. It is given by the fraction
of throughput that is not due to the service repetition because of blocking.

In this paper we mainly focus on the evaluation of the queue length distribu-
tion and the average performance indices. We now recall the main method used
for exact analysis of queuing networks with blocking.
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3 Exact Analysis of Networks with Finite Capacities

Exact analysis of queueing networks with finite capacities and blocking can be
obtained by representing the model with a stochastic Markov process, and specif-
ically with a continuous-time Markov chain. By using exact analysis of queueing
networks with blocking one can evaluate of a set of average performance indices,
the joint queue length distribution at arbitrary times and at arrival times, and
possibly the passage time and cycle time distributions. We shall now recall the
exact solution based on the Markov process associated to queueing networks with
blocking to evaluate the queue length distribution and average performance in-
dices. Then we present the special class of product-form networks with blocking
that can be solved by more efficient techniques.

3.1 Markov Process Analysis

Under the assumptions of exponential delays and independence between service
times and inter-arrival times, the network can be represented by a continuous-
time, homogeneous Markov chain. Let S = (S1, . . . , SN ) denote the state of the
network with N nodes, and let E be the state space, i.e., the set of all feasible
states. The network model evolution can be represented by a continuous-time
ergodic Markov chain with discrete state space E and transition rate matrix
Q. The stationary and transient behaviour of the network can be analyzed by
the underlying Markov process. Under the hypothesis of an irreducible network
routing matrix P, there exists a unique steady-state queue length probability
distribution, denoted by π = [π(S)], ∀S ∈ E. It can be obtained by solving the
homogeneous linear system of the global balance equations

πQ = 0, (2)

subject to the normalising condition
∑

S∈E π(S) = 1 and where 0 is the all zero
vector.

The definition of state S, state space E and the transition rate matrix Q
depends on the network characteristics and on the blocking type of each node
[9, 10, 42, 47, 57, 58]. Each process state transition corresponds to a particular
set of events on the network model, such as a job service completion at a node
and the simultaneous transition towards another node or an external arrival at
a node. This correspondence depends on the blocking type.

For example for RS-RD blocking, by definition the servers cannot be blocked.
That is the server is always active and servicing a customer, if ni ≥ 0. Therefore,
under exponential assumptions, node i state definition is simply Si = ni. For
BAS blocking we have to consider the server activity and the scheduling of
the nodes that are blocked by a full destination node. Then, under exponential
assumptions, the process state of node i can be defined as Si = (ni, si,mi),
where ni is the number of jobs in node i, si is the number of servers of node
i blocked by a full destination node and therefore containing a served job, 0 ≤
si ≤ min(ni,Ki), for Ki servers of node i, and mi is the list of nodes blocked
by node i. For BBS blocking, since a job declares its destination node j before it
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starts receiving service, and it can be blocked when node j is full, then the state
can be defined as Si = (ni,NSi), where ni is the number of jobs in node i, and
NSi is a vector defined only for nodes that can be blocked. The j-th component
NSi(j) denotes the number of node i servers that are servicing jobs destined to
node j, and for an open network NSi(0) denotes the number of node i servers
with jobs that will leave the network.

For each blocking type one can define the corresponding transition rate matrix
Q and solve the liner system (2) to derive the steady-state distribution π. From
vector π one can derive the queue length distribution of node i, πi, and other
average performance indices of node i, such as throughput (Xi), utilization (Ui),
average queue length (Li) and mean response time (Ti).

By summarizing, exact analysis of queueing network model with finite capac-
ities based on a continuous-time Markov process requires:

1. Definition of system state S and state space E according to the blocking
type.

2. Definition of transition rate matrix Q according to the blocking type and
the network topology.

3. Solution of global balance equations (2) to derive the steady-state distribu-
tion π(S), ∀S ∈ E.

4. Computation, from the steady-state distribution π, of the average perfor-
mance indices for each node of the network.

The numerical solution based of the Markov chain analysis is seriously limited
by the space and time computational complexity that grows exponentially with
the model number of components. For open network the Markov chain is infi-
nite and, unless a special regular structure of matrix Q allows to derive closed
form expression of the solution π, one has to approximate the solution on a
truncated state space. For closed networks the time computational complexity
of liner system (2) is determined by the space state E cardinality that grows ex-
ponentially with the buffer sizes (Bi ≤ K, 1 ≤ i ≤ N) and N . Although the state
space cardinality of the process can be much smaller than that of the process
underlying the same network with infinite capacity queues (which is exponential
in K and N), it still remains numerically untractable as the number of model
components grows.

When special constraints are satisfied we can apply exact analysis based on
product-form, that we now introduce, or, in many practical cases, it is necessary
to apply approximate solution methods.

3.2 Product-Form Networks

In some special cases, queueing networks with blocking have a product-form so-
lution, under certain constraints on network parameters and for various blocking
types. Various product-form networks with finite capacities have been defined
[1, 3, 9, 10, 25, 27, 40, 41, 58, 59]. A detailed description of product-form solutions
of networks with blocking and equivalence properties among different blocking
network models is presented in [9] and in [10, 59]. Some efficient algorithms for
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some closed product-form networks with blocking have been defined [7, 19, 50]
and can be applied to derive the performance indices, under some constraints.

Product-form solutions for the joint queue length distribution π for single
class open or closed networks under given constraints, depending both on the
network topology and the blocking mechanism, can be defined as follows:

π(S) =
1
G
V (n)

N∏
i=i

gni

i , ∀S ∈ E (3)

where G is a normalising constant and n =
∑N
i=1 ni is the total network popula-

tion, ni is the number of customers in node i, defined in the node state Si. The
definition of functions V and gi depends on some network parameters, which
include the solution ei of the traffic balance equations (1) and the service rates
μi, 1 ≤ i ≤ N , on the blocking type and some additional constraints.

We shall now recall the main product-form results. For the sake of simplicity
we provide the product-form definition for single class networks.

Consider the following five network topologies: two-node networks, cyclic
topology, central server (or star topology), reversible routing networks, and ar-
bitrary topology. The first three are special cases of closed networks, the last
two apply to closed and open networks.

Reversible routing. A routing matrix P is said to be reversible if the following
conditions hold:

eipij = ejpji , λi = eipi0 ∀1 ≤ i, j ≤ N (4)

where e = [e1, . . . , eN ] is the solution of system (1).
Note that for closed networks, only the first condition of this definition has

to be verified. Two-node networks are a special case of reversible routing.
In order to define some cases of product-form we introduce the following

definitions.

Condition 1. (Non-empty condition). The non-empty condition for closed net-
works requires that at most one node can be empty, i.e., K ≥ B −Bmin, where
B =

∑
1≤i≤N Bi and Bmin = min1≤i≤N Bi.

Condition 2. (Strictly non-empty condition). This condition is said to hold
strictly when each node can never be empty, i.e., the inequality is strict: K >
B −Bmin.

Condition 3. (Single destination node). Each node i with finite capacity is the
only destination node for each upstream node, i.e., if Bi < K and pji > 0 then
pji = 1, 1 ≤ i, j ≤ N .

Condition 4. (Only one node blocked). At most one node can be blocked, i.e., if
K = Bmin + 1.
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Definition: A-type node. An A-type node has arbitrary service time distribution,
symmetric scheduling discipline or exponential service time, identical for each
class at the same node, when the scheduling is arbitrary [3].

Product-form solution (3) has been derived for networks with different block-
ing types and with different topologies. Some product-forms hold for both ho-
mogeneous networks, that is where each node operates with the same blocking
mechanism, and non-homogeneous ones, where different nodes in the networks
work under different blocking mechanisms. Table 1 summarizes the main cases
of allowed combination of blocking types for each network topology, under some
additional constraints, i.e., conditions 1 through 4 defined above, and where
product-form (3) is defined by formulas F1 through F5 as follows.

Table 1. Product-form heterogeneous networks with blocking

Network topology Blocking types Product-form formulas

Two nodes BAS, BBS, RS F1
Cyclic topology BBS, RS F2 and Condition 1
Central server (star) BBS, RS (central node with RS) F3
Reversible routing RS-RD, Stop F4
Arbitrary routing BBS, RS-FD F2 and Conditions 2 and 3
Arbitrary routing BAS F5 and Condition 4

Let us define ρi = ei/μi, where μi is the service rate of node i, and ei the
solution of the system of traffic equations (1).

Product-form F1. For multiclass networks with BCMP-type nodes [13] and class
independent capacities, formula F1 defines: V (n) = 1 and gi(ni) = ρni

i .

Product-form F2. For single class network and nodes with exponential service
time distribution, and load independent service rates μi, formula F2 defines:
V (n) = 1 and gi(ni) = 1/yi, where y = (y1, . . . , yN ) is the solution of the
equations y = yP′, and matrix P′ = [p′ij ] is defined in terms of the routing
probability matrix P and the service rates as follows: p′ij = μjpji, p

′
ii = 1 −∑

j �=i p
′
ji, 1 ≤ i, j ≤ N .

Product-form F3. It applies to multiclass central server networks with A-type
nodes, the class type of a job fixed in the system, state-dependent routing de-
pending on the class type, and blocking functions dependent on node. Let 1
denote the central node. Let bi(ni) denote the blocking function of node i,
that is the probability that a job arriving at node i, is accepted when there
are ni customers. For single class exponential networks, load dependent service
rates μi(ni) = μifi(ni), and the state-dependent routing defined as p1j(nj) =
wj(nj)w(K − n1), ∀nj , pj1 = 1, and 2 ≤ j ≤ N , formula F3 defines:

V (n) =
K−n1∏
l=i

w(l − 1)
N∏
j=2

nj∏
l=i

wj(l − 1), gi(ni) =
ni∏
l=i

1
μi

bi(l − 1)
fi(l)

, ∀i. (5)
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For the definition of formula F3 for multiclass central server networks expression
refer to [3].

Product-form F4. It applies to single class networks with A-type nodes. For the
case load dependent service rates μi(ni) = μifi(ni), and blocking function bi(ni)
for each node i, formula F4 defines: V (n) = 1 and gi(ni) = ρni

i

∏ni

l=i
bi(l−1)
fi(l)

.

Product-form F5. For multiclass networks and nodes with FCFS service disci-
pline, exponential service time, and class independent capacities. Formula F5,
like F1, defines: V (n) = 1 and gi(ni) = ρni

i .

Note that product-form formula (3) generalizes the closed-form expression for
BCMP networks [13], and in certain cases, corresponds to the same solution as for
queueing networks with infinite capacity queues computed on the truncated state
space defined by the network with finite capacities. Product-forms for queueing
networks with finite capacities are proved mostly by applying two approaches:
i) reversibility of the underlying Markov process, ii) duality.

The former approach applies to reversible routing networks with finite capac-
ity, whose underlying Markov process is shown to be obtained by truncating
the reversible Markov process of the network with infinite capacity. This al-
lows us to immediately derive a product-form solution from the theorem for
truncated Markov processes of reversible Markov processes. This theorem states
that the truncated process shows the same equilibrium distribution as the whole
process normalised on the truncated sub-space. For example networks with RS
blocking, BCMP-type networks with finite capacity and reversible routing P
have product-form steady-state distribution given by formula F1 defined above
[3, 27, 41]. Note that this solution is the BCMP product-form, renormalised over
the reduced state space.

The latter approach, duality, applies to networks with arbitrary topology (pos-
sibly non-reversible) routing, for which the product-form solution is derived by
the definition of a dual network that has the same equilibrium probability distri-
bution. The dual network is proved to be in product-form under the non-empty
condition (condition 1). For example, consider a cyclic closed network with single
class, load independent exponential service rates and BBS or RS blocking. We
can define a dual network which has the same steady-state joint queue length
distribution [25]. It is obtained from the original one by reversing the connec-
tions between the nodes. It is formed by N nodes and (B−K) customers, which
correspond to the ‘holes’ of the original (primal) network, where B =

∑N
i=1 Bi

is the total capacity of the network. When a customer moves from node i in the
original network, a hole moves backward to node i in the dual one. The state of ni
customers in node i of the original network, corresponds to Bi−ni holes in node
i of the dual one contains. The underlying Markov process that describes the
evolution of customers in the network is equivalent to the one that describes the
evolution of the holes in the dual network. Hence, when the non-empty condition
is satisfied, the total number of holes in the dual network cannot exceed the min-
imum capacity, i.e., (B −K) ≤ Bmin, and the dual network has a product-form
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solution like a network without blocking. Then the product-form solution for the
primal network is given by equation (3) with formula F2 defined above [25]. This
solution can be extended to arbitrary topology networks with load independent
service rates for RS blocking, as proved in [27]. Another remarkable example of
duality is for closed cyclic networks with phase-type (general) service distribu-
tions and BBS blocking for which the throughput of the network is shown to be
symmetric with respect to its population, i.e., X(B −K) = X(B) [22].

3.3 Algorithm for Closed Networks with Blocking

Product-form closed networks with blocking can be analyzed by some efficient
algorithms [8, 19, 50]. They can be applied if some additional constraints are
verified. They provide the model solution with a time computational complexity
linear in the number of network components, i.e., they require O(NK) opera-
tions, for a network with N service centers and K customers. There are two
types of algorithms for product-form closed networks with blocking: Convolu-
tion and MVA (Mean Value Analysis). Note that we cannot directly apply the
algorithms already known for BCMP networks, such as convolution algorithm
and MVA [49], because of the different state space definition. However, the main
idea of the two algorithms is similar to the non blocking case. Convolution algo-
rithm aims to evaluating the normalizing constant G in formula (3) and average
performance indices. MVA provides a direct computation of a set of average
performance indices (mean response time, throughput, and mean queue length).

Convolution algorithm. We shall now briefly recall a Convolution algorithm
for product-form queueing networks with blocking, whose computational com-
plexity has a linear time computational complexity in the number of network
components. With respect to the algorithm for BCMP networks, a Convolution
algorithm for queuing networks with finite capacities takes into account the set
of constraints on the queue lengths. This corresponds to a state space limitation
that leads to a new definition of recursive equations to compute the normalizing
constant.

The Convolution algorithm applies to networks with RS and BBS blocking,
arbitrary topology, load independent service rates, and product-form solution
given by formula F1 or F2. The algorithm computes the normalizing constant
G in formula (3). This is obtained by on a set of recursive equations to eval-
uate functions Gj(n), that can be interpreted as the normalizing constant of
the network with finite capacity queues and with the first j nodes and n cus-
tomers, 1 ≤ j ≤ N , ∀ feasible n ≤ K. The algorithm eventually computes
G = GN (K). It defines a set of different recursive equations depending on the
network population and the finite capacities. Once the last function GN (n), for
each feasible n, has been computed, one can derive for each node i, the marginal
queue length distribution πi(ni), ∀ni, and the average performance indices, i.e.,
the mean queue length Li, the mean response time Ti, the node throughput Xi
and utilization Ui, the mean busy period, and the blocking probabilities.
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The time computational complexity of the algorithm depends on the network
parameters and is O(NC), where C = max1≤i≤N (Bi−ai), and ai = max(0,K−∑
j �=iBj) is minimum feasible queue length of node i. A detailed description of

the algorithm is given in [8].

MVA algorithm. The MVA algorithm directly computes a set of average per-
formance indices, without evaluating the normalizing constant. The algorithm
recursively evaluates the mean queue length, mean response time, and through-
put. Other performance indices that can be derived are utilization, mean busy
period and blocking probabilities for each node.

An MVA algorithm is defined for the class of product-form networks with
cyclic topology and with BBS-SO and RS blocking [19]. In this case product-
form F2 holds when the non-empty condition is satisfied, and we can define a
dual network without blocking with identical product-form state distribution.
Hence, by duality, this algorithm simply applies the standard MVA algorithm
for networks without blocking to the dual network (see [19] for details). Note
that such a MVA algorithm is not a direct application of the arrival theorem, as
we have in MVA for queueing networks without blocking [49], since it is based
on the dual network that is without blocking. The arrival theorem for network
with blocking is discussed in [7, 10, 14].

Another MVA algorithm has been extended to a class of product-form net-
works with RS blocking, load independent service rates, and with F2 or F3
product-form [50]. The MVA algorithm has a time computational complexity of
O(BmaxNK) operations, where Bmax = max1≤i≤N Bi.

4 Approximate Analysis of Networks with Finite
Capacities

General queueing networks with blocking that have not a product-from solution
can be analyzed by approximate analytical methods or by simulation. Several ap-
proximate techniques for open or closed queueing networks with finite capacity
queues have been proposed to evaluate average performance indices and queue
length distributions [10, 47, 54]. Most of the methods provide an approximate so-
lution with a limited computational cost, but they do not give any bound on the
introduced approximation error. The accuracy of the methods is usually validated
by comparing numerical results with either simulation results or exact solutions.

Various heuristics have been defined by taking into account both the network
model characteristics and the blocking type [4, 15, 16, 20, 23–26, 28–35, 37,
42, 48, 53–56, 60, 61]. Approximate methods for queuing networks with finite
capacities are defined on the basis of the following principles:

– decomposition applied to the Markov process or to the network,
– forced product-form solution,
– structural properties for special cases,
– maximum entropy.
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The various approaches can be applied under some constraints and for some
blocking type, and they show different accuracy and time computational com-
plexity. The methods based on forced product-form solution try to apply the
product-form results to networks that do not satisfy the required constraints,
possibly making some iterative check to appropriately select the approximation
parameters. They usually are quite efficient from the computational viewpoint,
but with unknown approximation error. Networks with particular topologies can
be solved by special approximation methods that take advantage of their struc-
ture. Maximum entropy approximations apply the maximum entropy method
(ME) to match the performance indices, which leads to a closed-form solution
of the queue length distribution. ME approximation can be applied under quite
general conditions and provide a good accuracy [29–33, 35]. We now discuss the
decomposition approach that is widely used.

Network and process decomposition. Many approximate methods are
heuristics based on the decomposition principle applied to the underlying Markov
process or directly to the network.

Decomposing a Markov process consists in identifying a state space E par-
tition of into H subsets Eh, 1 ≤ h ≤ H , which leads to a decomposition of
the rate matrix Q into H2 submatrices. Hence the solution of the entire system
of global balance equations (2) is reduced to the solution of H subsystems of
smaller dimension. Each subsystem is related to a subset Eh, so obtaining the
conditioned state probability denoted by Prob(S | Eh), ∀ state S ∈ Eh, ∀h.
Then these solutions are combined to obtain the overall process solution, i.e.,
the state distribution as

π(S) = Prob(S | Eh)Prob(Eh) (6)

where Prob(Eh) is the aggregated probability of subset Eh, ∀h. Then the de-
composition technique substitutes the direct computation of π(S) with the com-
putation of probabilities Prob(S | Eh) and Prob(Eh), ∀S, ∀Eh. Exact process
decomposition in general cannot be efficiently applied, except for special cases.

Approximate methods based on the decomposition of the Markov process
provide an approximate evaluation of these probabilities. They require to:

– identify a partition of E into H subsets, so decomposing state space E and
transition rate matrix Q,

– compute the conditional state probabilities Prob(S | Eh) and the aggregate
probabilities Prob(Eh)for each subset Eh, ∀h, and compute state probability
π by formula (6).

A critical issue is the definition of the state space partition that affects both the
accuracy and the time computational complexity of the approximate algorithm.
If the partition of E corresponds to a network partition into subnetworks then
subsystems are (possibly modified) subnetworks.
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The decomposition principle applied to the queueing network is based on
the aggregation theorem for queueing networks. It performs in three steps: 1)
network decomposition into a set of subnetworks, 2) analysis of each subnetwork
in isolation to define an aggregate component, 3) definition and analysis the new
aggregated network. Step 1 is a NP-complete problem, so it is the most critical
issue. One should then choose simple subnetworks to apply efficient solution
methods at step 2. At step 3 aggregation can be exactly applied only for product-
form networks, and it is approximated otherwise, in general with unknown error.
Network decomposition can be very efficient when the isolated subnetworks at
step 2 and the aggregated network at step 3 are simple to analyze. The various
approaches determine the subnetwork parameters. Many approximate methods
use iterative aggregation-disaggregation procedures, for which conditions and
speed of convergence should also be considered. Few approximations have known
accuracy. An open issue is the definition of approximate methods with known
error, such as bound solutions.

Approximate method comparison. We now present a review and comparison of
some approximate methods by considering their accuracy, efficiency and the class
of models to which they can be applied. Specifically, we consider the algorithm
rationale and the model assumptions, i.e., constraints on the network parameters
such as topology, types of service distributions, queue capacities, and blocking
type. The approximation accuracy is evaluated by comparing numerical results
with either simulation or exact results [6, 10].

We shall now consider some significant approximations for the two classes of
closed and open networks. Table 2 summarizes the conditions under which the
methods for closed and open networks can be applied, i.e., the constraints on
network topology, service centers (service time distribution, number of servers
and queue capacity, and blocking type).

Table 2. Approximate methods for queuing networks with blocking

Network costraints
Methods for closed networks topology - node type - blocking types

Throughput Approximation (TA) cyclic - G/M/1/B BAS - BBS
Network Decomposition (ND) cyclic - G/M/1/B BBS
Variable Queue Capacity Decomp. (VQD) cyclic1 - G/M/1/B BBS
Matching State Space (MSS) general - G/M/1/B BAS
Approximate MVA (AMVA) general - G/M/1/B BAS
Maximum Entropy Algorithm (ME) general - G/GE/1/B RS-RD

Methods for open networks

Tandem Exponential Network Decomp. (TED) tandem - G/M/1/B BAS
Tandem Phase-Type Network Decomp. (TPD) tandem - G/M/1/B BAS
Acyclic Network Decomposition (AND) acyclic - G/M/1/B BAS
Maximum Entropy Algorithm (ME-O) general - G/GE/1/B RS-RD
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4.1 Approximate Methods for Closed Networks with Finite
Capacities

We consider the following six algorithms for closed queuing networks, based on
various principles:

– Throughput Approximation (TA) [46]
– Network Decomposition (ND) [23]
– Variable Queue Capacity Decomposition (VQD) [56]
– Matching State Space (MSS) [1]
– Approximate MVA (AMVA) [2]
– Maximum Entropy Algorithm (ME) [32, 35]

They applied to homogeneous networks, i.e., each node has the same blocking
type. We assume FCFS service discipline at each node. Table 3 reports the key
idea of each approximation method.

Cyclic networks. The first three methods (TA, ND and VCD) evaluate the
throughput of cyclic networks with exponential service time distribution. TA
and VCD algorithm compute the network throughput X(K) as a function of
network population K.

Throughput Approximation (TA) applies to cyclic networks with BBS or BAS
blocking and exponential service times [46]. It evaluates the network throughput,
assuming that it is a symmetrical function, that is X(K) = X(B −K), where
B =

∑
iBi. This property holds for BBS blocking as proved under the more

general assumption of phase-type service distribution in [22], and it reaches its
maximum value for K = K∗ = �B2 �. The algorithm directly computes few values
of function X(K) with exact analytical methods and computes the other values
by fitting the curve through those known points. For BAS blocking the symmetry
property of the throughput does not hold, but a similar shape of the curve as
for BBS blocking is conjectured, supported by experimental results, where K∗

is approximated by an iterative scheme that depends on the queue capacities
and the service rates. The main drawback of this method is the cumbersome
computational complexity required to evaluate the exact throughput. Hence, it
can be used for parametric analysis of the throughput by varying the network
population and only for networks with a limited number of nodes and customers.

Network Decomposition (ND) approximates the throughput of the cyclic net-
work with BBS blocking by a network decomposition method [23]. At step 1
the network is partitioned into N one-node subnetworks. At step 2 each sub-
network is analyzed in isolation as an M/M/1/Bi network with arrival rate λ∗

i

and load dependent service rate μ∗
i (n), ∀n, to derive the marginal queue length

distribution π∗
i (n), ∀n, ∀i. Parameters λ∗

i and μ∗
i (n) are defined by a set of

equations and are approximated for each subnetwork. The isolated queue is ap-
proximated by taking into account the blocking of customers due to the finite
capacity of the downstream nodes. The authors consider two cases depending on
whether all the nodes have finite capacity or there is one infinite capacity node.
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Table 3. Approximate methods for closed networks with blocking: main idea

Method Key idea

TA Exact model analysis for some network population and throughput
interpolation by varying network population K.

ND Network decomposition into nodes analyzed in isolation as M/M/1/B.
VCD Network decomposition and aggregation into a single composite node with

state dependent service rate and variable buffer size.
MSS Analysis of the QN without blocking by choosing the network population

to approximately match the state space cardinality.
AMVA Modified and forced MVA algorithm to consider blocking.
ME Approximate product-form for the queue length distribution based on

maximum entropy.

They define the parameters by a fixed-point equation for λ∗
i and an iterative al-

gorithm. It starts with a throughput approximate interval [Xmin(0), Xmax(0)],
computes new parameters λ∗

i and μ∗
i (n) at each step and appropriately updates

the k-th throughput approximation [Xmin(k), Xmax(k)], until a convergence con-
dition is satisfied. Such conditions check the approximate throughput interval
width, and some consistency control on the network. If all nodes have finite ca-
pacity an additional iteration cycle is required to compute probabilities π∗

i (Bi)
(see [23] for details). Convergence has not been proved, but it has been ob-
served. The time computational complexity is of O(kN4B3

max) operations, for k
iteration steps.

Variable Queue Capacity Decomposition (VQD) method can be applied to
cyclic1 networks with BBS blocking [56], and we assume that node 1 has infi-
nite capacity (B1 = ∞). The algorithm is based on the network decomposition
principle applied to nested subnetworks. The key idea is that given a node i,
all the downstream nodes (i + 1, . . . , N) are aggregated in a single composite
node Ci+1 with load dependent service rate and a variable queue capacity. The
approximation evaluates the composite node Ci+1 parameters (load dependent
service rate, and the fraction of time in which the queue capacity is n, given
the network population). The algorithm starts with the analysis of the two-node
subnetwork formed by the last two nodes (N − 1, N) to define the composite
aggregate node CN−1, that is seen by node N−2. Then the algorithm goes back-
ward from node i = N − 2 to node 1 eventually to the two-node network formed
by (1, C2) that represents the entire aggregated network, and from which one
obtains the approximated throughput. The analysis of each two-node network
where the composite node has variable queue capacity (or variable buffer) is car-
ried out by considering two corresponding two-node networks where a composite
node has fixed buffer and infinite buffer, respectively (see [56] for details). The
algorithm is very simple, non-iterative and its time computational complexity is
of O(NK3) operations.

1 With a node with unlimited capacity.
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Arbitrary topology networks. The three methods (MSS, AMVA and ME)
apply to arbitrary topology networks. MSS and AMVA methods assume net-
works with BAS blocking, exponential service time, and evaluate the network
throughput. ME algorithm assumes RS-RD blocking, generalized exponential
service time and evaluates the queue length distribution and average perfor-
mance indices.

The basic idea of Matching State Space (MSS) method [1] is to approximate
the behavior of the network with blocking with that of a network without block-
ing by choosing the population to approximately match the state space cardi-
nality of the underlying Markov chain. The assumption is that the two networks
with nearly the same state space cardinality should have similar throughputs.
The algorithm defines a new network with infinite capacity queues and K ′ cus-
tomers so that the state space cardinality of the underlying Markov process, say
C′(K ′), is nearly equal to that of the Markov process of the original network
with K customers, C(K). The algorithm determines K ′ to approximate the state
space matching, that is to minimize the difference function |C′(K ′) − C(K)|.
Then the network without blocking is analysed (see [1] for details). The algo-
rithm implementation is simple and the time computational complexity is of
O(N3 + NK2) operations.

Approximate MVA (AMVA) [2] analyzes networks with BAS blocking and
exponential service times by a modification of the MVA algorithm originally de-
fined for product-form networks with unlimited queue capacities [49]. The MVA
algorithm is based on Little’s theorem and the arrival theorem. Note that the ar-
rival theorem and the MVA algorithm, as defined for networks without blocking,
cannot be immediately applied to networks with blocking. Let Ti(n), Li(n) and
Xi(n) denote the average response time, mean queue length and throughput of
node i when there are n customers in the network. For load independent service
center the MVA is based on the following recursive scheme, for 1 ≤ n ≤ K:

– Ti(n) = 1
μi

[1 + Li(n− 1)], ∀i
– Xi(n) = nei/[

∑
j ejTj(n)], ∀i

– Li(n) = Xi(n)Ti(n), ∀i.
The approximation algorithm modifies the first equation trying to take into
account blocking. In particular if node i is full, it cannot accept new customers
and there is at least one node j blocked by node i, then approximation defines:

– Ti(n) = 1
μi
Li(n− 1)

– Tj(n) = 1
μj

[1 + Lj(n− 1)] + 1
μi

(ejpji)/ei

For node i only the customers already in the node contribute to the average
response time, while for the blocked node j the response time increases of a
blocking time due to node i (see [2] for further details). The algorithm can
be simply implemented and the time computational complexity is of O(N3 +
kNK) operations where k is the number of iterations of the approximate iterative
computation at step n.

Maximum Entropy Algorithm (ME) [32, 35] evaluates the queue length dis-
tribution and average performance indices of a network with RS-RD blocking
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and generalized exponential service time. The approximation is based on the
principle of maximum entropy and is an extension of the algorithm defined for
open networks and more general cases, such as multiclass networks and priorities
[29–31, 33]. Let ai = max(0,K−∑

j �=i Bj) be the minimum number of customers
in node i. The algorithm approximates the joint queue length distribution π(S)
for each network state S by maximizing the entropy function

H(π) = −∑
S π(S)log(π(S))

subject to the following constraints

– normalization:
∑

S π(S) = 1
– ui is the probability of more than ai customers in i:

∑
ni>ai

π(ni) = ui

– Li is the mean queue length:
∑Bi

ni=ai
hi(ni)πi(ni) = Li

– Φi is the probability that node i is full:
∑Bi

ni=ai
fi(ni)πi(ni) = Φi

where hi(ni)=min(0, ni − ai − 1) and f(ni) = max(0, ni − Bi + 1). By the
Lagrange’s method of undetermined multipliers the algorithm determines an
approximation of π(S) that has the following product-form expression:

π(S) =
1
Z

N∏
i=1

xi(ni)y
hi(ni)
i zfi

i (7)

where Z is a normalizing constant, xi(ni) = 1 if ni = ai, and xi(ni) = xi if
ai < ni ≤ Bi, and xi, yi and zi are the Lagrangian coefficients corresponding to
constraints above. The network cannot be decomposed into single nodes and the
coefficients do not have a closed form expression. The algorithm approximates
the closed network with a pseudo open network without exogenous departures
and arrivals. This open network is analysed by the approximation based on the
same principle applied to open networks, introducing an additional constraint
on the average queue lengths K =

∑
i Li and slight modifications to derive the

coefficients of formula (7). Then the coefficients are iteratively approximated.
The algorithm details are given in [32, 35]. The time computational complexity
of the algorithm depends on the algorithm for open networks and for the iterative
approximation, with k iteration, is of O(kN2K2) operations.

4.2 Approximate Methods for Open Networks with Finite
Capacities

We consider the following algorithms for open queuing networks, as reported in
Table 2 that shows the corresponding constraints on the network topology, the
type of service centers and the blocking type:

– Tandem Exponential Network Decomposition (TED) [20]
– Tandem Phase-Type Network Decomposition (TPD) [48]
– Acyclic Network Decomposition (AND) [37]
– Maximum Entropy Algorithm for Open networks (ME-O) [35, 51]

All the algorithms are based on network decomposition and ME-O method on the
maximum entropy. Decomposition define one-node subnetworks as M/M/1/B
queues by TED and AND, M/Cox/1/B queue by the other algorithms.
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Tandem networks. The TED [20] and TPD [48] algorithms approximate the
throughput of the tandem network with BAS blocking by network decomposi-
tion. The network is partitioned into N one-node subnetworks T (i), 1 ≤ i ≤ N .
Subnetwork T (i) represents the isolated node i and is analyzed as an M/M/1/Bi
queue by TED and as an M/PHn/1/Bi queue by TPD (with phase-type ser-
vice distribution). The method define appropriate parameters to derive marginal
probability πi(n), ∀n of each subnetwork T (i). Since T (1) and T (N) correspond
to the first and last node of the tandem network the first has arrival rate λ (exoge-
nous arrival rate) and the last service rate μN . The remaining 2(N−1) unknowns
have to be determined. The approximation is based on an iterative scheme to
approximate the subnetworks unknown parameters(see [20] for details). TED
algorithm requires O(kNB2

max) operations, where k is the number of iterations.
The authors proved the algorithm convergence, and numerical results show that
it is fast. TPD method solve subsystems T (i) with a matrix-geometric technique
and distinguish two cases depending on whether the first node has finite capac-
ity. When all the nodes have finite capacity it has an additional iterative cycle to
estimate the effective arrival rates (see [48]). Convergence has not been proved.
the algorithm requires O(k1

∑
2≤i≤N ki(N − i + 1)3B2

i ) operations where ki is
the number of iterations to compute the arrival rate of system T (i) .

Acyclic and arbitrary topology networks. The last two methods AND
and ME-O apply to more general topology networks and evaluate the queue
length distribution and are respectively based on network decomposition and
the maximum entropy principle.

The Acyclic Network Decomposition (AND) method [37] extends TED ap-
proximation to acyclic networks with exponential service time distribution and
BAS blocking. Like TED, the approximation is based on a network decompo-
sition into N single node subsystems T (i). Each subsystem is analyzed as an
M/M/1/Bi system, but AND method defines a new set of equations to deter-
mine the subsystems parameters (service and arrival rates). If node i has Ui
predecessor nodes, then each subsystem T (i) receives arrivals from Ui exponen-
tial sources with unknown rates, one source from each predecessor j (i.e., any
node j such that pij > 0). These rates are approximated by an iterative proce-
dure. To this aim AND algorithm evaluates the probability that at arrival time
at T (i) from the j-th source there are n other nodes blocked by node i, and
the probability that at the end of a service system T (i) is empty. These prob-
abilities appear in the new formulas defined for the unknown rates (see [37] for
details). The T (i) subsystems are eventually analyzed to derive marginal prob-
abilities πi(n), ∀n, ∀i. The time computational complexity of AND is bounded
by O(kN [(U + Bmax)2 + U3 + 2U+1]), where k is the iteration number and
U = maxiUi.

Maximum Entropy Algorithm for Open networks (ME-O) approximation [35,
51] analyses a more general classes of networks with arbitrary topology, gener-
alized exponential service time distribution, and RS-RD blocking. It is similar
to the ME method by the same authors for closed networks, and the approx-
imation is based on the maximum entropy. The open networks is decomposed
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into N subsystems T (i), each analysed as GE/GE/1/B nodes with appropriate
parameters by considering blocking. The analysis of the i-th GE/GE/1/B sys-
tems is based on an iterative scheme that computes: 1) the arrival rate by the
traffic equations, 2) the probability that, at service completion time at i, node
j is full, ∀j, 3) the queue length probability πi defined by a product-form whose
coefficient are the Lagrange multipliers corresponding to the constraints of the
maximum entropy problem, and 4) the coefficient of variation of the interarrival
time at T (i). The iterative scheme is repeated until convergence of the coefficient
of variations at step 4. The probability computation at step 2 requires the solu-
tion of non-linear system that can lead to numerical instability and problems of
convergence, which, however, is rarely observed. There is no proof of convergence
and uniqueness of the solution. See [35, 51] for details. The time computational
complexity is of O(Ω3), where Ω is the cardinality of the set of probabilities
computed at step 2.

5 Algorithms Comparison

Table 4 shows a comparison of approximate methods for closed and open net-
works. It shows the performance indices evaluated by every method, their accu-
racy and efficiency.

For closed networks, approximation ND is more accurate than VCD and the
difference increases with the number of network nodes. TA is more accurate than
ND and its accuracy is more stable than that of ND as the number of network
nodes increases. However, ND is more efficient than TA, which is limited to small
networks. If K < NBmax then VCD approximation is better than ND, while the
opposite is true otherwise. VCD approximation is less efficient than ND for large
network population K. Note that VCD and TA provide the throughput for all
the network population from 1 to K. ND is based on a fixed-point iteration and
can show some numerical instability. ND and AT apply to a more general class
than VCD approximation.

By comparing methods MSS and AMVA, we observe that the former is more
accurate and more efficient. The approximations are quite different, since their
rationales are not related. They are stable and their accuracy seems to be inde-
pendent of network parameters (N , μi and Bi), but dependent on the topology.
Specifically they provide better results for central server networks and worse
results for cyclic networks.

For open tandem exponential networks with BAS blocking the two approx-
imation algorithms TED and TPD have nearly the same accuracy, with quite
similar approximations, for sign and value. Their accuracy increases for small
blocking probabilities, i.e., for networks with large Bi or large μi with respect to
the arrival rate. The approximation accuracy of TPD is influenced by capacity
queue unbalancing, while that of TED is affected by service rate unbalancing.
TPD is slightly better than TED for high blocking probabilities. TED is cer-
tainly more efficient and has a simpler implementation than TPD, which can
show numerical instability that can affect the algorithm convergence.



Queueing Networks with Blocking 253

Table 4. Comparison of approximate methods for networks with blocking

Method Index Accuracy Efficiency

TA X(K) Very good Poor for N > 5
ND X Good Good
VQD X(K) Good for N ≤ 4 Fair
MSS Xi Fair Good
AMVA Li, Xi, Ti Fair for X Very good
ME Li, Xi, Ti Fair Fair

TED Li, Xi, Ti, πi Very good Very good
TPD Li, Xi, Ti, πi Very good Slow for networks with all finite capacity nodes,

fair otherwise.
AND Li, Xi, Ti, πi Very good Very good
ME-O Li, Xi, Ti, πi Good Fair

Finally, the maximum entropy methods, ME and ME-O, for closed open
networks apply to the more general class of networks with arbitrary topol-
ogy, generalized exponential service time distribution, and RS-RD blocking. The
throughput accuracy of ME is not affected by the topology and the symmetry
of network parameters (μi and Bi, ∀i), but it depends on the coefficient of vari-
ation of the service distributions. The approximation error grows with these
coefficients of variation. The accuracy of the ME-O method decreases with the
presence of cycles in the networks.

6 Application Examples of Networks with Blocking

Some equivalence, insensitivity and monotonicity properties of queueing net-
works with finite capacities have been proved [10, 12, 21, 22, 43, 44, 52, 57, 58].

Insensitivity properties lead to the identification of the factors that affect sys-
tem performance. Monotonicity provides insights in the system behavior. It can
be applied in parametric analysis to study the impact of various parameters
(e.g., system load, buffer dimension) on system performance, to solve optimiza-
tion problems or for bounding analysis. Equivalencies are defined in terms of
state probability distribution π, average performance indices, or passage time
distribution. Most of the equivalencies derive from the identity of the network
processes. However, even if two networks have identical Markov processes, the
meaning of corresponding states may be different. Then performance measures
may be not equivalent, because the equivalence in terms of π does not necessarily
lead to equivalence in terms of average performance indices.

Examples of equivalences are between networks with and without blocking
that immediately leads to the extension of efficient computational solution al-
gorithms defined for BCMP networks. Such equivalences hold for exponential
networks with RS-RD blocking with reversible routing and product-form F4,
and with arbitrary routing and product-form F2, for which an equivalent
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product-form network without blocking can be defined (see [10, 12]). Several
equivalences can be defined between networks with different blocking types, and
between homogeneous and non-homogeneous networks. Some examples are:

– BBS and RS types are equivalent for multiclass two-node networks with
BCMP type nodes and class independent capacities,

– BAS is reducible to BBS for cyclic networks provided that node capacities
are augmented by 1.

– for central server topology networks, BAS is reducible to BBS with node
capacities Bi, 2 ≤ i ≤ M , augmented by 1.

– BBS and RS-FD types are equivalent for networks with arbitrary routing,
single class, with exponential nodes, load independent service rates and if
condition 3 holds (single destination node) defined in Section. 3.2.

– Stop and Recirculate blocking are equivalent for multiclass open Jackson
networks with class type fixed.

These results can be applied, for example, to define more efficient methods or
to extend solution algorithms to more general classes of models of networks
with different blocking types or network parameters. A detailed description of
equivalence properties can e found in [10, 12, 21, 43].

A simple application. A simple application example is a store-and-forward packet
switching network with virtual circuits modeled at level 3 in OSI reference model.
Under independence assumptions, the window flow control can be represented
by a closed cyclic queueing network with finite capacities and RS blocking. Un-
der exponential assumptions and if the non empty conditions (condition 1) is
satisfied, then product form solution (3) with formula F2 holds and we can ap-
ply Convolution algorithm or MVA to derive the performance indices, such as
network throughput, delay, and buffer occupancy.

Another simple application of finite capacity networks to model communica-
tions and computer systems is shown in Figure 1 that represents an heteroge-
neous network with blocking modelling two computer systems connected through
a communication link. We assume that nodes C1 and C2 represent computer
CPU subsystem with RS-RD blocking, nodes D1 and D2 are computer disk
subsystem with BAS blocking, nodes N1 and N2 are computer network ac-
cess with BAS blocking, and nodes N2 and N4 communication links with BBS

Fig. 1. Example
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blocking. The customers of the model represent jobs (in computer systems) and
packets (in communication subnetwork). Under exponential assumptions a het-
erogeneous network reducible to a homogeneous queuing network with RS-RD
blocking can represent the system. The network has arbitrary topology and we
can can apply the ME approximate solution algorithm to derive the performance
indices, such as the average response time and system throughput.

Moreover if nodes D1 and D2 have RS-RD blocking, then the network has
product-form solution F2 and we can apply the convolution algorithm to eval-
uate the system performance.
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Abstract. The paper is devoted to the asymptotic investigation of switch-
ing queueing systems and networks. The method of analysis uses the limit
theorems of averaging principle and diffusion approximation types for the
class of ”Switching Processes” developed by the author. This class can
be used to describe hierarchic stochastic systems with random switching
due to internal and external factors.

Different classes of overloaded switching queueing models (heavy traf-
fic conditions) operating under the influence of internal and external ran-
dom environment, e.g. state-dependent models with Markov and semi-
Markov switching, are investigated. The approximation of models with
fast switching by simpler models with aggregated state space and aver-
aged transition rates are also considered.

These results form a new methodology for the investigation of tran-
sient phenomena for queueing models in heavy-traffic conditions and
provide an analytic approach to performance evaluation of queueing net-
works of a complex structure. Different examples are considered.

Keywords: Queueing models, networks, switching process, averaging
principle, diffusion approximation, heavy-traffic, asymptotic aggregation.

1 Introduction

The real communication and computer networks have as usual rather complex
structure and operate under the influence of various internal and external fac-
tors that may change (switch) the behaviour of the system. The main features
of these systems are the stochasticity, presence of different time scales for differ-
ent subsystems (inner fast computer time and slow user interaction time, etc),
and the hierarchic structure. Wide classes of such systems can be adequately
described with the help of so-called ”Switching Processes” (SP’s).

The class of SP’s has been introduced and studied in the author papers [2,3]
and book [4]. SP’s are an adequate mathematical tool for describing stochastic
systems that can switch their behaviour at some random epochs of time which
may depend on the previous trajectory.

A SP can be described as a two-component process (x(t), ζ(t)), t ≥ 0, with the
property that there exists a sequence of Markov epochs of times t1 < t2 < · · ·
such that in each interval [tk, tk+1), x(t) = x(tk), and the behaviour of the
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process ζ(t) in this interval depends only on the values (x(tk), ζ(tk)). Here x(t)
is a discrete switching component and the epochs { tk } are called switching
times. SP’s can be described in terms of constructive characteristics [2,3] and
are very suitable in analyzing and asymptotic investigating of stochastic systems
with ”rare” and ”fast” switching [3,4,5,7,10,14,17,18,19,20].

Wide classes of queueing models can be described in terms of SP’s. The class
of switching queueing models includes, as examples, state-dependent queue-
ing systems and networks in a Markov and semi-Markov environment of the
type (MM,Q/MM,Q/m/k)r, (SMM,Q/MM,Q/m/k)r (so-called Markov or semi-
Markov modulated models [35]), models under the influence of flows of external
events or internal perturbations, unreliable systems, retrial queues, hierarchic
queueing models, etc.

Therefore, the developed asymptotic theory of SP’s can be effectively applied
to the investigation of wide classes of queueing systems and networks.

There are several directions in the asymptotic investigation of queueing mod-
els. The first direction is dealing with the analysis of overloaded queueing models
(heavy traffic conditions). For this class of models, the convergence of queueing
processes to the solutions of differential equations (averaging principle – AP)
and to the diffusion processes (diffusion approximation – DA) can be proved
using the corresponding asymptotic results for SP’s [6,7,8,9,10,20]. These results
are applied to different classes of queueing models [11,12,13,14,16,17,19,20,22].

Note that a different analytic approach based on the asymptotic results for
semi-groups of linear perturbed operators associated with corresponding Markov
processes was developed by V.S. Korolyuk et al. and different applications to
queueing models [29,30,31,32,33,34] are studied.

Another direction is dealing with the asymptotic approximation of Markov
and semi-Markov state-dependent queueing models with fast switching by sim-
pler Markov models with averaged transition rates. These results are related to
the asymptotic decreasing of dimension and aggregation of states and are based
on the asymptotic results on the convergence in the class of SP’s with slow
switches [1,3,4,5] and the conditions when a SP of rather complicated structure
can be approximated by a SP of a simpler structure, in particular, by a Markov or
a semi-Markov process. Different applications to reliability and queueing models
and dynamic systems are considered in [4,13,14,15,18,19,20,21].

These results form the basis of the methodology for the investigation of tran-
sient phenomena in switching queueing systems and networks. Numerous exam-
ples are considered.

2 Switching Processes

Consider a general definition of the class of switching processes (SP). Let

Fk = {(ζk(t, x, α), τk(x, α), βk(x, α)), t ≥ 0, x ∈ X,α ∈ Rr}, k ≥ 0,

be jointly independent in index k parametric families, where (X,BX) is a measur-
able space, ζk(t, x, α) for each fixed k, x, α is a random process with trajectories



260 V.V. Anisimov

belonging to the Skorokhod space D∞r (the space of right-continuous functions
with left-side limits which are also called cadlag functions), and τk(x, α), βk(x, α),
are possibly dependent on ζk(·, x, a) random variables, τk(·) ≥ 0, βk(·) ∈ X. We
assume that the vectors from Rr are column vectors and the variables intro-
duced are measurable in the ordinary way in the pair (x, a) concerning σ-algebra
BX × BRr . Let also (x0, S0) be the independent of Fk, k ≥ 0, initial vector in
X ×Rr. We introduce the following recurrent sequences:

t0 = 0, tk+1 = tk + τk(xk, Sk),
Sk+1 = Sk + ξk(xk, Sk), xk+1 = βk(xk, Sk), k ≥ 0, (1)

where ξk(x, α) = ζk(τk(x, α), x, α), and set

ζ(t) = Sk + ζk(t− tk, xk, Sk),
x(t) = xk, as tk ≤ t < tk+1, t ≥ 0. (2)

Then a two-component process (x(t), ζ(t)), t ≥ 0, is called a SP [2,3]. We also
introduce an embedded process

S(t) = Sk as tk ≤ t < tk+1, t ≥ 0, (3)

and call it a recurrent process of a semi-Markov type (RPSM) [6].
It is worth to notice that the general definition of SP allows feedback be-

tween the discrete switching component x(·) and the switched component ζ(·)
(case of feedback). Consider a particular case when there is no component
x(·) and the process ζ(·) is switching at some random times tk. Let Fk =
{(ζk(t, α), τk(α)), t ≥ 0, α ∈ Rr}, k ≥ 0, be jointly independent in index k fam-
ilies of random processes ζk(t, α) with trajectories belonging to the Skorokhod
space Dr∞ and random variables τk(α) measurable in the natural way. Introduce
the following recurrent sequences:

t0 = 0, tk+1 = tk + τk(Sk), Sk+1 = Sk + ξk(Sk), k ≥ 0, (4)

where ξk(α) = ζk(τk(α), α), and set

ζ(t) = Sk + ζk(t− tk, Sk) as tk ≤ t < tk+1, t ≥ 0. (5)

Then the process ζ(t), t ≥ 0, is a special case of a SP which is switched at the
times tk that are constructed recurrently using the values of ζ(·) at switching
times. This definition is used to describe some classes of queueing models.

In what follows we assume that SP is regular, i.e. the component x(·) with
probability one has a finite number of jumps in each finite interval.

Now consider as the illustration some special subclasses of SP’s.
Assume that the characteristics of the families Fk, k ≥ 0, do not depend on

the parameters a and k. Then xk, k ≥ 0, is a homogeneous Markov process (MP)
and x(t), t ≥ 0, is a semi-Markov process (SMP). Assume also that the variables
τk(x) at each x ∈ X are independent of the processes ζk(t, x), t ≥ 0. In that
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case, if the variables τk(x) have the exponential distribution, then x(t), t ≥ 0,
is a MP. If in addition at each x ∈ X, ζk(t, x), t ≥ 0, is the process with inde-
pendent increments, then the two-component process (x(t), ζ(t)), t ≥ 0, forms a
MP which is homogeneous in the second component [24]. If the variables τk(x)
have arbitrary distributions, then the process ζ(t) is a process with independent
increments and semi-Markov switching introduced in [1].

Suppose now that the process ζk(t, x) at each x ∈ X is a MP. Then the
process ζ(t), t ≥ 0, in the book of [23] is called a piecewise Markov aggregate
and in the book [26] it is called a MP with semi-Markov interference of chance.
If the processes ζk(t, x) take the values in a Banach space and described by a
semigroup of operators, then ζ(t) in [27,28] is called a random evolution.

Consider separately a class of recurrent processes of semi-Markov type (RPSM)
which is a special subclass of SP introduced above. This process is a step-wise
process. It has a simpler structure than a general SP and is a convenient tool for
description of wide classed of queueing systems and networks. Below we consider
some special models of RPSM which will be used at the description of stochastic
queues and the problems of asymptotic analysis.

2.1 Recurrent Processes of a Semi-Markov Type

Let
Fk = {(ξk(α), τk(α)), a ∈ Rr}, k ≥ 0,

be jointly independent families of random variables with values in the space
Rr× [0,∞), and S0 be an independent of Fk, k ≥ 0 random variable in Rr . Note
that the variables ξk(α) and τk(α) can be dependent. Introduce the following
recurrent sequences:

t0 = 0, tk+1 = tk + τk(Sk), Sk+1 = Sk + ξk(Sk), k ≥ 0 (6)

and set
S(t) = Sk as tk ≤ t < tk+1, t ≥ 0. (7)

Then the process S(t) forms a simple recurrent process of a semi-Markov type
(RPSM) (in this case a discrete switching component x(t) is absent).

If the distributions of the families Fk do not depend on the parameter k, the
process S(t) is a homogeneous SMP. If the distributions of the families Fk do
not depend on both parameters α and k, then the times t0 ≤ t1 ≤ ... ≤ tk...,
form a recurrent flow and S(t) can be interpreted as a reward renewal process.

Consider now a RPSM with additional Markov switching. Let

Fk = {(ξk(x, α), τk(x, α)), x ∈ X,α ∈ Rr}, k ≥ 0

be jointly independent families of random variables taking values in Rr × [0,∞),
and let xl, l ≥ 0, be a MP independent of Fk, k ≥ 0, with values in some space
X , (x0, S0) be the initial value. We put

t0 = 0, tk+1 = tk + τk(xk, Sk), Sk+1 = Sk + ξk(xk, Sk), k ≥ 0, (8)
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and set

S(t) = Sk, x(t) = xk, tk ≤ t < tk+1, t ≥ 0. (9)

Then the two-component process (x(t), S(t)) forms a RPSM with additional
Markov switching. If the distributions of variables τk(x, α) do not depend on the
parameters α and k, then x(t) is a SMP.

Consider now a general RPSM with feedback between both components. Let

Fk = {(ξk(x, α), τk(x, α), βk(x, α)), x ∈ X,α ∈ Rr}, k ≥ 0,

be jointly independent families of random variables with values in the space
Rr × [0,∞) ×X, (x0, S0) be the initial value. We put

t0 = 0, tk+1 = tk + τk(xk, Sk),
Sk+1 = Sk + ξk(xk, Sk), xk+1 = βk(xk, Sk), k ≥ 0, (10)

and set

S(t) = Sk, x(t) = xk as tk ≤ t < tk+1, t ≥ 0. (11)

Then the two-component process (x(t), S(t)), t ≥ 0 forms a RPSM with feedback
between both components at the switching times.

2.2 Processes with Markov and Semi-Markov Switching

Consider a special case when some random process is switched by the external
Markov or semi-Markov environment. Let Fk = {ζk(t, x, α), t ≥ 0, x ∈ X, α ∈
Rr}, k ≥ 0, be the jointly independent parametric families of random processes
with trajectories in Skorokhod space D∞r, where (X,BX) is a measurable space.
Let also x(t), t ≥ 0, be the independent of Fk, k ≥ 0, right-continuous SMP with
values in X , S0 be the initial value. We suppose that the variables introduced are
measurable in the ordinary way in the pair (x, a) concerning σ-algebra BX×BRr .

Denote by 0 = t0 < t1 < · · · the times of sequential jumps of x(·) and put xk =
x(tk), k ≥ 0. We construct the process with Markov (or semi-Markov) switching
in the following way. Put Sk+1 = Sk + ξk, where ξk = ζk(τk, xk, Sk), τk =
tk+1 − tk, and set

ζ(t) = Sk + ζk(t− tk, xk, Sk) as tk ≤ t < tk+1, t ≥ 0. (12)

Then the two-component process (x(t), ζ(t)), t ≥ 0, is a process with Markov
switching (PMS) if x(t) is a MP, or a process with semi-Markov switching
(PSMS), if x(t) is a SMP. The component x(t) stands for a switching envi-
ronment. Let us introduce also the imbedded process

S(t) = Sk as tk ≤ t < tk+1. (13)

Then (x(t), S(t)) is a RPSM with independent Markov switching.
Consider a special case where {ζ(t, x), t ≥ 0, } is the family of MP’s and

denote by ζ(t, x, α) the process ζ(t, x) with the initial value α. Then the process
(x(t), ζ(t)) forms a Markov random evolution (when x(t) is a MP), or a semi-
Markov random evolution (when x(t) is a SMP).
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3 Switching Queueing Models

Let us consider as the illustration different classes of switching queueing models.

3.1 Markov Models

A state-dependent system MQ/MQ/1/∞. A system consists of one server
with infinite buffer (infinitely many places for waiting). The calls arrive one at
a time and are served according to FIFO discipline. Let nonnegative functions
{λ(q), μ(q), q ≥ 0} be given. Denote by Q(t) the total number of calls in the
system at time t. The system operates as follows. If at time t, Q(t) = q, then
the local arrival rate is λ(q). This means that the probability that a new call
arrives in a small interval [t, t + h] is λ(q)h + o(h). Correspondingly, the local
service rate is μ(q) (the probability that a call in service completes service in a
small interval [t, t + h] is μ(q)h + o(h)). After service completion the call leaves
the system.

It is well known, that the process Q(t), t ≥ 0, is a Birth-and-Death process.
Let us represent it in a recurrent form. Denote by t1 < t2 < ... the times
of any change in the system (arrival of a call or service completion), and put
Qk = Q(tk + 0), k ≥ 0. Suppose that t0 = 0, Q(0+) = Q0.

Let us define the family of jointly independent random variables {τk(q), ξk(q),
q ≥ 0}, k ≥ 0, where τk(q) has an exponential distribution with parameter
Λ(q) = λ(q) + μ(q)χ(q > 0), ξk(q) is an independent of τk(q) variable such that

ξk(q) =
{

+1, with prob. λ(q)Λ(q)−1,
−1, with prob. μ(q)χ(q > 0)Λ(q)−1,

and χ(A) is the indicator of the set A. Define the following recurrent sequences:

t̃0 = 0, Q̃0 = Q0, Q̃k+1 = Q̃k + ξk(Q̃k), t̃k+1 = t̃k + τk(Q̃k), k ≥ 0, (14)

and put
Q̃(t) = Q̃k, as t̃k ≤ t < t̃k+1, t ≥ 0. (15)

As one can see, the process Q̃(t) is a RPSM (see Section 2.1) and by definition the
finite dimensional distributions of the process Q̃(t) coincide with corresponding
distributions of the queueing process Q(t).

This representation provides also an idea for how to study the limiting be-
havior of Q(t). If we can prove that the appropriately scaled two component
process (t̃k, Q̃k) weakly converges to the process (y(u), q(u)), u ≥ 0, where the
components y(u) and q(u) are possibly dependent, then under some regular
assumptions we can expect that the appropriately scaled process Q̃(t) weakly
converges to the superposition of y(u) and q(u) in the form q(y−1(t)), where
y−1(t) is the inverse function.

Similar representation can be written for systems with many servers. For
example, consider a system MQ/MQ/r/∞, and assume that given Q(t) = q,
the local rate of incoming calls is λ(q) and service rate for each busy server is
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μ(q). Then Q(t) is a Birth-and-Death process with birth and death rates λ(q)
and min(q, r)μ(q), respectively, and in the expressions above, Λ(q) = λ(q) +
min(q, r)μ(q),

ξk(q) =
{

+1, with prob. λ(q)Λ(q)−1,
−1, with prob. min(q, r)μ(q)Λ(q)−1.

The representation (14),(15) has a similar form for Markov networks and
also for batch arrivals and service. In these cases the variables ξk(q) may take
vector values, and the variables τk(q) have the exponential distributions. By
analogy, we can write similar representations for more general systems with non-
Markov arrival process and non-exponential service. For these cases we need to
choose in the appropriate way the switching times t̃k and construct corresponding
processes reflecting the behavior of queueing processes in the intervals [t̃k, t̃k+1).

For further exploration notice that in fact the exponentiality of τk(q) is not
essential for the asymptotic analysis. This means, if we can prove quite general
theorems on the convergence of the recurrent processes, constructed according to
the relations (14),(15), then these theorems can be used for the analysis of more
general queueing models, for which the queueing processes have representations
similar to (14),(15).

In this way we can analyze rather general switching queueing models. For
these models the queueing processes can be represented in terms of SP’s in the
form similar to (14),(15).

Queueing system MM.Q/MM.Q/1/m. Consider as a more complicated ex-
ample a state-dependent queueing system in a Markov environment. Let z(t), t ≥
0, be a homogeneous MP with finite state space I = {1, ..., d} and transition
rates a(i, l), i, l = 1, d, i �= l. z(t) stands for the external Markov environ-
ment. Let also the family of nonnegative functions λ(i, j), μ(i, j), i = 1, d, j =
0,m + 1, be given. The system consists of one server with m places for waiting.
The calls enter the system one at a time. Denote by Q(t) the number of calls
in the system at time t, 0 ≤ Q(t) ≤ m + 1. If z(t) = i and Q(t) = j, then
the local input rate for incoming calls is λ(i, j) and the local service rate is
μ(i, j) ( μ(i, 0) ≡ 0). The call upon arrival at the empty system is immediately
taken for service. When the server is busy, the call joins the queue. After com-
pletion service the call leaves the system and the next call from the queue, if
any, is immediately taken for service. If a call enters the system and at that time
Q(t) = m + 1, then this call is lost.

To describe this system as a switching queueing model consider a two-
component MP x(t) = (z(t), Q(t)), t ≥ 0, with state space I × {0, ...,m + 1}
and transition rates a((i, j), (l, q)), i, l = 1, d, j, q = 0,m + 1, where

a((i, j), (l, j)) = a(i, l), i, l = 1, d, j = 0,m+ 1;
a((i, j), (i, j + 1)) = λ(i, j), i = 1, d, j = 0,m;
a((i, j), (i, j − 1)) = μ(i, j), i = 1, d, j = 1,m + 1,
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(other rates are zeros). Then the two-component process x(t) stands for the
switching component (or environment). Notice that the process x(t) belongs to
the class of so called quasi-Birth-and-Death processes introduced in [35].

Let also ζk(t, (i,m+1)) be a Poisson process with the rate λ(i,m+1), i = 1, d,
and ζk(t, (i, j)) ≡ 0 as j < m + 1.

We construct a SP (x(t), ζ(t)), t ≥ 0, using the Markov component x(t)
and processes ζk(·) according to formula (12) where x(t) = (z(t), Q(t)) and
S0 = 0. Then this process is a process with independent increments and Markov
switching, see section 2.2, the component Q(t) is the value of the queue and ζ(t)
is the number of calls lost in the interval [0, t].

Observing the process (x(t), ζ(t)) we can also calculate other characteristics
of the system. Let ν+(t) ( ν−(t) ) be the number of jumps up ( +1 ) ( and
down ( −1 ) correspondingly) of the process Q(t) in interval [0, t]. Then ν+(t)
is the number of calls entered the system in interval [0, t] and ν−(t) is the
number of calls served in this time interval.

Notice that if the rate of input process λ(i, j) ≡ λ(i) (depends only on the
state of Markov environment), then the input process is usually called a Markov
modulated input process [35] and in fact this is a Poisson process with random
rate λ(z(t)) or a doubly-stochastic Poisson process.

In a similar way we can describe Markov model MQ,B/MQ,B/1/∞ which
includes state-dependent systems with batch arrivals and service, systems with
different types of calls, impatient calls, etc. [20].

3.2 Non-Markov Systems

Semi-Markov system SM/MSM,Q/1. Consider a queueing system which
is described in the following way. Let x(t), t ≥ 0, be a right continuous SMP with
values in some measurable space (X,BX) and let the functions μ(x,m), x ∈ X,
m = 0, 1, 2, ... be given (μ(x,m) are measurable relatively σ-algebra BX and
stand for the local transition rates). Let also t1 < t2 < ... be a sequence of the
times of jumps of x(t). We say that the input flow is a semi-Markov one if the
calls enter the system one at a time at the times tk. The system has one server
and the service rate at time t is μ(x(t), Q(t)), where Q(t) is the number of calls
in the system at time t. After completion service the calls leave the system.

To describe the process (x(t), Q(t)) as a SP we introduce the jointly indepen-
dent families of stepwise decreasing MP’s {ηk(t, x,m), t ≥ 0, x ∈ X,m = 1, 2, ...},
k ≥ 0, with values in {0, 1, 2, ...} such that ηk(0, x,m) = m for any x,m, k, the
transition from state j is possible only to state j − 1, and at small h,

Pr{η(t + h, x,m) = j − 1 | η(t, x,m) = j} = μ(x, j)h + o(h),

where we assume that μ(x, 0) ≡ 0. Let also {(τk(x), βk(x), x ∈ X}, k ≥ 0,
be the independent of the introduced processes jointly independent families of
random variables defining the transitions of a SMP x(t) in the following way:
τk(x) > 0, βk(x) ∈ X , and
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P (t, x, A) = P{τk(x) < t, βk(x) ∈ A}
= P{tk+1 − tk < t, x(tk+1) ∈ A | x(tk) = x},
t > 0, x ∈ X,A ∈ BX , k ≥ 0, (16)

where P (t, x, A) is a transition probability for SMP x(t). Then we introduce the
families of processes ζk(t, x,m) in the following way:

ζk(t, x,m) = η(t, x,m), t < τk(x),
ζk(τk(x), x,m) = ηk(τk(x), x,m) + 1.

By definition the process (x(t), Q(t)) is a SP which is defined by the families

{(ζk(t, x,m), τk(x), βk(x)), t ≥ 0, x ∈ X,m = 0, 1, ...}, k ≥ 0,

according to relations (1),(2). This process belongs to the class of Markov pro-
cesses with semi-Markov switching.

By analogy we can describe more complicated queueing system and networks
of the type SMQ/MSM,Q/1/∞ where the input process depends on the values of
the queue in the system and is constructed using independent families of random
variables {τk(x,m), x ∈ X,m ≥ 0}, k ≥ 0, and a MP xk, k ≥ 0, with values in X
as follows: the calls enter the system one at a time. If a call enters the system
at time tk and the total number of calls in the system becomes Q, then the next
call enters at time tk+1 = tk + τk(xk, Q). The service in the system is provided
in the same way as in the system SM/MSM,Q/1/∞.

In this case the two-component process (x(t), Q(t)) is a SP, but the component
x(t) itself is not a semi-Markov process and there is a feedback between the input
flow and the values of the queue.

More example of switching queueing models including system and networks
with semi-Markov type switching (the input flow is a Poisson process modulated
by the external semi-Markov environment and by the values of the queue) of the
type MSM,Q/MSM,Q/1/∞ are considered in the author’s book [20].

There are also examples of the systems GQ/MQ/1/∞ with dependent arrival
flows, polling systems, different classes of Markov and semi-Markov queueing
systems and networks with unreliable servers and also some classes of retrial
queues (see also [12,14,16]).

4 Averaging Principle and Diffusion Approximation for
Switching Processes

In this section we consider the limit theorems for SP’s in the case of ”fast”
switching. Consider a sequence of SP’s (xn(t), ζn(t)), t ≥ 0, depending on some
scaling parameter n on the expanding interval [0, nT ], where n → ∞. Suppose
that SP depends on n in such a way that the number of switches on each interval
[na, nb], 0 < a < b < T, tends in probability to infinity. In this case we can expect
that under some natural assumptions a normalized trajectory of ζn(nt) uniformly
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converges in probability to a deterministic function which is a solution of some
differential equation (Averaging Principle - AP), and a normalized difference
between trajectory of ζn(nt) and this solution weakly converges in Skorokhod
space DT to some diffusion process (Diffusion Approximation - DA). As sample
trajectories of a limiting process are continuous, this convergence implies a weak
convergence of functionals, which are continuous with respect to the uniform
convergence [25,36]. We call this convergence a J-convergence according to [36].
Note that after re-scaling of time we can consider the process in the interval
[0, T ] in the scale of time nt and in this case the number of switches in each
interval [a, b] tends to infinity (switches happen rapidly).

A new approach based on the investigation of the asymptotic properties of
recurrent processes of a semi-Markov type (RPSM), theorems about the conver-
gence of recurrent sequences to the solutions of stochastic differential equations
and the convergence of superposition of random functions is developed.

4.1 Averaging Principle and Diffusion Approximation for RPSM

Consider the limit theorems for RPSM in the case of fast switching. Let at each
n=1,2..., Fnk =

{
(ξnk(z), τnk(z)), z ∈ Rr

}
, k ≥ 0, be jointly independent at

different k families of random variables with values in Rr × [0,∞) and distribu-
tions not depending on k, and let Sn0 be the independent of Fnk, k ≥ 0, initial
value in Rr. According to Section 2.1 we introduce recurrent sequences

tn0 = 0, tnk+1 = tnk + τnk(Snk), Snk+1 = Snk + ξnk(Snk), k ≥ 0, (17)

and define RPSM as follows:

Sn(t) = Snk as tnk ≤ t < tnk+1, t > 0. (18)

As under natural assumptions the normalized trajectory of RPSM after n
switches is of the order n, we consider the dependence of the argument in recur-
rent equations on the re-scaled trajectory Snk/n with the purpose to obtain a
state-dependence property in the limiting equations.

Assume that there exist the functions mn(α) = Eτn1(nα), bn(α) = Eξn1(nα).
In the following by symbol P−→ we denote the convergence in probability and by
symbol w⇒, a weak convergence.

Theorem 1. (Averaging principle). Suppose that for any N > 0,

lim
L→∞

lim sup
n→∞

sup
|α|≤N

{
Eτn1(nα)χ(τn1(nα) > L)

+ E|ξn1(nα)|χ(|ξn1(nα)|) > L)
}

= 0, (19)

and as max(|α1|, |α2|) ≤ N ,

|mn(α1) −mn(α2)| + |bn(α1) − bn(α2)| ≤ CN |α1 − α2| + αn(N), (20)
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where CN are some constants, αn(N) → 0 uniformly in |α1| ≤ N, |α2| ≤ N,
there exist functions m(a) > 0 and b(a) such that for any α ∈ Rr as n → ∞,

mn(α) → m(α), bn(α) → b(α), (21)

and
n−1Sn0

P−→s0. (22)

Then
sup

0≤t≤T
|n−1Sn(nt) − s(t)| P−→0, (23)

where the function s(t) satisfies the following ordinary differential equation

ds(t) = m(s(t))−1
b(s(t))dt, (24)

and T is any positive number such that y(+∞) > T with probability one, where

y(t) =
∫ t

0

m(η(u))du, (25)

and η(t) is a solution of the differential equation

dη(u) = b(η(u))du, η(0) = S0, (26)

(it is supposed that a unique solution of equation (26) exists in each interval).

Now we consider the convergence of the normalized process

γn(t) =
1√
n

(Sn(nt) − ns(t)), t ∈ [0, T ],

to a diffusion process. Denote

b̃n(α) = mn(α)−1bn(α), b̃(α) = m(α)−1b(α),
ρn(α) = ξn1(nα) − bn(α) − b̃(α)(τn1(nα) −mn(α)),
D2
n(α) = Eρn(α)ρn(α)∗ (27)

(here and in what follows we denote the conjugate vector by symbol *), and put

qn(α, z) =
√
n
(
b̃n(α +

1√
n
z) − b̃(α)

)
. (28)

Theorem 2. (Diffusion approximation) Let conditions (20)-(22) hold where in
(20) a condition αn(N) → 0 is replaced by

√
nαn(N) → 0, there exist continuous

matrix-valued functions D2(α) and Q(α) and a vector-valued function g(a) such
that as n → ∞, uniformly in each bounded region,

D2
n(α) → D2(α), (29)

qn(α, z) → Q(α)z + g(a), (30)
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for any z ∈ Rr,
γn(0) w⇒γ0, (31)

where γ0 is a proper random variable, and for any N > 0,

lim
L→∞

lim sup
n→∞

sup
|α|<N

{
Eτ2
n1(nα)χ(τn1(nα) > L)

+ E|ξn1(nα)|2χ(|ξn1(nα))|) > L)
}

= 0. (32)

Then for any T such that y(+∞) > T , the sequence of processes γn(t) J-
converges in the interval [0, T ] to the diffusion process γ(t) satisfying the follow-
ing stochastic differential equation:

dγ(t) =
(
Q(s(t))γ(t) + g(s(t))

)
dt + D(s(t))m(s(t))−1/2dw(t), (33)

where γ(0) = γ0, and s(·) satisfies the equation (24).

The proof of theorems can be found in [10,20]. Note that J-convergence means
the weak convergence of measures in Skorokhod space DT .

4.2 Averaging Principle and Diffusion Approximation for RPSM
with Markov Switching

Consider the next level of complexity when RPSM is switched by some external
Markov process with fast switching. Let at each n ≥ 0,

Fnk = {(ξnk(x, z), τnk(x, z)), x ∈ X, z ∈ Rr}, k ≥ 0, (34)

be jointly independent families of random variables with values in the space
Rr × [0,∞) and distributions not depending on k ≥ 0, and let xni, i ≥ 0, be
an independent of Fnk, k ≥ 0, homogeneous MP with values in some space X ,
Sn0 be the initial value. Notice that the variables ξnk(x, z) and τnk(x, z) can be
dependent. We construct RPSM (xn(t), Sn(t)), t ≥ 0, according to Section 2.1.
Put tn0 = 0 and denote

Snk+1 = Snk + ξnk(xnk, Snk), tnk+1 = tnk + τnk(xnk, Snk), k ≥ 0. (35)

Let

Sn(t) = Snk, xn(t) = xnk as tnk ≤ t < tnk+1. (36)

The process xn(·) stands for some external environment and in general it is not
a MP or SMP as it depends on the values of a switching component Snk.

Suppose that MP xnk, k ≥ 0, at each n > 0 has a stationary measure
πn(A), A ∈ BX . Assuming that corresponding integrals exist, denote

mn(x, α) = Eτn1(x, nα), bn(x, α) = Eξn1(x, nα), (37)

mn(α) =
∫
X

mn(x, α)πn(dx), bn(α) =
∫
X

bn(x, α)πn(dx).
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Let us introduce a strong mixing coefficient

αn(k) = sup{|P{xni ∈ A, xn,i+k ∈ B}
− P{xni ∈ A}P{xn,i+k ∈ B}| : A,B ∈ BX , i ≥ 0}. (38)

Theorem 3. (Averaging principle) Suppose that there exist a sequence of inte-
gers rn such that

n−1rn → 0, sup
k≥rn

αn(k) → 0, (39)

for any N > 0,

lim
L→∞

lim sup
n→∞

sup
|α|≤N

sup
x
{Eτn1(x, nα)χ(τn1(x, nα) > L)

+ E|ξn1(x, nα)|χ(|ξn1(x, nα)| > L)} = 0, (40)

and for any x as max(|α1|, |α2|) ≤ N ,

|mn(x, α1) −mn(x, α2)| + |bn(x, α1) − bn(x, α2)|
≤ CN |α1 − α2| + αn(N), (41)

where CN are some bounded constants, αn(N) → 0 uniformly in |α1| ≤ N,
|α2| ≤ N , there exist functions m(α) > 0 and b(α) such that for any α ∈ Rr,

mn(α) → m(α), bn(α) → b(α), (42)

and
n−1Sn0

P−→s0, (43)

where s0 is some (possibly random) value. Then in the interval [0, T ],

sup
0≤t≤T

|n−1Sn(nt) − s(t)| P−→0, (44)

where a function s(t) is a solution of an ordinary differential equation

ds(t) = m(s(t))−1
b(s(t))dt, s(0) = s0, (45)

and T should satisfy the relation y(+∞) > T with probability one, where

y(t) =
∫ t

0

m(η(u))du,

and η(t) is a solution of an ordinary differential equation

dη(u) = b(η(u))du, η(0) = s0 (46)

(it is supposed that a unique solution of equation (46) exists in each interval).
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Now we study the conditions of the convergence of the sequence of processes

κn(t) =
1√
n

(Sn(nt) − ns(t))

to some diffusion process. Let us introduce the uniformly strong mixing coeffi-
cient for the process xnk:

ϕn(r) = sup
x,y,A

|P{xnr ∈ A | xn0 = x} − P{xnr ∈ A | xn0 = y}|.

Put

b̃n(α) = bn(α)mn(α)−1, b̃(α) = b(α)m(α)−1,

ρnk(x, α) = ξnk(x, nα) − bn(x, α) − b̃(α)(τnk(x, nα) −mn(x, α)),
D2
n(x, α) = Eρn1(x, α)ρn1(x, α)∗, (47)
γn(x, α) = bn(x, α) − bn(α) − b̃(α)(mn(x, α) −mn(α)).

Theorem 4. (Diffusion approximation) Suppose that for some fixed r > 0 and
q ∈ [0, 1),

ϕn(r) ≤ q, n > 0, (48)

the condition (41) with the relation
√
nαn(N) → 0 holds, conditions (42), (43)

are true, and for any N > 0 the following conditions are satisfied:

1) lim
L→∞

lim
n→∞ sup

|α|≤N
sup
x
{Eτn1(x, nα)2χ(τn1(x, nα) > L)

+ E|ξn1(x, nα)|2χ(|ξn1(x, nα)| > L)} = 0; (49)

2) as max(|α1|, |α2|) ≤ N,

|Dn(x, α1)2 −Dn(x, α2)2| ≤ CN |α1 − α2| + αn(N), (50)

where αn(N) → 0 uniformly in |α1| ≤ N, |α2| ≤ N ;
3) there exists a function q(α, z) such that for any N in the region |α| ≤ N ,

|q(α, z)| ≤ CN (1 + |z|),

uniformly in |α| ≤ N at each fixed z,

√
n(b̃n(α +

1√
n
z) − b̃(α)) → q(α, z), (51)

and there exist functions D(α) and B(α) such that for any α ∈ Rm,

D2
n(α) =

∫
X

D2
n(x, α)πn(dx) → D2(α), (52)

B(1)
n (α)2 + B(2)

n (α)2 → B(α)2, (53)
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where

B(1)
n (α)2 =

∫
X

γn(x, α)γn(x, α)∗πn(dx),

B(2)
n (α)2 =

∑
k≥1

Eγn(xn0, α)γn(xnk, α)∗,

with P{xn0 ∈ A} = πn(A), A ∈ BX , and also

κn(0) w⇒κ0, (54)

where κ0 is some proper random variable.
Then for any T > 0 satisfying the conditions of Theorem 3 the sequence of

processes κn(t) J-converges in the space DrT to the diffusion process κ(t) satis-
fying the following stochastic differential equation: κ(0) = κ0,

dκ(t) = q(s(t), κ(t))dt + m(s(t))−
1
2 (D(s(t))2 + B(s(t))2)

1
2 dw(t), (55)

where w(t) is the standard Wiener process in Rr, and a solution of (55) exists
and is unique.

The proof of theorems can be found in [8,9,10,20]. Note that AP and DA type
theorems for general SP’s can be found in [10,20].

These results equip us with the technique for study the limit theorems of AP
and DA type for wide classes of queueing systems and networks.

5 AP and DA in Overloaded Switching Queueing Models

Consider state-dependent Markov and semi-Markov queueing models at the pres-
ence of the ergodic Markov or semi-Markov environment, as well. We assume
that characteristics of the system depend on some parameter n, n → ∞, and the
arrival and service processes as well as the routing matrix may depend on the
current value of the queueing process Qn(t) (a vector of queues or a workload
process) and possibly some random environment xn(t). In general, the environ-
ment may also depend on the queueing process and in this case it will not be
a MP or SMP (case of feedback). We suppose also that a number of calls (or a
value of a workload process) in the system is asymptotically large, which may be
caused by a high load or by a large initial value of the queueing process. These
results are partially published in [17] and also can be found in the book [20].

5.1 Markov Queueing Models

Consider first for the illustration of a general approach some classes of overloaded
state-dependent Markov queueing systems and networks.
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A system MQ/MQ/1/∞. Consider a system described in section 3.1. There
is one server with infinitely many places for waiting. We study AP and DA for
the queueing process in transient conditions and assume that the initial number
of calls is of the order n. In this case assume that the input and service rates
depend on the normalized number of the calls in the system in the following way.
If at time t there are Q calls in the system, then the input rate is λ(Q/n) and
the service rate is μ(Q/n) where λ(q) and μ(q) are given functions. Denote by
Qn(t) the number of calls in the system at time t. Suppose that as n → ∞,

Qn(0)/n P−→s0. (56)

Denote by s(t) a solution of the differential equation:

ds(t) = b(s(t))dt, s(0) = s0, (57)

where b(q) = λ(q) − μ(q). The following result follows from Theorems 1, 2.

Theorem 5. 1) Suppose that (56) is true, s0 > 0, the functions λ(q), μ(q) sat-
isfy the local Lipschitz condition, λ(q) + μ(q) > 0 as q ∈ (0,∞), and for some
fixed T > 0 there exists an interval [0, A] such that the equation

dη(t) = b(η(t))(λ(η(u)) + μ(η(u)))−1dt, η(0) = s0, (58)

has a unique solution η(t) > 0, t ∈ (0, A), and in addition y(A) > T , where

y(t) =
∫ t

0

(λ(η(u)) + μ(η(u)))−1du. (59)

Then
sup

0≤t≤T
|n−1Qn(nt) − s(t)| P−→ 0, (60)

where s(t) is a unique solution of (57).
2) Suppose in addition that the functions λ(q), μ(q) are continuously differen-

tiable in (0,∞) and

n−1/2(Qn(0) − ns0)
w⇒ ζ0, (61)

where ζ0 is a proper random variable.
Then the sequence of processes ζn(t) = n−1/2(Qn(nt)− ns(t)) J-converges in

DT to the diffusion process ζ(t) satisfying the following stochastic differential
equation: ζ(0) = ζ0,

dζ(t) = (λ′(s(t)) − μ′(s(t)))ζ(t)dt + (λ(s(t)) + μ(s(t)))1/2dw(t), (62)

Consider as an illustration of AP a simulation of the system MQ/MQ/1/∞ with
the rates: λ(s) ≡ λ, μ(s) = μs. This case corresponds to a system M/M/∞ and
equation (57) implies: s(t) = λ/μ + (s0 − λ/μ)e−μt, t ≥ 0.

Figure 1 illustrates the convergence of the trajectory Qn(nt)/n to the function
s(t) for two values of n, n = 5 and n = 100. At large n, the trajectory is close
to s(·).
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Fig. 1. Two sample paths of Qn(nt) at s0 = 5, λ = 1, μ = 0.5. Step-wise line corre-
sponds to n = 5, wavy line – n = 100. Graph of s(t) is shown by a continuous solid
line.

5.2 Non-Markov Queueing Models

System GI/MQ/1/∞. For the illustration of the approach we consider first
rather simple queueing system GI/MQ/1/∞ with recurrent input and exponen-
tial service with rate depending on the state of the queue in the system and
study AP and DA in the overloaded case.

Assume that the calls enter the system one at a time at the times t1 < t2 <
... of the events of the renewal flow (the variables tk+1 − tk, k = 1, 2, .., are
independent identically distributed variables). Suppose that the distribution of
inter-arrival times tk+1 − tk coincides with the distribution of some variable τ .
Let the non-negative function μ(α), α ≥ 0, be given. There is one server and
infinitely many places for waiting. If a call enters the system at time tk and
the number of calls becomes equal to Q, then the service rate in the interval
[tk, tk+1) is μ(n−1Q). After service completion the call leaves the system. Let
Qn0 be the initial number of calls, and Qn(t) be the total number of calls in the
system at time t. Assuming that corresponding expressions exist, denote

m = Eτ, b(α) = (1 − μ(α)m), d2 = Var τ, D2(α) = mμ(α) + d2/m2.

Theorem 6. Suppose that m > 0, the function μ(α) is locally Lipschitz and has
no more then linear growth and n−1Qn(0) P−→s0 > 0. Then the relation (60)
holds where

ds(t) = (m−1 − μ(s(t))dt, s(0) = s0,

and T is any positive value such that s(t) > 0, t ∈ [0, T ].
Suppose in addition that the function μ(α) is continuously differentiable and

n−1/2(Qn(0) − s0)
w⇒γ0.
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Then the sequence of processes γn(t) = n−1/2(Qn(nt) − ns(t)) J-converges in
the interval [0, T ] to the diffusion process γ(t): γ(0) = γ0,

dγ(t) = −μ′(s(t))γ(t)dt +
√
μ(s(t)) + d2/m3 dw(t).

Semi-Markov system SM/MSM,Q/1/∞. Consider more general overloaded
queueing system with semi-Markov input and Markov-type service where the ser-
vice rate depends on the state of the system and the state of some SMP. Let
x(t), t ≥ 0, be a SMP with values in X which stands for some external random
environment. Denote by τ(x) a sojourn time in the state x. Let the non-negative
function μ(x, α), x ∈ X, α ≥ 0, be given. There is one server and infinitely
many places for waiting. Assume that the calls enter the system one at a time at
the times t1 < t2 < ... of the jumps of the process x(t). Denote xk = x(tk+0). If
a call enters the system at time tk and the number of calls in the system becomes
equal to Q, then the service rate in the interval [tk, tk+1) is μ(xk, n−1Q). After
service completion the call leaves the system. Let Qn0 be the initial number of
calls, and Qn(t) be the total number of calls in the system at time t.

Consider the case when the embedded MP xk, k ≥ 0, does not depend on
parameter n and is uniformly ergodic with stationary measure π(A), A ∈ BX .
Assuming that corresponding expressions exist, denote

m(x) = Eτ(x), m =
∫
X

m(x)π(dx), c(α) =
∫
X

μ(x, α)m(x)π(dx),

b(α) = (1 − c(α))m−1, G(α) = c′(α),
g(x, α) = 1 −m(x)(1 − c(α) + μ(x, α)m)m−1,

d2(x) = Var τ(x), d2 =
∫
X

d2(x)π(dx),

e1(α) =
∫
X

μ2(x, α)d2(x)π(dx), e2(α) =
∫
X

μ(x, α)d2(x)π(dx),

D2(α) = c(α) + e1(α) + 2(1 − c(α))e2(α)m−1 + (1 − c(α))2d2m−2.

Theorem 7. Suppose that m > 0, the function μ(x, α) is locally Lipschitz with
respect to α uniformly in x ∈ X, the function c(α) has no more then linear
growth and n−1Qn(0) P−→s0 > 0. Then the relation (60) holds where

ds(t) = m−1(1 − c(s(t))dt, s(0) = s0,

and T is any positive value such that s(t) > 0, t ∈ [0, T ].
Suppose in addition that variables τ(x)2 are uniformly integrable, the function

c(α) is continuously differentiable, and n−1/2(Qn(0) − s0)
w⇒γ0.

Then the sequence of processes γn(t) = n−1/2(Qn(nt) − ns(t)) J-converges
in the interval [0, T ] to the diffusion process γ(t): γ(0) = γ0,

dγ(t) = −m−1G(s(t))γ(t)dt + m−1/2 (D2(s(t)) + B2(s(t)))1/2dw(t),
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where

B2(a) = E
(
g(x0, α)2 + 2

∞∑
k=1

g(x0, α)g(xk, α)
)
,

and P{x0 ∈ A} = π(A), A ∈ BX .

Similar results can be proved for the system MSM,Q/MSM,Q/1/∞ where the
input and service rates depend on the state of some external SMP and the value
of the queue, for the system SMQ/MSM,Q/1/∞ where an input forms some
process of a semi-Markov type with occupation times depending on the value
of the queue, some systems with unreliable servers, polling systems and retrial
models. More examples can be found in the author’s book [20].

6 Queueing Networks

6.1 Markov Networks

Consider a state-dependent queueing network (MQ/MQ/1/∞)r consisting of r
nodes with one server in each node and infinitely many places for waiting. Denote
by Qn(i, t) the number of calls in the i-th node at time t and let Qn(t) =
(Qn(i, t), i = 1, r) be the column vector.

We assume that the time goes to infinity in the scale nt and consider the AP
and DA for the normalized vector-valued queueing process Qn(nt). Let the func-
tions {λi(q), μi(q), pij(q), i = 1, r, j = 0, r, q ∈ [0,∞)r} be given. The network
is operating in the following way. If at some time-point u, Qn(u) = Q, then the
local input rate in the i-th node is λi(Q/n) and the local service rate is μi(Q/n).
If at this time a call has completed service in node i, then either with probability
pij(Q/n) it goes from i-th to j-th node, j = 1, r or with probability pi0(Q/n) it
leaves the network. This network belongs to Jackson’s type networks.

Let λ(q) = (λ1(q), ..., λr(q)), μ(q) = (μ1(q), ..., μr(q)) be the column vector-
valued functions,

P (q) = ||pij(q)||i,j=1,r , a(q) =
r∑
i=1

(λi(q) + μi(q)),

and for a vector-valued function f(q) = (f1(q), ...fr(q)) with q = (q1, ..., qr) we
denote by f ′(q) the matrix derivative: f ′(q) = ||∂fi(q)/∂qj ||i,j=1,r.

Theorem 8. Assume that as n → ∞,

n−1Qn(0) P−→s0, (63)

the functions λ(q), μ(q), P (q), satisfy a local Lipschitz condition, and for some
fixed T > 0 there exists A > 0 such that the system of differential equations

dη(t) = (λ(η(t) + (P ∗(η(t)) − I)μ(η(t)))a(η(t))−1dt, η(0) = s0,
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has a unique solution η(t) such that η(t) > 0 in each component, t ∈ (0, A), and∫ A
0 a(η(t))−1dt > T.
Then

sup
0≤t≤T

|n−1Qn(nt) − s(t)| P−→0, (64)

where the vector-valued function s(t) satisfies the equation:

ds(t) = (λ(s(t)) + (P ∗(s(t)) − I)μ(s(t)))dt, s(0) = s0. (65)

If in addition
n−1/2(Qn(0) − ns0)

w⇒γ0, (66)

and the functions λ(q), μ(q), P (q) are continuously differentiable, then the se-
quence of processes γn(t) = n−1/2(Qn(nt) − ns(t)) J-converges in the inter-
val [0, T ] to a multidimensional diffusion process γ(t) satisfying the following
stochastic differential equation

dγ(t) = G(s(t))γ(t)dt + B(s(t))dω(t), γ(0) = γ0. (67)

Here

G(q) = (λ(q) + ((P ∗(q) − I)μ(q))′, B(q)2 = ||bij(q)||i,j=1,r ,

bij(q) = −μi(q)pij(q) − μj(q)pji(q), i �= j,

bii(q) = −2μi(q)pii(q) + λi(q) + μi(q) +
∑
k

μk(q)pki(q), i = 1, r,

and P ∗ is a transposed matrix.

6.2 Non-Markov Queueing Networks

Consider now fluid limit (AP) and DA for some classes of non-Markov networks.
The method of analysis is based on the representation of a queueing process
as a corresponding SP by choosing in the appropriate way switching times and
constructing corresponding processes in switching intervals.

Network (MSM,Q/MSM,Q/1/∞)r with semi-Markov switching. Sup-
pose that characteristics of the network depend on parameter n in the following
way. A SMP x(t) and other variables introduced below do not depend on n.
But if at the time t, x(t) = x and Qn(t)/n = q, then the local arrival and ser-
vice rates and transition probabilities as well as random sizes of batches η(x, q),
κi(x, q) depend on the pair (x, q). Denote by t1 < t2 < ... the times of se-
quential jumps of x(t). Suppose that the imbedded MP xk = x(tk), k ≥ 0,
is ergodic with stationary distribution πx, x ∈ X = {1, 2, .., d}. Let Q

(i)
n (t)

be the size of the queue in node i at time t, and Qn0 be the initial value.
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Denote Qn(t) = (Q(1)
n (t), ..., Q(r)

n (t)), t ≥ 0, and for any x ∈ X, i = 1, r, q ∈ Rr,
introduce the following variables:

m(x) = Eτ(x), P0(x, q) = ||pij(x, q)||i,j=1,r , a(x, q) = Eη(x, q),
gi(x, q) = Eκi(x, q), g(x, q) = (μ1(x, q)g1(x, q), .., μr(x, q)gr(x, q)),

m =
∑
x∈X

m(x)πx, c(x, q) = λ(x, q)a(x, q) + (P0(x, q)∗ − I)g(x, q),

b(q) =
∑
x∈X

m(x)c(x, q)πx, d2(x) = Var τ(x), d2
i (x, q) = Eκ2

i (x, q),

J2(x, q) = λ(x, q)Eη(x, q)η(x, q)∗.

Let F 2(x, q) = ||fij(x, q)||i,j=1,r be the matrix with the following entries:

fij(x, q) = −μi(x, q)pij(x, q)d2
i (x, q) − μj(x, q)pji(x, q)d2

j (x, q), i, j = 1, r, i �= j;

fii(x, q) = μi(x, q)(1 − 2pii(x, q))d2
i (x, q) +

r∑
k=1

μk(x, q)pki(x, q)d2
k(x, q).

Denote

D2(x, q) = d2(x)
(
c(x, q) −m−1b(q)

)(
c(x, q) −m−1b(q)

)∗

+ m(x)
(
F 2(x, q) + J2(x, q)

)
,

D2(q) =
∑
x∈X

D2(x, q)πx, (68)

γ(x, q) = m(x)(c(x, q) −m−1b(q)).

Let the matrix B2(q) be calculated using the variables γ(x, q) with the help of
MP xk according to (52), (53) in Theorem 4. We put H2(q) = D2(q) + B2(q).
Define H(q) according to the relation H(q)H(q)∗ = H2(q). Let s(t) be a solution
of the equation

ds(t) = m−1b(s(t))dt, s(0) = s0. (69)

Theorem 9. 1) Assume that the functions λ(x, q), μi(x, q), a(x, q), gi(x, q),
pij(x, q) for any x ∈ X, i = 1, r, j = 1, r + 1, are locally Lipschitz with re-
spect to q ∈ int{Rm+}, and Eτ(x)2 < ∞, x ∈ X. Let also m > 0, for any
bounded and closed domain G ∈ int{Rm+},

Eκi(x, q)2 ≤ CG, E|η(x, q)|2 ≤ CG, i = 1, r, x ∈ X, q ∈ G, (70)

where CG < ∞, the function b(q) has no more than linear growth, n−1Qn(0) P−→
s0 > 0, and there exists T > 0 such that s(t) > 0, t ∈ [0, T ], in each component.

Then
sup

0≤t≤T
|n−1Qn(nt) − s(t)| P−→ 0. (71)
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2) Assume in addition that there exists a continuous matrix derivative G(q) =
b ′(q), q ∈ int{Rm+}, Eτ(x)3 < ∞, x ∈ X, and for any bounded and closed
domain G ∈ int{Rm+},

Eκi(x, q)3 ≤ CG, E|η(x, q)|3 ≤ CG, i = 1, r, x ∈ X, q ∈ G. (72)

Let also
n−1/2(Qn(0) − ns(0)) w⇒ γ0, (73)

and the function H2(q) is continuous.
Then the sequence γn(t) = n−1/2(Qn(nt)− ns(t)) J-converges in DrT to the

diffusion process γ(t):

dγ(t) = G(s(t))γ(t)dt + m−1/2H(s(t))dw(t), γ(0) = γ0. (74)

The proof is given in the book [20].

7 Aggregation in Markov Models with Fast Switching

In this section we consider the approximation of Markov type queueing models
with fast Markov switching by Markov models with averaged transition rates.
Consider first some general setting. Let (xn(t), ζn(t)) be a two-component MP.
The following result is proved in [18,20].

Assume that a component xn(·) has fast switching and satisfy the asymptotic
mixing condition. Assume also that the transition rates of ζn(t) depend on the
component xn(·) and the process ζn(t) has rather slow transitions, that means,
the number of transitions in any finite interval is bounded in probability.

Then under rather general conditions the component ζn(·) J-converges in Sko-
rokhod space to a MP with transition rates averaged by some quasi-stationary
measures constructed by xn(·). The convergence of a stationary distribution of
(xn(·), ζn(·)) is studied as well.

Example 1: ζn(t) is a MP with local rates λ(i, j, xn(t)), where xn(t) is a fast
Markov environment.

Example 2: ζn(t) is a quasi-Birth-and-Death process, that has fast transitions
in each level and slow transitions between levels.

Consider now as an example an approximation of a queueing model with fast
Markov switching by a simpler queueing model with averaged transition rates.

7.1 System MM,Q/MM,Q/1/N with Fast Markov Switching

Consider a queueing system in a fast Markov environment. A system consists
of one server and N waiting places. Assume that the calls arrive according to
a state-dependent Poisson process with Markov switching and also at the times
of jumps of a switching MP. If the system is full, an arriving call is lost. Let
x0(t), t ≥ 0, be an ergodic MP with values in X = {x1, ..., xr}. Denote by
ρ(x), x ∈ X, its stationary distribution. Let b(x) be the exit rate from state
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x, x ∈ X . We define a Markov environment with fast switching as follows: xn(t) =
x0(Vnt), t ≥ 0, where Vn is some scaling factor, Vn → ∞.

Denote by ϕ0(·) and ϕn(·) uniformly strong mixing coefficients for processes
x0(·) and xn(·), respectively. According to ergodicity of x0(·), there exist q < 1
and L > 0 such that ϕ0(L) ≤ q. Then ϕn(L/Vn) = ϕ0(L) ≤ q, and therefore
xn(·) is asymptotically mixing in any fixed interval.

Let {λ(x, i), μ(x, i), αA(x, i), αS(x, i), x ∈ X, i ≥ 0} be the non-negative
functions. Denote by Qn(t)), t ≥ 0, the total number of calls in the system
at time t. The system is switched by the process (xn(t), Qn(t)) as follows:
if (xn(t), Qn(t)) = (x, i), then the local arrival rate is λ(x, i), and the lo-
cal service rate is μ(x, i). Moreover, if at the time tnk of k-th jump of xn(t),
(xn(tnk − 0), Qn(tnk − 0)) = (x, i), then either an additional call may enter
the system with probability V −1

n αA(x, i), or a call on service may complete ser-
vice with probability V −1

n αS(x, i) (no changes in the system with probability
1 − V −1

n (αA(x, i) + αS(x, i)). Put

λ̂(i) =
∑
x∈X

λ(x, i)ρ(x), μ̂(i) =
∑
x∈X

μ(x, i)ρ(x),

α̂A(i) =
∑
x∈X

αA(x, i)b(x)ρ(x), α̂S(i) =
∑
x∈X

αS(x, i)b(x)ρ(x), (75)

A(i) = λ̂(i) + α̂A(i), Γ (i) = μ̂(i) + α̂S(i), i = 0, .., N + 1,

where we set Γ (0) = 0, A(N + 1) = 0. Let MQ/MQ/1/N be an averaged
state-dependent queueing system (system with averaged rates and probabilities)
operating as follows: as Q(t) = i, the arrival rate is A(i) and the service rate is
Γ (i), where Q(t) is a number of calls in the system at time t.

Theorem 10. If MP Q(·) is regular and Qn(0) = q0, then for any N ≤ ∞,
Qn(·) J-converges in each finite interval [0, T ] to Q(·), where Q(0) = q0.

The approximation of a stationary distribution can be proved as well. Denote
by ρn(x, i), x ∈ X, i = 0, .., N + 1, the stationary distribution (if it exists) of the
process (xn(t), Qn(t)). Assume that N < ∞ and keep notation (75).

Theorem 11. Suppose that A(i) > 0, Γ (i) > 0, λ(x, i)+μ(x, i) > 0, x ∈ X, i =
0, .., N + 1. Then Q(·) is ergodic, ρn(x, i) exists at large n and as n → ∞,

ρn(x, i) → ρ(x)Π(i), x ∈ X, i = 0, .., N + 1,

where Π(i), i = 0, .., N + 1, is the stationary distribution of Q(·).
Similar result holds when N = ∞.

Analogous results can be proved for batch systems BMM,Q/BMM,Q/1/N ,
priority models, models with unreliable servers with slow failures/repairs, models
with fast semi-Markov switching [18,20].

Another interesting direction of the investigation of transient phenomena is
the class of so-called retrial queues and queues with negative arrivals. Some
results in this direction are obtained in [12,14,16,20].
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7.2 Aggregation in Heavy Traffic Conditions

A new direction of the investigation is the class of queueing models in heavy traf-
fic conditions with fast switching, where the switching component itself allows
an asymptotic aggregation of states. A more formal setting is the following. Con-
sider a switching queueing model which is described by a two component process
(xn(t), Qn(t)), where xn(t) is a MP with state space satisfying the conditions of
the asymptotic aggregation of state space [1,3,4] (see also [20]). This means that
the state space can be subdivided on the aggregated regions: fast transitions
within each region and slow transitions between regions. The transition rates of
the queueing process Qn(t) may depend on the states of (xn(t), Qn(t)). Assume
also that for the process Qn(t) the number of transitions in any finite interval is
going in probability to infinity and the values of Qn(t) are also asymptotically
unbounded, e.g. Qn(t) is the queue in heavy traffic conditions.

Basing on the results of Section 5 we can see that in the case when the
component xn(t) satisfies an asymptotic mixing condition, an AP and DA type
theorems for Qn(t) hold. However, in this case the process xn(t) satisfy the con-
ditions of the asymptotic aggregation of states and does not satisfies asymptotic
mixing conditions.

Thus, we can expect that under rather general conditions the process x̂n(t)
weakly converges to y(t), where x̂n(t) is an aggregated process (the state space is
the space of regions) and y(t) is a MP with averaged transition rates [1,3,4,20].
Correspondingly, under heavy-traffic conditions, the process Qn(t)/n in each
region converges to a solution of differential equation.

Therefore, the two-component process (x̂n(t), Qn(t)/n) should converge to
a MP (y(t), Q0(t)), where Q0(t) satisfied a differential equation with Markov
switching of the form dQ0(t) = A(y(t), Q0(t))dt, and A(i, q) are the aggregated
rates in each region. The results of this type are still not fully investigated. Some
results in this direction are published in [13,33].

8 Conclusions

The asymptotic results described in Sections 4-6 allow to approximate the be-
haviour of queueing processes for rather complicated switching queueing systems
and networks under heavy traffic conditions by much simpler processes, in par-
ticular, by solutions of differential equations or by diffusion processes. Section 7
deals with the approximation of complex queueing models by simpler ones with
the rates averaged by some stationary measures.

These results are also valid for the approximation of various functionals de-
fined on the trajectory of the queuing process, e.g., the cumulative reward or
losses, time to reach a critical region, time spend by a queueing process in a
given region, different stationary characteristics, etc. In particular, various per-
formance measures of operating of complex queueing models can be approxi-
mated by corresponding measures of much simpler processes.

Therefore, these results provide us with the new analytic technique for the
performance evaluation of complex queueing systems and networks.
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Abstract. Queues serve as a major scheduling device in computer net-
works, both at the network level and at the application level. A funda-
mental and important property of a queue service discipline is its fairness.
Recent empirical studies show fairness in queues to be highly important
to queueing customers in practical scenarios. The objective of this tu-
torial is to discuss the issue of queue fairness and its dilemmas, and
to review the research conducted on this subject. We discuss the fun-
damental principles related to queue fairness in the perspective of the
relevant applications, with some emphasis on computer communications
networks. This is conducted in the context of the recent research in this
area and the queueing related fairness measures which have been pro-
posed in recent years. We describe, discuss and compare their properties,
and evaluate their relevance to the various practical applications.

Keywords: Queueing, Fairness.

1 Introduction

Queues serve as a major building block in computer networks and are used to
schedule and prioritize tasks both at the network level and at the application level.
With the advances of the Internet more and more services move from the ”phys-
ical world” into the ”network controlled” world and require the use of computer
and communications controlled queues. Examples include file servers used for the
download of music, video, games and other applications, and call-centers.

Why do we use queues in these applications as well as in other real life appli-
cations, such as banks, supermarkets, airports, computer systems, Web services
and numerous other systems? What purpose do ordered-queues serve? Perhaps
the major reason for using a queue at all is to provide fair service to the cus-
tomers. Furthermore, experimental psychology studies show that fair schedul-
ing in queueing systems is indeed highly important to humans. Nonetheless,
Queueing Theory, the theory that deals with analyzing queues and their efficient
operation, has hardly dealt with the questions of what is a fair queue and how
fair is a queueing policy.
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The fairness factor associated to waiting in queues has been recognized in
many works and applications. Larson in his discussion paper on the disutility of
waiting,[20] recognizes the central role played by ’Social Justice’, (which is an-
other name for fairness), and its perception by customers. This is also addressed
in Rothkopf and Rech in their paper discussing perceptions in queues.[30] As-
pects of fairness in queues were discussed earlier by quite a number of authors:
Palm [22] deals with judging the annoyance caused by congestion, Mann [21]
discusses the queue as a social system and Whitt [32] addresses overtaking in
queues, to mention just three.

Empirical evidence of the importance of fairness of queues was recently pro-
vided in Rafaeli et. al. ([26,27]) who studied, using an experimental psychology
approach, the reaction of humans to waiting in queues and to various queueing
and scheduling policies. The studies revealed that for humans waiting in queues
the issue of fairness is highly important, perhaps some times more important
than the duration of the wait.

This tutorial aims at addressing the subject of queue fairness, discuss the issues
and dilemmas related to it, present the fundamental underlying assumptions and
tie them to the real-life applications. Since we deal with the introduction of a new
measure for a quantity that is somewhat abstract and not very tangible, several
questions should be brought up and discussed. What is the physical entity, or per-
formance objective that should be dealt with? At what level of detail should the
system be measured? What are the physical properties that affect the measure?
How intuitive and appealing is the measure? And, how does the measure relate to
the relevant applications? These questions are discussed and examined in this tu-
torial in the context of a few fairness measures proposed recently in the literature.
We find it constructive to present many of the examples used in this tutorial in
the context of ”physical queues” (such as a supermarket queue).

To start the discussion one may ask herself what would be a fair service order
in a call center or in a supermarket queue? Most people would instinctively
respond that First-Come-First-Served (FCFS) is the fairest order, that is, serving
jobs in increasing order of seniority is most fair. In fact, Kingman [17] pronounces
this in viewing FIFO (First-In-First-Out) as the ’fairest’ queue discipline. This
brings up the first factor playing a role in queue scheduling fairness, namely,
queue seniority.

Aiming at understanding the problem better, one may pose the following more
elaborate scenario, which some readers may associate with their own personal
experience. Mr. Short arrives at the supermarket counter holding only one item.
Waiting at the queue he finds ahead of him Mrs. Long carrying a fully loaded
cart of items. Would it be fair to have Mr. Long served ahead of Short and Short
waiting for the full processing of Mrs. Long’s loaded cart? Or, would it be more
fair to advance Short in the queue and serve him ahead of Long?

This dilemma may cause some to ”relax” their strong belief in the absolute
fairness of FCFS. In fact, the dilemma brings to the discussion a new physical
factor, that of service requirement. The basic intuition thus suggests that pri-
oritizing short jobs over long jobs may also be fair. It is the trade-off between
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these two physical factors, seniority (prioritize Mrs. Long) and service require-
ment (prioritize Mr. Short), that creates the dilemma in this case. This tradeoff,
as well as the ”Long vs. Short” scenario, will accompany us in this paper in
attempting to understand fairness in queues.

What bothers one in a queue? What is the performance objective one aims
for while staying in a queue? Understanding this issue should form the basis for
proposing a proper fairness measure, since the measure must be built around
the performance objective of interest to the queue customers. This question is
discussed in Section 3 and Section 4, following the presentation of the model
in Section 2 First, in Section 3, we note that this article focuses on job-based
systems. We describe what job based systems (as opposed to flow-based systems)
are, and review the real-life applications that are associated with these models
For the sake of completeness, we note also that significant literature (in the
context of fairness) has been devoted to flow-based systems. In Section 4 we
briefly review this subject and some of the literature that dealt with it.

Next, in Section 5, we discuss the performance objectives associated with
job-driven systems. We claim that in addition to the natural candidate, namely
that of waiting times (delays), one may have to consider, in some cases, the
performance objective of service (that is whether a service is granted to the job
or not) which might be important alongside the waiting times. It should be noted
that queueing theory has been mainly occupied with the performance metrics of
waiting time and dealt less with the metrics of service (see e.g. text books on
the subject, [7,8,12,13,18,19]).

Having dealt with the performance objective, we then (in Section 6) ask at
what granularity level the performance metrics should be dealt with. Our con-
clusion is that it is desirable to deal with the performance metrics at three
granularity levels, individual discrimination, scenario fairness and system fair-
ness. The addressing of fairness at all three levels is similar to the addressing
of the waiting time measure that can also be evaluated at these three levels.
More importantly, this allows theoreticians and practitioners, as well as queue
users, to develop good feel and intuition towards the measure, which will assist
in getting used to the measure and to using it.

The physical properties which are at the heart of queue scheduling in general
and fairness in particular, namely seniority and service requirement are posed
and discussed in Section 7. These are best illuminated via the ”Short vs. Long”
example presented above. The tradeoff between serving Short first and serving
Long first reflects the tradeoff between seniority and service requirement. This
translates into the modeling dilemma (and difficulty) of how to account for both
seniority and service requirement in quantifying fairness, a dilemma that seems
to be in the heart of fairness quantification models.

Having discussed what fairness measures should quantify, and the seniority
and service requirement factors, we then (Section 8) review the approaches for
quantifying fairness in (job based) queueing systems. Analytic treatment and
quantification of queue fairness have been quite limited in the literature, and
been addressed only very recently. Three references that propose measures or a
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criterion for fairness of queues are Avi-Itzhak and Levy in [1], Raz, Levy and
Avi-Itzhak in [28], who propose measures, and Wierman and Harchol-Balter in
[33], who propose a criterion. The modeling dilemma of seniority versus service
requirement seems to be at the heart of these queue fairness modeling attempts:
The approach proposed in [1] centralizes on the seniority factor. In contrast,
the approach proposed by [33], focuses on the service-requirement factor. Lastly,
in attempting to give seniority and service requirement even treatment, the
approach of [28] focuses on neither of them and chooses to focus on a third
factor, that of resource allocation.

Lastly (Section 9), after discussing the properties of the proposed fairness
measures, we focus on the real-life applications and examine how (and whether)
the various queueing fairness measures apply to the various applications. This
issue, too, seems to strongly tie to the seniority versus service-requirement
dilemma: The selection of a proper quantification approach to an application
depends on how strong are the roles seniority and service requirement play in
the application.

2 Model

We consider a general queueing system consisting of a single server (in some
cases we will consider multiple servers). Jobs, denoted J1, J2, . . . arrive at the
system at arbitrary arrival epochs, denoted a1, a2, dots, respectively. In many
queueing models, jobs are associated in a one-to-one manner with customers (to
be denoted C1, C2, . . . ). For convenience of notation we assume that ai ≤ ai+1

. Job Ji requests some service at the server, the amount of which we denote
by si; For simplicity, we will measure the service requirement in units of time.
The server grants service to the customers according to some scheduling policy.
Once Ji receives its full amount of service si (which does not have to be given
continuously or at full rate) it leaves the system, and the epoch when it leaves
is called its departure epoch, denoted di. The duration Ji stays in the system
is called system time and is denoted ti = di − ai. The duration Ji waits and
does not get service is the waiting time of Ji, denoted by wi and is given by
wi = ti − si = (di − ai) − si , except for processor sharing disciplines, where
this conventional definition of waiting time is not applicable. These notations
ai, si, di, ti, wi are used to denote the actual values, attributed to Ji in a specific
sample path of the system. The same letters capitalized are used to denote the
corresponding random variables.

3 Job-Based Systems, Flow-Based Systems and Their
Corresponding Applications

Queueing model applications can be classified into 1) Flow-based systems, and
2) Job-based systems. In the former, customer Ci is associated with a stream (or
flow) of jobs J i1, J

i
2, . . . arriving at epochs ai1, a

i
2, . . . respectively. Of interest is
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the performance experienced by the whole flow. In the latter, each customer, say
Ci, is associated with a single job Ji. Of interest is therefore the performance
experienced by that job.

The applications associated with flow-based systems are:

1. Network level communications network devices, such as routers or
load balancers. These devices normally do not view the applications since
they operate at a lower layer. Rather, they view flows of packets where each
flow can be associated with a customer (or a group of customers), typically
via the session details appearing on the packet...

The applications associated with job-based systems are:

1. Application level communications network devices, such as Web or
FTP servers. These devices are concerned with the application (and have a
control on its scheduling) and thus may view the whole application (e.g. a
file or a Web page) as a single job. This view is due to the fact that from
the customer point of view the objective is the completion of the whole job.

2. Computer systems, in which a customer (or a customer’s computer ap-
plication) submits a job to the system and the customer gets satisfied when
the service of the job is completed.

3. Call centers, in which customers call into a call center to receive service,
possibly wait in a virtual queue (while listening to some music) until being
answered by ”the next available agent”. Call center queueing systems are
conceptually identical to physical queueing facilities, such as banks, except
that the service is done over the phone, the customer waits on the telephone
line (instead of physically waiting in a physical line). Other differences are
that the system’s operator has much more control over the scheduling process
and that, unless special technology is applied, other customers are not seen
by the customer.

4. ”Physical queueing systems”, like banks, supermarkets, public of-
fices and the like, in which customers physically enter a queue where they
wait for their service and then get served. In the supermarket, for instance,
the job is the processing of the whole customer’s cart including the payment
process. Once being served the customer leaves the system.

4 A Short Review of Flow-Based Fairness

Much work has been conducted in the context of communications networks where
the concern is with flows traversing a communications node and in allocating
the bandwidth fairly among the flows. As the focus of our work is on job-based
fairness, we only briefly review the literature on flow-based fairness.

In flow-based systems each customer is associated with a flow of objects (nor-
mally packets) that need be processed/forwarded by the system. The rate of the
flow may vary over time. One may deal with these flows either in the context of
a single communications device (e.g. a router) or over a network (or a networks
path) where a number of network devices may be traversed by a single flow.
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Within the context of a single device, one of the earliest attempts to define
fairness is the Q-factor (Wang and Morris [31]). Two measures that have been
used quite widely, mainly in the Weighted-Fair-Queueing related literature, are
1) The Relative Fairness Bound (RFB) (used by [10] and others) and 2) The
Absolute Fairness Bound (AFB) (see, e.g. [11,16]). Note that some of the refer-
ences use AFB measure without using the term AFB. To define these measures
let S(j, τ, t) be the amount of service provided by a service unit to session j, dur-
ing the time interval (τ, t), and let g(j) be the service rate allocated by the unit
to session j (which could be viewed as the weight of the session). Let S(j, τ, t)
be the amount of service that an idealized Generalized Processor Sharing (GPS)
server grants to session j in the interval (τ, t) . Given that sessions i and j always
have packets to send, the Relative Fairness Bound (RFB) is given by:

RFB =
∣∣∣∣S(i, τ, t)

g(i)
− S(j, τ, t)

g(j)

∣∣∣∣ (1)

Taking the maximum of this value over all values of i, j, and t, yields a bound
for the system. The number derived from the maximum operation can be viewed
as the unfairness of the system: The higher the number the more it is unfair.

The Absolute Fairness Bound (AFB) is given by:

RFB =
∣∣∣∣S(i, τ, t)

g(i)
− G(j, τ, t)

g(i)

∣∣∣∣ (2)

Taking the maximum of this value over all values of i, j, and t, yields a bound
for the system, which can be viewed as a measure of system unfairness.

Note that both measures evaluate how tightly close the service policy to GPS.
It is easy to see that when evaluated for the Processor Sharing The AFB measure
seems to be more complicated to calculate than the RFB, and thus RFB is used
more frequently in the literature. The relationship between these measures is
studied in [34].

Much of the literature in this area has focused on devising efficient schedules
that are ”fair”; the emphasis on these studies has been on their algorithmic side,
where the major algorithm is Weighted Fair Queueing (WFQ). References to
some of these works include [5,9,10,11,23,24,25,29].

Within the context of a whole network or a network path, one may consider
1) The Max-Min fairness allocation [14], 2) Proportional fairness [15], and 3)
Balanced Fairness [6].

5 The Performance Issue: Delay vs. Service

What performance measure should be accounted for when quantifying queue
fairness (for job-driven system)? The immediate and most natural candidate is
the job delay, which is either the waiting time or the waiting plus service time
experienced by the job. This has been the main quantity (perhaps almost the
sole quantity) used in queueing theory to evaluate queueing systems (see, e.g.
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text books on the subject, [7,8,13,18,19]) and is frequently being looked at via
the expected delay or its variance in steady state. Under this quantity, customer
satisfaction decreases with the delay experienced by the job and thus customer’s
objective is to minimize delay. The use of this quantity seems to be appropriate
when the major performance issue associated with job queueing is indeed the
delay experienced in the system. As an example, consider the waiting line in a
supermarket where the annoyance of arriving late to a queue is merely due to the
waiting in queue, since the service itself (purchasing the products) is guaranteed.

While delay has been the main performance metrics used by queueing theory,
one should also consider job service, which received much less attention. By job
service we refer to the actual service (not service time) given to the job by the
system. To understand this performance objective, one should consider systems
where the service is not guaranteed, e.g. systems where the service includes the
selling of a finite-quantity product, or systems where the server is shut down at a
predetermined time. In these systems, customers whose processing by the server
is delayed (e.g. due to the prioritization of other customers) may encounter the
situation in which the product is not available, or the server is shut down before
their turn to be served comes, and thus they experience service degradation. In a
simplistic representation, this can be a zero-one variable where zero means that
no service is given and one means that a full service is given. The use of this
variable seems to be appropriate when the major performance issue is that of
service, for example a queueing line for scarce concert tickets.

Note that both quantities, delay and service, are affected by scheduling deci-
sions and thus can be the subject of a fairness measure.

6 At What Granularity Level Should Fairness Be
Quantified and Measured

In quantifying a physical property of a queueing system we identify three gran-
ularity classifications of the measure: The job-individual measure, the scenario
measure, and the system measure. All three play a role in traditional queueing
analysis, e.g. in dealing with system delays. In the context of delays, these are,
respectively, the delay experienced by a specific job, the average delay when
computed over a finite set of jobs under a specific scenario and the expected
delay in the system under steady state. We may define these measures, in the
context of queue fairness as:

1. Job-Individual Discrimination: This is a quantity attributed to the indi-
vidual job (customer). It represents the performance experienced by a specific
job (customer) under a specific scenario (or a sample path). For example,
consider the discrimination experienced either by Short or by Long in the
Long vs. Short case.

2. Scenario (Sample path) fairness: A summary-statistics that summa-
rizes the performance as experienced by a (finite) set of jobs under a partic-
ular scenario (a sample path). For example, consider some averaging of the
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discriminations experienced by Long and Short and the other jobs present
at the system at that time.

3. System fairness: A summary statistics of a probabilistic measure (e.g. ex-
pected value or variance) of the performance as experienced by an arbitrary
job, when the system is in steady state. This can be extended to a similar
measure under transient behavior of the system.

It should be noted that queueing theory has dealt explicitly mainly with the
third type of quantity (expected delay or its variance), as the other quantities
are somewhat trivial in the context of customer delay. In the context of fairness,
it is nonetheless important to make explicit use of the job-individual and scenario
quantities as well, since humans can feel them better and associate with them
better than with the third quantity. This is important to building confidence
in the fairness measure, which is somewhat abstract, non-tangible and difficult
to feel.

7 The Physical Entities Playing Role in Queue Fairness:
Seniority and Service Requirement

What are the basic physical quantities playing a role in queue fairness? Two
fundamental quantities determine the queueing process and the job scheduling
decisions. These are the arrival epochs and service times, ai and si. As our goal is
to focus on the pure queueing process and neutralize other external parameters,
we will deal with these variables only. To this end, we are not accounting for ex-
ternal parameters, such as payments made by customers or a gold/silver/bronze
classification of customers.

Since these quantities are the only ones determining the queueing and schedul-
ing process, they also serve as the fundamental variables for determining schedul-
ing fairness. For convenience of presentation, we will translate the arrival time
epoch and get the following two basic physical quantities: 1) Seniority, and 2)
Service requirement. The seniority of Ji at epoch t is given by t−ai. The service
requirement of Ji is si. One may recall that seniority and service-requirement
were in the heart of the dilemma in the Short vs. Long scenario.

It is natural to expect that a ”fair” scheduling discipline will give preferential
service to highly senior jobs, and to low service-requirement jobs. This can be
stated formally in the following two fundamental principles:

1. (Weak) Service-requirement Preference Principle: If all jobs in the system
have the same arrival time, then for jobs Ji and Jj , arriving at the same
time and residing concurrently in the system, if si < sj then it will be more
fair to complete service of Ji ahead of Jj than vice versa.

2. (Weak) Seniority Preference Principle: If all jobs in the system have the
same service times, then for jobs Ji and Jj , residing concurrently in the
system, if ai < aj then it will be more fair to complete service of Ji ahead
of Jj than vice versa.
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A stronger form of the preference principles is as follows:

1. Strong Service-requirement Preference Principle: For jobs Ji and Jj , arriving
at the same time and residing concurrently in the system, if si < sj then it
will be more fair to complete service of Ji ahead of Jj than vice versa.

2. Strong Seniority Preference Principle: For jobs Ji and Jj , residing concur-
rently in the system and requiring equal service times, if ai < aj then it will
be more fair to complete service of Ji ahead of Jj than vice versa.

The seniority preference principle is rooted in the common belief that jobs ar-
riving at the system earlier ”deserve” to leave it earlier. The service-requirement
preference principle is rooted in the belief that it is ”less fair” to have short jobs
wait for long ones. It should be noted that when ai < aj and si > sj (the Short
vs. Long case) the two principles conflict with each other, and thus the relative
fairness of the possible scheduling of Ji and Jj is likely to depend on the relative
values of the parameters.

One may view these two preference principles as two axioms expressing one’s
basic belief in queue fairness. As such, one may expect that a fairness measure
will follow these principles. A fairness measure is said to follow a preference
principle if it associates higher fairness values with schedules that are more fair.
A formal definition is given next:

Definition 1. Consider jobs Ji and Jj, requiring equal service times and obeying
ai < aj. Let π be a scheduling policy where the service of Ji is completed before
that of Jj and π′ be identical to π, except for exchanging the service schedule of
Ji and Jj. A fairness measure is said to adhere to the strong seniority preference
principle if the fairness value it associates with π is higher than that it associates
with π′.

Similar definitions can be given to the service-time preference principle and to
the weak-versions of the preference principles.

It is easy to see that if a fairness measure adheres to the strong preference
principle (either Service-requirement or Seniority) then it must adhere to the
corresponding weak preference principle.

7.1 Scheduling Policies and the Preference Principles

To illustrate the preference principles in the context of scheduling policies we
review several common policies and examine whether they follow the preference
principles. A formal definition is:

Definition 2. A scheduling policy π is said to follow the strong seniority pref-
erence principle if for every two jobs Ji and Jj, requiring equal service times and
obeying ai < aj, π completes the service of Ji ahead of that of Jj.

A similar definition can be given for the strong service-time preference principle
and for the two weak preference principles.
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Using these definitions, one can classify common scheduling policies as follows:

1. FCFS : The First-Come-First-Served scheduling follows the strong seniority
preference principle. On the other hand, since it gives no special considera-
tion to shorter jobs, it does not follow the service-time preference principle
(weak or strong).

2. LCFS and ROS : The Last-Come-First-Served and Random order of Ser-
vice policies do not follow the seniority preference principle (either strong or
weak). Further, neither do they follow the service-time preference principle.

3. SJF and LJF : The Shortest Job First policy follows the strong service-time
preference principle. Nonetheless - it does not follow the seniority preference
principle (both strong and weak). The Longest Job First policy follows none
of the principles.

4. PS : The Processor Sharing policy follows both the strong seniority prefer-
ence principle and the strong service-time preference principle.

5. FQ: Fair Queueing, which is the non-weighted version of Weighted Fair
Queueing ([23,24]), serves the jobs in the order they complete service under
Processor Sharing (unless some of the jobs are not present at the server at
the time that the service decisions must be taken). This property and the
fact that PS follows both of the strong preference principles, imply that FQ
follows both the strong seniority preference principle and the strong service-
time preference principle.

8 Fairness Measures: A Review of Proposed Measures
and Their Properties

Having discussed the performance issues associated with queue fairness, we next
turn to review recent measures proposed in the literature. We will examine how
these measures treat the basic performance issues and how they fit with the
various applications.

8.1 Order Fairness

The order fairness measure was studied in [1]. The basic underlying model used
in that study assumes that all service times are identical. In that context the
major factor of interest is that of job-seniority. The study deals with a specific
sample path of the system, and examines a realization π of the service order
(that is, a feasible sequence of job indices reflecting the order of service), and
with a fairness measure F (π) defined on the service order. The paper assumes
several elementary axioms on the properties of . The major axiom is:

Axiom 1. Monotonicity of F () under neighbor jobs interchange: If two
neighboring jobs are interchanged to modify π and yield a new service order π′

then F () increases if the interchange yields advancing the more senior of the two
jobs ahead of the less senior job, and it decreases if the interchange advances the
less senior job ahead of the more senior job. If the seniority of the interchanged
jobs is the same - F () is not affected by the interchange.
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The additional axioms deal with 2) reversibility of the interchange, 3) indepen-
dence on position and time, and 4) fairness change is unaffected by jobs not
interchanged.

The reader may recognize that the core axiom of this approach, Axiom 1, is
simply a mathematical form to express the seniority preference principle pre-
sented in Section 7.

The results derived in [1] show that for a specific sample path the quantity
c
∑
i aiΔi +α, where Δi is the order displacement of Ji (number of positions Ji

is pushed ahead or backwards on the schedule), and c > 0 and α are arbitrary
constants satisfying the basic axioms. This quantity is the unique form satisfying
the axioms applied to any feasible interchange (not necessarily of neighbors).
Under steady state this quantity is equivalent to the variance of the waiting time
(with a negative sign). Thus, when all service times are identical the waiting time
variance can serve as a surrogate for the system’s unfairness measure.

Properties. The main properties of this measure are:

1. The measure adheres to the strong Seniority Preference Principle (Section
7). This can be verified by recalling that the unfairness function for a sample
path is given by

∑
i aiΔi and by examining the change of this function due

to the exchange of Ji and Jj .
2. When all service times are identical, the fairest policy in the family of work

conserving and uninterrupted service policies is FCFS. The most unfair pol-
icy under these conditions is LCFS.

3. The measure does not adhere1 to the Service-requirement Preference Prin-
ciple (Section 7): If one uses the variance of waiting time as a measure of
unfairness, then there are cases where it is more fair to serve a long job ahead
of a short job. For example consider a system with two jobs only, J1 and J2

whose service times are s1 = 1, s2 = ε → 0. Serving the longer job J1 first
leads to a waiting time variance that approaches 0 while serving the shorter
job J2 first leads to a waiting time variance that approximately equals 1/4.

8.2 Normalized-Delay Based Fairness

Normalized-delay based fairness was presented in [33] in which a fairness criterion
(as opposed to a fairness measure) was proposed. The aim of this criterion is to
address the differences in service times between different jobs and to follow a
principle under which short jobs should be given some preferential service over
long jobs (similar to the Service-time preference principle).

Under the criterion proposed in [33] each job is characterized by its service
time only. The measure of interest is the ”slow down” (”normalized response

time”) S(x)
def
= T (x)/x where x is the service time and T (x) is a random variable

denoting the delay (response time) experienced by a customer whose service time
1 In fact, it might not be appropriate to examine this principle as the measure is built

for equal service-time situations.
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is x. The expected slowdown for a job of size x is E[S(x)], and a scheduling policy
is said to be fair for given load and service distribution if E[S(x)] < 1/(1−ρ) for
all values of x, where ρ is the system’s load. A service policy is always fair if it is
fair under all loads and all service distributions. A service policy is always unfair
if it is not fair under all loads and all service distributions. Other policies are
sometimes unfair. The ”slow down” was used as a means for evaluating fairness
in queues earlier in [4] and in [3].

Properties. The properties of this criterion are:

1. The criterion classifies a large class of service disciplines, common in com-
puter systems, into ”always fair” ”always unfair” and ”sometimes fair”. A
few examples are:
(a) Always fair: Processor Sharing (PS) and Preemptive LCFS.
(b) Always unfair: All non-size based non-preemptive policies, in particu-

lar FCFS. Also age-based polices are always unfair, in particular Feed-
back Scheduling (FB).

(c) Sometimes Unfair: Shortest Remaining Processing Time (SRPT).
2. The criterion is relatively easy to apply for general service time distributions

(M/G/1 type systems) as the measure of interest is E[T (x)/x].
3. The Seniority Preference Principle does not hold. Specifically, the classifica-

tion stated above implies that under this criterion FCFS is ”always unfair”
while LCFS preemptive is ”always fair”; these predictions contradict the
Seniority Preference Principle.

4. Intuitively speaking, this criterion may possibly adhere to the Service time
Preference Principle if the criterion is extended to be a measure and after
some adaptations. We make this intuitive statement based on recognizing
that the criterion favors prioritization of short jobs over long jobs. However
it is an open question whether this preference principle always holds and
under what formulation.

8.3 Resource Allocation Based Fairness

A Resource Allocation Queueing Fairness Measure (RAQFM) was introduced in
[28]. The measure aims at accounting both for seniority and service-requirements,
and does it by focusing on the fair sharing of the system resources. The method
can apply to multiple servers, but for the sake of presentation will be described
for a single server system.

The basic philosophy behind the method is that at every epoch t at which
there are N(t) jobs present in the system, they all are entitled to an equal share
of the server’s time. Thus, the temporal warranted service rate to be given to
a job at that epoch, is given by: 1/N(t). The overall warranted service of job i
is given by integrating this value over the duration that Ji stays in the system.
Subtracting this warranted service from the granted service (which is the service
granted to Ji, namely its service time, si) yields the discrimination of Ji, denoted
δi =

∫ di

ai

1
N(t)dt. Note that the discrimination may be positive or negative.
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Taking summary statistics over all discriminations experienced by the cus-
tomers yields an unfairness measure for the system. This measure can apply to
a specific scenario (sample path), to yield the unfairness of that path. Similarly,
taking expectations of this measure over all sample paths yields the system un-
fairness. One of the basic properties of the discrimination function is that it
is a zero-sum function (namely the total discrimination in the system, at ev-
ery epoch, is 0). Thus, the expected value of discrimination is meaningless, and
the proper summary statistics is the second moment (or variance) or expected
absolute value of discrimination.

Properties. The main properties of this measure are:

1. The measure adheres to the Strong Seniority Preference principle), for work
conserving and uninterrupted service policies. This is proven in [2].

2. When all service times are identical, the fairest policy in the family of work-
conserving and uninterrupted-service policies is FCFS. The most unfair pol-
icy under these conditions is LCFS.

3. The measure adheres to the weak Service-requirement Preference Principle,
for work conserving and uninterrupted service policies. Nonetheless, it does
not adhere to the strong version of this principle, as there exist some counter
examples. These properties are proven in [2].

4. The measure yields to analysis for the family of Markovian (M/M type)
queues. It is an open subject of research whether (and how) it yields to
analysis for general service time (e.g. M/G/1) type systems.

8.4 Summary of Major Properties

The two measures and the criterion can be roughly classified according to their
treatment of the seniority and service time physical properties. This summary
is depicted in Figure 1 where, in the first column, we indicate the major focus
of the measures: Order fairness accounts mainly for seniority, normalized-delay
fairness accounts mainly for the service times, and resource allocation accounts
for both. The second column of the figure indicates what type of applications
would fit to these measures: Order fairness fits service sensitive applications
while normalized-delay fairness and resource-allocation fairness fit delay sensitive
applications.

9 Application Perspective

How do the measures outlined above fit with the various queueing applications?
This, as we discuss next, depends on the characteristics of the applications. The
mapping of applications to fairness measures is given (partially) in Figure 2.

Some applications are characterized by high sensitivity to service and lower
sensitivity to delay; these are outlined in the first row of applications in Figure 2.
Perhaps most of the ”historical queueing systems”, e.g. the waiting line for bread,
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Measure/ 
Criterion 

Physical quantities accounted 
for 

Can treat Applications which 
are sensitive to

Seniority Service time Service 
delivery

Delay

Order fairness 
measure ( 8.1)

Normalized 
delay criterion 
( 8.2)

Resource 
allocation 
measure ( 8.3)

Fig. 1. Summary of major properties of fairness measures

Application 
characteristics 

Applications Fairness sensitive to Performance 
Objectives

Applicable
Fairness
Measure

Seniority Service 
time

Service sensitive Airline reservation 
Call center, “Line for 
bread” 

Service Order fairness 
( 8.1)

Delay sensitive, 
identical service 
times 

Airport immigration 
lines 

Delay Order fairness
( 8.1)

+ Resource 
allocation 
( 8.3)

Delay sensitive, 
variable service 
time 

Call centers, 
Supermarkets, 
Banks, Computer 
systems  

Delay Order fairness
( 8.3)

Delay sensitive, 
seniority-blind 
customers

Computer systems Delay Normalized-
delay ( 8.2)
+ resource 
allocation

( 8.3)

Fig. 2. Fairness-related Properties of Applications and the applicable measures
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can be categorized under this category (this ”historical” queueing experience is
perhaps the reason for having many people strongly believing in the notion of
servicing customers by order of arrival). Today’s applications are waiting lines
for limited-supply products, such as the queue for highly demanded concert-
tickets. Another application is the waiting line in a call center specializing in
selling airline tickets, in which often some of the tickets (e.g. special price or
special date tickets) are at very low supply. The fairness of these applications
is very sensitive to job seniority and is less sensitive to service times (third
and fourth) For these service sensitive (seniority sensitive) applications order
fairness (Section 8.1) fits well, as it focuses on job seniority. Recall, however,
that that measure assumes identical service times. Thus, its use in the case of
non-identical service times, though sounds reasonable, still needs to be studied
and understood.

Other applications are characterized by high sensitivity to delay and low sen-
sitivity to service (as the service is more or less guaranteed). These, in fact, form
the majority of today’s applications.

Within this class we first distinguish applications where the service times of
all customers are more or less identical (nearly deterministic); these are denoted
on the second row of Figure 2. These include, for example, waiting lines for
(unmarked) theater tickets. In this case, even if the supply is large and thus the
performance is sensitive mainly to delay, one can apply order fairness (Section
8.1), since service times are more or less identical. One can also apply in this
case the resource allocation measure (Section 8.3) as it can handle this equally
well.

Second, within this class of delay sensitive applications, we distinguish appli-
cations where the service time varies across customers (third line in Figure 2).
These include waiting lines in supermarkets, airlines counters, public offices, and
call centers with unlimited products. Here customers will be sensitive both to se-
niority and to service times. In these applications neither order-fairness (does not
account for service time differences) nor normalized-delay fairness (does not ac-
count for seniority) can be used; the resource allocation fairness measure (Section
8.3), which accounts both for service times and seniority, is the most appropriate

Within the class of delay-sensitive applications one may recognize some appli-
cations where the customers are not aware of the relative seniority of the jobs in
the system (fourth line of Figure 2). These may include jobs performed in a com-
puter system where the customers who submit the jobs cannot know the relative
seniority/status of their jobs. In such applications, the blindness of customers to
relative seniority may allow one to use the normalized-delay fairness approach
(Section 8.2). Similarly, the ”blindness” of customers to service requirements of
other customers may allow the use of the order fairness measure.

Note however, that even under the blindness conditions, it is likely that cus-
tomers will require the system not to be seniority-blind or service requirement-
blind, namely not to use the normalized-delay fairness. That is, even if justice
cannot be seen, customers may want it to be done.
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10 Concluding Remarks

We argued that fairness is a fundamental property of queueing systems and that
it is highly important to customers. Little work has been done on this subject
in the past; an increase in research in this area occurred in recent years, which
contributed to better understanding of the subject. Nevertheless, more research
must be conducted to have a good understanding of the issue. For example,
there exist a huge number of queueing systems and queueing scheduling policies,
which were studied in the past and where the focus has been on the delay of the
individual customer. Fairness evaluation of these systems will contribute greatly
to the understanding of the relative benefits of these systems.
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Abstract. The theory of large deviations refers to a collection of techniques for
estimating properties of rare events such as their frequency and most likely man-
ner of occurrence. Loosely speaking, LDT can be seen as a refinement of the
classical limit theorems of probability theory and it is useful when simulation
or numerical techniques become increasingly difficult as a parameter of interest
tends to its limit.

The first part of this tutorial deals with the behaviour of the empirical mean
of IID RVs, the most natural framework to introduce the basic concepts and the-
orems of LDT and to highlight their heuristic interpretation.

Then, the large deviation principle for the single server queue is presented
and its implications on network dimensioning are discussed. Finally, the tutorial
overviews the application of LDT to rare event simulation, for the choice of the
optimal change of measure in Importance Sampling.

Keywords: LDT, Rare Events, Contraction Principle, Queues, LRD.

1 Introduction

In the framework of teletraffic engineering, many challenging issues have arisen in the
last two decades as a consequence of the fast growth of network service demand. The
search for global network architectures, which should handle heterogeneous applica-
tions and different quality of service (QoS) guarantees [1], has determined a widespread
interest for novel performance evaluation techniques, able to cope with the increasing
size (and complexity) of telecommunication systems. The need for new mathemati-
cal approaches is also related to the adoption of more sophisticated traffic models, the
so-called Long Range Dependent (LRD) processes, able to take into account the long
memory features of real traffic [2,3].

In case of stringent QoS requirements, network performance are determined by
events with a small probability of occurring, but with severe consequence when they
occur. Since these events are linked to large deviations from the normal behaviour of
the system, the so-called theory of large deviations (LDT) represents a natural candidate
for analysing rare events in large systems.

In a nutshell, LDT studies the tails of distributions of certain random variables. Since,
by definitions, probabilities of rare events are involved, it is also known as the theory
of rare events. As a matter of fact, LDT only applies to certain types of rare events,

D. Kouvatsos (Ed.): Next Generation Internet, LNCS 5233, pp. 301–330, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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caused by a large number of unlikely things occurring together (conspiracy), rather
then a single event of small probability. For instance, winning a lottery is not a large
deviations event, since it is determined by a single trial that cannot be broken into more
than one sub-event [4].

Unlike classical limit theorems, LDT also provides a nice qualitative theory to un-
derstand rare events and the typical way they occur (most likely path ). Indeed, the
probability of a rare event is often reduced to a deterministic optimisation problem. If
a cost is assigned to each sample path that would cause the rare event, its probability
only depends on the cheapest path, i.e., on the cheapest way the event can happen. This
concept is described in [4] as the strong law of rare events: if there is a unique cheapest
path, then as the asymptotic parameter gets large, conditioned on the occurrence of the
rare event, with overwhelming probability the system followed the cheapest path for
any bounded interval of time before the rare event occurred.

This deeper insight into the system behaviour can be successfully employed, for in-
stance, to design proper control systems and to speed-up the simulation of rare events.
Indeed, a control affects the probability of the rare event iff it affects the cheapest path;
as a consequence, the time scale on which the control should operate is implicitly de-
termined by the most likely time of occurrence of the rare event. In the framework of
simulation, unlike crude Monte Carlo, the application of speed-up techniques generally
requires some additional information about the behaviour of the system, such as the one
provided (although in an asymptotic and eventually approximate form) by the LDT.

As pointed out by many authors [5], there is no real theory of large deviations and
often the same result may be reached in different (and apparently unrelated) ways.
Hence, as a whole LDT refers to a set of basic definitions, that by now are standard,
and a variety of tools for the analysis of small probability events in completely differ-
ent frameworks (such as statistical mechanics, information theory, parameter estimation
and traffic engineering, just to name a few application fields).

The aim of this tutorial, which is heavily based on [6], is to introduce the basic
LDT concepts, highlighting their heuristic interpretation from an engineering perspec-
tive and focusing on their applications (or, at least, on some of them) in the framework
of queueing systems and computer networks. In more detail, the rest of the paper is
organised as follows. Section 2 describes the key LDT principles, starting from simple
practical examples and generalising the results to more abstract frameworks. Then Sec-
tion 3 deals with the application of LDT to the single server queue, focusing on two
well-known asymptotic regimes: large-buffer and many-sources asymptotics, while a
few more advanced topics (queueing performance in presence of LRD traffic and LDT-
based changes of measures) are sketched in Section 4. Finally, hints on further readings
conclude the tutorial.

2 Basic LDT Results

The theory of large deviations is concerned with the asymptotic estimation of proba-
bilities of rare events. In its basic form, the theory considers the limit of normalisa-
tions of log P(An) for a sequence of events with asymptotically vanishing probability.
Although the topic may be traced back to the early 1900s (see [5] for more detailed
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historical notes, interpretations and references), its general abstract characterisation by
means of a large deviation principle was formalised only in 1966 by Varadhan [7], who
is considered one of the founders of the modern theory of large deviations, together
with Donsker (in the West) as well as Freidlin and Wentzell (in the East).

The following subsections will review the basic concepts that by now are standard,
starting from the case of independent, identically distributed (IID) random variables
(RVs) and introducing some more advanced tools (such as the large deviation princi-
ple and the contraction principle), which will be applied in the following to queueing
systems.

2.1 Large Deviations of IID RVs

Let us consider the most classical topic of probability theory, namely the behaviour of
the empirical mean of IID RVs. Before stating the general result (Cramér’s theorem),
let us consider some simple examples (see Chapter 2 in [6] for further details).

Sums of Standard RVs. Let Xi ∈ N (0, 1)1 and consider the empirical mean

Mn =
1
n
Sn where Sn =

n∑
i=1

Xi . (1)

Since Mn ∈ N (0, 1/n), it is easy to show that:

1. for any a > 0

lim
n→∞ P (Mn ≥ a) = 0 (Weak Law of Large Numbers) (2)

2. for any interval A

lim
n→∞ P

(√
nMn ∈ A

)
=

1√
2π

∫
A

e−
1
2x

2
dx (Central Limit Theorem) (3)

3. for any a > 0

P (Mn ≥ a) =
1√
2π

∫ ∞

a
√
n

e−
1
2x

2
dx (4)

and therefore

lim
n→∞

1
n

log P (Mn ≥ a) = −a2

2
, (5)

which is a typical large deviations result.

Roughly speaking, according to (3), the typical value of Mn is of the order of 1/
√
n,

but with small probability (of the order of e−na
2/2, as suggested by (5)), Mn takes

relatively large values.
It is well known from elementary probability theory that (2) and (3) remain valid as

long as {Xi} are IID RVs of zero mean and unit variance and can be easily modified

1 As usual, N (
μ, σ2

)
will denote a Gaussian RV with mean μ and variance σ2.
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in case of IID RVs with mean μ and variance σ2. Instead, as far as (5) is concerned,
the limit still exists (under quite general assumptions), but its value depends on the
specific distribution of Xi. This is precisely the content of Cramér’s theorem. In order
to understand the kind of approximations involved in LDT, it is useful to derive a result
similar to (5) in a slightly less trivial framework.

Sums of Bernoulli RVs. Let Xi ∈ B(p), i.e., P(Xi = 1) = p = 1 − P(Xi = 0); in
this case Mn can be seen as the proportion of heads in n independent tosses of a biased
coin, which has probability p of coming up heads. Suppose that n is large and consider
the probability that Mn exceeds a, for some a > p. Through direct calculation2 (for
notational convenience, suppose that na < n is an integer):

P (Mn ≥ a) =
n∑

j=na

(
n

j

)
pj(1 − p)n−j (Sn has a Binomial distribution)

≈
(
n

na

)
pna(1 − p)n(1−a) (Principle of the largest term)

=
n!

(na)! (n− na)!
pna(1 − p)n(1−a)

≈ 1√
2πn(1 − a)a

a−na (1 − a)−n(1−a) pna(1 − p)n(1−a)

≈
(
a

p

)−na (
1 − a

1 − p

)−n(1−a)

= e
−n

(
a log

a

p
+ (1 − a) log

1 − a

1 − p

)
,

where the Stirling’s formula was used to approximate the binomial coefficient:

n! ≈ √
2πn nne−n .

Hence, an expression similar to (5) can be written also in case of Bernoulli RVs:

lim
n→∞

1
n

log P (Mn ≥ a) = a log
a

p
+ (1 − a) log

1 − a

1 − p

Δ= H(a; p) (6)

and H(a; p) is known as the relative entropy, or Kullback-Leibler divergence, of the
probability distribution (a, 1− a) with respect to the probability distribution (p, 1− p).

It is worth noticing that a single term in the sum is sufficient to determine its correct
exponential decay rate (in n). It turns out that this feature is characteristic of many
situations where LDT is applicable and is known as principle of the largest term, which
is often expressed in the probability context by the phrase “rare events occur in the most
likely way”.

2 It is straightforward to verify that the largest term in the sum corresponds to j = na.
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LDT Rate Function. The limit (5) depends on the specific distribution of Xi through
the so-called rate function Λ∗, which is defined as the Fenchel-Legendre transform of
the Cumulant Generating Function. Before stating the general LDT result for sums of
IID RVs, it is worth introducing the definition of rate function and its main properties.

Let Λ(θ) denote the Logarithmic Moment Generating Function or Cumulant Gener-
ating Function3 of a real-valued RV X , i.e.,

Λ(θ) Δ= logM(θ) = log E
(
eθX

)
(7)

where
M(θ) Δ= E

(
eθX

)
(8)

is the Moment Generating Function of X .
Let Λ∗(x) be the convex dual or Fenchel-Legendre transform of Λ(θ):

Λ∗(x) Δ= − log
(

inf
θ
e−θxM(θ)

)
= sup

θ
(θx− logM(θ)) = sup

θ
(θx − Λ(θ)) (9)

Figure 1 gives a graphical interpretation of the previous definition:Λ∗(x) is the smallest
amount by which the straight line x θ (with slope x) has to be pushed down so as to lie
below the graph of Λ(θ) ∀θ ∈ R.

θ

θ∗

Λ∗(x)
Λ(θ)

x θ

Fig. 1. Graphical interpretation [8] of the Fenchel-Legendre transform

The most relevant properties of Λ∗ are recalled (the corresponding proofs are given,
for example, in [5]) in the following:

1. Λ∗(x) is convex, i.e., ∀ λ ∈ [
0, 1

]
:

Λ∗ (λx1 + (1 − λ)x2) ≤ λΛ∗(x1) + (1 − λ)Λ∗(x2)
3 Indeed, the cumulants of X are just the derivatives of Λ(θ) evaluated at θ = 0.
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2. Λ∗(x) is non-negative

3. Λ∗(x) has its minimum for x = μ
Δ= E(X) and Λ∗(μ) = 0

4. Λ∗(x) is lower semicontinuous, i.e., the level sets {x : Λ∗(x) ≤ α} are all closed
for α ∈ R

5. If the supremum in (9) is attained at a point θ∗ in the interior of the interval where
M(θ) is finite, then M(θ) is differentiable at θ∗, so that

Λ∗(x) = − log E

(
eθ

∗(X−x)
)

= θ∗x− Λ(θ∗)

6. Let c be the greatest lower bound for a RV X , i.e.,

P (X < c) = 0 and P (X ≤ c + ε) > 0 ∀ ε > 0 .

Then
(a) Λ∗(x) = ∞ for x < c
(b) Λ∗(c) < ∞ ⇐⇒ P (X = c) > 0

Table 1 gives the expressions of Λ and Λ∗ for some common distributions, highlighting
the similarities with the preliminary examples reported in this section. For instance, in
the case of Bernoulli RVs, Λ∗(x) = H(x, p) and (6) justifies the name of rate function
given to Λ∗ in the LDT framework: indeed it is the function that specifies the rate of
convergence for the Weak Law of Large Numbers.

Cramér’s Theorem. Cramér’s theorem (1938) is the most general result for IID RVs,
stated in generic large deviations form.

Table 1. Examples of rate functions

X Λ(θ) = log E
(
eθX

)
Λ∗(x) = sup

θ∈R

(θx − Λ(θ))

N (μ, σ2) θμ + 1
2
θ2σ2 1

2 σ2
(x − μ)2

B(p) log
(
1 − p + peθ

) ⎧⎨⎩x log
x

p
+ (1 − x) log

1 − x

1 − p
0 ≤ x ≤ 1

∞ otherwise

Exp(λ) log
λ

λ − θ

{
xλ − 1 − log (xλ) x > 0

∞ otherwise

Poisson(λ) λ
(
eθ − 1

) ⎧⎪⎨⎪⎩
λ + x

(
log x

λ
− 1

)
x > 0

λ x = 0

∞ otherwise
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Theorem 1 (Cramér’s theorem). Let Xi be IID (real valued) RVs and define

Sn =
n∑
i=1

Xi .

Let Λ(θ) denote the Logarithmic Moment Generating Function of Xi, i.e.,

Λ(θ) = log E
(
eθXi

)
and let Λ∗ be the convex conjugate of Λ:

Λ∗(x) Δ= sup
θ

(θx− Λ(θ)) . (10)

For all closed sets F ,

lim sup
n→∞

1
n

log P

(
Sn
n

∈ F

)
≤ − inf

x∈F
Λ∗(x) Upper Bound for closed sets (11)

and, for all open sets G,

lim inf
n→∞

1
n

log P

(
Sn
n

∈ G

)
≥ − inf

x∈G
Λ∗(x) Lower Bound for open sets (12)

i.e., for any set B ⊂ R:

− inf
x∈Bo

Λ∗(x) ≤ lim inf
n→∞

1
n

log P

(
Sn
n

∈ B

)
≤ lim sup

n→∞
1
n

log P

(
Sn
n

∈ B

)
≤ − inf

x∈B̄
Λ∗(x)

(13)

where Bo denotes the interior of B and B̄ its closure.

A complete proof of the theorem goes beyond the scope of this tutorial and can be
found, for instance, in [6] or, in a more general form, in [5]. However, it is quite useful
to draw here some general remarks:

1. In the theorem, no conditions, not even existence of the mean, are required for the
RVs Xi.

2. The Lower Bound (12) is local (the bound for open balls implies the bound for all
open sets) and its proof uses an exponential change of measure [9] argument, as in
Importance Sampling (more on Importance Sampling and LDT-based changes of
measures in section 4.2)

dμθ
dμ

(x) = eθx−Λ(θ) =
1

M(θ)
eθx (14)

where μ and μθ denote the law of the original and tilted RVs respectively.
In order to derive a bound on the probability that the sample mean Sn/n lies

in
(
x − δ, x + δ

)
we seek a tilt parameter θ∗ that makes the mean of the tilted
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distribution equal to x. From a heuristic point of view, this tilted RV captures the
idea of being close in distribution to Xi, conditional on having a value close to x.

Indeed, the tilted measure μθ identifies the most likely way by which the mean
of a large sample turns out to be close to x. More precisely, conditional on the
sample mean Sn/n being in

(
x−δ, x+δ

)
, the empirical distribution ofX1, . . . , Xn

approaches μθ as n → ∞.
3. The Upper Bound (Chernoff’s Bound) holds for all closed sets F ⊂ R and all

n, not just on a logarithmic scale in the limit as n → ∞. This means that (11),
presented as a classical LDT upper bound, in case of sums of IID RVs can be
strengthened as follows:

1
n

log P

(
Sn
n

∈ F

)
≤ − inf

x∈F
Λ∗(x) . (15)

4. When the limit exists (i.e., limsup and liminf are equal), the Cramér’s Theorem
implies that

P

(
Sn
n

∈ B

)
≈ e

−n inf
x∈B

Λ∗(x)
. (16)

The last approximation highlights three important features of LDT:
(a) The asymptotic probability that the sample mean lies in B tends to zero expo-

nentially fast (in n).
(b) Λ∗ gives the exact (ignoring terms that are subexponential in n) decay rate

of the family of probabilities P (Mn ∈ B) and is commonly known as rate
function.

(c) The speed of convergence essentially depends on one point, denoted in the
following as x̂, the so-called dominating point of the set B, i.e., the point where
the rate function Λ∗(x) attains its infimum (principle of the largest term). For
instance, the three sets in fig. 2 (which refers to the sums of exponential RVs
with mean 1) have the same probability in the large deviations limit.

5. Since Cramér’s theorem only gives logarithmic asymptotics, (16) implies that

P

(
Sn
n

∈ B

)
= φ(n) e−nΛ∗(x̂)

for some subexponential (at ∞) function φ(·)

n−1 logφ(n) → 0 as n → ∞ .

For instance, φ(n) can be any polynomial function nα or even exp(n1−ε); this
means that the LDT approximation may be very inaccurate and better results are
sometimes available (for instance, the Bahadur-Rao exact asymptotics [10] for Nor-
mal RVs). On the other hand, in many cases LDT represents the only available
analytical tool for the analysis of complex systems.

6. Cramér’s theorem has a multivariate counterpart [5] dealing with the large devi-
ations of the empirical mean of IID random vectors Xi in R

d. In that case, the
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same dominating point

 0

 0.5

 1

 1.5

 2

 2.5

 0  1  2  3  4  5x

Λ∗(x)

Fig. 2. Application of Cramér’s theorem to sums of Exp(1) RVs

definition of the logarithmic cumulant generating function is the straightforward
generalisation of (7):

Λ(θ) Δ= logM(θ) = log E

(
e〈θ,Xi〉

)
, (17)

where

〈θ, x〉 =
d∑
j=1

θjxj

is the usual scalar product in R
d and xj denotes the jth component of x.

2.2 General Principles of Large Deviation Theory

The general theory of large deviations has a beautiful and powerful formulation due to
Varadhan [7], based on the so-called Large Deviation Principle (LDP), which leads to
asymptotic results similar to (13), but under more general conditions.

Let Sn be any sequence of RVs, not necessarily the partial sum of IID RVs. In gen-
eral, Cramér’s theorem cannot be invoked as is (for instance if the RVs are correlated,
as it often happens in computer networks); however, the “scaled” sequence4 Sn/n may
happen to show the same asymptotic behaviour proved for the partial sums of IID RVs.
In LDT terms, this means that the sequence Sn/n satisfies an LDP.

The following subsections introduce the definition of LDP (at first in R
d and then its

generalisation in Hausdorff spaces) and the main tools that can be used to build an LDP.

4 In some cases (see section 4.1 for a relevant application in the field of network performance)
it will be necessary to change the scaling factor and consider the sequences Sn/vn for an
adequate choice of the deterministic scaling factors vn.
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Large Deviations Principle in R
d. In its abstract formulation [5], the large deviation

principle characterises the limiting behaviour of a family of Borel probability measures
on a Hausdorff space in terms of a rate function.

As in [6], to make the concept more intuitive to non-specialists, preliminary defi-
nitions of rate function (not simply the convex conjugate of the Logarithmic Moment
Generating Function) and LDP are given in the framework of R

d-valued RVs.
In the following R

∗ will denote the extended real numbers, R
⋃ {∞}

.

Definition 1 (Rate function). A function I : R
d → R

∗, is a rate function if

1. I(x) ≥ 0 for all x ∈ R
d

2. I is lower semicontinuous, i.e., the level sets
{
x : I(x) ≤ α

}
are all closed, for

α ∈ R

3. It is called a good rate function if in addition the level sets are all compact

The definition of lower semicontinuity implies that I is allowed to jump down, but not
to jump up; indeed, a function I is lower semicontinuous (according to a definition
equivalent to the previous one) iff

whenever xn → x lim inf
n→∞ I(xn) ≥ I(x) .

It is easy to verify, for instance, that Λ∗ in Cramér’s theorem is a good rate function,
where the term “good” has been introduced to highlight that some LDT results (such as
the widely used contraction principle) only hold if the rate function has this additional
property (i.e., if the level sets are not only closed, but also compact).

Definition 2 (Large Deviations Principle). Let (Xn, n ∈ N) be a sequence of RVs
taking values in R

d. Xn satisfies a large deviations principle in R
d with rate function I

if I is a rate function and, for any measurable set B ⊂ R
d

− inf
x∈Bo

I(x) ≤ lim inf
n→∞

1
n

log P (Xn ∈ B)

≤ lim sup
n→∞

1
n

log P (Xn ∈ B) ≤ − inf
x∈B̄

I(x)
(18)

where Bo denotes the interior of B and B̄ its closure.

For example, Cramér’s theorem states that the empirical mean Sn/n of IID RVs satisfies
an LDP with good rate function Λ∗ given by (10). Further examples of LDP will be
given in the following sections.

Gärtner-Ellis Theorem. The Gärtner-Ellis theorem defines under which hypotheses
the sequence Sn/n satisfies an LDP (for instance, an LDP can be derived for dependent
random processes, such as Markov chains and autoregressive processes) and says how
to calculate the corresponding rate function.

Roughly speaking, the generalisation of Cramér’s theorem to any sequence of RVs
mainly relies on the existence of a sufficiently “well-behaved” non trivial limiting scaled
cumulant generating function

Λ(θ) = lim
n→∞

1
n

log EeθSn (19)
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and, given the existence of the exponential moments of Sn, this essentially requires that
the autocorrelation of the increments of Sn decays sufficiently fast. For instance, this
result can be used to prove an LDP for a queue with a weakly dependent input flow [6].
To state the theorem properly (for sake of generality, for random vectors in R

d), it is
useful to recall the following definition:

Definition 3 (Essential smoothness). A convex function Λ : R
d → R

∗ is essentially
smooth if

1. (DΛ)o in non-empty
2. Λ(·) is differentiable throughout (DΛ)o

3. Λ(·) is steep, i.e., for any sequence θn in (DΛ)o which converges to a boundary
point of DΛ

lim
n→∞ |∇Λ(θn)| = +∞

where DΛ denotes the effective domain of Λ(·), i.e.,

DΛ =
{
θ : Λ(θ) < ∞}

Theorem 2 (Gärtner-Ellis Theorem). Let Sn be a sequence of random vectors in R
d

with cumulant generating functions:

Λn(θ) = log E

(
e〈θ,Sn〉

)
. (20)

Assume that:

1. The limiting scaled cumulant generating function

Λ(θ) = lim
n→∞

1
n
Λn(θ) (21)

exists in R
∗ for each θ ∈ R

d

2. Λ(θ) is finite in a neighbourhood of θ = 0, i.e., 0 ∈ (DΛ)o

3. Λ is essentially smooth and lower-semicontinuous.

Then, the sequence Sn/n satisfies an LDP in R
d with good rate function Λ∗

Λ∗(x) Δ= sup
θ∈Rd

(〈θ, x〉 − Λ(θ)) . (22)

To illustrate the meaning of the Gärtner-Ellis theorem, it is useful to consider the em-
pirical mean Sn/n of real-valued RV Xi, where

Sn = X1 + X2 + · · · + Xn ,

under different correlation structures (calculations may be found in [6]):

– IID RVs: it is trivial to prove that

Λn(θ)
Δ= log EeθSn = n log EeθXi

and hence the rate function given by (22) coincides with (10). This explains why
the Gärtner-Ellis theorem is sometimes (for instance, in [6]) referred to as the gen-
eralised Cramér’s theorem.
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– Additive functionals of Markov chains: let
(
ξn, n ∈ N

)
be an irreducible Markov

chain, taking values in a finite set E with transition matrix P =
{
pij

}
. Let f be

a function from E to R and define Xn = f(ξn); finally, let Q(θ) denote the (non-
negative irreducible) E × E matrix whose {ij}-element is

qij(θ) = eθf(i) pij

and let ρ(θ) denote its spectral radius (Perron-Frobenius eigenvalue).
Then, Sn/n satisfies an LDP with

Λ(θ) = log ρ(θ) .

In queueing applications, this result is quite relevant, since it permits to identify
the rate function for Markov-modulated fluid sources (Sn/n represents the average
data rate over n time slots).

– Gaussian autoregressive processes: the samples Xi are defined by the (stable)
recursion

Xi =
r∑
k=1

akXi−k + εi i ∈ Z

where the εi are independent standard normal RVs. The covariance structure of
(Xi, i ∈ Z) is usually described through its Fourier transform

SX(ω) =
∞∑

k=−∞
E (X0 Xk) eiωk

which is called the power spectral density of the process. It is easy to show that
SX(ω) = |A(ω)|2, where

A(ω) Δ= 1 −
r∑
j=1

aje
iωj .

Then, Sn/n satisfies an LDP with rate function

I(x) =
x2

2SX(0)
.

It is worth mentioning that different Gaussian processes having the same power
spectral density at zero have the same rate function. The underlying assumption is
that SX(ω) is finite and differentiable on

[−π, π]. This basically requires that the
correlations decay sufficiently fast; for LRD processes the spectrum has a singular-
ity at zero and, to use LDT, it will require a different scaling in n (see section 4.1).

Large Deviations Principle in a Hausdorff space. In the study of queueing systems,
it is sometimes useful to consider the large deviations of the sample mean of random
processes (i.e., infinitely dimensional objects); for instance, Schilder’s theorem gives an
expression for the probability of the sample mean (which is now a path, i.e., a function
of time) of n IID Gaussian processes being in some set S. To include such results in
the general theory, it is necessary to rephrase the large deviation principle in a more
powerful way, making use of the classical abstract language of LDT.
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Definition 4 (Large Deviations Principle). Let (μn, n ∈ N) be a sequence of Borel
probability measures on a Hausdorff space X and let B be the Borel σ-algebra.
μn satisfies a large deviations principle on X with rate function I if I is a rate function
and, for all B ∈ B

− inf
x∈Bo

I(x) ≤ lim inf
n→∞

1
n

logμn (B)

≤ lim sup
n→∞

1
n

logμn (B) ≤ − inf
x∈B̄

I(x)
(23)

A few comments permit to better clarify the LDP concept in its general form:

1. If Xn is a sequence of RVs with distribution μn, then we may equivalently say that
the sequence Xn satisfies the LDP.

2. If X is a space of functions indexed by R or N, the LDP is usually called sample
path LDP.

3. If Xn satisfies an LDP in a regular Hausdorff space X with rate function I , and
with rate function J , then I = J (uniqueness of the rate function).

4. A set A ⊂ X is called an I-continuity set if

inf
x∈Ao

I(x) = inf
x∈Ā

I(x) .

For such a set (for instance, if X = R and I is continuous, then all intervals are
I-continuity sets), if it is measurable, then (23) becomes

lim
n→∞

1
n

logμn (A) = − inf
x∈A

I(x) . (24)

Starting from the existence of an LDP, it is possible to give a precise definition (see [6]
for the proof) of one of the most famous LDT results, the principle of the largest term.

Indeed, if I is a good rate function and A ⊂ X is closed, then the infimum is attained
at some x̂ ∈ A. This x̂ is the most likely way for an event A to occur, since I(x̂)
dominates in P (Xn ∈ A).

Theorem 3 (Rare events occur in the most likely way). SupposeXn satisfies an LDP
with good rate function I , and C is a closed set with

inf
x∈C

I(x) = k < ∞ .

This infimum must be attained; suppose it is attained in Co and let B be a neighbour-
hood of

{
x ∈ C : I(x) = k

}
. Then

P (Xn /∈ B | Xn ∈ C) → 0 . (25)

The Contraction Principle. The contraction principle is one of the most useful tools
in LDT; indeed, once we have an LDP for one sequence of RVs, we can effortlessly5

5 At least in principle; in practise it might be quite difficult to establish the continuity of a given
function, and to compute the resulting rate function.
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establish LDPs for a whole other class of random sequences, obtained via continuous
transformations.

For example, in queueing applications, starting from the LPD for the arrival process,
if a quantity of interest can be written as a continuous function (in some Hausdorff
space) of the arrivals, then it will be possible to deduce an LDP for that quantity.

Theorem 4 (Contraction Principle). Let X be a Hausdorff space and suppose that
Xn satisfies an LDP in X with good rate function I , and that f : X → Y is a continuous
map to another Hausdorff space Y .
Then f(Xn) satisfies an LDP in Y , with good rate function

J(y) = inf
x∈X :f(x)=y

I(x) . (26)

Although the proof of the theorem is rather technical (mainly to prove that J is a good
rate function), it is easy to give a heuristic justification taking into account the basic
idea behind the LDT limits in the spirit of (16):

P (f(Xn) ≈ y) ≈ P
(
Xn ≈ f−1 ({y})) ≈

≈ e−n infx∈f−1({y}) I(x) = e−n infx:f(x)=y I(x)

Unfortunately, the hypotheses of the contraction principle are too restrictive for its ap-
plication in the framework of many flows scaling; hence in [6] a generalisation is given,
in which Yn is only exponentially equivalent to f(Xn) (i.e., the probability they differ
even by ε decays superexponentially for all ε > 0) and f is continuous only on the
subspace where the rate function is finite.

2.3 Sample Path Large Deviations

In many applications, interest lies in the probability that a path of a random process hits
a particular set; the LDT tools are to be developed in an infinitely dimensional frame-
work and quite often are rather abstract. For sake of brevity, only Gaussian processes
are considered in this section, since they represent a widely used model for aggregated
traffics [3].

More in detail, as an example of Sample Path LDT, the Schilder’s theorem (for Brow-
nian motion) is deeply discussed and then the result is extended to a wider class of
Gaussian processes.

Schilder’s Theorem. Schilder’s theorem analyses the most likely paths of a standard
Brownian motion B(t), while a sample path LDP for a generic random walk is given
by the Mogulskij’s theorem [5].

Before stating the theorem, it might be useful to recall the main properties of the
Brownian motion and the definition of absolutely continuous function.

Definition 5 (standard Brownian motion). A standard Brownian motion is charac-
terised by the following properties:
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– B(·) is Gaussian, i.e., its finite-dimensional distributions are multivariate normal
– B(t) ∈ N (0, t)
– B(0) = 0
– B(t) has independent increments, i.e., (B(t + u) −B(u)) is independent of B(u)

and
B(t + u) −B(u) ∈ N (0, t)

– B(·) has continuous sample paths

Definition 6 (Absolutely continuous function). A function f : [0, 1] → R is abso-
lutely continuous if for all ε > 0 there exists a δ > 0 such that for every finite collection
of non-overlapping intervals

{
[si, ti] , 1 ≤ i ≤ N

}
∑

1≤i≤N
(ti − si) < δ ⇒

∑
1≤i≤N

|f(ti) − f(si)| < ε

Theorem 5 (Schilder’s Theorem). Let (B(t), t ∈ [0, 1]) be a standard Brownian mo-
tion, taking values in C[0, 1], the space of continuous functions f : [0, 1] → R equipped
with the supremum norm:

‖f‖ = sup
0≤t≤1

|f(t)| .

Then
(
Bn(t) Δ= 1√

n
B(t), n ∈ R

+
)

satisfies a sample path LDP in C[0, 1] with good

rate function

I(f) =

⎧⎨⎩
1
2

∫ 1

0

ḟ(t)2dt if f is absolutely continuous and f(0) = 0

∞ otherwise
(27)

A heuristic argument, based on the Cramér’s theorem for Gaussian RVs, can lead to a
simple (and instructive) justification of (27). A rigorous proof of the theorem and its
extension to [0, T ] (for any T < ∞) can be found in [5].

Let ΠKΠKΠKf be the polygonalised version of f , i.e., the piecewise linear approximation
of f at n/K, (0 ≤ n ≤ K); then, assuming f(0) = 0 (otherwise the probability is
0 since, by definition, B(0) = 0; hence if f(0) �= 0, the corresponding rate function
should be I(f) = ∞)

P (Bn(·) ≈ f(·)) ≈ P (ΠKΠKΠKBn(·) ≈ΠKΠKΠKf(·)) .

Since Bn(·) has independent increments, the latter can be written as

K−1∏
i=0

P

(
Bn

(
i + 1
K

)
−Bn

(
i

K

)
≈ f

(
i + 1
K

)
− f

(
i

K

))
and, taking into account that Bn(t) ∈ N (

0, tn
)
,

K−1∏
i=0

P

(
N

(
0,

1
nK

)
≈ f

(
i + 1
K

)
− f

(
i

K

))
.
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Since in the LDT limit

P

(
N

(
0,

σ2

L

))
≈ e−L

1
2σ2 x

2
,

it is easy to show that

1
n

log P (Bn(·) ≈ f(·)) ≈ −K

2

K−1∑
i=0

(
f

(
i + 1
K

)
− f

(
i

K

))2

= −1
2

K−1∑
i=0

1
K

(
f
(
i+1
K

)− f
(
i
K

)
1/K

)2

K→∞−−−−→ −1
2

∫ 1

0

ḟ(t)2 dt ,

which gives the expression of rate function I(f) when f(0) = 0:

I(f) =
1
2

∫ 1

0

ḟ(t)2dt .

The previous computations highlight that, at least informally, multivariate Cramér’s the-
orem can be seen as a special (finite-dimensional) case of Schilder’s theorem. Moreover,
it is worth noticing that the cost of a path f is exclusively determined by the derivative
along the path.

Generalised Schilder’s Theorem. In [11], Schilder’s theorem is extended to the gen-
eral case of a (non-trivial) centred Gaussian process A(t), with A(0) = 0 and stationary
increments. The variance function of A(·) is denoted by v(t); the standard Brownian
motion B(·) is only a special case, with v(t) = t, for which the resulting expressions
are relatively transparent (as shown in the previous section). A key role in the following
will be played by the covariance function of A(·):

Γ (s, t) = Cov (A(s), A(t)) =
1
2

(v(t) + v(s) − v(|t− s|)) . (28)

An intrinsic difficulty of the generalisation of Schilder’s theorem is that the rate function
I(·) cannot be given explicitly. The case of Brownian motion is an exception: indeed,
due to the independence of the increments, it was possible to derive an explicit formula
for I(f) (see the heuristic justification of the theorem). To state the general theorem,
it is necessary to introduce a path state Ω and a reproducing kernel Hilbert space R,
equipped with inner product 〈·, ·〉R and norm ‖·‖R.

The path space Ω is defined as

Ω =
{
ω : R → R, continuous, ω(0) = 0, lim

t→±∞
ω(t)

1 + |t| = 0
}

equipped with the norm

‖ω‖Ω = sup
t∈R

|ω(t)|
1 + |t| .
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A(·) can be realised on Ω under the assumption that v(·) increases slower than quadrat-
ically. For example, this is the case for fractional Brownian motion, one of the most rel-
evant LRD traffic models, which is characterised by v(t) = t2H , where 1/2 < H < 1
(see section 4.1 for a discussion on LRD and its implications on traffic engineering).

In addition to Ω, a central role is played by a linear subspace of Ω, which consists
of smoother functions than the typical paths of A(·) and which can be given a Hilbert
space structure. This space, the reproducing kernel Hilbert space R, is defined starting
from the set of functions

{
Γ (s, ·)}, equipped with the inner product

〈Γ (s, ·) , Γ (·, t)〉R = Γ (s, t) .

The space R is obtained by closing this set of functions with linear combinations, and
completing with respect to the norm

‖ω‖2
R = 〈ω, ω〉R .

The inner product definition generalises to the reproducing kernel property:

〈ω, Γ (s, ·)〉R = ω(s) ω ∈ R . (29)

To give a heuristic understanding of the space R, let us consider a centred Gaussian
distribution on R

d. In this case, the space R is R
d itself, but equipped with an inner

product such that the density of the distribution can be written as

f(x) = const · exp
(
−1

2
‖x‖2

R

)
.

Thus, minimising ‖·‖R corresponds to maximising the density.

Theorem 6 (Generalized Schilder’s Theorem). Let A(·) ∈ Ω be a (non trivial) cen-
tred Gaussian process, with variance function v(t).
Then

(
1√
n
A(·), n ∈ R

+
)

satisfies a sample path LDP in Ω with good rate function

I(f) =

⎧⎨⎩
1
2
‖f‖2

R if f ∈ R

∞ otherwise
(30)

In [10], the generalised Schilder’s theorem is written in terms of the sample-mean path

1
n

l∑
i=1

An(·)

of a sequence of IID centred Gaussian processes with variance function v(t). Infor-
mally, the theorem gives an expression for the probability of the sample-mean path
being in some set S (that represents a collection of paths):

P

(
1
n

n∑
i=1

Ai(·) ∈ S
)

≈ exp
(
−n inf

f∈S
I(f)

)
= exp

(
−n

2
inf
f∈S

‖f‖2
R

)
.
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Hence, the probability decays exponentially in n and the corresponding exponential
decay rate equals the minimum of I(f) over all f ∈ S.

The minimising f̂(·) corresponds to the most likely path in S. Conditional on the
sample-mean path being in the set S, with overwhelming probability this happens via a
path that is close to f̂ . In other words, as n → ∞

1
n

log P

(
1
n

n∑
i=1

Ai(·) ∈ S
)

→ −I
(
f̂
)

and the decay rate is fully dominated by the likelihood of the most likely element in S.
Unfortunately, finding the minimum of I(f) over all f ∈ S is, in general, a hard

variational problem. Indeed, the optimisation should be done over all paths in S (which
are infinitely dimensional objects), and, according to (29), the objective function I(f) is
only explicitly given if f can be written as a linear combination of covariance functions
Γ (s, ·).

3 Large Deviations for Queues

One of the primary issues in queueing theory is to analyse the (steady-state) buffer con-
tent distribution. This problem can be solved explicitly only in a few special cases, and
the goal of LDT is to get approximate estimations of the parameters of interest that are
sufficiently close to the actual values at least in some asymptotic conditions. In more
detail, two asymptotic scalings are usually considered: the large buffer regime and the
many-sources regime, and for both of them LDT permits to obtain logarithmic asymp-
totics. Although in the following only the overflow probability in stationary condition
will be considered, it is worth mentioning that LDT may be applied to estimate other
quantities such as the most likely way a queue became big, the exit probability, the
distribution of busy periods and even the way steady state is reached (see, as a compre-
hensive illustrative example, the analysis of the M/M/1 queue in [12]).

The main result in this section is the LDP for the single server queue, which, at least
under some restrictive hypotheses, can be established through direct calculation. More
general results are achieved making use of abstract LDT tools, such as the contraction
principle (in an adequately chosen Hausdorff space), once an LDP for the arrival process
is known.

3.1 The Single Server Queue

The evolution of a (FIFO) single server queue is described, in both continuous and
discrete time settings, by the Lindley’s recursion

Qn+1 = (Qn + Xn+1)
+ (31)

where x+ = max(0, x) and the interpretation of the different entities depends on the
specific settings.
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Server

Buffer
time

Cn Cn+1 Cn+2

Bn

An+1

Qn

Qn+1

Fig. 3. Continuous time version of Lindley’s recursion

In continuous time (see fig. 3), customers are labelled by the integers (Cn denotes
the nth arrival) and Xn+1 is the difference between the service time Bn of Cn and the
interarrival time An+1 between Cn and Cn+1; in this case Qn gives the waiting time of
Cn, i.e., the time spent in the queue before commencing service.

In discrete time (slotted time model) the interpretation of (31) is straightforward:Xn
is the difference between the amount of work An that arrives at the queue at time n (or,
more in general, during the interval

(
n − 1, n

)
) and the amount of work Cn that the

server can process at time n; hence, Qn represents the amount of work remaining in the
queue just after time n. In the following we shall adopt the latter interpretation, but most
of the results can be easily adapted to waiting time in the continuous time framework.

In the rather common case of constant rate server (which can be used, for instance,
to model a transmission line), Lindley’s recursion becomes

Qn+1 = (Qn + An+1 − C)+ (32)

Equation (32) may have different solutions, depending on boundary conditions (see
[6,10] and references therein for a detailed analysis). For example, let us consider the
queue size at time n = 0, subject to the boundary condition that the queue was empty
at n = −∞. It is easy to prove that

Q−∞
0 = sup

n≥0
Sn − Cn (33)

where Sn is the cumulative arrival process, i.e.,

Sn
Δ= A−n+1 + A−n+2 + · · · + A−1 + A0

and, by convention, S0 = 0. If the arrival process (An, n ∈ Z) is stationary, then Q−∞
0

has the same distribution asQ−∞
n for any n ∈ Z and this distribution is called the steady

state distribution of queue size. Moreover, if (An, n ∈ Z) is also ergodic and EA0 < C
(i.e., EX0 < 0), then the limit does not depend on the initial condition.



320 M. Pagano

In the following, (Xn, n ∈ Z) will be a stationary ergodic sequence of RVs with
EX0 < 0 (stability condition) and Q will denote the unique equilibrium distribution,
i.e., in case of constant rate server:

Q = sup
n≥0

Sn − Cn . (34)

In other word, the steady-state buffer content (a reflected additive recursion, which can
only assume non negative values) is distributionally equal to the supremum of a free
(i.e., nonreflected) process with negative drift (the supremum is non-negative!).

To conclude this overview on Lindley’s recursion, it is worth noticing that this frame-
work, although it has been developed for a slotted system, can be directly extended
(Reich’s theorem) to the steady-state queue length in continuous time

Q = sup
t≥0

A (−t, 0) − Ct ,

where A (s, t) denotes the amount of traffic offered to the system in
[
s, t

)
. Moreover, if

the arrival process is time reversible, then

Q = sup
t≥0

A (t) − Ct . (35)

3.2 LDT Asymptotics

Since LDT is an asymptotic theory, the solution of Lindley’s recursion is analysed in
some asymptotic conditions. In particular, two different regimes (large buffer and many
sources) are discussed in the next subsections, presenting the key results and highlight-
ing the ideas behind the proofs, which can be found in [6] together with illustrative
examples.

Large-buffer regime. In the large-buffer regime, traditionally the most investigated
limit (and not only in the field of LDT), the objective is to find asymptotic expansions
of the queue size complementary probability P (Q > q) for q → ∞.

In this section we will consider a (single server FIFO) queue with constant ser-
vice rate C and arrival process (At, t ∈ Z), At being the amount of work arriving at
time t. In [6] an LDP for queue size is derived, at first, under the assumption that the
At were IID and then weakening this assumption as in the Gärtner-Ellis theorem (see
section 2.2). For sake of brevity, here only the more general statement is given, followed
by some remarks on the proof and on the interpretation of the LDP.

Theorem 7 (LDP for queue size). Let (At, t ∈ Z) be a stationary random process,
with EA0 < C and let

Λt (θ) = log EeθSt .

Suppose that

1. the limit

Λ (θ) = lim
t→∞

1
t
Λt (θ) (36)

exists in R
∗ for each θ ∈ R
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2. Λ(θ) is essentially smooth, and finite in a neighbourhood of θ = 0
3. Λt (θ) is finite for all t whenever Λ(θ) < θC

Then, for q > 0:

lim
l→∞

1
l

log P

(
Q

l
> q

)
= −I(q) (37)

where

I(q) = inf
t∈R+

t Λ∗ (C + q/t)

= inf
t∈R+

sup
θ≥0

θ (q + Ct) − t Λ(θ)

= q sup {θ > 0 : Λ(θ) < θC}

(38)

Some remarks may be useful to better understand the theorem.

1. Equation (37) is usually written in a visually simpler equivalent form

lim
q→∞

1
q

log P (Q > q) = −I(1) (39)

The notation used in the theorem is “closer” to the standard formulation of an LDP.
In any case there are two differences:
(a) Upper and lower bounds happen to agree, so the theorem proves a limit.
(b) It is a restricted sort of LDP, since the theorem only concerns intervals

[
q,+∞)

and not general events.
2. The assumption that Λ(θ) is finite in a neighbourhood of the origin is necessary

to guarantee the exponential decay of the queue size complementary probability.
Completely different behaviours are associated to LRD traffic flows (section 4.1)
as well as to heavy-tailed distributions [13].

3. The lower bound is proved by estimating the probability that the queue overflows
over some fixed timescale. In other words, the approximation

P

(
sup
t

St − Ct ≥ q

)
≈ sup

t
P (St − Ct ≥ q) (40)

is justified (for large q) on a logarithmic scale.
4. The most likely time for the queue to fill up to some high level q is lt̂, where t̂ is

the optimising parameter for I(1) according to its definition in (38). Thus the most
likely rate for the queue to build up is 1/t̂ and does not depend on q.

5. Another interpretation of the theorem is that St−Ct is effectively a simple random
walk with negative drift, in that

P

(
sup
t

St − Ct ≥ q1 + q2

)
≈ P

(
sup
t

St − Ct ≥ q1

)
P

(
sup
t

St − Ct ≥ q2

)
for large q1 and q2. Thus, the (weak) dependence of the At is invisible at the macro-
scopic scale (although it does contribute to the value of I(1) through Λ(θ)).

6. If the service is a RV Ct, it is possible to apply the theorem to the random process
At − Ct (rather than to At) and set C = 0. Under the usual assumption of inde-
pendence between service and arrival processes, it is easy to show that (if the limits
exist)

Λ(θ) = ΛA(θ) + ΛC(−θ) .
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Many-sources regime. An important limitation of large-buffer regime is that it does
not give reasonably accurate results about overflow probability for small buffers, which
can be desirable in case of applications with stringent delay constraints. Moreover, it
might be useful to take into account that the input traffic can be often seen as the super-
position of many IID streams.

These thoughts has led to the interest for the so-called many-sources regime. In this
setting it is assumed that the number of source N grows large and, at the same time,
the queueing resources (buffer and bandwidth) are scaled accordingly. In more detail,
the buffer threshold is replaced by Nq and the service capacity by NC. Despite the fact
that the load remains constant, it is clear that the overflow probability decays to 0.

Let A(i)
t denote the amount of work arriving from source i at time t. Assume that

1. for each i,
(
A

(i)
t , t ∈ Z

)
is a stationary sequence of RVs

2. these sequences are independent of each other and identically distributed.

If the total amount of work arriving at the queue in the interval
(−t, 0] is denoted by

SNt , the queue length at time 0 is given by

QN = sup
t≥0

SNt −NCt

and, in the spirit of LRD, we will consider the behaviour of P
(
QN ≥ Nq

)
as the num-

ber of sources becomes large.

Theorem 8 (LDP for queue size with many sources). Let S1
t be the amount of work

produced by a typical source in the interval
(−t, 0] with ES1

1 < C and let

Λt (θ) = log EeθS
1
t .

Suppose that

1. the limit

Λ (θ) = lim
t→∞

1
t
Λt (θ) (41)

exists, and is finite and differentiable in a neighbourhood of the origin
2. for all t, Λt (θ) is finite for θ in a neighbourhood of the origin

Then

−I(q+) ≤ lim inf
N→∞

log P
(
QN > Nq

)
≤ lim sup

N→∞
log P

(
QN > Nq

) ≤ −I(q) (42)

where
I(q) = inf

t∈N

Λ∗
t (q + Ct) = inf

t∈N

sup
θ∈R

θ (q + Ct) − Λt (θ) (43)
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It is interesting to point out a few differences with respect to the previous theorem:

1. Expression (42) involves both an upper and a lower bound, as in classical LDT
statements. If Λt(·) is continuous for each t, then the two bounds agree and we
obtain a straightforward limit.

2. Once again the proof makes use of the principle of the largest term and of the most
likely way in which the rare event may occur. However, in the many-sources limit,
the optimising t̂ is simply the most likely time to overflow and typically depends
on q in a non-linear way.

3. The assumption (41) is a way to control the distribution of S1
t for large t and is

needed to prove the upper bound (but not the lower bound), although it does not
appear in the result (I(q) depends only on Λt).

4. The previous condition does not allow for LRD sources; however, even in that case
the probability of large queues still decays exponentially in the number of sources
(but, as shown in section 4.1, a different scaling will be required in the definition of
the limit expression for Λ).

3.3 Continuous Mapping Approach

It is quite complicated to apply the previous approach (based on direct calculation of
the rate function for the overflow probability) to other queue parameters and to more
complex network scenarios. An interesting alternative is represented by the use of the
contraction principle, once the quantity of interest is expressed as a continuous function
of all random inputs. In this way it is possible to analyse different service disciplines
(priority queue, processor sharing), consider finite buffers and transient behaviours.

More in detail, let A denote any random influence on the network (in general it can
be seen as a vector of arrival and service processes). Many relevant quantities (such
as the queue size or the departure process at some queue) can be written as functions
f(A). In a nutshell, the continuous mapping approach consists of the following steps:

1. Consider a sequence of queueing networks indexed by L, in which the Lth network
has a vector of inputs AL, a version of A which is speeded up in time and scaled
down in space (the exact scaling depends on the specific framework).

2. Prove a sample path LDP for AL in some topological space.
3. Show that f is continuous on that space.
4. Use the contraction principle to derive an LDP for f(AL).
5. Simplify the resulting rate function (typically, the rate function for this LDP will be

given as the solution to a variational problem).

A big advantage of this procedure is that, once a sample path LDP is proved for AL, we
can obtain LDPs for different quantities, under the assumption that they can be written
as a continuous function of the inputs.

Another useful consequence of the application of the contraction principle is that we
can not only estimate the probability of a rare event, but also find the most likely path
to that event.
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Large-buffers revisited. In spite of its apparent simplicity, the continuous mapping
approach requires some technical work to identify the proper space in which f(A) is
actually continuous as well as to simplify the rate function. All these issues are deeply
analysed in [6], at first identifying proper continuous queueing maps and then analysing,
in two separate chapters, the two classical scaling regimes. Since the main goal of this
tutorial is to give an introduction to LDT for non specialists, we will simply focus on the
application of the contraction principle to derive an LDP for queues with large buffers.

In a single server queue with deterministic service rate C, the queue size at time 0
can be written as a function of the cumulative arrival process

Q0 = sup
t≥0

St − C · t Δ= f(A)

where A denotes the entire input process (St, t ≥ 0). Since it will be more convenient
to work in continuous time, we introduce its polygonalised version (with step 1), Ã =
Π1Π1Π1A, defined for t ∈ R

+. At this point it is meaningful to define the scaled processes:

ÃL(t) =
1
L
Ã(Lt) (44)

and the continuous-time version (Reich’s theorem) of the queue size function:

f̃(Ã) = sup
t∈R+

Ã(t) − C · t . (45)

It is easy to verify through direct substitution that

f̃(ÃL) = L−1f(A) = L−1Q0

and this means that
P

(
f̃(Ã) > b

)
= P (Q0 > Lb) . (46)

Let us assume that ÃL(t) satisfies an LDP in some topological space with good rate
function I , i.e.,

1
L

log P

(
ÃL ∈ B

)
≈ − inf

a∈B
I(a) . (47)

If f̃ is continuous on that space, then the contraction principle gives estimates for the
left hand side of (46) and hence for the overflow probability:

1
L

log P (Q0/L > b) ≈ −J(b) (48)

where
J(b) = inf

a:f(a)>b
I(a) . (49)

The expression of the rate function J justifies that the probability of a rare event can
be estimated by considering only the optimal manner for that event to occur. In other
words, the most likely way for the rare event {Q0 > Lb} to occur is when the in-
put process ÃL is close to the optimising a, which represents the most likely path to
overflow.
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In the previous discussion, we assumed the existence of a topological space in which
AL satisfies an LDP and on which f is continuous. As stated in [6] (where some in-
structive counterexamples are also shown), this involves a trade-off and, in general, the
selection of the proper topological space depends on the application. It turns out that
a suitable choice for the single server queue (and for many other systems) is the space
Cμ, defined as the set of continuous functions x : R

+ → R, for which x(0) = 0 and

lim
t→∞

x(t)
t + 1

= μ , (50)

equipped with the topology induced by the scaled uniform norm

‖x‖ = sup
t∈R+

∣∣∣∣ x(t)
t + 1

∣∣∣∣ . (51)

Indeed, the queue size function (45) is continuous on Cμ, where μ represents the mean
arrival rate (the polygonalised version of the cumulative arrival process corresponds to
x(t) in the definition (50)).

It is worth mentioning that in the many-sources regime it is necessary to work in
a larger space and use the extended version of the contraction principle. The problem
is related to the definition of the mean arrival rate in (50); without going into details
(see [6] for the definition of a “proper” space), a simple example is enough to highlight
the trouble. Indeed, let us consider N constant rate flows, where each rate is drawn
independently from N (

μ, σ2
)
; then the limit

lim
t→∞

SNt
t + 1

is not necessarily μ, since it is a RV ∈ N (
μ, σ2/N

)
.

4 Applications of LDT to Networks

The results of the previous sections can be applied to more complex scenarios and
to general problems related to network dimensioning and planning. Just to show the
heterogeneous capabilities of LDT, two completely different issues will be addressed
in this section: the analysis of LRD traffic flows and the use of LDT to speed-up the
simulation of rare events through Importance Sampling, which is based on a change of
measure argument similar to the one employed in the proof of Cramér’s theorem.

4.1 Long Range Dependence and Large Deviations

In the early 1990s, researchers at AT&T [2] claimed, on the basis of a huge collection
of high-quality traffic measurements, that Internet traffic presents Long Range Depen-
dence. The main consequences were the search for new traffic models, able to take into
account this feature in a parsimonious way, and the analysis of queueing performance
under the new traffic paradigm. The first issue has led to the introduction of self-similar
(or, more in general, asymptotically self-similar) traffic models, among which the most
popular is fractional Brownian motion. The main drawback of these models is the lack
of analytical results for queueing performance; indeed, even in the case of a single
server queue, only asymptotic results are available.
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Basic definitions. For sake of completeness, we recall here the main definitions related
to Long Range Dependence and Self-similarity (see, for example, [14] for a complete
overview).

Definition 7 (Long Range Dependence). Let (Xn, n ∈ Z) be a second order station-
ary process with autocorrelation function ρ(k) and power spectral density SX(ω).
Xn is Long Range Dependent (LRD) iff (the following properties are all equivalent):

– ρ(k) decreases as a non summable power law when k tends to infinity

ρ(k) ∼ k−α as k → ∞ where 0 < α < 1

– SX(ω) diverges as an integrable power law near the origin

SX(ω) ∼ ω−β as ω → 0 where 0 < β < 1 and β = 1 − α

– The variance of the aggregated process decays more slowly than the sample size

Var

(
1
n

n−1∑
i=0

Xi

)
∼ n−α as n → ∞

One related phenomenon is self-similarity: roughly speaking, a dilated portion of the
sample path of a self-similar process cannot be (statistically) distinguished from the
whole. Indeed, self-similar processes have fluctuation at every time-scale, and the Hurst
parameter relates the size of fluctuations to their time-scale according to (52).

Definition 8 (Self-similarity for continuous time processes). Let (Yt, t ∈ R) be a
continuous time process. Yt is self-similar with self-similarity parameter H (Hurst pa-
rameter) iff

c−HYct
(d)
= Yt ∀ c > 0 (52)

i.e., if for any k ≥ 1, for any t1, t2, . . . , tk ∈ R and for any a > 0(
Yat1 , Yat2 , . . . , Yatk

)
and

(
aHYt1 , a

HYt2 , . . . , a
HYtk

)
have the same distribution

Typically self-similar processes are used to characterise the cumulated workload over
a given time interval; in this framework the most popular and well-known self-similar
model, widely adopted [3] for its parsimonious structure, is fractional Brownian motion
(fBm).

Definition 9 (fractional Brownian motion). A standard fractional Brownian motion
(ZH(t), t ∈ R) with Hurst parameter H is characterised by the following properties:

– ZH(·) is Gaussian, i.e., its finite-dimensional distributions are multivariate normal
– ZH(t) ∈ N (

0, |t|2H)
– ZH(·) has stationary increments, i.e., ZH(u + t) − ZH(u) ∼ ZH(t)
– ZH(0) = 0
– ZH(·) has continuous sample paths

From the above definition, it follows that Brownian motion is only a special case (for
H = 1/2) of fBm; in that case, the analysis was much simpler since the increments
were not only stationary, but also independent. Instead, for H �= 1/2 the increments of
ZH(t) are correlated and, if 1/2 < H < 1, they exhibit Long Range Dependence.
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Implications of LRD for Queues. Let X (s, t] = X(t) −X(s) denote the amount of
work arriving at a single server queue (with deterministic service rate C) in the time
interval

(
s, t

]
, where (X(t), t ∈ R) is a LRD process with drift μ (where μ < C to

assure the stability of the queue) and VarX(−t, 0] ∼ σ2t2H .
In the large-buffer regime (section 3.2), the LDP for the queue size basically states

that

lim
q→∞

1
q

log P (Q > q) = −δ (53)

with the underlying assumption of the existence of a sufficiently well-behaved limiting
cumulant generating function

Λ (θ) = lim
t→∞

1
t
Λt (θ) = lim

t→∞
1
t

log EeθX(−t,0] .

If the limit exists, then the Taylor-Maclaurin expansion implies that

VarX(−t, 0] ∼ tΛ′′(0) . (54)

This is not the case for LRD processes since VarX(−t, 0] ∼ σ2t2H . However, a
variant of (53) still holds when there is some sequence (vt, t ∈ N) taking values in R

+,
with vt/ log t → ∞, such that the limit

Λ (θ) = lim
t→∞

Λt (θvt/t)
vt

= lim
t→∞

1
vt

log EeθX(−t,0] vt/t (55)

exists, and is finite and differentiable in a neighbourhood of the origin. In that case, (54)
becomes

VarX(−t, 0] ∼ t2

vt
Λ′′(0) (56)

and a natural choice for LRD traffic is to put vt = t2(1−H). If, under this scaling, the
limit Λ(θ), defined by (55), exists and is well-behaved, then the queue size does not
decay exponentially; instead

lim
q→∞

1
q2(1−H)

log P (Q > q) = −δ (57)

where
δ = inf

t>0
t2(1−H) Λ∗ (C + 1/t) . (58)

The special case of Gaussian processes has been deeply investigated for the analytical
tractability and for the relevance in traffic modelling (the physical motivations and all
the underlying difficulties are discussed, for instance, in [10,15]) of such processes. In
that framework, logarithmic as well as exact asymptotics are known, although the latter
(which go beyond the LDT set-up) are much harder to obtain [16,17]. For instance, if
X(t) is an fBm with drift μ, variance parameter σ and Hurst parameter H , i.e.,

X(t) = μt + σZH(t) ,
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the LDP (57) can be rewritten as follows:

lim
q→∞

1
q2(1−H)

log P (Q > q) = −γ2/2 (59)

where

γ =
(C − μ)H

σ
κ and κ =

1
HH (1 −H)1−H

. (60)

Hence, as a function of q, P (Q > q) decays in a Weibullian way6 i.e., roughly as
exp

(−q2−2H
)

and if H ∈ (
1/2, 1

)
, the decay is slower than exponential.

It is worth mentioning that the same asymptotic expression (called basic approxi-
mation in [11]) for the overflow probability can be obtained directly from the solution
of the Lindley’s recursion, taking into account the principle of the largest term (in the
spirit of approximation (40)) and the Chernoff bound (the optimising t̂ represents the
most likely time-scale of overflow). The application of the generalised Schilder’s theo-
rem (that gives the sample path LDP for a general Gaussian process and hence permits
to identify the most likely path to overflow) has been extended to heterogeneous traffic
flows (for Gaussian processes superposition means just adding the variance functions)
as well as to more complex queueing systems, such as priority queues, generalised pro-
cessor sharing schedulers [15] and tandem queues [18]. Such results, which could be
justified, at least in principle, invoking the contraction principle applied to the proper
continuous function f(A), are indeed quite accurate over the full range of buffer sizes
and even for quite high traffic levels [11].

4.2 LDT and Rare Event Simulation by Means of Importance Sampling

Importance Sampling (IS) is a popular technique devised to build unbiased estima-
tors not suffering from the smallness of the probability of interest. This is achieved by
changing the law of the process so that to favour the occurrence of the target rare event
and taking this change into account by reweighting the estimation according to the like-
lihood ratio, which, in measure-theoretic terms, is the Radon-Nikodym derivative of the
original law with respect to the new one [9].

The efficiency of an IS-based algorithm depends on the choice of a “proper” change
of measure to reduce the variance of the estimate. It is well known that the optimal
change of measure (zero-variance pdf) involves the knowledge of the probability we
want to estimate and therefore cannot be practically adopted. The issue is commonly
tackled by restricting potential IS measures to a parametric class and determining the
optimal change of measure within this restricted class7. The most common approach is
represented by the use of a so-called exponential change of measure (ECM), already
introduced in section 2.1 as a technique to prove the lower bound in Cramér’s theorem.

Roughly speaking, LDT states that a target rare set is most likely to be reached by
following the path f̂ that minimises the corresponding rate function. Thus, simulating

6 The exact asymptotics of P (Q > q), in which a crucial role is played by the so-called Pickands
constant, factorise into the same Weibullian term and a hyperbolic prefunction [10].

7 Since the topic requires by itself a complete tutorial, in the following only the basic ideas are
sketched; see [9] for all the relevant definitions.
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the system under the change of measure that favours that path is the quickest way to
reach the rare set. For random walks (and hence for the G/G/1 framework), the previous
heuristic idea is formally justified by the following theorem:

Theorem 9 (Siegmund, Lehtonen/Nyrhinen). An IS estimator for the probability that
a random walk with negative drift exceeds some positive level x is asymptotically op-
timal, iff it is built according to the ECM, where the twisting parameter θ∗ > 0 is
chosen such that Λ(θ∗) = 0, where Λ(·) denotes the cumulant generating function of
the increments.

In conclusion, the most likely way in which the random walk can cross level x is
by moving linearly at rate Λ′(θ∗), which is exactly the new drift associated to the
ECM (14). The previous theorem has a very nice interpretation for an M/M/1 queue:
under the optimal ECM, the arrival and service rates are simply twisted. Unfortunately
a similar result cannot be extended to Jackson queueing networks and, in general, state-
dependent heuristics are required [19].

Finally, it is worth noticing that, when the input traffic is fBm, a change of measure
based on the most likely path is not asymptotically efficient [20] even for the single
server queue. An intuitive explanation is that the main contribution to the asymptotics
of the second order moment of the IS estimator is determined by paths which give a
very small contribution to the overflow probability, but for which the likelihood ratio
is very large. Asymptotic optimality can be achieved by the use of more refined IS
techniques [21,22], but at the cost of a higher computational complexity. An alternative
approach, which retains the simplicity of ECM-based IS with a lower variance of the
estimates (although the algorithm is not asymptotically efficient), is the so-called Bridge
Monte-Carlo method, based on the idea of expressing the overflow probability in terms
of the bridge of the input process [23].

5 Conclusions

The theory of large deviations is a powerful tool for the analysis and simulation of rare
events. For lack of space and for its specific target, this tutorial could only introduce
some basic principles and show how the general ideas may be used in the framework of
computer networks. The interested reader (see also [4] for a more detailed review of the
literature) can find in [5] a general introduction to the theory and in [7] a condensed and
rigorous overview of the main results. A good compromise between general theory (in
the first part of the book) and applications (to performance evaluation in communica-
tion and computer architectures) is represented by [12], while [6], the key reference for
this tutorial, focuses on queueing systems. The book, starting from the elementary case
of IID arrivals, shows how abstract LDT theorems permit to extend the results to very
general scenarios and finally deals with more tangible concepts, such as effective band-
widths, scaling properties (which are used, for instance in [24], to analyse the effect
of TCP on network stability) and hurstiness, an LDP-oriented characterisation of Long
Range Dependence. Finally, [10] is not a book on large deviations, but the analysis of
Gaussian queues represents a natural framework to derive and heuristically justify some
of the main LDT results.
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Abstract. In this paper we use the Markovian process algebra PEPA to
specify and analyse a class of queueing models which, in general, do not
give rise to a product form solution but can nevertheless be decomposed
into their components to obtain a scalable solution. Such a decomposition
gives rise to expressions for marginal probabilities which may be used to
derive potentially interesting system performance measures, such as the
average number of jobs in the system. It is very important that some
degree of confidence in such measures can also be given; however, we show
here that it is not generally possible to calculate the variance exactly from
the marginal probabilities. Hence, two approximations for the variance
of the total population are presented and compared numerically.

1 Introduction

Systems of Markovian queues which give rise to product form solutions have
been widely studied in the past. In this paper an alternative (non-product form)
method of model decomposition is considered that can be found in the queue-
ing network literature, quasi-separability. Quasi-separability was developed in
the study of queueing systems which suffer breakdowns [4,8], and generalised by
Thomas et al [7,5,6] using the Markovian process algebra PEPA [3]. Decompo-
sitions of this kind are extremely useful when tackling models with large state
spaces, especially when the state space grows exponentially with the addition of
further components.

Quasi-separability can be applied to a range of models to derive numerical
results very efficiently. While it does not generally give rise to expressions for
joint probability distributions it does provide exact results for many performance
measures, possibly negating the need for more complex numerical analysis. As
such it is a very useful means of reducing the state space of large models. Not all
performance measures of interest can be derived exactly from this decomposition.
In particular, whilst the average number of jobs in the system may be calculated
exactly, in general its variance cannot. It is clearly advantageous however, to
gain some confidence in the calculated mean as a useful performance measure
without having to solve a much more complicated model. Our proposed solution
to this problem is to approximate the variance of the system state. Variance is
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an extremely important performance measure, knowing how much a system can
vary from its mean performance is an essential practical consideration. If the
variation of behaviour is large then having only the mean figure for a sojourn is
probably not much use for evaluation. Furthermore it has been suggested that, it
in certain situations, it is more desirable for a system to be reliably predictable
(more deterministic), i.e. have a low variance, rather than fast, as might be
indicted by a low mean [1]. In this paper we consider a class of models consisting
of a number of nodes in parallel which share a source of jobs. Each node consists
of a finite length queue and one or more servers. Jobs are shared amongst the
nodes on an a priori basis according to a routing vector which is dependent on
the state of a scheduler. The scheduler state may change independently or in
response to changes in the behaviour of the nodes. We show that if the scheduler
state is not dependent on the number of jobs in the queues, then the system may
be decomposed such that each node may be studied in isolation.

There are some advantages in using a process algebraic approach to tackle this
problem. Firstly, the formal specification provided by the process algebra facil-
itates an automatic derivation of the decomposed models and therefore allows
such solutions to be applied by non-experts. Secondly, we are able to explore
such decompositions in a general setting in order to understand more about
the properties of such models and the relationship with other possible solution
methods.

In Section 2 we introduce the Markovian process algebra PEPA. In Section
3 the model is presented, followed by a PEPA representation of the model. In
Section 4 discuss the decomposition and we show how mean and variance can be
calculated from the marginal queue size probabilities derived. Some numerical
results are presented in Section 5 for a specific example and some concluding
remarks are made in Section 6.

2 PEPA

A formal presentation of PEPA is given in [3], in this section a brief informal
summary is presented. PEPA, being a Markovian Process Algebra, only sup-
ports actions that occur with rates that are negative exponentially distributed.
Specifications written in PEPA represent Markov processes and can be mapped
to a continuous time Markov chain (CTMC). Systems are specified in PEPA in
terms of activities and components. An activity (α, r) is described by the type of
the activity, α, and the rate of the associated negative exponential distribution,
r. This rate may be any positive real number, or given as unspecified using the
symbol !.

The syntax for describing components is given as:

P ::= (α, r).P |P + Q|P/L|P ��
L Q|A

The component (α, r).P performs the activity of type a at rate r and then
behaves like P . The component P + Q behaves either like P or like Q, the
resultant behaviour being given by the first activity to complete.
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The component P/L behaves exactly like P except that the activities in the
set L are concealed, their type is not visible and instead appears as the unknown
type τ .

Concurrent components can be synchronised, P ��
L Q, such that activities in

the cooperation set L involve the participation of both components. In PEPA
the shared activity occurs at the slowest of the rates of the participants and if
a rate is unspecified in a component, the component is passive with respect to
the activities of that type. A def= P gives the constant A the behaviour of the
component P . The shorthand P ||Q is used to denote synchronisation over no
actions, i.e. P ��

∅ Q. We employ some further shorthand that has been commonly

used in the study of large parallel systems. We denote
∏N
i=1 Ai to be the parallel

composition of indexed components, A1|| . . . ||AN .
In this paper we consider only models which are cyclic, that is, every deriva-

tive of components P and Q are reachable in the model description P ��
L Q.

Necessary conditions for a cyclic model may be defined on the component and
model definitions without recourse to the entire state space of the model.

3 The Model

Jobs arrive into the system in a Poisson stream with rate λ. There are N nodes,
each consisting of one or more servers with an associated bounded queue. All
jobs arrive at a scheduler which directs jobs to a particular node according to
its current state. Jobs sent to a queue which is full are lost. The system model
is illustrated in Figure 1.

If, at the time of arrival, a new job finds the scheduler in configuration i, then
it is directed to node k with probability qk(i). These decisions are independent
of each other, of past history and of the sizes of the various queues. Thus, a
routing policy is defined by specifying 2N vectors,

q(i) = [q1(i), q2(i), . . . , qN (i)] , i ⊂ ΩN , (1)

qN
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Fig. 1. A single source split among N nodes
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such that for every i,
N∑
k=1

qk(i) = 1 .

The system state at time t is specified by the pair [I(t),J(t)], where I(t) indicates
the current scheduler configuration and J(t) is an integer vector whose k ’th
element, Jk(t), is the number of jobs in queue k (k = 1, 2, . . . , N). Under the
assumptions that have been made, X = {[I(t),J(t)] , t ≥ 0} is an irreducible
Markov process.

We now use PEPA to specify this class of queueing system.

Queuek,0
def= (arrivek,!).Queuek,1

Queuek,j
def= (arrivek,!).Queuek,j+1

+(servicek,!).Queuek,j−1 , 0 < j < K

Queuek,K
def= (servicek,!).Queuek,K−1

Scheduleri
def=

N∑
k=1

(servicek, μk,i).Scheduleri

+
N∑
k=1

(arrivek, qk(i)λ).Scheduleri

+
∑
∀h �=i

(switch, αi,h).Schedulerh

(
N∏
k=1

Queuek,0

)
��
L Scheduler1

Where L =
⋃N
k=1{servicek, arrivek}.

Clearly for this model to be irreducible we must restrict the rates of the
variables αi,h which control the switching of scheduler states, such that for each
i there is at least one h such that αi,h > 0. Furthermore, for each i there must
exist paths such that αi,a1αa1,a2 . . . αaX,1 > 0 and α1,b1αb1,b2 . . . αbN,i > 0. That
is, every scheduler state must be reachable from every other.

As we have seen, when the routing probabilities depend on the system con-
figuration, the process is not separable (i.e., it does not have a product-form
solution). As the capacity of the system becomes large, i.e. each queue has a
large bound and N is also large, the direct solution becomes increasingly costly.
Hence it is practically relevant to explore more efficient means of solving this
class of model.
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4 Quasi-Separability

A decomposition based on quasi-separability allows expressions to be derived
for marginal distributions just as with a product form solution, however unlike
product form these marginal distributions cannot, in general, be combined to
form the joint distribution for the whole model. Despite the lack of a solution
for the joint distribution, many performance measures of interest can still be
derived exactly. Clearly, since exact expressions for marginal probabilities can
be found, it is possible to derive any performance measure that depends on
a single component. In addition it is possible to obtain certain whole system
performance measures in the form of long run averages, such as the average
state of the system and average response time in a queueing network.

A system that is amenable to a quasi-separable solution can be considered in-
formally in the following way. The entire system operates within a single environ-
ment, which may be made up of several sub-environments. Several components
operate within this environment such that their behaviour is affected by the
state of the environment. The state of each component does not alter the state
transitions of either the environment or the other components. The behaviour of
such components can clearly be studied in isolation from the other components
as long as the state of the environment is considered also. The restriction on the
behaviour of the components imposed here is unnecessarily strong. We can also
consider models where the state space of the components can be separated into
that part which does have an impact on state transitions in the environment or
other components and that part which has no external influence, not even on
the other part of that component. Such a separation requires that the part of a
component that influences the state of the environment is considered to be part
of the environment for the purposes of model decomposition.

Models such as these have appeared in the literature of the study of queueing
systems with breakdowns and rerouting of jobs [4,8]. In such models the envi-
ronment is generally made up of the operational state of servers in the system.
For instance each server might be either working or broken, so for a system
of N servers the environment has 2N states. The routing of jobs to queues is
dependent on the operational state of the system i.e. the state of the environ-
ment. Such models can generally be decomposed into single queue systems with
Markov-modulated arrivals and breakdowns. This type of model is conceptually
quite simple; there are only two aspects to the state of the components, but in
general there may be many aspects of state that must be considered.

Consider an irreducible Markov process, X(t), which consists of N separate
components. The state of each component i can be described by a set of Ki
separate variables. Denote by Vi the set of Ki variables which describe the state
of component i. If it is possible to analyse the behaviour of each component, i,
of the system exactly by only considering those variables that describe it, i.e.
Vi, then the system is said to be separable. In this case all the components are
statistically independent and a product form solution exists.

For the system to be quasi-separable it is necessary only that it is possible
to analyse the behaviour of each component, i, of the system exactly by only
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considering those variables that describe it, Vi, and a subset of the variables
from all the other components. Thus the elements of Vi can be classified into
the subsets of either system state variables, Si or component state variables Ci,
such that:

– the state of c(t) ∈ Ci changes at a rate which is independent of the state of
any variable v(t) ∈ Cj, ∀ j such that j �= i.

– the state of s(t) ∈ Si changes at a rate which is independent of the state of
any variable v(t) ∈ Cj, 1 ≤ j ≤ N .

If Ci �= ∅, ∀ i, the system can be decomposed into N submodels such that the
submodel of the system with respect to the behaviour of component i specifies
the changes in the system state variables S =

⋃N
i=1 Si and the component state

variables Ci. In general the analysis of these submodels gives rise to expressions
for their steady-state marginal probabilities if the submodels have stationary
distributions with state spaces which are infinite in at most one dimension. As
stated above, these marginal probabilities do not, in general, give rise to expres-
sions for the joint probability of the whole system, i.e. no product form solution
exists. For quasi-separability to be useful the state space of the submodels should
be significantly smaller than the state space of the entire model.

4.1 Deriving Mean and Variance from Marginal Probabilities

If the state space of a model is being reduced then the available information
is also reduced unless a product form solution exists. The submodels consist of
the system state variables S =

⋃N
i=1 Si and the component state variables Ci,

hence the steady state solution of such a system gives probabilities of the form
p(S, c) = p(S = S, Ci = c). A solution of the entire model would give rise to
probabilities of the form p(S,C) = p(S = S, C = C), where C = {C1, . . . , CN}
and C = {C1, . . . ,CN}. These probabilities are related in the following way for
the submodel involving component i subject to the quasi-separability condition,

p(S = S, Ci = c) =
∑

∀Cs.t.Ci=c

p(S = S, C = C)

If it is possible to associate a value, xij with each state of a component i then
the average state of the component can easily be found. In addition the average
of the sum of all components can be found exactly. Thus,

E[xi] =
∑
∀j

∑
∀S

xijp(S = S, Ci ≡ xij)

Gives the average state of the component, which can be used to derive the
average sum,

E[x] =
∑
∀i

E[xi]
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Consider, for example, the following case involving just two values:

E[x, y] =
n∑
i=1

m∑
j=1

(i + j)p(i, j) =
n∑
i=1

m∑
j=1

ip(i, j) +
n∑
i=1

m∑
j=1

jp(i, j)

=
n∑
i=1

i

m∑
j=1

p(i, j) +
m∑
j=1

j

n∑
i=1

p(i, j)

=
n∑
i=1

ip(i, .) +
m∑
j=1

jp(., j)

= E[x] + E[y]

Clearly it is an advantageous property to be able to derive system performance
measures from marginal probabilities when they can be found. However, the
mean is a special case as the sum of the values is trivially separated. If we
consider the same example on variance the problem is evident.

V [x, y] =
n∑
i=1

m∑
j=1

(i + j)2p(i, j) − E2(x, y)

=
n∑
i=1

m∑
j=1

(i2 + 2ij + j2)p(i, j) − E2(x, y)

=
n∑
i=1

m∑
j=1

i2p(i, j) +
n∑
i=1

m∑
j=1

j2p(i, j) +
n∑
i=1

m∑
j=1

2ijp(i, j)− E2(x, y)

=
n∑
i=1

i2p(i, .) +
m∑
j=1

j2p(., j) +
n∑
i=1

m∑
j=1

2ijp(i, j)− E2(x, y)

In this case there is one term involving p(i, j) which cannot be broken down
to the marginal probabilities, p(i, .) and p(., j). In the more general case where
there are N components, there will be N terms involving just the marginal
probabilities, but (N − 1)! terms involving the joint distribution. Clearly then
it is not possible to calculate the variance exactly except when a product form
solution exists.

The obvious (traditional) solution to this problem is to generate an approxi-
mate solution to variance by substituting p(i, j) with p(i, .)p(., j), i.e. a product
based approximation. In the case of quasi-separability the situation is slightly
complicated since the submodels give rise to marginal probabilities involving not
only component variables (as in the simple example used here), but also system
state variables. The simplest solution (henceforth referred to as the compo-
nent state approximation) would be to eliminate the system state variables by
summing over all possible values:

p(c) ≈
N∏
i=1

∑
∀S

p(S, ci) (2)
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where c = {c1, . . . , cN}. An alternative approach (henceforth referred to as the
system state approximation) is to attempt to derive approximations for every
possible system state:

p(S, c) ≈
∏N
i=1 p(S, ci)
p(S)N−1

(3)

In the following section we will compare these two methods through a numerical
example.

5 Example: Multiple Queues with Unreliable Servers

Now consider the following three queue example expressed in PEPA.

Queuek,0
def= (arrivek,!).Queuek,1

Queuek,j
def= (arrivek,!).Queuek,j+1

+(servicek,!).Queuek,j−1 , 0 < j < K

Queuek,K
def= (servicek,!).Queuek,K−1

Scheduler0
def= (repair, η).Scheduler3 + (arrive1, q1λ).Scheduler0

+(arrive2, q2λ).Scheduler0 + (arrive3, q3λ).Scheduler0

Scheduler1
def= (arrive1, λ).Scheduler1 + (service1, μ1).Scheduler1

+(fail1, ξ1).Scheduler0

Scheduler2
def= (arrive2, λ).Scheduler2 + (service2, μ2).Scheduler2

+(fail2, ξ2).Scheduler0

Scheduler3
def= (arrive3, λ).Scheduler3 + (service3, μ3).Scheduler3

+(fail3, ξ3).Scheduler0

Scheduler4
def= (fail1, ξ1).Scheduler2 + (fail2, ξ2).Scheduler1

+(arrive1,
q1λ

q1 + q2
).Scheduler4 + (arrive2,

q2λ

q1 + q2
).Scheduler4

+(service1, μ1).Scheduler4 + (service2, μ2).Scheduler4

Scheduler5
def= (fail1, ξ1).Scheduler3 + (fail3, ξ3).Scheduler1

+(arrive1,
q1λ

q1 + q3
).Scheduler5 + (arrive2,

q3λ

q1 + q3
).Scheduler5

+(service1, μ1).Scheduler5 + (service3, μ3).Scheduler5

Scheduler6
def= (fail2, ξ2).Scheduler3 + (fail3, ξ3).Scheduler2

+(arrive2,
q2λ

q2 + q3
).Scheduler6 + (arrive3,

q3λ

q2 + q3
).Scheduler6

+(service2, μ2).Scheduler6 + (service3, μ3).Scheduler6

Scheduler7
def= (fail1, ξ1).Scheduler6 + (fail2, ξ2).Scheduler5
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+(fail3, ξ3).Scheduler4 + (arrive1, q1λ).Scheduler7
+(arrive2, q2λ).Scheduler7 + (arrive3, q3λ).Scheduler7
+(service1,mu1).Scheduler7 + (service2, μ2).Scheduler6
+(service3, μ3).Scheduler6

(Queue1,0||Queue2,0||Queue3,0)
��

{arrive1 ,service1,arrive2
service2 ,arrive3 ,service3}Scheduler7

This model represents three queues whose servers suffer independent failures
and subsequent repairs. A repair will repair the entire system, but will only
be triggered once all the servers have failed. The scheduler attempts to route
jobs to active servers, if any exist. In the case of all the servers being broken
(Scheduler0) the scheduler routes jobs to all queues in the same proportion as
if all were working.

Clearly this model fits the decomposition class introduced in the previous
section. The number of jobs in each queue is not dependent on the number in
the other queues, however, all queue lengths are dependent on the behaviour of
the scheduler component. Thus we can decompose this model into three smaller
ones, defined by the following system equations.

Queue1

��
{arrive1,
service1} Scheduler7

Queue2

��
{arrive2,
service2} Scheduler7

Queue3

��
{arrive3,
service3} Scheduler7

Each of these models has 8(K + 1) states in the underlying CTMC, whereas the
original model has 8(K + 1)3 states. Obviously if K is large, then this is a con-
siderable saving, possibly meaning that the decomposed models are numerically
tractable when the full model is not.

The immediate advantage of this decomposition is that we can quickly find
global average metrics as described above, which can then be used to optimise
parameters. In the case of this example we can numerically optimise the routing
probabilities qk to minimise the average number of jobs in the system or the
average response time. Performing optimisations of this kind on the whole model
would be extremely costly.

5.1 Numerical Results

We now turn our attention to the problem of estimating the variance of the
total number of jobs in the system. For this exercise we will assume that the
three servers are identical, meaning of course that the optimal (static) routing
probabilities will be equal, i.e. qk = 1

3 . In all cases the queues were bounded at
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Fig. 2. Variance of the total number of jobs against arrival rate
μk = 10, η = 10, ξ = 1, qk = 1

3

K = 10. We will then investigate how the two approximations perform as we
vary the load and the duration of repair periods.

Figure 2 shows the relationship between variance and load. At low load the
variance is low, as the number of jobs in any queue rarely grows very large. As
the load increases, so does the variance, until leveling off and then decreasing
due to the effect of the bound. The variance decreases at high load as the queues
become full most of the time. As can be seen, with these parameters, both
approximations work well.

Figure 3 shows the variance as a function of the failure rate, ξk. The repair
rate is also varied in direct proportion to the failure rate, so that the probability
of being in any given scheduler state is the same for each value of ξk. When
the failure (and repair) rate is relatively large the interruptions to service are
relatively brief and so few arrivals occur when all the servers are broken. However,
when the repair rate is decreased, the duration period for which all servers are
broken increases and so the queue will fill up. Thus, when the repair rate is
small, there becomes a big difference between the queue lengths in Scheduler7
and the queue lengths in Scheduler0. As the repair rate continues to decrease,
this difference does not increase any more as the queues cannot exceed their
bound, hence the variance levels off.

In Figure 3 there is much less correspondence between the approximations and
the exact result. Apart from ξk = 0.1, there is fairly good correlation between
the system state approximation and the exact result. In other examples we have
observed that when the approximations closely agree, they are accurate, however,
that does not hold here when ξk = 0.1.
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6 Conclusions

In this paper we have shown how a class of queueing model can be specified using
PEPA and formally decomposed into a number of submodels. These submodels
are easier to solve numerically, but have the weakness that it is not possible to
derive the joint queue length probabilities exactly. As a consequence we have
investigated two approximations for the joint queue length probability which
can be used to predict the variance of the total population.

The approach has been illustrated through a significant example. This has
shown that there is a huge potential saving in computational effort through
this method. However, computing the approximations is not trivial and their
accuracy is not universal. Therefore, the main lesson is that this decomposition
is mainly useful as a way of obtaining metrics which are based entirely on the
marginal queue length probabilities. Estimates of other metrics are clearly useful
and particularly so if there is a very high cost of obtaining an exact solution.
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Abstract. In this paper we use the reversed process to derive expres-
sions for the steady state probability distribution of a class of product-
form PEPA models. In doing so we exploit the Reversed Compound Agent
Theorem (RCAT) to compute the rates within reversed components of a
model. The class of model is, in essence, a generalised, closed, queueing
network that might also be solved by mean value analysis, if full distribu-
tions are not needed, or approximated using a fluid flow approximation.
A general formulation of RCAT is given and the process is illustrated
with a running example, including several new variations that consider
effects such as multiple servers, competing services and functional rates
within actions.

1 Introduction

Quantitative methods are vital for the design of efficient systems in ICT, com-
munication networks and other logistical areas such as business processes and
healthcare systems. However, the resulting models need to be both accessible
to the designer, rather than only to the performance specialist, and efficient. A
sufficiently expressive formalism is needed that can specify models at a high level
of description and also facilitate separable and hence efficient mathematical so-
lutions. Stochastic process algebra (SPA) is a formalism that has the potential
to meet these requirements.

One approach to tackling the state space explosion problem common to all
compositional modelling techniques is through the exploitation of, so called,
product-form solutions. Essentially, a product-form is a decomposed solution
where the steady state distribution of a whole system can be found by multi-
plying the marginal distributions of its components. The quest for product-form
solutions in stochastic networks has been a major research area in performance
modelling for over 30 years. Most attention has been given to queueing net-
works and their variants such as G-networks [12], but there have also been other
significant examples, e.g. [1,2,7]. However, these have typically been derived in
a rather ad-hoc way: guessing that such a solution exists, and then verifying
that the Kolmogorov equations of the defining Markov chain are satisfied and
appealing to uniqueness.

D. Kouvatsos (Ed.): Next Generation Internet, LNCS 5233, pp. 343–356, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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The Reversed Compound Agent Theorem (RCAT) [3] for MPA is a composi-
tional result that finds the reversed stationary Markov process of a cooperation
between two interacting components, under syntactically checkable conditions
[3,4,5]. From this a product-form follows simply. RCAT thereby provides an al-
ternative methodology that unifies many product-forms, far beyond those for
queueing networks. At the time, the original study of product-form G-networks
was significantly different from previous product-form analyses since the prop-
erty of local balance did not hold and the traffic equations were non-linear. In
contrast, the RCAT-based approach goes through unchanged – the only differ-
ence is that there are co-operations between one departure transition type and
another, as well as between departure transitions and arrival transitions as in
conventional queueing networks.

In this paper we use the RCAT approach to find product-form solutions to
a class of PEPA models. This class has previously been shown to be amenable
to solution by mean value analysis [10] (for expected values only, of course) and
fluid flow approximation [11]. A similar model, expressed quite differently, was
included in [4].

The context of the present work is as follows:

– Models are expressed explicitly using the full PEPA syntax.
– Reversed components and models are also fully expressed using full PEPA.
– The class of model considered uses active-active co-operation, not currently

supported under RCAT or its extensions.
– The class includes the ‘counting’ approach to specifying (large) groups of

identical components in parallel.

2 General RCAT Algorithm

Whilst dependent on reversed processes for its original derivation, an application
of RCAT can be done purely mechanically if the steady state probabilities are
known for the component-processes; from these the reversed processes could be
computed if desired, as discussed in the next section. For simplicity, we consider
the cooperation P1 ��

L
P2; the treatment is similar for n-way cooperations.

1. From Pk construct Rk by setting the rate of every instance of action a ∈ L
that is passive in Pk to xa, for k = 1, 2 (note that each a will be passive for
only one k);

2. For each active action type a in Rk, k = 1, 2, check that a certain quantity
ra is the same for all of its instances, i.e. for all transitions i → j that a
denotes in the state transition graph of Rk. This quantity is computed as

ra = πk(i)ria/πk(j)

where ria is the specified forward rate of the (any, if more then one) instance
of action type a going out of state i (must be the same value for all i);

3. Noting that the symbolic reversed rate ra will in general be a function of the
xb (b ∈ L), solve the equations xa = ra for each a ∈ L and substitute the
solutions for the variables xa in each Rk;
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4. Check the enabling conditions (detailed in [4], but not part of the specific
focus of this paper) for each co-operating action in each process Pk. For
queueing networks, these are as in the original RCAT, namely that all passive
actions be enabled in all states and that all states also have an incoming
instance of every active action;

5. The required product-form for state s = (s1, s2) is now π(s) ∝ π1(s1)π2(s2)
where πk(sk) is the equilibrium probability (which may be unnormalised) of
state sk in Rk.

For irreducible closed networks, this product-form can always be normalised to
give the required steady state probabilities. For irreducible open networks, a
separate analysis of ergodicity is required. Notice that all synchronisations in
RCAT are between active and passive pairs of actions. In what follows we will
relax this condition somewhat.

3 Reversed Processes and Product-Form

RCAT depends on properties of the reversed process. Essentially a reversed
process is one that would be observed if time were reversed. For every stationary
Markov process, there is a reversed process with the same state space and the
same steady state probability distribution, i.e. πi = π′

i, where πi and π′
i are the

steady state probabilities of being in state i in the forward and reversed process
respectively. Furthermore, the forward and reversed processes are related by the
transitions between states; there will be a non-zero transition rate between states
j and i in the reversed process, q′j,i iff there is a non-zero transition rate between
states i and j in the forward process, qi,j . A special case is the reversible process,
where the reversed process is stochastically identical to the forward process, so
that q′j,i = qi,j ; an example is the M/M/1 queue.

The reversed process is easily found if we already know the steady state prob-
ability distribution (see Kelly [9] for example). The forward and reversed prob-
ability fluxes balance at equilibrium, i.e.

π′
iq

′
i,j = πjqj,i

and so, since πi = π′
i, we find:

q′i,j =
πjqj,i
πi

In practical cases we do not already know the steady state distribution for the
forward process, and if we did we’d have little need to find the reversed process.
However, we can use this result directly to find reversed components within a
model (if the components are relatively small), or we could guess the possible
reversed rates and use this result as a check.

RCAT uses a simpler methodology to derive the reversed components at the
syntactic level, based on finding cycles within a component description. Essen-
tially every choice operator in PEPA introduces a new cycle if the successor
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behaviours on each side are different. For a given sequential component S, we
can compute the following:
1. Define qi to be the total outgoing rate from a state i (component behaviour).

The conservation of outgoing rate (the first of Kolmogorov’s criteria, [9])
gives q′i = qi, for all behaviours i.

2. Find a covering set of cycles.
3. For each cycle apply the second of Kolmogorov’s criteria to give a system

of non-linear equations that uniquely define the set of rates in the reversed
sequential component S.

For example, consider the following sequential PEPA component.

Task1
def= (read, ξ).T ask2

Task2
def= (compute, (1 − p)μ).T ask1 + (compute, pμ).T ask3

Task3
def= (write, η).T ask1

There are two cycles.
1. from Task1 to Task2 and back to Task1

2. from Task1 to Task2 to Task3 and back to Task1

Thus, using Kolmogorov’s criteria we can compute the following.

q′1,2q
′
2,1 = q1,2q2,1 = ξ(1 − p)μ

q′1,3q
′
3,2q

′
2,1 = q1,2q2,3q3,1 = ξpμη

Furthermore, we know that

q′1 = q′1,2 + q′1,3 = q1 = q1,2 = ξ

q′2 = q′2,1 = q2 = q2,1 + q2,3 = μ

q′3 = q′3,2 = q3 = q3,1 = η

Hence, the reversed component Taski is easily computed.

Task1
def= (read, (1 − p)ξ).T ask2 + (read, pξ).T ask3

Task2
def= (compute, μ).T ask1

Task3
def= (write, η).T ask2

For clarity, we illustrate the states of the forward and reversed components in
Figure 1.

Once we know the rates in both the forward and reversed processes, we can
compute the steady state probabilities using a simple chain rule:

πj =
πj
πj−1

πj−1

πj−2
. . .

π1

π0
π0

Given a sequence of actions from some source state we can therefore compute
the steady state probability of being in the resultant target state j in relation
to the source state 0 as follows:

πj =
q0,1q1,2 . . . qj−1,j

q′j,j−1 . . . q
′
2,1q

′
1,0

π0
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Fig. 1. States of the forward and reversed components

4 A Closed Queueing Model

Now consider a model of a closed queueing network of N jobs circulating around a
network of M service stations, denoted 1, . . . ,M ; each station is either a queueing
station or an infinite server station, where the number of queueing stations is Mq.
Let Mq be the set of all queueing stations and at each one there is an associated
queue (bounded at N) operating a FCFS policy and one server. The servers are
able to serve jobs of only one type; each job type, j, is served at rate rj by
queueing station j. At each infinite server station, i, jobs of type i experience a
random delay with mean 1/ri. All services are negative exponentially distributed.

There are M job types. For each specified job type, there is exactly one station
(either queueing station or infinite server station) which may serve it. When a
job of type j completes a service at a given station, it will proceed to service at a
station (possibly the same station) as a job of type k according to some routing
probability pjk.

In PEPA a queueing station, i, can be modelled as follows.

QStationi
def= (servicei, ri).QStationi

Note that ri is always specified as finite, and not !. This is because passive
actions are subject to the apparent rate in PEPA. In addition we impose the
restriction that the action enabled at each queueing station is unique to that
queueing station, i.e. ∀i, j ∈ Mq,

Act(QStationi) ∩ Act(QStationj) = ∅
The infinite server stations are not represented explicitly.

Each job will receive service from a sequence of stations determined by a set
of routing probabilities,

Jobi
def=

M∑
j=1

(servicei, pijri).Jobj , 1 ≤ i ≤ M
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where, 0 ≤ pij ≤ 1 and
M∑
j=1

pij = 1 , 1 ≤ i ≤ M

Let Si be the set of all job types which perform servicei actions, i.e. Si = j if
servicei ∈ A(Jobj).

The entire system can then be represented as follows:( ∏
∀i∈M�

(QStationi)

)
��
L Job1[N ] (1)

where
L =

⋃
∀i∈M�

{servicei}

It is important to note that in this classification the actions which cause the
queue station to change mode are not shared actions. The notation P [N ] de-
notes that there are N copies of the component Job1, but we do not represent
each individual in the underlying state space description as would be the case
in Job1|| . . . ||Job1. Instead we are only concerned with the number of compo-
nents behaving as Job1, Job2, etc, at any time. Thus, this representation can be
considered to be an explicitly ‘lumped’ version of Job1|| . . . ||Job1.

4.1 Reversed PEPA Process

The model presented in the previous section does not meet the existing criteria
for RCAT, principally because RCAT is only defined over active-passive co-
operation1. However, obtaining the reversed process is relatively straightforward
since the server components are static. Hence it is only necessary to reverse the
single (sequential) job component, which can be done using the most basic result
on reversed processes (see Section 3).

This yields a reversed component with the following structure:

Jobi
def=

M∑
k=1

(servicej , qjkrj).Jobk , 1 ≤ i, j ≤ M

Where, 0 ≤ qjk ≤ 1 and

M∑
k=1

qjk = 1 , 1 ≤ j ≤ M

The new routing probabilities, qij , can be found by applying Kolmogorov’s cri-
teria. That is, equate the product of rates around a given cycle in the Job com-
ponent with the product of the rates around the corresponding reversed cycle
1 An alternative approach does use RCAT but requires the problem to be mapped

into an equivalent problem with functional rates, whereupon the result of [6] can be
used
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in Job. Note that qij = 0 in the reversed component iff pji = 0 in the forward
component.

The full reversed model can then be specified as( ∏
∀i∈M

(QStationi)

)
��
L Job1[N ] (2)

Where
L =

⋃
∀i∈M�

{servicei}

The forward and reversed processes can be used to find a product-form solution
(if one exists) by applying Kolmogorov’s generalised criteria.

5 Example: A Simple Information Processing System

We now explore the derivation of the reversed process and its use in finding a
product-form solution through a specific simple example. Consider the following
PEPA specification of a simple information processing system.

Channel1
def= (read, ξ).Channel1

Process
def= (compute, μ).P rocess

Channel2
def= (write, η).Channel2

Task1
def= (read, ξ).T ask2

Task2
def= (compute, (1 − p)μ).T ask1 + (compute, pμ).T ask3

Task3
def= (write, η).T ask1

The entire system is then specified as

(Channel1||Process||Channel2) ��
L Task1[N ]

Items are read from an input channel and processed. If the item meets certain
criteria, then it is sent to the output channel before the next item is read,
otherwise it is discarded and the next item read.

The reversed component Taski is easily computed as we have already
observed.

Task1
def= (read, (1 − p)ξ).T ask2 + (read, pξ).T ask3

Task2
def= (compute, μ).T ask1

Task3
def= (write, η).T ask2

The system state is described by the triple, {i, j, k}, where i is the number
of components behaving as Task1, j is the number of components behaving as
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Task2 and k is the number of components behaving as Task3. Clearly, i+j+k =
N . We choose {N, 0, 0} as a reference state and consider transitions from that
state to an arbitrary state {i, j, k}. Hence we can derive specifications for the
steady state probabilities depending on the co-operation set L.

– All actions are resource limited: L = {read, compute, write}
To reach state {i, j, k} there must be j + k read actions, each one at rate ξ,
followed by k compute actions (leading to Task3) at rate pμ. In the reverse
process, going from state {i, j, k} to state {N, 0, 0}, there must be k write
actions at rate η, followed by j + k compute actions at rate μ. Hence,

π{i,j,k} =
(
ξ

μ

)j+k (
pμ

η

)k
π{N,0,0}

=
(
ξ

μ

)j (
pξ

η

)k
π{N,0,0}

– No actions are resource limited: L = ∅
If actions are not shared they will occur at a rate proportional to the sum of
the number of participants. Thus, when the state is {N, 0, 0}, the read action
will occur at rate Nξ. Hence, the product of the rates of j + k read actions
will be N !ξj+k/i!. Similarly, from state i, j + k, 0 the product of the rates of
k compute actions will be (j + k)!(pμ)k/j!. In the reverse process, starting
in state {i, j, k}, there must be k write actions, the product of whose rates
is k!ηk, followed by j + k compute actions with rate product (j + k)!μj+k.
Thus,

π{i,j,k} =
N !
i!j!k!

(
ξ

μ

)j (
pξ

η

)k
π{N,0,0}

– compute and write are resource limited: L = {compute, write}
When the cooperation set is a subset of the total action set, we have a
situation which lies between the two previous cases. In this case only read
is a mass action, and in the sequence we consider this is only a factor in the
forward transitions. Hence, the j + k read actions occur with rate product
N !ξj+k/i!, whereas the k compute actions (leading to Task3) each occur at
rate pμ. In the reverse process, going from state {i, j, k} to state {N, 0, 0},
there must be k write actions at rate η, followed by j + k compute actions
at rate μ. Hence,

π{i,j,k} =
N !
i!

(
ξ

μ

)j (
pξ

η

)k
π{N,0,0}
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– Only compute is resource limited: L = {compute}
This case is very similar to the previous one, with the exception that the
write action will be mass action. Hence,

π{i,j,k} =
N !
i!k!

(
ξ

μ

)j (
pξ

η

)k
π{N,0,0}

5.1 Multiple Service Stations

We now consider the same model components, but with multiple instances of the
process component, representing the case where the node has multiple servers.

(Input||Process[K]||Output) ��
L Task1[N ]

All components are as defined above. Clearly this extension does not affect the
structure of the reversed components, or the solution when compute /∈ L. Thus,
the reversed model is given by the description,

(Input||Process[K]||Output) ��
L Task1[N ]

– All actions are resource limited: L = {read, compute, write}
As in the previous subsection, in going from {N, 0, 0} to {i, j, k}, we will
see j + k read actions followed by k compute actions. As read ∈ L each
read action will occur at rate ξ, However, the rate of compute actions will
depend on the number of servers and the number of participants. Clearly if
j + k ≤ K then the system will behave as if compute /∈ L, i.e.

π{i,j,k} =
1
j!

(
ξ

μ

)j (
pξ

η

)k
π{N,0,0} , j + k ≤ K

If j > K then each forward compute action will occur at rate Kpμ. Each
reverse compute action will occur at rate Kμ until there are fewer than K
Task2 components.

π{i,j,k} =
1

Kj−KK!

(
ξ

μ

)j (
pξ

η

)k
π{N,0,0} , j > K

Finally, if j + k > K and j ≤ K then initially compute actions will occur
at rate Kpμ (forward) or Kμ (reverse), but once the volume of participants
falls below K, then the (cumulative) rate will also fall. In the forward case
this means the product of the rates of compute actions in the forward process
is K!Kj+k−K(pμ)k/j! and in the reverse it is K!Kj+k−K . Hence,

π{i,j,k} =
1
j!

(
ξ

μ

)j (
pξ

η

)k
π{N,0,0} , j + k ≤ K
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– Only compute is resource limited: L = {compute}
In the case where the other actions are not shared, the equations are similar
as it merely a case of incorporating the cumulative action rates for read and
write.

π{i,j,k} =
N !
i!j!k!

(
ξ

μ

)j (
pξ

η

)k
π{N,0,0} j + k ≤ K

π{i,j,k} =
N !

i!k!Kj−KK!

(
ξ

μ

)j (
pξ

η

)k
π{N,0,0} , j > K

5.2 Multiple Services from a Station

We consider a variation of this model whereby a job may request service from
the same server more than once in a cycle. To do this we will use the same
action type and rate in more than one derivative of the job. We do this to
avoid a race condition at the server, which would distort the service rate. An
alternative approach would be to use a functional rate, which we consider in the
next subsection.

Now consider the following model where a shared input/output channel is
used.

Channel
def= (io, ξ).Channel

Process
def= (compute, μ).P rocess

Task1
def= (io, ξ).T ask2

Task2
def= (compute, (1 − p)μ).T ask1 + (compute, pμ).T ask3

Task3
def= (io, ξ).T ask1

(IO||Process) ��
L Task1[N ]

Clearly the renaming of the read and write actions (to io) has no effect on the
structure of the reversed process.

Task1
def= (io, (1 − p)ξ).T ask2 + (read, pξ).T ask3

Task2
def= (compute, μ).T ask1

Task3
def= (io, ξ).T ask2

(IO||Process) ��
L Task1[N ]

However, the solution of the model will clearly be different, since the rates have
been changed and there is potentially more competition for the channel (if io is
in L).
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– All actions are resource limited: L = {io, compute}
In the forward process, the sequence of actions we consider is not affected by
this change, since we are not concerned with io actions from Task3 and there
are no components behaving as Task3 when io actions are performed from
Task1. However, in the reverse process, we perform k io actions starting in
state {i, j, k}. From the processor sharing-like semantics of PEPA, the rate
at which each reverse io action occurs will be dependent on the total number
of components behaving as Task3 and Task1. Initially this will be kξ/(i+k),
but will alter as the number of Task3’s decreases. Hence the product of the
rate of the k reversed io actions will be i!k!ξk/(i + k)!. Thus,

π{i,j,k} =
(i + k)!
i!k!

(
ξ

μ

)j
pkπ{N,0,0}

– No actions are resource limited: L = ∅
Clearly this case is the same as the initial model with L = ∅, with the small
modification that the rate η has been replaced by ξ. Thus,

π{i,j,k} =
N !
i!j!k!

(
ξ

μ

)j
pkπ{N,0,0}

Similarly, the case when only compute is resource limited is also the same
as previously, since there is no competition on the io action.

– Only io is resource limited: L = {io}
In this case the compute action will have a cumulative rate in both the
forward and reversed processes, as we have previously observed. Hence,

π{i,j,k} =
(i + k)!
i!j!k!

(
ξ

μ

)j
pkπ{N,0,0}

5.3 Service Rate Dependent on a Functional Rate

Finally, we consider the case where a station may offer more than one kind of
service but the rate at which each service type occurs is governed by a function
– fr and fw below.

Channel
def= (read, frξ).Channel + (write, fwη).Channel

Process
def= (compute, μ).P rocess

Task1
def= (read, frξ).T ask2

Task2
def= (compute, (1 − p)μ).T ask1 + (compute, pμ).T ask3

Task3
def= (write, fwη).T ask1
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The entire system is then specified as

(Channel||Process) ��
L Task1[N ]

where, L = {read, compute, write}.
In general, a (so called) functional rate can be dependent on properties of the

evolution of a model. This does not alter the derivation of the reversed model.
In particular, note that the Channel component is still considered to be static,
despite the choice between actions, and hence the reversed Channel component
is identical to the forward Channel component.

The reversed model is thus given by the system equation,

(Channel||Process) ��
L Task1[N ]

where, L = {read, compute, write} and Task1 is the reversed component, similar
to that derived earlier.

Task1
def= (read, (1 − p)frξ).T ask2 + (read, pfrξ).T ask3

Task2
def= (compute, μ).T ask1

Task3
def= (write, fwη).T ask2

A longer discussion of functional rates in the reversed process was given in [6].
In this instance fr and fw can be any functions of i, j and k, but we will restrict
ourselves to three simple pairs of functions involving i and k.

– fr = i
i+k , fw = k

i+k

This is the simple processor sharing function pair and is exactly the same
as the previous model, with the exception that there are different rates for
read and write. Thus, if L = {read, compute, write},

π{i,j,k} =
(i + k)!
i!k!

(
ξ

μ

)j (
pξ

η

)k
π{N,0,0}

– fr = ci, fw = ck, where c is a constant.

If c = 1 this function pair gives the same behaviour as the initial model when
read, write /∈ L. If c �= 1 there is only a small change.

π{i,j,k} =
N !
i!k!

(
cξ

μ

)j (
pξ

η

)k
π{N,0,0}

– fr = iξ
iξ+kη , fw = kη

iξ+kη

This function pair allocates resource in proportion to service demand. That
is, the faster an action is and the more participants it has, relative to the
other, the greater the resource that would be allocated. Once more, in the
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forward process, the function does not affect the behaviour of the read action
in the sequence we are interested in (as there are no Task3’s). However, in
the reverse process, the rate product is rather more complex:

k!η2k∏k
x=1(xη + iξ)

Hence,

π{i,j,k} =
∏k
x=1(xη + iξ)

k!η2k

(
ξ

μ

)j (
pξ

η

)k
π{N,0,0}

6 Conclusions and Further Work

We have used properties of reversed processes to find the steady state probabil-
ities in a class of PEPA models with active-active cooperation. This can be seen
as an application of the Reversed Compound Agent Theorem, similarly extended
to such rate synchronisation. Despite this class lying outside the existing clas-
sification of RCAT, the explicit derivation of the reversed process and its use
in deriving expressions for the equilibrium distribution is shown to be relatively
straight forward. In fact, for reasons of completeness and clarity we have com-
puted the reversed process completely, whereas we have only used a subset of the
reversed actions in deriving each product-form solution. Therefore it should be
apparent that, in general, it is not necessary to compute all the reversed rates,
and in many instances a solution may be derived with only those rates which
are most easily found. Indeed, this is the approach adopted for the practical
application of the existing RCAT in Section 2.

Of course, we should not be surprised that such results exist for what is,
essentially, a closed queueing network. However, through the running example
we were able to show the robustness of the solution under a variety of different
conditions. Such robustness would clearly be desirable if we were considering a
range of different deployment options, for example. There are obviously other
extensions to the basic example that we could have considered and some of these
could break the product-form solution. For example, we could consider that the
server components have alternative modes of operation, which in general would
give rise to models without product-form.
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Abstract. An exposition of the ‘extensive’ (EME) and ‘non-extensive’ (NME)
maximum entropy formalisms is undertaken in conjunction with their applicabil-
ity into the analysis of queues with bursty and/or heavy tails that are often observed
in performance evaluation studies of heterogeneous networks and Internet ex-
hibiting traffic burstiness, self-similarity and long-range dependence (LRD). The
credibility of these formalisms, as methods of inductive inference, for the study
of physical systems with both short-range and long-range interactions is explored
in terms of four potential consistency axioms. Focusing on stable single server
queues, it is shown that the EME and NME state probabilities are characterized
by generalised types of modified geometric and Zipf-Mandelbrot distributions de-
picting, respectively, bursty generalized exponential and/or heavy tails with asymp-
totic power law behaviour. Numerical experiments are included to highlight the
credibility of the maximum entropy solutions and assess the combined impact of
traffic burstiness and self-similarity on the performance of the queue.

Keywords: Extensive maximum entropy (EME) formalism, non-extensive
maximum entropy formalism (NME), heterogeneous networks, traffic charac-
terisation, burstiness, self-similarity, short-range dependence (SRD), long-range
dependence (LRD), queueing systems, performance evaluation, fractional Brow-
nian motion (fBm), generalised exponential (GE) distribution, generalised
(modified) geometric (GGeo) distribution, generalised Zipf-Mandelbrot (G-Z-M)
distribution.

1 Introduction

Empirical traffic characterisation studies in networks of diverse technology and
the Internet have shown that traffic flows often exhibit burstiness, self-similarity
and/or long-range dependence (LRD). These properties can be attributed to the heavy-
tailedeness of the traffic distributions involved, causing performance degradation and
queues with bursty and/or heavy tails with asymptotic power law behaviour (c.f.,
[8,14,19,55,58,61,62,66,71]).

Traffic distributions with heavy tails, which decay much more slowly than those of
an exponential distribution, are often employed to generate workloads in simulation
studies on the performance modelling and engineering of high speed telecommunica-
tion systems. These, however, tend to be rather inflexible, computationally expensive
and may display unusual characteristics [15,65]. Analytic mechanisms for estimating
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the tail index of Internet traffic with heavy tails can be seen in [65], based on the Pareto
distribution [12,21].

This tutorial presents an exposition of the formalisms (or, principles) of the exten-
sive (EME) maximum entropy and non-extensive (NME) maximum entropy, a gener-
alisation, in conjunction with their applications into the analysis of stable single server
queues with bursty generalised exponential (GE-type) (e.g., [17,35,40]) and/or heavy
tails with asymptotic power law behaviour (e.g., [4,30,49,52,53]), as appropriate. These
methodologies are based on the maximisation of the i) classical Boltzmann-Gibbs-
Shannon extensive entropy function devised in the fields of Information Theory [67]
and Thermodynamics [11] and ii) generalised Havrda-Charvat-Tsallis entropy function
proposed in the fields of Quantification Theory [22], Information Theory [64] and Sta-
tistical Physics [73]. The credibility of the EME and NME formalisms, as methods of
inductive inference, is explored in terms of four consistency axioms proposed in [68]
concerning the application of the principles of EME and minimum relative (or, cross)
extensive entropy (EMRE) [47,54]. Focusing on stable single server queues, it is shown,
subject to appropriate mean value constraints, that the EME and NME solutions for the
state probability distributions are characterised, respectively, by i) modified geometric
(Geo)(c.f., [70]) and generalised Geo (GGeo) (c.f., [37,38,45]) type distributions and
ii) the Zipf-Mandelbrot (Z-M) (c.f., [30,57,73]) and generalised Z-M (G-Z-M )(c.f.,
[4,5,49,52,53]) type distributions. Moreover, efficient analytic algorithms, based on the
Newton-Raphson numerical method, are described and typical numerical experiments
are included to highlight the credibility of the EME and NME solutions and the adverse
impact of the corresponding bursty GE-type and heavy queue length tails on queue
performance.

The concepts of the classical Boltzmann-Gibbs-Shannon extensive entropy and the
Havrda-Charvat-Tsallis non-extensive entropy are explored in Section 2. The Z-M and
GE type distributions are introduced in Section 3. The EME and NME formalisms are
reviewed in Section 4. The Tsallis [73] NME solution in Statistical Physics is presented
in Section 5. The consistency of the EME and NME formalisms, as methods of in-
ductive inference, for the analysis of physical systems with short-range and long-range
interactions is addressed in Section 6. The EME and NME probability distributions
of stable single server queues with bursty GE-type and/or heavy tails, respectively,
are devised, in conjunction with associated numerical algorithms, in Section 7. Typi-
cal numerical experiments are illustrated in Section 8. Concluding remarks follow in
Section 9.

2 On the Interpretation of the Classical and Generalised Entropies

2.1 The Classical Extensive Entropy Function

For a general physical system Q with an integer number of possible (microscopic)
configurations or statesN(N > 0) and ‘short-range interactions’, the classical Boltzmann-
Gibbs entropy in Statistical Physics [11] or, equivalently, Shannon’s information theo-
retic entropy [67], H∗(pN ) is defined by

H∗(pN ) = −c
N∑
n=1

pN (n) log pN (n) (1)
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where c(c > 0) is a positive constant, N(N > 0) is the integer number of possible
(microscopic) configurations or states and {pN(n), n = 1, 2, ..., N} are the associated
event or state probabilities. The entropy function H∗(pN ) can be interpreted as a mea-
sure of uncertainty or information content that is implied by pN about the physical
system Q with short-range interactions (i.e., ‘short memory’). The principle of ME is
a probability method of inductive inference originally proposed by Jaynes [24,25] in
Statistical Physics and it is based on the maximisation of the extensive entropy function
H∗(pN ), subject to suitable mean value constraints. For short-range interactions, such
as and “holding matter together” in Statistical Physics, quantities such as “entropy and
energy” are considered as ‘extensive’ variables in the sense that the total entropy and
energy of the system are both “proportional to the system size” (c.f., [16]).

By applying the method of Lagrange undetermined multipliers to maximise the
Boltzmann-Gibbs-Shannon extensive entropy, subject to the normalisation and the first
moment constraint, it can be shown that at the limit, as N → +∞ (e.g., [70]), the
ME state probability distribution {pN(n), n = 1, 2, ...} is characterised by the Geo dis-
tribution (c.f., [34,70]). Note that in a more general context, an investigation into the
credibility of the principles of EME and EMRE was undertaken by Shore and Johnson
[26,68,69] in terms of four axioms of inductive inference. Expositions of the ME prin-
ciple and generalisations, as applied in various fields of Science and Engineering, can
be seen in [28,29].

By analogy, traffic flows in queues exhibiting short-range dependence (SRD), such
as those represented by Poisson (regular), compound Poisson (bursty) (c.f., [45]) and
batch renewal (BR) (bursty and correlated) (c.f., [48]) processes, influence the creation
of stable queueing systems with short-range interactions, as appropriate, where the state
and entropy variables are extensive (c.f., [53]). In this context, the EME formalism is
based on the maximisation of the extensive entropy, H∗(pN ), subject to normalisation
and suitable mean value constraints (e.g., the utilisation and the fist moment). To this
end, the EME solution is determined by applying the method of Lagrange’s undeter-
mined multipliers leading to the characterisation, for example, of modified geometric
(Geo), generalised Geo (GGeo) (e.g., [45,47]) and shifted GGeo (c.f., [48]) types of
state probabilities for single server queues.

2.2 A Generalised Non-extensive Entropy Function

For a general system Q with an integer number of possible (microscopic) configura-
tions or states N(N > 0) and ‘long-range interactions’, such as gravity in Statistical
Physics, “energy and entropy are no longer extensive quantities” [16].This increases the
complexity of the physical system Q for which the state probability distribution asso-
ciated say, with energy, has heavy tails and power law behaviour and thus, it can no
longer be determined by maximizing the classical extensive entropy, H∗(pN ).

To address this problem, Tsallis [73] proposed an generalisation of Boltzmann-Gibbs-
Shannon EE functionH∗(pN ) to a ‘non-extensive’ entropy function,H∗(pq,N ), namely

H∗(pq,N ) = c(1 −
N∑
n=1

pq,N (n)q)/(q − 1) (2)
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where c(c > 0) is a positive constant, q is a real number known as the ‘non-extensivity’
parameter measuring the degree of the system’s ‘long-range interactions’,N(N > 0) is
the integer number of possible (microscopic) configurations or states and {pq,N(n), n =
1, 2, ..., N} are the associated state probabilities of system, Q. As q → 1, H∗(pq,N )
reduces to the Boltzmann-Gibbs-Shannon entropy function, H∗(pN ).

The non-extensive entropy, H∗(pq,N ), devised by Tsallis [73] turned out to be iden-
tical to the one proposed earlier by Havrda-Charvat [22] in the field of Quantification
Theory of classification processes. In the context of the canonical ensemble in Statis-
tical Physics, applying the method of Lagrange undetermined multipliers to maximise
H∗(pq,N ), subject to the normalization and mean (generalised internal) energy con-
straint, the form of the GME state probability distribution of energy can be determined
(c.f.,[73]. As it was observed in [30], this NME solution follows the Z-M distribution
[57], which has heavy tails and asymptotic power law behaviour.

The role of constraints towards the characterisation of the NME metrics was inves-
tigated by Tsallis et al [74]. This NME solution was formulated in [63] in accordance
with the information theoretic approach advocated by Jaynes [24,25]. Reviews of the
NME formalism can be found in [75,76] whilst related applications and extensions
into the study of power law behaviour in interdisciplinary applications were reported
in [18]. Power-law distributions were also devised in [20] for the citation index of sci-
entific publications and scientists. Moreover, the principle of maximum likehood was
employed in [72] to show that the Tsallis NME distribution estimate is a non-extensive
generalisation of the Gaussian distribution.

By analogy, traffic processes exhibiting self-similarity and LRD, such as fractional
Brownian (fBm) [9], influence the formation of queues with long-range interactions.
In this case, the state and entropy variables are non-extensive leading to NME state
probabilities at equilibrium, which follow the form of the Z-M (c.f., [30,73] and G-Z-M
type distributions (c.f., [4,49,52,53]).

Note that NME solutions for single server queues with or without finite capacity at
equilibrium were first established in Assi [4] and Kouvatsos and Assi [49] by max-
imising the non-extensive Havrda-Charvat entropy function [22] and other generalised
entropy measures reported in [28], [29], subject to GE-type queueing theoretic mean
value constraints1.

3 The Zipf-Mandelbrot (Z-M) and the Generalised Exponential
(GE) Distributions

3.1 The Zipf-Mandelbrot (Z-M) Probability Distribution

The Z-M probability distribution [57] is a power-law discrete time distribution on ranked
data. It is a generalisation in the discrete time domain of the Zipf (Z) distribution (c.f.,
[1,27,77]). The Z-M probability mass function is of the form

1 The work of Tsallis [73] in Statistical Physics was not known at the time to the authors of
[4,49], who instead optimised the non-extensive entropy measure of Havrda-Charvat [22],
which is identical to that devised by Tsallis [73].
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p(n, u, s) =
(n + u)−s∑N
i=1(i + u)−s

(3)

whereN is the number of elements, n is a real number representing their rank, u is a real
number and s(s > 1) is the value of the exponent characterising the distribution and is
given by s = 1

1−q , where q is the non-extensivity parameter. Note that the NME solution
devised by Tsallis [73], based on the maximisation of the extended Havrda-Charvat-
Tsallis entropy function, subject to the normalisation and the first moment constraint, is
of the Z-M type.

At the limit as N → +∞, the sum
∑+∞
n=1(n + u)−s is the Hurwitz-Zeta function

(c.f.,[3,7]). For finite N(N < +∞) and u = 0, the Z-M distribution becomes the Zipf
(Z) distribution [1] and, moreover, for W → +∞ and u = 0, it is known as the Zeta
distribution. A discussion of the Z and Z-M distributions with reference to Tsallis [73]
EME solution can be seen in Aksenov et al [2].

The Zipf and Z-M distributions can be viewed as the discrete counterparts of Pareto
[59] and generalised Pareto [10] continuous time distributions, respectively. These dis-
tributions, due to their self-similar properties, have strong implications towards the con-
vergence of multiservice heterogeneous networks and the design and functionality of
the next generation Internet (NGI).

3.2 The Generalised Exponential (GE) Distribution

The GE distribution is a mixed interevent time distribution of the form (c.f., Fig. 1)

F (t) = P (A ≤ t) = 1 − τe−σt, t ≥ 0, (4)

τ =
2

C2 + 1
(5)

σ = τν (6)

where A is a mixed-time random variable of the interevent-time, whilst (1/ν, C2) are
the mean and squared coefficient of variation (SCV) of random variable A. The GE-
type distribution is versatile, possessing pseudo-memoryless properties, which make
the derivation of exact and approximate solutions of many GE-type queueing systems
and networks analytically tractable.

For C2 > 1, the GE is an extremal case of the family of Hyperexponential-2 (H2)
distributions with the same (ν, C2) having a corresponding counting process equivalent
to a compound Poisson process (CPP) with parameter 2ν/(C2 + 1) and geometrically
distributed bulk sizes with mean, (1 + C2)/2 and SCV, (C2 − 1)/(C2 + 1). The CPP
is expressed by

P (Ncp = n) =

⎧⎨⎩
∑n
i=1

σi

i! e
−σ

(
n− 1
i− 1

)
τ i(1 − τ)n−i, n ≥ 1

e−σ, n = 0
(7)
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where Ncp is a CPP random variable of the number of events per unit time correspond-
ing to a stationary GE-type random variable of interevent time [45].

The choice of the GE distribution is further motivated by the fact that measurements
of actual interarrival or service times may be generally limited and so only few parame-
ters can be computed reliably. Typically, only the mean and variance may be relied upon
and thus, a choice of a distribution that implies least bias (i.e., introduction of arbitrary
and therefore, false assumptions) is that of GE-type distribution [45]. For example, the
GE distribution is applicable when smoothing schemes are introduced at the adaptation
level (e.g., for a stored video source in ATM networks) with the objective of minimis-
ing or even eliminating traffic flow correlation (c.f., [6]). Moreover, under renewality
assumptions, the GE distribution is most appropriate to model simultaneous packet ar-
rivals at input and output port queues of a network generated by different bursty sources
(e.g., voice or high resolution video) with known first two moments. In this context, the
burstiness of the arrival process is characterised by the SCV of the interarrival time or,
equivalently, the mean size of the incoming bulk.

2

2

1
1

1

C

C
τ

−
− =

+

2

2
1C

τ =
+

2

2
1C

νσ =
+

EXP

Fig. 1. The GE distribution with parameters τ and σ(0 ≤ τ ≤ 1)

The GE distribution may also be employed to model traffic flows with SRD in the
continuous time domain with small error. For example, an SRD process may be approx-
imated by an ordinary GE distribution whose first two moments of the count distribution
match the corresponding first two SRD moments (c.f., [56]). Similarly, a traffic process
with SRD may be approximated in a discrete time domain with a small error by an
ordinary GGeo distribution (c.f., [47]). This approximation of a correlated arrival pro-
cess by an uncorrelated traffic process may facilitate (under certain conditions) problem
tractability with tolerable accuracy and, thus, the understanding of the performance be-
haviour of external SRD traffic in the interior of the network. It can be further argued
that, for a given buffer size, the shape of the autocorrelation curve, from a certain point
on wards, does not influence system behaviour. Thus, in the context of system perfor-
mance evaluation, an SRD model may be used under certain conditions to approximate
accurately real traffic with LRD.
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4 The EME and NME Formalisms

Consider a general physical system Q that has a set S of possible discrete states {S0, S1,
S2, ...}, which may be finite or countable infinite and state {Sn, n = 0, 1, ...} may be
specified arbitrarily. Suppose the available information about Q places a number of
constraints on {p(Sn), Sn ∈ S} or, {pq(Sn), Sn ∈ S}, the probability distribution
that the either an extensive or non-extensive system Q is at state Sn, where q indicates
the non-extensivity parameter. Without loss of generality, it is assumed that these take
the form of mean values of several suitable functions {f1(Sn), f2(Sn), ..., fm(Sn)}
or, {f1,q(Sn), f2,q(Sn), ..., fm,q(Sn)}, for an extensive or non-extensive system Q,
respectively, where m is less than the number of feasible states.

4.1 The Extensive Maximum Entropy (EME) Formalism

For an extensive system Q with short-range interactions, the principle of EME (c.f.,
[24,25]) states that, of all distributions satisfying the constraints supplied by the given
information, the minimally prejudiced distribution state probability distribution p(Sn)
is the one that maximises the system’s Boltzmann-Gibbs-Shannon extensive entropy
function, H∗(p) (c.f., [11,67]), namely

H∗(p) = −c
∑
Sn∈S

p(Sn) ln{p(Sn)} (8)

subject to the constraints ∑
Sn∈S

p(Sn) = 1 (9)

∑
Sn∈S

fk(Sn)p(Sn) = Fk (10)

where c(c > 0) is a positive constant, {Fk, k = 1, 2, ...,m} are the prescribed mean
values defined on the set of functions {fk(Sn), k = 1, 2, ...,m}.

The maximisation of the extensive entropy H∗(p), subject to constraints (9) - (10),
can be carried out using Lagrange method of undetermined multipliers leading to the
solution

p(Sn) =
1
Z

exp

{
−

m∑
k=1

βkfk(Sn)

}
(11)

where {βk, k = 1, 2, ....,m} are the Lagrangian multipliers determined from the set of
constraints (10) and Z , know in statistical physics as the ’partition function’ is given by

Z = exp{β0} =
∑
Sn∈S

exp

{
−

m∑
k=1

βkfk(Sn)

}
(12)

where β0 is a Lagrangian multiplier determined by the normalisation constraint (9).
Note that maximising the entropy H∗(p) for an extensive system Q with a finite num-
ber of states, subject only to normalisation constraint, the EME solution of the state
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probability distribution is characterised by the uniform distribution which, in informa-
tion theoretic terms, as the least biased distribution estimate.

Jaynes [24,25] showed for extensive systems that “if the prior information includes
all constraints actually operative in a random experiment, then the distribution pre-
dicted by the maximum entropy can be overwhelmingly realised in more ways than any
other distribution”. Moreover, Shore and Johnson [68,69] established thyat the NME
principle is “a uniquely correct self-consistent method of inference for estimating a
probability distributions based on the available information”.

The EME formalism has been utilised in the performance analysis of queueing sys-
tems since expected values of various distributions of interest are usually known in
terms of moments of the interarrival and service time distributions. Applications of the
EME formalism towards the exact and approximate analysis of single queues and arbi-
trary queueing network models (QNMs) with or without blocking and multiple classes
under different scheduling rules and buffer management schemes can be seen, for ex-
ample, in [17,35,36,37,38,39,40,41,42,43,44,45,46,50,51,56,70,78].

4.2 A Non-extensive Maximum Entropy (NME) Formalism

For a non-extensive physical system Q with long-range interactions, a NME framework
can be established to determine the form of state probability distribution, pq(Sn) that
maximises the Havrda-Charvat-Tsallis non-extensive entropy function H∗(pq) (c.f.,
[22,73]), namely

H∗(pq) = c
1 −∑m

k=1 pq(Sn)
q

q − 1
(13)

subject to the constraints ∑
Sn∈S

pq(Sn) = 1 (14)

∑
Sn∈S

fk,q(Sn)pq(Sn) = Fk,q (15)

where c(c > 0) is a positive constant, q the non-extensitivity parameter, {Fk,q, k =
1, 2, ...,m} are the prescribed mean values defined on the set of extended functions
{fk,q(Sn), k = 1, 2, ...,m}.

By employing the Lagrange method of undetermined multipliers, the maximisation
of non-extensive entropy, H(pq), subject to mean value constraints (14) - (15), leads to
a least biased G-Z-M type solution for the NME state probability distribution, namely

pq(Sn) =
1
Zq

[
1 +

m∑
k=1

βk(1 − q)fk,q(Sn)

] 1
q−1

(16)

where {βk}, k = 1, 2, ...,m} are the Lagrangian multipliers corresponding to the con-
straints (15) and Zq is the normalizing constant expressed by
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Zq = exp{β0} =
∑
Sn∈S

[
1 +

m∑
k=1

βk(1 − q)fk,q(Sn)

] 1
q−1

(17)

where β0 is the Lagrangian multiplier determined by the normalisation constraint (14).
Note that the derivation of the m-fold G-Z-M type distribution (17) is attributed to the
employment of the m mean value constraints (15) in the context of the NME formalism.

Maximising the entropy function, H∗(pq) for a non-extensive system Q with a fi-
nite number of states, subject only to the normalisation constraint, a uniform state
probability distribution, as in the case of the Boltzmann-Gibbs-Shannon entropy func-
tion H∗(p), is obtained. The H∗(pq) entropy function can be described as a low-order
truncation of Renyi’s entropy [64], which has a well known information theoretic
interpretation [16].

Applications of the NME formalism towards the analysis of single server queues
and QNMs with or without finite capacity can be seen in [4,5,30,31,32,33,49,52,53].
More specifically, NME state probability distributions of G-Z-M type were devised
for stable single server generalised exponential (GE) type queues with or without fi-
nite capacity, subject to normalization, utilisation (i.e., the probability of a non-empty
queue), mean queue length (MQL) and full buffer state probability GE-type constraints,
as appropriate[4,49]. The original NME solution derived by Tsallis [73] in Statistical
Physics was adopted by Karmeshu and Sharma [30] for the analysis of a single server
queue with infinite capacity, subject to normalization and a MQL constraint based on a
formula proposed by Norros [60]. The NME formalism in [73] was also applied for the
analysis of i) a single server queue with infinite capacity, subject to normalization and a
fractional moment constraint [31] and ii) queueing networks with applications to broad-
band networks exhibiting LRD traffic [32,33]. Moreover, NME solutions of G-Z-M type
were determined in [5,52] for stable single server queues with infinite and/or finite ca-
pacities. These NME solutions are based on the ones reported in [4,37,38,40,49] and
employ as a MQL constraint a heuristic generalisation of Norros formula [60]. More
recently, a critique of the NME formalism, as a method of inductive inference for non-
extensive systems and the characterisation of NME state probability of a finite capacity
queue as a generalisation of the Z-M type distribution can be seen in [53].

5 The Tsallis EME Solution in Statistical Physics

In the context of the canonical ensemble in Statistical Physics, let Q be a non-extensive
physical system with a finite number of states {Sn = n, n = 1, 2, ..., N}, where
N(N > 0) is the integer number of possible (microscopic) configurations. Suppose the
available information about Q imposes the normalisation and mean generalised internal
energy,Eq,N constraints on the state probability distribution {pq,N(n), n = 1, 2, .., N}.

Tsallis [73] maximised the generalised entropy function,H∗(pq,N ) (c.f., (2), namely

H∗(pq,N ) = c
1 −∑N

n=1 p
q
q,N

q − 1
(18)
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subject to the constraints of normalisation and mean generalised internal energy, Eq,N ,
namely

N∑
n=1

pq,N (n) = 1 (19)

N∑
n=1

εnpq,N (n) = Eq,N (20)

where c(c > 0) is a constant, and {εn, n = 1, 2, ..., N} are real numbers referred to as
generalised spectrum.

By applying the method of Lagrange undetermined multipliers, the following Z-M
distribution is obtained (c.f., [73]):

pq,N (n) =
[1 + β(1 − q)εn]

1
q−1

Zq
(21)

where beta is the Lagrangian multiplier corresponding to the mean generalised internal
energy, Eq,N constraint and

Zq =
N∑
n=1

[1 − β(q − 1)εn]
1

q−1 (22)

The NME solution (21)of the state probability {pq,N(n) reduces at the limit q → 1 to
the classical Boltzmann-Gibbs-Shannon EME solution (11), namely

pN (n) =
e−βεn

Z1
(23)

where

Z1 =
N∑
n=1

e−βεn (24)

6 The EME and NME Formalisms as Methods of Inductive
Inference and Consistency Axioms

The principles of EME [24,25] and EMRE [54] were shown by Johnson [26], Shore and
Johnson [68,69] to be uniquely correct methods of inductive inference for extensive
systems, subject to a prior probability estimate, as appropriate and new information
given in the form of mean values. Clearly, in the context of ME formalism, the prior
distribution for an extensive system Q with a finite number of states is the uniform.

The approach adopted in [68] was based on the fundamental assumption that the
use of the EME and EMRE principles as methods of inductive inference, should lead
to consistent results when there are different ways to solve a problem by taking into
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account the same information. This fundamental requirement was formalised in terms
of four consistency axioms [68], namely uniqueness, invariance, system independence
and subset independence. It was shown that optimizing any function other than ex-
tensive entropy and relative entropy will lead to inconsistencies unless the function in
question and the extensive entropies share, respectively, identical maxima or minima.
In other words, given new constraint information, there is only one distribution satis-
fying these constraints that can be chosen by a procedure based on EME and EMRE
formalisms satisfying the consistency axioms.

The credibility of some non-extensive entropy principles (c.f., [28,29]), as applied
into the special case of single server queues of GE-type, was originally addressed in
[4,49] by employing the four consistency axioms for extensive systems proposed in
[68]. More recently, a formal study into the relevance of these axioms on the credibility
of the NME principle, as a method of inductive inference, for the analysis of generic
extensive systems was undertaken in Kouvatsos and Assi [53]. An exposition of this
investigation is highlighted below.

An overview of this investigation is highlighted below by focusing on the Havrda-
Charvat-Tsallis non-extensive entropy, H∗pq,N ,where the Boltzmann-Gibbs-Shannon
EE function, H∗pN is a special case for q → 1.

6.1 Uniqueness

According to this axiom, “If the same problem is solved twice in exactly the same way,
the same answer is expected in both cases i.e., the solution should be unique” (c.f., [68]).

Focusing on the Havrda-Charvat-Tsallis non-extensive entropy function (c.f., 18)
[22,73], let Q be a general non-extensive system having without loss of generality
(wlog) a finite set S of N,N > 0 possible discrete states {Sn, n = 1, 2, ..., N}
and Ω be a closed convex set of all probability distributions {pq,N(Sn), Sn ∈ S}
such that pq,N (Sn) > 0 for Sn ∈ S, n = 1, 2, ..., N and

∑N
n=1 pq,N (Sn) = 1. Let

fq,N , hq,N ∈ Ω be two probability distributions defined on S having the same extended
entropy functions, namely H∗(fq,N ) = H∗(hq,N ). Moreover, let un = fq,N (Sn),
vn = hq,N (Sn) and r(xn) = xqn, where xn = un, vn.

In this context, the non-extensive entropy (c.f., 18) can be rewritten as

H∗(xn) =
c

q − 1
1 −

W∑
n=1

r(xn) (25)

Let wlog that 0 < q < 1. Since the second derivative of r(xn) with respect to xn is
given by r(xn)′′ = q(q − 1)xq−2

n < 0, it follows that the function r(xn) is strictly
convex for xn = un, vn. This leads to the condition

αr(un) + (1 − α) r(vn) < r (αun + (1 − α)vn) (26)

where α ∈ [0, 1] and un �= vn. Multiplying by ( c
q−1 ) and subtracting 1 from both

sides and, moreover, summing both sides of (26) over i, then the following expression
is obtained
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H∗(fq,N ) = H∗(hq,N ) =
αH∗(fq,N ) + (1 − α)H∗(hq,N ) ≤ H∗(αfq,N + (1 − α)hq,N ) (27)

The inequality is strict unless fq,N = hq,N . If fq,N �= hq,N andH∗(fq,N ) = H∗(hq,N )
then, since Ω is convex, there is a distribution (i.e., weighted average) given by αfq,N+
(1−α)hq,N , which belongs toΩ and has a non-extensive entropy greater thanH∗(fq,N )
= H∗(hq,N ). Therefore, “there cannot be two distinct probability distributions
fq,N , hq,N ∈ Ω having the same maximum non-extensive entropy in Ω” (c.f., [53]).

Thus, the NME formalism satisfies the axiom of uniqueness [68].

6.2 Invariance

The invariance axiom states that “The same solution should be obtained if the same
inference problem is solved twice in two different coordinate systems” (c.f., [68]).

Following the analytic methodology in [68] and adopting the notation of subsection
6.1, let Γ be a coordinate transformation from state Sn ∈ S(n = 1, 2, ..., N)to state
Rn ∈ R(n = 1, 2, ..., N), where R be a transformed set of N possible discrete states
{Rn, n = 1, 2, ..., N} with (Γpq,N )(Rn) = J−1pq,N (Sn), where J is the Jacobian
J = ∂(Rn)/∂(Sn).

Moreover, let ΓΩ be the closed convex set of all probability distributions Γpq,N de-
fined on R such that Γpq,N (Rn) > 0 for all Rn ∈ R, n = 1, 2, ..., N and∑N
n=1 Γpq,N(Rn) = 1.
It can be clearly seen that, transforming of variables from Sn ∈ S into Rn in R, the

Havrda-Charvat-Tsallis extended entropy function (c.f., (18)) is transformation invari-
ant, namely

H∗(pq,N ) = H∗(Γpq,N ) (28)

Thus, “the NME formalism satisfies the axiom of invariance [68] since the minimum in
ΓΩ corresponds to the minimum in Ω” (c.f., [53]).

6.3 System Independence

This axiom of system independence, which is also referred as the additivity property,
states that “It should not matter whether one accounts for independent information
about independent systems separately in terms of different probabilities or together in
term of joint probability” (c.f., [68]).

Consider two general non-extensive systems Q and R each of which having wlog
a finite set of N,N > 0 possible discrete states {xn, n = 1, 2, ..., N} and {yn, n =
1, 2, ..., N}, respectively. Moreover, let X and Y be the random variables describing
the state of the systems Q and R with corresponding state probabilities fq,N (xn) =
Pr{X = xn} and gq,N(yn) = Pr{Y = yn}, respectively.

Assuming that Q and R are independent systems, then the joint probability,
hq,N (xk, yn) = Pr(xk, yn), k, n = 1, 2, ..., N is clearly given by

hq,N (xn, yn) = Pr(X = xk, Y = yn) = fq,N (xk)gq,N (yn) (29)



Generalised Entropy Maximisation and Queues with Bursty and/or Heavy Tails 369

For the joint probability hq,N (xn, yn), the Havrda-Charvat-Tsallis non-extensive en-
tropy function (c.f., (18)) can be written as

H∗ [(hq,N ] = c
1 −∑

k

∑
n h
q
q,N

q − 1
(30)

From the definition of (18), it clearly follows that

H∗ [hq,N ] �= H∗ (fq,N) + H∗ (g(Yq,N ) (31)

The inequality (31) implies that, in information theoretic terms, “the joint NME state
probability distribution of two independent non-extensive systems Q and R defies, due
to the presence of long-range interactions, the axiom of system independence (c.f.,
[68]). Thus, this attribute of the NME formalism, as a method of inductive inference,
is clearly most suitable for the quantitative studies of non-extensive dynamic systems
with heavy queue tails and asymptotic power law behaviour” (c.f., [53]).

Note that in the case of q → 1 limit, equation (31) becomes

H∗ [hq,N ] = H∗ (fq,N) + H∗ (g(Yq,N ) (32)

This result verifies that the joint EME state probability distribution, as expected, sat-
isfies the axiom of system independence (c.f., [68]). This is “an appropriate property
of the EME formalism, as a method of inductive inference, for the study of extensive
systems with short-range interactions ”(c.f., [53]).

6.4 Subset Independence

The axiom of subset independence states that “It does not matter whether one treats
an independent subset of system states in terms of a separate conditional density or in
terms of the full system density” (c.f., [68]).

Consider a general non-extensive system Q that has wlog a finite number, L,L > 0,
of disjoint sets of discrete states {S∗

i , i = 1, 2, ..., L}, whose union is S.
Let {xij , i = 1, 2, ..., L; j = 1, 2, ..., Li} be a conditional state belonging to the set
{S∗
i , i = 1, 2, ..., Li}, where Li is the finite number of possible conditional states in

S∗
i . Moreover, let ξi be the probability that a state of the system Q is in the set {S∗

i , i =
1, 2, ..., Li} such that

∑
i ξi = 1. Moreover, let probability fq,i(xij) ∈ Ωi, where Ωi, is

the closed convex set of all probability distributions on S∗
i i.e., {fq, i(xij) = Pr{Xi =

xij}, where Xi is the state conditional rv of the system S∗
i , i = 1, 2, ..., L. Moreover,

let x be an aggregate state of system Q and probability fq(x) ∈ Ω, where Ω is the
closed convex set of all probability distributions on S i.e., fq(x) = Pr{X = x}, where
X is the rv describing the aggregate state of the system S.

Clearly, ξi, i = 1, 2, ..., L can be expressed by∑
S∗

i

fq,i(xij) = ξi (33)
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The overall non-extensive entropy function of system Q,H∗(fq), defined on the total
number of states in the union S of states {S∗

i , i = 1, 2, ..., L} can be written as

H∗(fq) =
c

q − 1
(1 −

∑
i

∑
Si

ξifq,i(xij)q) (34)

where fq ∈ Ω. Equation (34) can be rewritten in the form

H∗(fq) =
∑
i

ξi
c

q − 1
(1 −

∑
S∗

i

fq,i(xij)q (35)

However, the conditional non-extensive entropy, H∗
i (fq,i), defined on the set of states

Si, i = 1, 2, ..., L, is expressed by

H∗
i (fq,i) =

c

q − 1
(1 −

∑
S∗

i

fq,i(xij)q) (36)

Hence, it follows from equations (35) and (36) that

H∗(fq) =
∑
i

ξiH
∗
i (fq,i) (37)

Therefore, “maximising the generalised aggregate entropy function, H∗(fq), subject
to an aggregate set of available constraints, it is equivalent to maximising each gener-
alised conditional entropy function, H∗

i (fq,i), individually, subject to a conditional set
of available constraints. Thus, the Havrda-Charvat-Tsallis NME formalism satisfies the
axiom of subset independence [68]”(c.f., [53]).

7 Queues with Bursty GE-type and Heavy Length Tails

This section reviews the applications of the EME and NME formalisms into the analysis
of stable single server queues with a single class of jobs and infinite/finite capacity,
exhibiting, respectively, bursty GE-type tails (c.f., Section 7.1)[17,37,38,40,41,45,50])
and heavy queue tails (c.f., Section 7.2) [4,5,30,49,52,53]).

The EME and NME solutions for the state probability distributions of these queues
are presented subject to two sets of constraints, namely Set1 : { normalisation, server
utilisation, mean queue length} for stable infinite capacity queues and Set2 : {Set1,
full buffer state probability} for finite capacity queues. The selection of the constraints
is motivated by the fact that they can, generally, capture a great deal of the queueing
system’s dynamic behaviour and, moreover, they can be expressed in terms of usually
known input system parameters, such as the mean arrival rate λ, the SCV of the interar-
rival time, (Ca2), the mean service rate μ, the SCV of the service times, (Cs2) and the
non-extensivity parameter, q (c.f., [22], [73]), or, equivalently, the Hurst self-similarity
parameter, H (c.f., [9,23]). Thus, analytic closed form EME and NME expressions for
the state probabilities of these queues can be devised, as useful information theoretic
approximations, leading to closed form and computationally efficient EME and NME
state probability distributions for the cost-effective assessment of the impact of bursty
and self-similar traffic flows on the performance of the queues.
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7.1 Queues with Bursty GE-Type Length Tails

7.1.1 An ME Solution for a GE-Type Tailed Queue with Infinite Capacity
Consider a stable single server GE/GE/1 queue with infinite capacity and GE-type inter-
arrival and service times. Let {(1/λ,Ca2), (1/μ,Cs2)} be the means and SCVs of the
interarrival and service times, respectively and, at any given time, p(n), n = 0, 1, ..., be
the state probability of having n messages in the system.

Suppose that prior information about the state probability is expressed in terms of
the following mean value constraints:

• Normalization (NORM),
∞∑
n=0

p(n) = 1 (38)

• Server Utilisation (UTIL), ρ

∞∑
n=0

h(n)p(n) = 1 − p(0) = ρ, 0 < ρ < 1 (39)

where h(n) is an auxiliary function defined by h(n) =
{

0, n = 0
1, n �= 0

• Mean Queue Length (MQL), L

∞∑
n=0

np(n) = L (40)

The form of the EME state probability distribution {p(n), n = 0, 1, ...} can be com-
pletely specified (c.f., [17,40]) by maximizing the system’s Boltzmann-Gibbs-Shannon
extensive entropy (c.f., [11,67]), namely

H∗(p) = −c
∞∑
i=1

p(n) log p(n) (41)

subject to the prior information expressed by the constraints (38), (39) and 40). By
applying the method of Lagrange undetermined multipliers, the EME solution for the
state probability distribution of a stable GE/GE/1 queue is determined by the following
GGeo-type distribution (c.f., [17,40]):

p(n) =
1
Z
gh(n)xn, n = 0, 1, 2, .... (42)

where ρ = λ/μ, Z is the normalizing constant given by

Z = exp{−β} =
1

p(0)
=

1
1 − ρ

(43)

and g = exp{−β1} and x = exp{−β2} are the Lagrangian coefficients and {β, β1

and β2} are the Lagrangian multipliers corresponding to the constraints NORM (38),
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UTIL (39) and MQL (40), respectively. By substituting the EME expression (41) into
the constraints (40) and (39), the following expressions are obtained

x =
L− ρ

L
(44)

g =
ρ(1 − x)
(1 − ρ)x

(45)

where the MQL, L is given by (c.f., [40,45])

L =
ρ

2

{
1 +

Ca2 + ρCs2

1 − ρ

}
(46)

Substituting (46) into (44) and (45) , the following expressions are obtained for the
Lagrange coefficients x and g:

x =
Ca2 + ρCs2 + ρ− 1
Ca2 + ρCs2 − ρ + 1

(47)

g =
2ρ

Ca2 + ρCs2 + ρ− 1
(48)

7.1.2 An ME Solution for a GE-Type Tailed Queue with Finite Capacity
Consider a single server GE/GE/1/N queue with GE-type interarrival and service times
and finite capacity, N . Let {(1/λ,Ca2), (1/μ,Cs2)} be the means and SCVs of the in-
terarrival and service times, respectively and, at any given time, pN(n), n = 1, 2, ..., N
be the state probability of having n messages in the system.

Suppose that the known prior information is expressed in terms of the following
mean value constraints (c.f., [37,38,45]):

• NORM,
N∑
n=0

pN (n) = 1 (49)

• UTIL, UN
N∑
n=0

hN (n)pN (n) = UN , 0 < UN < 1 (50)

where hN(n) is an auxiliary function defined by hN (n) =
{

1, n = 0
1, n �= 0

• MQL, LN
N∑
n=0

npN (n) = LN UN ≤ LN < N (51)
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• Full buffer state probability (FBUF-SP), φN

N∑
n=0

sN(n)pN (n) = φN , 0 < φN < 1, (52)

where sN(n) is an auxiliary function defined by sN (n) =
{

0, n < N
1, n = N

and φN satisfies the flow balance equation, namely

λ(1 − πN ) = μUN (53)

where πN is the blocking probability that an arriving job to find the queue at full
capacity and λ and μ are the mean arrival and service rates, respectively.

The form of the EME queue length distribution, pN (n), can be characterised by max-
imising the Boltzmann-Gibbs-Shannon extensive entropy[11,67]

H∗(pN ) = −c
N∑
n=1

pN (n) log pN (n) (54)

subject to the constraints (49) - (52). By applying the method of Lagrange undetermined
multipliers, the EME solution for the state probability distribution of a stable G/G/1/N
queue is characterised by the following GGeo-type distribution (c.f., (c.f., [38]):

pN (n) =
1
ZN

g
hN (n)
N xnNy

sN (n)
N , n = 1, 2, ...., N (55)

where gN , xN and yN are the Lagrangian coefficients corresponding to constraints
UTIL (50), MQL (51) and FBUF-SP (52), respectively and ZN is the normalizing con-
stant (49), namely

ZN =
1

pN (0)
=

∑
n∈S

g
hN (n)
N x

lN (n)
N y

sN (n)
N (56)

The analytic forms of Lagrangian coefficients gN and xN can be established by re-
placing the EME solution (55) into expressions (50) and (51). Note that, however, for
a GE/GE/1/N queue, it has been shown that, for (0 < N < +∞), the Lagrangian
coefficients gN and xN are asymptotically invariant irrespective of the buffer capacity,
N (c.f.,[37,38,40]) i.e., the ME state probabilities of stable GE/GE/1 and GE/GE/1/N
queues for different buffer sizes N are exactly ’parallel’ distributions [47] i.e., pN+1(n)
= cNpN (n), N ∈ [1,+∞) for some proportionality constant cN . Thus, the Lagrangian
coefficients gN and xN have identical expressions with those of a stable infinite capac-
ity GE/GE/1 queue, given by (47) and (48), respectively i.e., gN = g and xN = x. Note
that, more generally, this parallel property holds exactly for the state probabilities of the
stable MG/G/1 and MG/G/1/N queues with batch Poisson MG arrival process and gen-
eral (G) service times. Moreover, it also holds, under certain conditions, for those of the
stable GIG/D/1 and GIG/D/1/N queues with GIG and D denoting, respectively, a general
batch renewal arrival process and a constant service time distribution (c.f., [47]).
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Moreover, an analytic expression for the Lagrangian coefficient yN can be devised by
focusing on the flow balance condition (53), which involves the server utilisation,UN =
1−PN(0) (c.f., UTIL (50)) and the blocking probability, π. The latter is determined by
(c.f., [44,45])

πN =
N∑
n=0

δ(n)(1 − σ)N−npN (n) (57)

where σ = 2
Ca2+1 , r = 2

Cs2+1 and

δ(n) =
{ r
r(1−σ)+σ n = 0
1 n �= 0

Substituting the expression for the EME solution for pN (0) = Z−1
N (c.f., (55)), the

blocking probability, πN (c.f., (57)), together with those of Lagrangian coefficients x
and g (c.f., (47) and (48)) into the global balance equation (53) and solving with respect
to the Lagrangian coefficient y, the following expression is obtained

yN =
1 − ρ

1 − x
· σ

r(1 − σ) + σ
(58)

i.e., the Lagrangian coefficient yN is also asymptotically invariant with respect to N
i.e., yN = y, where y is a constant.

7.2 Queues with Heavy Length Tails and Power Laws

G-Z-M type solutions for the EME state probability distributions of stable non-extensive
single server GE-type queues with or without finite capacity and heavy length tails,
based on the optimisation of the Havrda-Charvat-Tsallis non-extensive entropy, subject
to NORM, UTIL, MQL and FBUF-SP constraints of (strictly) GE-type, as appropriate,
can be found in [4,49].

An EME solution of the Z-M type (21), originally devised by Tsallis [73] in Statisti-
cal Physics, was employed as a state probability distribution for the case of N → +∞
by Karmeshu and Sharma [30] to study the long tail behaviour of queue lengths of a
single server queue with infinite capacity, subject to normalization and a MQL con-
straint2. Moreover, the EME solution suggested in [30] does not incorporate into the
EME formalism the fundamental server utilisation constraint associated with a stable
single server queue with infinite capacity, namely ρ = 1− p(0) and, thus, it is incorrect
in queueing theoretic terms as it violates Little’s Law (c.f., [34]) at the service facility.
Note that the utilisation constraint was used explicitly in many earlier works in the field
of entropy maximisation and queueing systems (e.g.,[37,38,45,4,49]).

The expression of the MQL adopted in [30] can be described as a reinterpreta-
tion of the formula devised by Norros [60] in the context of Local Area Networks
(LANs) for the estimation of a threshold,w representing “the size of the storage require-
ment” for a stationary storage model. The latter was represented by a stochastic process

2 The work in [30] made insufficient attribution to reuse therein of the EME solution of Tsallis
[73]. Consequently, [30] was not included at the time in the references and reviewing material
of [5,52].
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V (t), t ∈ (−∞,+∞) with fractional Brownian net input processA(t), t ∈ (−∞,+∞)
described by

A(t) = λt + (αλ)1/2Z(t), t ∈ (−∞,+∞) (59)

where λ is the mean input rate, μ, μ > λ is the mean service rate, α is a variance
coefficient, Z(t) is a normalised fractional Brownian motion (fBm) with Hurst self-
similarity parameter,H,H ∈ (1/2, 1) (c.f., (c.f., [9,23]). More specifically, Norros [60]
described as a typical requirement for LANs that “the probability that the amount of
work in the system” exceeding a storage requirement, w should be equal to a “Quality-
of-Service (QoS) parameter, ε”. This was expressed by a probabilistic relationship at
the “maximum allowed load”, namely

ε = P (V (t) > w), t ∈ (−∞,+∞) (60)

w is expressed for H ∈ (1/2, 1) by

w = const
ρ

1
2(1−H)

(1 − ρ)
H

1−H

(61)

ρ = λ
μ and the const depends on H,α and ε but not on ρ, μ and w.

Note that, by analogy, different values of H in formula (61) with const ∼ 1 may
correspond to exact MQL expressions of various single server queues at equilibrium
such as those of a stable S-S/M/1 queue with a suitable self-similar (S-S) arrival pro-
cess having mean arrival rate λ and Hurst parameter H and exponential service time
distribution (M) with mean service rate μ (c.f., [53]). For H = 1/2, Norros formula
(61) reduces to the MQL formula of a stable M/M/1 queue. The latter, in the context of
the EME formalism, corresponds to the case of the non-extensivity parameter q = 1.
Moreover, for 1/2 < q,H < 1, as the non-extensive queue has the strongest long range
interactions for q → 1/2 or, equivalently, H → 1, it is customary in traffic modelling
and characterisation studies to employ a simple relation between the non-extensivity
parameter, q and Hurst parameter, H , namely q = 1.5 −H (e.g., [30,52,65,53]).

In order to assess the combined impact of traffic burstiness and correlation on queue-
ing system performance, a new heuristic generalization of Norros formula (c.f., [60,30])
was conjectured in [52] and employed as a MQL constraint, LH in the context of the
EME framework for the analysis of a stable single server gS-S/GE/1 queue with infinite
capacity under the implicit assumptions of a a general S-S (gS-S) arrival process and a
GE-type service time distribution with parameters λ,Ca2, H and μ,Cs2, respectively.
This heuristic expression is given by

LH =
ρ

1
2(1−H)

2
1

2(1−H)

([
1 − ρ + Ca2 + ρCs2

)
]

1
2(1−H)

(1 − ρ)
H

1−H

)
,

1
2
< H < 1 (62)

where Ca2 and Cs2 are the SCVs of the interarrival and service times, respectively
and H is the Hurst parameter taking values in the interval 1

2 < H < 1. Note that the
heuristic formula (62) takes explicitly into account the adverse impact of self-similarity
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as well as burstiness of the traffic process via parameters H and Ca2 and Cs2 re-
spectively, on queueing system performance. The formula (62) reduces correctly to the
Norros formula (61) when Ca2 = Cs2 = 1 and const ∼ 1. Moreover, for H = 1

2 (i.e.,
q → 1) equation (62) yields the mean queue length formula 46 of a stable GE/GE/1
queue (c.f., [37,38,40]).

EME solutions of G-Z-M type for stable single server gS-S/GE/1 queues with or
without finite capacities, subject to NORM, UTIL, MQL and FBUF-SP constraints, as
appropriate, satisfying the flow balance condition (c.f., [5,52,53]) are highlighted in
Subsections 7.2.1 and 7.2.1, respectively. Related references are made to the works in
[4,30,49] as appropriate.

7.2.1 A NME Solution of a Heavy Tailed Queue with Infinite Capacity
Consider a stable single server gS-S/GE/1 queue with an infinite capacity, a gS-S arrival
process with mean arrival rate λ, interarrival time SCV, Ca2 and Hurst self-similarity
parameter, H and a GE-type service time distribution with mean service rate, μ and
service time SCV, Cs2. Moreover, at any given time, let pq(n), n = 0, 1, .., be the state
probability of having n messages in the system.

Suppose that prior information about the state probability can be expressed in terms
of the following mean value constraints (c.f., [4,49,52]):

• NORM,
∞∑
n=0

pq(n) = 1 (63)

• UTIL, ρ
∞∑
n=0

hq(n)pq(n) = 1 − pq(0) = ρ (64)

where ρ is the server utilisation i.e., rho = λ
μ , 0 < ρ < 1 and hq(n) is an auxiliary

function defined by hq(n) =
{

0, n = 0
1, n �= 0

• MQL, Lq
∞∑
n=0

npq(n) = Lq (65)

where Lq is determined by expression (62) for q ← 1.5 −H (i.e.,. Lq = L(1.5−H)).
The form of the EME queue length distribution, {pq(n), n = 0, 1, ...}, can be de-

termined by maximising the Havrda-Charvat-Tsallis non-extensive entropy, H∗(pq),
namely

H∗(pq) = c
1 −∑∞

n=0 pq(n)q

q − 1
(66)

subject to constraints (63)-(64). By applying the method of Lagrange undetermined
multipliers, the NME solution for the state probability distribution of a gS-S/G/1/N
queue is characterised by the following G-Z-M-type distribution (c.f., (c.f., [52]):

pq(n) =
1
Zq

[1 + α(1 − q)n + β(1 − q)h(n)]
1

q−1 , n = 0, 1, .... (67)
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where β and α are Lagrange’s multipliers corresponding to the constraints (64) and
(65), respectively and Zq is the normalising constant expressed by

Zq =
∑∞
n=0 [1 + α(1 − q)n + β(1 − q)h(n)]

1
q−1 =

ζ
[

1
1−q ,

1+β(1−q)h(n)
α(1−q)

] (68)

where ζ
[

1
1−q ,

1+β(1−q)h(n)
α(1−q)

]
=

∑∞
n=0

[
n + 1+β(1−q)h(n)

α(1−q)
]

denotes the Hurwitz-Zeta

function (c.f., [7,3]). Moreover, the MQL, Lq can be expressed in terms of the Lagrange
multipliers and the Hurwitz-Zeta function (c.f.,[7,3]), namely

Lq =
∞∑
n=0

n [1 + α(1 − q)n + β(1 − q)hq(n)]
1

q−1∑∞
n=0 [1 + α(1 − q)n + β(1 − q)hq(n)]

1
q−1

(69)

or

Lq =
ζ
[
q

1−q ,
1+β(1−q)h(n)
α(1−q)

]
ζ
[

1
1−q ,

1+β(1−q)h(n)
α(1−q)

] − 1 + β(1 − q)h(n)
α(1 − q)

α(1 − q) (70)

where q
1−q > 1, q > 1

2 .
By substituting the NME state probability (67) into constraints (65) and (64), the

Lagrangian multipliers, α and β, can be obtained numerically via Newton-Raphson
method. For Lq = L, where the L is given by (46), the EME solution pq(n), n = 0, 1, ..
(67) becomes identical to the EME in [4,49]. In the absence of the UTIL constraint (64)
and when Ca2 = Cs2 = 1, the EME solution (67) reduces to Tsallis EME solution for
N → +∞) (c.f., [30], [73]). Moreover, the expressions for Lq (c.f., (69), (70) reduce
to those in [30].

At the limit q → 1, the EME solution (67) becomes the EME state probability dis-
tribution (42) of a stable single server GE/GE/1 queue, namely

p(n) =
e−αn−βh(n)∑∞
n=0 e

−αn−βh(n) =
xngh(n)

Z
, n = 0, 1, ... (71)

where Lagrangian coefficients x and g correspond to the mean queue length and server
utilisation constraints, namely x= e−α, g= e−β, Z =

∑∞
n=0 x

ngh(n) (c.f., [38,40,45]).
For q < 1 and for large number of messages n, pq(n) follows asymptotically a power

law given by

pq(n) ∼ n
1

q−1 ,
1
2
< q < 1 (72)

where larger values of q ∈ [12 , 1] indicate traffic flows with smaller degree of self-
similarity ([52]). This power law turns out to be identical to the one devised in [30].

7.2.2 An NME Solution of a Heavy Tailed Queue with Finite Capacity
Consider a single server gS-S/GE/1/N queue with finite capacity, N , a general gS-S
arrival process with mean arrival rate λ, interarrival time SCV, Ca2 and Hurst
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self-similarity parameter, H and a GE-type service time distribution with mean service
rate, μ and service time SCV, Cs2. Moreover, at any given time, let pq,N (n), n =
0, 1, .., N , be the state probability of having n messages in the queue.

Suppose that the prior information about the NME state probability can be expressed
in terms of the following mean value constraints (c.f.,[4,49,52,53]):

• NORM,
N∑
n=0

pq,N (n) = 1 (73)

• UTIL, Uq,N

N∑
n=0

hq,N (n)pq,N (n) = 1 − pq,N (0) = Uq,N , 0 < Uq,N < 1 (74)

where hq,N (n) is an auxiliary function defined by hq,N (n) =
{

0, n = 0
1, n �= 0

• MQL, Lq,N
N∑
n=0

npq,N (n) = Lq,N (75)

• FBUF-SP, φq,N

N∑
n=0

sq,N (n)pq,N (n) = φq,N , 0 < φq,N < 1, (76)

where the auxiliary function, sq,N (n), is defined by sq,N (n) =
{

0, n < N
1, n = N

and φq,N satisfies the flow balance equation, namely

λ(1 − πq,N ) = μUq,N (77)

where πq,N is the blocking probability that an arrival message find a full capacity queue
and λ and μ are the arrival and service rates, respectively.

The form of the NME queue length distribution, pq,N (n), n = 0, 1, ..., N , can be
characterised by maximising the Havrda-Charvat-Tsallis non-extensive entropy (18),
namely

H∗(pq,N ) = c
1 −∑N

n=0 pq,N (n)q

q − 1
(78)

subject to constraints (73)-(76). By employing the method of Lagrange undetermined
multipliers, the NME solution for the state probability distribution of a gS-S/G/1/N
queue is characterised by the following G-Z-M-type distribution (c.f., (c.f., [52,53]):

pq,N (n) = 1
Zq,N

[1 + αN (1 − q)n + βN (1 − q)hq,N (n) + γN (1 − q)sq,N (n)]
1

q−1
(79)
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where βN , αN and γN are the Lagrangian multipliers corresponding to the constraints
(74), (75) and (76), respectively and ZqN is the normalizing constant expressed by

Zq,N =
N∑
n=0

[1 + αN (1 − q)n + βN (1 − q)hq,N (n) + γN (1 − q)sq,N (n)]
1

q−1 (80)

where 1
1−q > 1, q > 0. Note that to simplify the computation implementation of the

NME solution of the gS-S/GE/1/N queue and related numerical experiments, it is as-
sumed wlog that rho < 1 and the Lagrange multipliers αN and βN are asymptotically
invariant to the buffer size, N i.e., for the stable gS-S/GE/1 and gS-S/GE/1/N queues,
αN = α and βN = β).

Moreover, the mean queue length, Lq,N (n) can be expressed in terms of the La-
grange multipliers and the Hurwitz-Zeta function [7], namely

Lq,N =
N∑
n=0

n [1 + α(1 − q)n + β(1 − q)hq,N (n) + γN (1 − q)sq,N (n)]
1

q−1∑N
n=0 [1 + α(1 − q)n + β(1 − q)hq,N (n) + γN (1 − q)sq,N (n)]

1
q−1

(81)
or

Lq,N =

ζ
[

q
1−q ,

1+β(1−q)hq,N (n)+γN (1−q)sq,N (n)
α(1−q)

]
ζ
[

1
1−q ,

1+β(1−q)hq,N (n)+γN (1−q)sq,N (n)
α(1−q)

]−
1+β(1−q)hq,N (n)+γN (1−q)sq,N (n)

α(1−q) α(1 − q)
(82)

where q
1−q > 1, q > 1

2 and the two zeta functions are of the Hurwitz-Zeta type
(c.f.,[7,3]).

The Newton-Raphson method can be applied on the normalisation (73) and flow bal-
ance condition (77) to determine numerically the Lagrangian multiplier, γN . Moreover,
the blocking probability, π, can be computed by using the flow balance condition (77).

Clearly, as N → ∞, the NME solution, pq,N (n) (79) reduces to that of pN(n)(67).
Moreover, at the limit q → 1, pq,N (n) (79) reduces to

pN (n) = e−αn−βhN (n)−γN sN (n)∑N
n=0 e

−αn−βhN (n)γN sN (n) =
xnghN (n)ysN (n)∑

N
n=0 x

nghN (n)ysN (n) , n = 0, 1, ..., N
(83)

which is the ME solution for the state probability pq,N (n) (55) of the GE/GE/1/N queue
with x = e−α, g = e−β and y = e−γ .

For q < 1, ρ < 1 and for large number of messages n, pq,N (n) follows asymp-
totically, as expected, a power law, which is identical to the one obtained for a stable
gS-S/GE/1 (c.f., 72), namely

pN (n) ∼ n
−1
1−q ,

1
2
< q < 1 (84)
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7.2.3 ‘Quality-of-Service’ Parameter, ε
The ‘quality-of-service’ (QoS) parameter ε defined by Norros [60] as the probability
that the “maximum amount of work is greater than a certain threshold level, w can be
reinterpreted as a buffer overflow probability in the context of single server queues with
infinite [30] and finite capacities[52]. This can be clearly expressed by the probabilistic
relationship (c.f., [30,52,5])

ε = Pr(N0 > w) = 1 − Pr(N0 ≤ w) (85)

where N0 is at any given time the random variable of the state of (or, equivalently, the
number of messages of) a single server queue and 0 < N0 ≤ Nor+∞, as appropriate.

The buffer overflow probability (85) and power laws for asymptotically large w were
determined in [30] in the context of the NME analysis of an S-S/M/1 queue, subject to
the normalisation and MQL constraint. Generalisations of these results, as applied in
the NME analysis of stable gS-S/GE/1 and gS-S/GE/1/N queues, have been established
in [52,53] and are highlighted below.

The probability distribution of the NME queue length distribution, {pq,N(n), n =
0, 1, ..., N} , given in (79) can be rewritten as,

pq,N (n) =

[
1+β(1−q)hq,N (n)+γN (1−q)sq,N (n)

α(1−q) + n
] 1

q−1

ζ
[

1
1−q ,

1+β(1−q)hq,N (n)+γN (1−q)sq,N (n)
α(1−q)

] , q > 0, n = 0, 1, ..., N

(86)

where ζ
[

1
1−q ,

1+β(1−q)hq,N (n)+γN (1−q)sq,N (n)
α(1−q)

]
denotes a Hurwitz-Zeta function

(c.f.,[3,7]).
Using (86), the overflow probability, P (N0 > x), is expressed by

Pr(N0 > w) = 1 −
w∑
n=0

[
1+β(1−q)hq,N (n)+γN (1−q)sq,N (n)

α(1−q) + n
] 1

q−1

ζ
[

1
1−q ,

1+β(1−q)hq,N (n)+γN (1−q)sq,N (n)
α(1−q)

] (87)

Equation (87) can be rewritten, using Hurwitz-Zeta function properties [3] as,

Pr(N0 > w) =

(
1/ζ

[
1

1−q ,
1+β(1−q)hq,N (n)+γN (1−q)sq,N (n)

α(1−q)
])

(
1−q
q

) [
x + 1+β(1−q)hq,N (n)+γN (1−q)sq,N (n)

α(1−q)
] −q

1−q

−
(
1/ζ

[
1

1−q ,
1+β(1−q)hq,N (n)+γN (1−q)sq,N (n)

α(1−q)
])(

1−q
q

)
∑N
n=w

∫ 1

0
u
(
u + n + 1+β(1−q)hq,N (n)+γN (1−q)sq,N (n)

α(1−q)
)−(2−q)

1−q

du
(88)

Allowing N → ∞ for rho < 1, the overflow probability expressions (87) and (88)
reduce to those associated with the NME solution (67) for the state probability pq(n) of
a stable gS-S/GE/1 queue.
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For large values of threshold w, asymptotic power laws can be established for the
overflow probability (85) (c.f., [30,52]). In the context of an gS-S/GE/1/N queue, the
power law is expressed by [52]

Pr(N0 > w) ∼ Aq,Nw
−q
1−q (89)

where

Aq,N =

(
1/ζ

[
1

1−q ,
1+β(1−q)hq,N (n)+γ(1−q)sq,N (n)

α(1−q)
])(

1−q
q

)
=

(
1

Zq,N

)(
1−q
q

) (90)

The above asymptotic analysis indicates that the NME queue length distribution (79)
(c.f., [52]) possesses heavy tails, pointing, as it was also observed in [13,30], to the
requirement for large-scale buffer dimensioning in order to accommodate bursty and
self-similar traffic flows.

In the limiting case q → 1, the expression (88) can be rewritten as,

P (N0 > w) = 1
Z1,N

(
1
αq

)
[1 + β(1− q)h1,N (n) + γN (1− q)s1,N (n) + α(1− q)w]

−q
1−q

− 1
Z1,N

(
1−q

q

)∑N
n=w

∫ 1
0 u

(1 + β(1− q)h1,N (n) + γN (1− q)s1,N (n) + α(1− q)(u+ n))
−(2−q)

1−q du

(91)
where

Z1,N =
N∑
n=0

[1 + α(1 − q)n + β(1 − q)h1,N (n) + γN (1 − q)s1,N (n)] (92)

(c.f., (80)). At the limit q → 1 equation (88) reduces to an exponentially decaying
probability

P (N0 > X) ∼ e−αx−βhq,N (n)−γsq,N (n) (93)

which is the asymptotic result corresponding to the ME solution (55) of a GE/GE/1/N
queue (c.f., [38,45]).

7.2.4 Server Utilisation and Blocking Probability
The probability that the server is busy (i.e., the server utilization), Uq,N is determined,
after some manipulation, by

Uq,N = 1 − pq,N (0) =

1 − [1+α(1−q)n+β(1−q)hq,N (n)+γN (1−q)sq,N (n)]
1

q−1∑N
n=0[1+α(1−q)n+β(1−q)hq,N (n)+γN (1−q)sq,N (n)]

1
q−1

(94)

or

Uq,N = 1 − [α(1 − q) + β(1 − q)hq,N (n) + γN (1 − q)sq,N (n)]
1

q−1

ζ
[

1
1−q ,

1+β(1−q)hq,N (n)+γN (1−q)sq,N (n)
α(1−q)

] (95)
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Note that the analytic expression (94) for the server utilisation Uq,N is a generalisation
to the one devised in [30].

Moreover, the blocking probability, πq,N can be determined by using the flow bal-
ance condition (77) and it is given by

π = 1 − Uq,N
ρ

(96)

7.3 NME Analytic Algorithms

NME analytic algorithms for the analysis of stable single server queues with or without
d finite capacity, respectively, can be based on the well known Newton-Raphson nu-
merical method. Outlines of these algorithms, which are extensions of those devised in
[30], are highlighted below.

7.3.1 Algorithm I: The Stable gS-S/GE/1 Queue with Heavy Length Tails
Input Data
λ, μ Mean arrival and service rates, respectively;
Ca2, Cs2 SCVs for interarrival and service times, respectively;
q Non-extensivity parameter;
Begin
Step 1: Calculate H = 1.5 − q and the MQL, L (c.f., (69));
Step 2: Initialise Lagrangian multipliers {β, α} corresponding to the UTIL

(64) and MQL (c.f., (65)) constraints;
Step 3: Substitute the NME solution for the equilibrium state probability

{p(n), n = 0, 1, 2, ...} (c.f., (67)) into the UTIL and MQL con-
straints (64) and (65), respectively and solve the resulting system of
non-linear equations using the Newton-Raphson numerical method;

Step 4: Obtain new values for the Lagrangian multipliers {α, β};
Step 5: Return to Step 3 until convergence of α and β;
Step 6: Compute the NME state probabilities {pq, (n), n = 0, 1, ...} given

by (67);
End.

Output Statistics
The numerical values of Lagrangian multipliers {α, β} and the state probabilities,
{pq(n), n = 0, 1, ....}.

7.3.2 Algorithm II: The gS-S/GE/1/N Queue with Heavy Length Tails

Input Data
λ, μ Mean arrival and service rates, respectively;
Ca2, Cs2 SCVs for interarrival and service rates, respectively;
N Finite buffer capacity;
q Non-extensivity parameter;
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{α, β} Lagrange multipliers corresponding to the MQL and UTIL constraints,
respectively;

Comment: Due to the asymptotic invariance assumption of the Lagrange multipliers
with respect to the buffer size, N (c.f., Section 7.2), the estimated multipliers, {α, β}
via Algorithm I are now used as input data for Algorithm II;

Begin
Step 1: Initialise the Lagrange multiplier γN corresponding to the FBUF-SP

constraint pq,N(N) = φq,N (c.f., (76);
Step 2: Apply the Newton-Raphson numerical method on the flow balance

equation (77) to determine numerically the Lagrange multiplier γN ;
Step 3: Obtain a new value for the Lagrange multiplier γN ;
Step 4: Return to Step 2 until convergence of γN ;
Step 5: Compute the NME state probabilities {pq,N (n), n = 0, 1, ..., N}

given by (79);
Step 6: Compute the blocking probability, πq,N using expression (96);
End.

Output Statistics
The numerical values of Lagrange multiplier γN , state probabilities, {pq,N (n), n =
0, 1, ..., N} and blocking probability, πq,N .

8 Numerical Results

This section reviews a subset of typical numerical experiments (c.f., Figures 2-6), which
are, generally, extended versions to those first appeared in [52]. Moreover, they are
enhancements to those carried out in [4,30,37,38]. They illustrate the credibility of the
GME solutions and related algorithms and also assess the adverse impact of combined
bursty and self-similar traffic flows on the performance of the queue.

A plot of the queue length distribution pq,N (n) of a finite capacity gS-S/GE/1/N
queue versus state n for different values of non-extensivity parameter q = 1.5 −H is
shown in Fig. 2. It can be seen that for decreasing values of q from q = 0.9 to q = 0.6
or, equivalently, increasing self-similarity parameter H from H = 0.6 to H = 0.9
(n.b., H = 0.5 for a GE/GE/1/N queue), imposes gradually, as expected, heavier long
tail behaviour on the state probabilities, pq,N (n) .

The queue length distribution pq,N (n) of a gS-S/GE/1/N queue versus n for q =
0.6 or, H = 0.9 and different values of Ca2 is shown in Fig. 3. It can be observed
that, for small states n, higher input traffic burstiness (i.e., variability) corresponding
to larger values of Ca2 has no much influence, as expected, on the tails of the state
probabilities. However, as the values of state n increase beyond a small threshold value
and in the presence of high self-similarity (c.f., H = 0.9), the traffic burstiness imposes
progressively, heavier tail behaviour on the state probabilities.

Similarly, under high self-similarity with q = 0.6, the relation between the utilisa-
tion, Uq,N and ρ = λ/μ of a finite capacity gS-S/GE/1/N queue for different values of
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Fig. 2. The relation between pq,N(n) and n for a gS-S/GE/1/N queue with Ca2 = 4, Cs2 = 1,
N = 30, λ = 0.8, μ = 1.0 and {q = 0.6, 0.7, 0.8, 0.9}

Ca2 is plotted in Fig. 4. It can be seen that increasing values of Ca2 (i.e., traffic bursti-
ness) correspond to larger utilisation values whilst all curves display, as anticipated,
heavier tail behaviour with very high utilisations even for lower values of rho.

The relationship between the utilisation, Uq,N and ρ for Ca2 = 3, 20 and different
values of q is plotted in Figs. 5(a) and 5(b).It can be observed in Fig. 5(a) that for smaller
values of ρ under moderate traffic burstiness (variability) at Ca2 = 3 , the utilisation
Uq,N for smaller values of non-extensivity parameter q < 1 (i.e., larger values of self-
similarity parameter, H) is decreasing. This indicates that increasing self-similarity in
traffic flows does not have an adverse effect on queue performance when the server
is underutilised. However, this ’utilisation anomaly’ does no longer persists when the
utilisation for smaller values of q is increasing sharply after some threshold value of ρ
and, thus, from that point onwards self-similar traffic has an increasing hostile effect on
performance, as expected, with a worst case scenario at the smallest value of q = 0.6
(or highest value of H = 0.9).

Note that, as it was observed earlier in [13], the acute transition from low to high
utilisation at lower values of q, as the parameter ρ is increasing, is a typical attribute of
a LRD network traffic with moderate variability as {Ca2 approaching 1 (c.f., [30,52]).
However, this ’utilisation anomaly’ of the plot Uq,N versus ρ in Fig. 5(a) is no longer
valid as the traffic displays ’burstier’ characteristics with Ca2 attaining increasing val-
ues much greater than one. It is seen in Fig. 5(b) that the relationship between Uq,N and
ρ reaches a more distinguished pattern as the adverse impact of higher traffic bursti-
ness on utilisation Uq,N , even for small values of ρ, is quite evident. More specifically,
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Fig. 3. The relation between pq,N (n) and n for a gS-S/GE/1/N queue with λ = 0.8, μ = 1.0,
Cs2 = 9, N = 20, q = 0.6 and {Ca2 = 1, 3, 8, 16}

Fig. 4. The relation between U = 1 − pq,N (0) and ρ for a gS-S/GE/1/N queue for {Ca2 =
1, 5, 10, 16} with Cs2 = 3, N = 20 and q = 0.6
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(a)

(b)

Fig. 5. The relation between U = 1 − pq,N(0) and ρ for a gS-S/GE/1/N with Cs2 = 4, N = 20
and {q = 0.6, 0.7, 0.8, 0.9} and (a) Ca2 = 3 or (b) Ca2 = 20
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Fig. 6. The relation between the mean queue length, Lq,N , and queue buffer capacity, N , for a
gS-S/GE/1/N queue for {q = 0.6, 0.7, 0.8, 0.9} with λ = 0.45, μ = 1.0, Ca2 = 4 and Cs2 = 9

when Ca2 = 20, the curves of Fig. 5(b) have a much lower intersection point towards
ρ approaching 0 whilst those in Fig. 5(a) are quite independent from each other up to a
higher threshold value of ρ. This more extremal type of behaviour displayed in Fig. 5(b)
illustrates the adverse impact of traffic flows with high levels of combined burstiness
and self-similarity on queue performance.

Finally, a plot of the MQL Lq,N of a gS-S/GE/1/N queue versus finite buffer capac-
ity, N for different values of q is shown in Fig. 6. For all buffer capacities N , under the
presence of even moderate traffic burstiness, it can be seen that as q → 1 or H → 0.5,
the MQL L tends to an optimistic bound at q = 0.9 approaching the mean queue length
of a GE/GE/1/N queue at q = 1). For smaller values of q and, thus, stronger influ-
ence of self-similar traffic, the MQLs are gradually increasing and, eventually, attain a
pessimistic bound as q → 0.5 or H → 1.

The numerical experiments of Figures (2 - 6) demonstrate the credibility and ro-
bustness of the NME s power state probabilities with heavy queue length tails and,
moreover, assess effectively the adverse combined impact of traffic variability and self-
similarity on queue performance.

9 Conclusions

Empirical traffic characterization studies in networks of diverse technology and the In-
ternet have shown that traffic flows often exhibit burstiness, self-similarity and/or LRD
causing performance degradation and the formation of queues with bursty and/or heavy
length tails. In this context, a review of the EME and NME formalisms was undertaken
for the study of general physical systems with short-range and long range interactions,
respectively. The exposition was based on the maximization of the classical Gibbs-
Boltzmann-Shannon and generalised Havrda-Charvat-Tsallis entropy functions, subject
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to new information in the form of suitable mean value constraints. The credibility of the
EME and NME formalisms, as methods of inductive inference, was explored in terms
of four consistency axioms, namely uniqueness, invariance, system independence and
subset independence. It was verified that the classical EME formalism satisfies all four
axioms and thus, it is a most appropriate methodology for the analysis of queueing
systems with short range interactions. Moreover, it was established that the NME for-
malism does not comply with the axiom of system independence, even though it does
satisfy the other three axioms. Thus, the NME formalism is a most suitable methodol-
ogy for the study queueing systems with long range interactions. Furthermore, it was
shown that the state probability distribution of a stable single server queue with or
without and finite capacity is characterized by a GGeo and G-Z-M type distributions
depicting, respectively, GE-type tails and heavy tails with asymptotic power law be-
haviour. Typical numerical experiments were included to highlight the credibility and
robustness of the EME and NME solutions and verify the adverse impact of combined
traffic burstiness and correlation on the performance of the queue.

The NME solutions for single server queues provide simple and cost-effective an-
alytic building blocks for the establishment of further theoretical insights leading to
NME product-form approximations of G-Z-M type distributions and queue-by-queue
decomposition algorithms for the analysis of complex QNMs with bursty, self-similar
and/or LRD traffic flows (c.f.,[53]).
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Abstract. In this tutorial we address the stochastic ordering of semi-
Markov processes in the usual and level-crossing stochastic ordering
senses. We highlight the sample-path approach for the comparison of
semi-Markov processes and for the simulation of processes with a given
distribution.
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1 Introduction

The desire to confront random quantities is probably as old as probability theory
itself; in this line of reasoning, Bawa [4] traces the origins of stochastic ordering or
dominance in the works of J. Bernoulli in 1713, Ars Conjectardi. However, it has
been mainly in the last decades that stochastic ordering has progressively became
to be recognized as an important tool in the area of applied stochastic processes,
as illustrated, e.g, in the bibliographies of Bawa [4], Levy [31], and Mosler and
Scarsini [39]. The most popular approaches used to establish stochastic ordering
results are: coupling constructions (Lindvall [35]; and Thorisson [50]), sample-
path approaches (El-Taha and Stidham [13]; and Stoyan [48]) and some pure
analytic results (Kijima [26]; and Shaked and Shanthikumar [44]).

The rich history of applications of stochastic ordering is also made clear, e.g.,
in Shaked and Shanthikumar [44], which specifically expands on the applications
of stochastic ordering in the areas of statistical inference, risk theory, economics,
biology, scheduling, operations research, queueing theory, and reliability theory,
and reinforced by Arnold [1], Cabral Morais [38], van Doorn [52], Joe [23], Kijima
and Ohnishi [27], Lindvall [35], Marshall and Olkin [36], Müller and Stoyan [40],
Stoyan [48], Szekli [49], Thorisson [50], and Tong [51]. A reflection of the rele-
vance of stochastic ordering in applications is the significative number of fairly
recent books on stochastic processes that have included as chapters or parts of
the book stochastic ordering concepts and results, e.g., Baccelli and Brémaud [3],
Kijima [26], Kulkarni [29], Last and Brandt [30], and Ross [43].

Semi-Markov processes (SMPs) and the related Markov renewal processes
(MRPs) have a well established theory (see, e.g., Çinlar [9], Kulkarni [29], and
Limnios and Oprişan [33]) and have many applications (see, e.g., Asmussen [2];

D. Kouvatsos (Ed.): Next Generation Internet, LNCS 5233, pp. 393–422, 2011.
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Disney and Kiessler [11]; and Janssen and Limnios [22]). The latter fact is easily
understood if we note that SMPs and MRPs are basically in a one-to-one cor-
respondence and, moreover, SMPs generalize both discrete-time Markov chains
(DTMCs) and continuous-time Markov chains (CTMCs), whereas MRPs gener-
alize renewal processes and the so called Markovian arrival processes. Thus, the
stochastic ordering of SMPs has broad impact in applied stochastic processes.

The analysis of SMPs and MRPs started to be developed in the 1950’s by
important probabilists, namely: Levy [32], Smith [45,46], Pyke [41,42], Feller [14],
and Çinlar [7,8]. However, explicit references to the stochastic comparison of
SMPs appeared only several years later, with the work of Sonderman [47] in the
usual (in distribution) stochastic ordering sense.

In the tutorial we will review the literature on the stochastic ordering of SMPs
in the usual stochastic ordering sense, as well as in the level-crossing stochastic
ordering sense, recently proposed by A. Irle and J. Gani [21] and investigated by
its proponents and the authors of this tutorial. A process X is said to be smaller
than Y in the usual sense if there are copies X̂ and Ŷ (i.e., processes with the
same distributions as the original ones) of the processes X and Y defined on a
common probability space such that their trajectories are ordered in the almost
sure sense. Similarly, a processX is said to be smaller in level-crossing than Y if it
takes X stochastically longer than Y to exceed any given level. As illustrated by
Irle and Gani [21], the level-crossing ordering of stochastic processes in the usual
sense is (strictly) weaker than the usual stochastic ordering of the processes.

We will start in Section 2 with the presentation of the definition of MRPs and
SMPs and present in Section 3 procedures to simulate such processes. Then, in
sections 4 and 5, we briefly review the main results on the stochastic compar-
ison of SMPs in the usual and in the level-crossing stochastic ordering senses,
respectively. We will follow the sample-path approach, which is useful for simu-
lating pairs of stochastically ordered processes, and will address only SMPs with
totally ordered state spaces.

2 Markov Renewal and Semi-Markov Processes

In this section, we provide the definitions of a Markov Renewal process (MRP)
and of a semi-Markov process (SMP). We relate these two types of processes and
give their characterizations in terms of their associated: (transition distribution)
kernel, embedded (transition) kernel, and (failure) rate kernel. We start with the
definition of MRP [cf., e.g., [9] or [29]].

2.1 Markov Renewal Processes

Definition 1. We say that a bivariate process (Z, S) = (Zn, Sn)n∈N is a MRP
with (countable) phase space I and kernel Q = (Qt)t∈R+ , where Qt = (Qij(t))i,j∈I
is a family of sub-distribution functions such that

∑
j∈I Qij(t) is a distribution

function, for all i ∈ I, if it is a Markov process on I ×R+ such that S0 = 0 and
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Qij(t) = P (Zn+1 = j , Sn+1 − Sn ≤ t|Zn = i, Sn = s)

for all n ∈ N, i, j ∈ I and s, t ∈ R+.

MRPs are used, e.g., in the modelling of arrival processes to queueing networks,
where S models the network arrival epochs and Z models the influence of en-
vironmental factors in the structure of the interarrival times. In this context,
Qij(t) denotes the probability that, given that after an arrival the process is in
phase i, the next arrival will put the process in phase j and will take place within
t time units. From the definition of MRP it follows that this last event does not
depend on the last arrival epoch, i.e.,

Qij(t) = P (Zn+1 = j , Sn+1 − Sn ≤ t|Zn = i) .

Embedded kernel characterization. Another natural characterization of a
MRP is through its embedded kernel, which separates the embedded transition
probabilities from the distributions of the holding times in states between transi-
tions. From the definition of MRP, it follows that if (Z, S) is a MRP with kernel
Q, then Z is a discrete time Markov chain (DTMC) with one-step transition
probability matrix P = Q(∞) with

pij = Qij(∞) = P (Zn+1 = j|Zn = i)

denoting the probability that if the previous phase transition leads the process
to phase i the phase process will next move to phase j.

On the other hand, conditional to the next phase being j, i.e., given that the
process makes a transition from phase i to phase j, then the amount of time the
process stays in phase i before moving to phase j has distribution function

F(i,j)(t) = P (Sn+1 − Sn ≤ t|Zn = i, Zn+1 = j) =
Qij(t)
Qij(∞)

where, by convention, we let F(i,j)(t) = 1, for all t ∈ R+, whenever pij = 0. It
thus follows that

Qij(t) = pij F(i,j)(t) , t ∈ R+

for all i, j ∈ I, and we say that the MRP (Z, S) has embedded kernel (P, F ),
where P = (pij)i,j∈I is a stochastic transition probability matrix and F =
(F(i,j))i,j∈I is a matrix of distribution functions of nonnegative random variables
such that if pij = 0, then F(i,j)(t) = 1, t ∈ R+. Thus, a MRP is completely
characterized by its embedded kernel.

Rate kernel characterization. Alternatively to the previous characteriza-
tions, a MRP may also be characterized via its failure rate kernel. Consider a
MRP W with phase space I and kernel Q such that the sub-distributions Qij(t)
are absolutely continuous. Then, q = (qt)t∈R+ with qt = (qij(t))i,j∈I such that

qij(t) =
dQij(t)

dt
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is called the density kernel of W , and qi(t) =
∑
j∈I qij(t) denotes the density of

the time needed for a transition from phase i to take place. Moreover, letting

rij(t) =
qij(t)

1−∑
l∈I Qil(t)

then R = (Rt)t∈R+ , with Rt = (rij(t))i,j∈I , is called the failure rate kernel of W
and

ri(t) =
∑
j∈I

rij(t) =
qi(t)

1−∑
l∈I Qil(t)

denotes the failure rate at time t of the time needed for a transition from phase
i to take place.

In this case, as ri(t) characterizes qi(t) through qi(t)= ri(t) exp
{
− ∫ t

0 ri(s) ds
}

[cf., e.g., [24]], it immediately follows that rij(t) characterizes qij(t) through

qij(t) = rij(t) exp
{
−
∫ t

0

ri(s) ds
}
, i, j ∈ I, t ∈ R+. (1)

Thus, the MRP W is completely characterized by its failure rate kernel.

2.2 Semi-Markov Processes

We now introduce the definition of a SMP in terms of its usual characterizations.

Definition 2. A process W = (Wt)t∈R+ is a SMP with countable state space I
and (admitting) kernel Q (embedded kernel (P, F ); failure rate kernel R) if

Wt = Zn , Sn ≤ t < Sn+1 (2)

for some MRP (Z, S) with phase space I and kernel Q (embedded kernel (P, F );
failure rate kernel R).

The most common description of the evolution of an SMP is through its embed-
ded kernel. An SMP with embedded kernel (P, F ) and initial probability distri-
bution vector p evolves as follows. The process starts in phase i with probability
pi, and afterwards changes from phase to phase according to the transition prob-
ability matrix P . It moves to phase k after entering phase j, with probability
pjk, independently of previous phase changes. After deciding the next phase to
visit, say k, from phase j, the process stays in phase j before making the transi-
tion to phase k a random holding time, independent of previous holding times in
phases and phase transitions, having distribution function F(j,k)(t). If the SMP
has kernel Q, then pjk = Qjk(∞) and F(j,k)(t) = Qjk(t)/pjk case pjk > 0.

We end the section noting that given a SMPW with state space I, the process
(Zn, Sn)n∈N with

(Z0, S0) = (W0, 0) and

{
Sn+1 = inf{t ≥ Sn : Wt �=Wt−}
Zn+1 =WSn+1
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for n ∈ N, is a MRP with phase space I. In particular, if Q ((P, F ); R) denotes
the kernel (embedded kernel; failure rate kernel) of (Zn, Sn)n∈N, then W admits
the kernel (embedded kernel; failure rate kernel)Q ((P, F ); R), called the natural
kernel of W .

Conversely, if (Z, S) is a MRP with phase space I and kernel Q (embedded
kernel (P, F ); failure rate kernel R), then the process W with

Wt = Zn , Sn ≤ t < Sn+1

is a SMP with state space I and kernel Q (embedded kernel (P, F ); failure rate
kernel R).

3 Simulation of Semi-Markov Processes

Having introduced the usual characterizations of a SMP, we proceed to describe
a procedure to simulate (generate) a SMP with countable totally ordered state
space I, order isomorphic to a subset of integers, and a given parametrization. For
that, let F−1 denote the generalized inverse function of a distribution function
F , i.e.,

F−1(u) = inf{t : F (t) ≥ u}, for u ∈ [0, 1]

with the convention that inf ∅ = +∞. Moreover, to simplify the writing and
avoid extra notation for the associated distribution functions, if p denotes a
probability vector and Z denotes a random variable or distribution, like the
exponential distribution with rate λ, Exp (λ), then we let p−1 and Z−1 denote
the generalized inverse functions of the distribution function associated to p and
Z, respectively.

The generalized inverse function is in the base of the standard method to
simulate copies of random variables with prescribed distributions. In fact, if U is
a uniform random variable on (0, 1), Unif(0, 1), and F is an arbitrary distribution
function, then F−1(U) is a random variable with distribution function F , i.e.,

U ∼ Unif(0, 1) =⇒ F−1(U) ∼ F. (3)

At this point, it is important to note that, given two distribution functions F
and G, then

F (t) ≥ G(t), t ∈ R =⇒ F−1(u) ≤ G−1(u), u ∈ (0, 1). (4)

This fact ([49], Lemma C) is of paramount importance in the simulation of
stochastic ordered random variables and processes.

We proceed to address the simulation of a SMP from its embedded kernel.

3.1 Simulation via Embedded Kernel

To simulate a SMP W with state space I and embedded kernel (P, F ) it suffices
to simulate a MRP (Z, S) with phase space I and embedded kernel (P, F ) and
then obtain W = (Wt)t∈R from
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Wt = Zn , Sn ≤ t < Sn+1.

In turn, to simulate a MRP (Z, S) with state space I and embedded kernel
(P, F ), it suffices to simulate a DTMC Z with state space I and a sequence
S = (Sn)n∈N in such a way that Z has associated transition probability matrix
P and, conditional to Zn = i and Zn+1 = j, the time interval between the n-th
and the n + 1-th phase transitions Hn+1 = Sn+1 − Sn has distribution F(i,j)(·)
and is independent of (Zk, Sk)k<n. In fact, this procedure leads to a sequence
(Z, S) = (Zn, Sn)n∈N for which

Qij(t) = P (Zn+1 = j, Sn+1 − Sn ≤ t|Zn = i)
= P (Zn+1 = j|Zn = i)P (Sn+1 − Sn ≤ t|Zn = i, Zn+1 = j)
= pij F(i,j)(t)

that is, to a MRP with embedded kernel (P, F ).
For that, let (Un)n∈N and (Vn)n∈N be two sequences of independent uniform

random variables on (0, 1), defined on independent probability spaces Λ1 =
(Ω1,F1,P1) and Λ2 = (Ω2,F2,P2), respectively, and construct (Z, S) on the
product space Λ = Λ1 × Λ2 as follows.

For ω = (ω1, ω2) ∈ Ω, use (Un(ω1))n∈N to construct Z(ω1) on Λ1 from

Z0(ω1) = p−1(U0(ω1))

Zn+1(ω1) = [pZn(ω1)·]
−1(Un+1(ω1)), n ∈ N

where p denotes the initial phase probability vector. At the same time, use the
sequences (Zn(ω1))n∈N and (Vn(ω2))n∈N+ to generate the time intervals between
state transitions H(ω) = (Hn(ω))n∈N+ , making

Hn+1(ω) =
[
F(Zn,Zn+1)(ω1)

]−1 (Vn+1(ω2)), n ∈ N. (5)

Finally, obtain the renewal sequence S(ω) by setting S0(ω) = 0 and

Sn+1(ω) = Sn(ω) +Hn+1(ω), n ∈ N.

By construction and in view of (3):

• Z0 has probability vector p.
• Zn+1|Zn = i has probability vector pi·, for n ∈ N.
• [Hn+1|Zn = i, Zn+1 = j] has distribution function F(i,j)(·), for n ∈ N.

As in addition, for each n∈ N, (Un+1, Vn+1) is independent of {U0, (Um, Vm)m≤n}
it follows that, given Zn, (Zn+1, Sn+1 − Sn) is independent of (Zk, Sk)k<n and,
thus, the process (Z, S) is a MRP with embedded kernel (P, F ).

The previous procedure leads to the algorithm presented in Fig. 1 for the
simulation of an SMP with initial phase probability vector p and embedded
kernel (P, F ).
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Input: Independent sequences of independent Unif(0, 1) random variables
(Un)n∈N and (Vn)n∈N and N ∈ N+

Z0 := p−1(U0), S0 := 0

for n = 0, 1, . . . , N − 1 do

Zn+1 := [pZn·]−1(Un+1)

Sn+1 = Sn + [F(Zn,Zn+1)]
−1(Vn+1)

end for
Output: Wt := Zn for Sn ≤ t < Sn+1, 0 ≤ n < N

Fig. 1. Simulation of an SMP with initial phase probability vector p and embedded
kernel (P, F )

3.2 Simulation via Rate Kernel

In a similar manner, to simulate a SMP W with failure rate kernel R it suffices
to simulate a MRP (Z, S) with failure rate kernel R and then obtain W from

Wt = Zn , Sn ≤ t < Sn+1.

The simulation of a MRP (Z, S) with failure rate kernel R is fairly different
from the simulation based on the embedded kernel. In this case, it is generated a
Poisson process with rate modulated by the state of the process and, conditional
to the fact that after the last Markov renewal epoch the MRP moved or stayed
in phase i, it is taken into account the failure rate in phase i to decide if the next
Poisson arrival epoch will make part or not of the random sequence S. Then, if
so, it is decided what the next phase will be with a procedure which assures that,
if an event takes place t units of time after the transition instant to phase i then
the next phase will be j with probability rij(t)

λi
, where λi denotes the Poisson

uniformization rate in phase i. The following lemma will be useful for such a
construction.

Lemma 1. Let J be an ordered set, order-isomorphic to some bounded or
unbounded interval of Z, i be an element of J , β = (βj)j∈J be a sub-stochastic
vector, and U be a uniform random variable on (0, 1). Then, the random
variable

Failure(i, β, U) =

{
1 U /∈

]∑
k≤i βk, 1−

∑
k>i βk

]
0 otherwise

(6)

is a Bernoulli random variable with parameter
∑
k∈J βk. In addition, if we let

β(i) denote the probability vector obtained from β making

β
(i)
j =

{
βj j �= i

1−∑
l �=i βl j = i

, j ∈ J (7)

and let Fβ(i)(·) be its associated distribution function, then the random variable
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NewState(i, β, U) = F−1
β(i)(U) (8)

takes values on J and has probability function β(i).

To simulate a MRP (Z, S) with initial phase distribution p and failure rate kernel
R, with bounded failure transition rate from each phase of the MRP, as before, let
(Un)n∈N and (Vn)n∈N be two sequences of independent uniform random variables
on (0, 1), defined on independent probability spaces Λ1 = (Ω1,F1,P1) and Λ2 =
(Ω2,F2,P2), and construct (Z, S) on the product space Λ = Λ1 × Λ2 as next
described.

The sequence (Vn)n∈N along with the consecutive phases of the phase process
Z are used to simulate on Λ a sequence of arrival epochs of a modulated Poisson
process (Tm)m∈N with rate vector λ = (λi)i∈I such that

λi ≥ sup
t
ri(t)

where λi denotes the modulated Poisson rate in phase i, so that the MRP and the
associated Poisson process are inter-dependent. On the other hand, the sequence
(Un)n∈N along with the Failure procedure, defined in Lemma 1, are used to decide
whether or not these potential renewal epochs correspond to effective failure time
instants and should be included as real renewal epochs. In case the answer is
affirmative, the NewState procedure, defined in Lemma 1, is used to generate
the phases associated to the Poisson arrival epochs.

Specifically, for ω = (ω1, ω2) ∈ Ω, generate the initial phase and time from

Z0(ω) = p−1(U0(ω1)) and S0(ω) = 0

and, let Ẑ0(ω) = Z0(ω) and T0(ω) = 0. Then, starting with n = 0, proceed
recursively for m ∈ N+ as follows, where at the end of the cycle m will denote
the index of the epoch of the uniformizing Poisson process corresponding to
Sn+1. Generate new arrival epochs of the uniformizing Poisson process, letting

Tm(ω) = Tm−1(ω) +
[
Exp(λZn(ω))

]−1 (Vm(ω2))

until
Failure(Zn(ω), rZn(ω)·(Tm(ω)− Sn(ω))/λZn(ω), Um(ω1)) = 1,

in which case we consider that a new phase change takes place Tm(ω) − Sn(ω)
instants after the previous renewal epoch Sn(ω).

In this case, add the time Tm(ω) to the Markov renewal time sequence, and
determine the new phase Zn+1(ω) of the Markov renewal phase sequence, i.e.,

Sn+1(ω) = Tm(ω)
Zn+1(ω) = NewState(Zn(ω), rZn(ω)·(Tm(ω)− Sn(ω))/λZn(ω), Um(ω1))

and, finally, increment n by one unit.
As shown in [15], the previous procedure guarantees that the generated process

is a MRP with failure rate kernel R. This follows since, in view of Lemma 1,
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Input: Independent sequences (Un)n∈N and (Vn)n∈N of independent Unif(0, 1)
random variables, a set of nonnegative numbers λ = (λi) such that λi ≥
supt ri(t), and N ∈ N+

Z0 := p−1(U0)
S0 := 0, T0 := 0
n := 0, m := 0
while (n < N) do

do
m := m + 1
Tm := Tm−1 + [Exp(λZn)]−1(Vm)

until (Failure(Zn, rZn·(Tm − Sn)/λZn , Um) = 1)
Sn+1 := Tm

Zn+1 := NewState(Zn, rZn·(Sn+1 − Sn)/λZn , Um)
n := n + 1

end while
Output: Wt := Zn for Sn ≤ t < Sn+1, 0 ≤ n < N

Fig. 2. Simulation of an SMP with initial phase probability vector p and rate kernel R

conditional to the fact that an event of the Poisson process takes place t =
Tm − Sn units of time after the last transition epoch, Sn, at which the MRP is
in phase Zn = i, then a failure occurs at that instant with probability ri(t)/λi,
in which case (Zn+1, Sn+1) = (j, Tm) = (j, Sn + t) with probability rij(t)/ri(t).

The presented procedure leads to the algorithm presented in Fig. 2 for the
simulation of a MRP with initial phase probability vector p and rate kernel R.

4 Usual Stochastic Ordering of Semi-Markov Processes

In this section we present the main results for the comparability of two SMPs in
the usual stochastic ordering sense. For this purpose, we start with the definition
of stochastic ordering of random vectors and stochastic processes, in the usual
stochastic ordering sense (c.f., e.g., [44] or [40]).

Definition 3. Given two real-valued random vectors X = (X1, X2, . . . , Xn) and
Y = (Y1, Y2, . . . , Yn) whose components take values on an ordered set J , we say
that X is stochastically smaller than Y in the usual sense, written X ≤st Y , if
and only if

P(X ∈ U) ≤ P(Y ∈ U), for all increasing sets1 U in Jn.

Roughly speaking, we say that a random vector X is stochastically smaller than
a random vector Y , in the usual sense, if X is less likely than Y to take large
values, where by large we mean values in any increasing set.
1 Given an ordered set J , U ⊆ Jn is called an increasing set if x ∈ U and x ≤ y implies

that y ∈ U , with ≤ denoting the componentwise ordering for vectors.
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For the particular case of two real-valued random variables X and Y , the
previous definition specializes into

X ≤st Y ⇐⇒ P(X ≥ x) ≤ P(Y ≥ x), x ∈ R

as the upper sets of R are the intervals of the form [u,∞) or (u,∞), u ∈ R.
For the sake of simplicity, throughout the paper, order relation symbols will be

applied indistinctively to compare random variables or their associated distribu-
tion functions, i.e., X ≤st Y is equivalent to FX ≤st FY , for random variables
X and Y , with FX and FY denoting the distribution functions of X and Y ,
respectively.

An important property of the usual stochastic order is that it is closed un-
der convolutions [40]. That is, given sequences of independent random variables
{Xm, 1 ≤ m ≤ n} and {Ym, 1 ≤ m ≤ n}, for a positive integer n, then

[Xm ≤st Ym, 1 ≤ m ≤ n] =⇒
n∑
m=1

Xm ≤st
n∑
m=1

Ym. (9)

For finite measure vectors, i.e., nonnegative vectors with finite sum of their
entries, we have the following definition.

Definition 4. Given two finite measure vectors a = (ai)i∈I and b = (bi)i∈I with
indices on a countable ordered set I, then we say that a is smaller than b in the
usual ordering sense, written a ≤st b, if∑

j≥k
aj ≤

∑
j≥k

bj , k ∈ I. (10)

In this case, if a and b are probability vectors we say that a is stochastically
smaller than b, in the usual sense.

If X and Y are discrete random variables with support in the same ordered set
I, with respective probability vectors pX and pY , then X ≤st Y ⇐⇒ pX ≤st pY .

The usual stochastic ordering of two stochastic processes establishes the
stochastic ordering of all their finite dimensional distributions, as follows.

Definition 5. Given two stochastic processes X = (X(t))t∈R+ and Y =
(Y (t))t∈R+ with common partially ordered state space (I,≤), then the process
X is said to be stochastically smaller than Y in the usual stochastic ordering
sense, written X ≤st Y , if and only if

(X(t1), X(t2), . . . , X(tn)) ≤st (Y (t1), Y (t2), . . . , Y (tn))

for all n ∈ N+ and t1, t2, . . . , tn ∈ R+.

Alternative characterizations of the usual stochastic ordering, useful to establish
stochastic ordering results in various applications, have been proposed in the
literature [cf., e.g., [25,26,40]].
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Theorem 1. Given two stochastic processes X and Y with common partially
ordered state space (I,≤), the following conditions are equivalent to X ≤st Y :

(i) For all n ≥ 1, t1, t2, . . . , tn ∈ R+, and non-decreasing real function f ,

E[f(X(t1), X(t2), . . . , X(tn))] ≤ E[f(Y (t1), Y (t2), . . . , Y (tn))].

(ii) There exists X̂ =st X and Ŷ =st Y defined on a common probability space
such that

P(X̂(t) ≤ Ŷ (t), for all t ≥ 0) = 1.

(iii) There exists a coupling (X̂, Ŷ ) of X and Y with support on {(x, y) ∈ E×E :
x ≤ y}.

As will be seen further, characterization (ii), establishing that the usual stochas-
tic order of two stochastic processes is equivalent to the pathwise comparability
of some equivalent versions of these processes, was a key tool in the derivation
of the main results presented throughout this tutorial paper.

Sufficient conditions for the stochastic ordering in the usual sense of two SMPs
were established by Sonderman [47].

Theorem 2 (Sonderman [47, Theorem 3.2]). For W = X,Y , let W be a
SMP with ordered phase space I, order-isomorphic to some subset of Z, initial
probability vector pW and failure rate kernel RW = (RW (t))t∈R+ , with RW (t) =
(rWij (t))i,j∈I . Then, X ≤st Y if the initial phase distributions and the failure
rates satisfy

pX ≤st pY

and, for all s, t ∈ R+ and i ≤ j,∑
k≤n

rXik(s) ≥
∑
k≤n

rYjk(t), n < i, (11)

and ∑
k≥n

rXik(s) ≤
∑
k≥n

rYjk(t), n > j. (12)

A proof of the previous result, specially tailored for the simulation of path-
wise ordered equivalent versions of the involved SMPs, can be found in [15].
There, under the conditions of Theorem 2, copies of the SMPs to be com-
pared with ordered sample-paths are constructed in a common probability space.
Namely, a coupling (X�, Y �) of (X,Y ) such that X� ≤ Y � is constructed in the
following way.

Let (Un)n∈N+ and (Vn)n∈N+ denote two sequences of independent uniform
random variables on (0, 1), defined on independent probability spaces Λ1 =
(Ω1,F1,P1) and Λ2 = (Ω2,F2,P2), respectively. Construct the processes X�

and Y � on the product probability space (Ω,F ,P) = Λ1 × Λ2, simulating two
MRPs (ZX , SX) and (ZY , SY ) with failure rate kernel RX and RY in such a
way that the construction of X� and Y � from
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W �
t = ZWn , SWn ≤ t < SWn+1, W = X,Y (13)

leads to X�t (ω) ≤ Y �t (ω), for all t ∈ R+ and ω ∈ Ω.
For that, generate the potential transitions epochs on both MRPs through a

common doubly stochastic Poisson process with rate modulated by the phases
of the two processes. Namely, whenever X� is in phase i and Y � is in phase j,
use for uniformization rate a value λij such that

λij ≥ 2 sup
t

max{rXi (t), rYj (t)}. (14)

Specifically, for ω = (ω1, ω2) ∈ Ω, generate the initial phases and times from

ZW0 (ω) = [pW ]−1(U0(ω1)) and SW0 (ω) = 0, W = X,Y. (15)

Then, starting with T0(ω) = 0, ẐW0 (ω) = ZW0 (ω) and nW = 0, W = X,Y ,
proceed recursively for m ∈ N+ as follows. First let

λ� = λZX
nX

(ω)ZY
nY

(ω)

denote the uniformization rate for the phase vector (ZXnX
(ω), ZYnY

(ω)) and let

Tm(ω) = Tm−1(ω) + [Exp(λ�)]−1 (Vm(ω2))

ẐXm (ω) = NewState(ZXnX
(ω), rXZX

nX
(ω)·(Tm(ω)− SXnX

(ω))/λ�, Um(ω1))

ẐYm(ω) = NewState(ZYnY
(ω), rYZY

nY
(ω)·(Tm(ω)− SYnY

(ω))/λ�, Um(ω1)).

In sequence, for each W = X,Y for which

Failure(ZWnW
(ω), rWZW

nW
(ω)·(Tm(ω)− SWnW

(ω))/λ�, Um(ω1)) = 1 (16)

i.e., for which the time Tm(ω) is a transition epoch of ZW , include the time Tm(ω)
and the phase ẐWm (ω) as a new pair of the sequence (ZW , SW ) by making

SWnW +1(ω) = Tm(ω) and ZWnW +1(ω) = ẐWm (ω)

and let nW = nW + 1.
Finally, for W = X,Y , construct the SMP W � from

W �
t (ω) = ẐWm (ω), Tm(ω) ≤ t < Tm+1(ω) (17)

for m ∈ N, which is equivalent to generate W � from

W �
t (ω) = ZWn (ω), SWn (ω) ≤ t < SWn+1(ω)

for n ∈ N.
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By construction, forW = X,Y the MRP (ZW , SW ) has failure rate kernelRW

and thus the generated SMPW � is such thatW � =st W . In addition, as for each
pair of states (i, j) such taht ẐXm (ω) = i ≤ j = ẐYm(ω) the uniformization rates

are selected with the guaranty that
∑
k �=i

rX
ik(s)
λij

≤ 0.5 and
∑
k �=j

rY
jk(t)

λij
≤ 0.5,

from conditions (11)-(12) it follows that

NewState(i, rXi· (s)/λij , u) ≤ NewState(j, rYj· (t)/λij , u)

for s, t ∈ R+ and u ∈ (0, 1). Thus, the generation of the next transitions from a
common uniform generator guarantee that ẐXm+1(ω) ≤ ẐYm+1(ω), for all ω ∈ Ω.
As such, by induction on m and in view of (17), the proposed construction leads
to two SMPs X� and Y � such that X�t (ω) ≤ Y �t (ω), for all ω ∈ Ω and t ∈ R+.

The decribed procedure leads to the algorithm of Fig. 3 to simulate, in a
common probability space, two st-ordered SMPsX and Y with initial probability
vectors pX and pY , and failure rate kernels RX and RY , respectively, under the
conditions of Theorem 2.

Input: Independent sequences of independent Unif(0, 1) random variables
(Un)n∈N and (Vn)n∈N, a nonnegative matrix λ = (λij)i,j∈I such that λij ≥
2 supt max{rX

i (t), rY
j (t)}, and a positive value TMAX

nX := nY := 0; T0 := 0, m := 0

ZX
0 := [pX ]−1(U0); ZY

0 := [pY ]−1(U0)

while
(
min{SX

nX
, SY

nY
} < TMAX

)
do

λ� = λZX
nX

ZY
nY

do
m := m + 1
Tm := Tm−1 + [Exp(λ�)]−1(Vm)

until (Failure(ZX
nX

, rX
ZX

nX
·(Tm − SX

nX
)/λ�, Um) = 1 or

Failure(ZY
nY

, rY
ZY

nY
·(Tm − SY

nY
)/λ�, Um) = 1)

for W = X, Y do
if (Failure(ZW

nW
, rW

ZW
nW

·(Tm − SW
nW

)/λ�, Um) = 1) then

ZW
nW +1 := NewState(ZW

nW
, rW

ZW
nW

·(Tm − SW
nW

)/λ�, Um)

SW
nW +1 := Tm

nW := nW + 1
end if

end for
end while
Output: Xt := ZX

l for SX
l ≤ t < SX

l+1, 0 ≤ l < nX

Yt := ZY
l for SY

l ≤ t < SY
l+1, 0 ≤ l < nY

Fig. 3. Simulation of two st-ordered CTMCs, under the conditions of Theorem 2
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4.1 Usual Stochastic Ordering of CTMCs

For the particular case of two CTMCs, Sonderman’s result specialize into the
earlier derived Kirstein’s [28] sufficient conditions for the stochastic ordering in
the usual sense of two CTMCs.

Corollary 1 (Kirstein [28]). Let X and Y be CTMCs with ordered state space
I, order isomorphic to a subset of Z, initial probability vectors pX and pY , and
(infinitesimal) generator matrices QX and QY , respectively. Then X ≤st Y
provided that

pX ≤st pY (18)

and ∑
m≥n

qXim ≤
∑
m≥n

qYjm, for all i ≤ j and (n ≤ i or n > j). (19)

In fact, for CTMCs, the failure rate at time t of the time needed for a transition
from phase i to phase j to take place does not depend on t, i.e., rij(t) = rij , for
all t ∈ R+. As a consequence, Sonderman’s conditions (11)-(12) are equivalent
to conditions (19) since

qWij =

{
rWij j �= i

−∑
l �=i r

W
il j = i

, W = X,Y.

Under the conditions of Corollary 1, the simulation of st-ordered uniformizable
CTMCs can be done in a simpler manner. In fact, it suffice to uniformize both

Input: Independent sequences of independent Unif(0, 1) random variables
(Un)n∈N and (An)n∈N+ , and a positive value TMAX

λ := sup
i∈I

2{qX
i , qY

i , 1}

P X̄ := I +
QX

λ
; P Ȳ := I +

QY

λ

X̄0 := [pX ]−1(U0); Ȳ0 := [pY ]−1(U0)

T0 := 0; n := 0

while (Tn < TMAX) do

X̄n+1 := [pX̄
X̄n·]

−1(Un+1)

Ȳn+1 := [pȲ
Ȳn·]

−1(Un+1)

Tn+1 := Tn + [Exp(λ)]−1(An+1)

n := n + 1
end while

Output: X�
t := X̄l for Tl ≤ t < Tl+1, 0 ≤ l < n

Y �
t := Ȳl for Tl ≤ t < Tl+1, 0 ≤ l < n

Fig. 4. Simulation of two st-ordered CTMCs, under the conditions of Corollary 1
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chains at a common uniformization rate, and then simulate transitions in both
chains from a common sequence of independent uniform generators and, at same
time, use another independent sequence of independent uniform generators to
simulate the holding times in states before transitions on both chains from an-
other common generator, as presented in the algorithm of Figure 4, where I
denotes de identity matrix of an appropriate dimension.

The strongest generalization of such result was achieved by [37], who provides
the characterization of the usual ordering of CTMCs with partially ordered state
spaces in terms of conditions on their infinitesimal transition rates to upper sets.

5 Level-Crossing Ordering of Semi-Markov Processes

In this section we will focus on the comparability of SMPs in the level-crossing
ordering sense, which compares stochastic processes in terms of the times they
take to reach or exceed high levels. Specifically, a processX is said to be stochas-
tic smaller in level-crossing than Y if it takes X stochastically longer to reach
or exceed any given level than it does Y .

The analysis of this stochastic ordering for processes with common ordered
state spaces, order isomorphic to a subset of integers, was pioneered by A. Irle
and J. Gani motivated by problems of comparing random times for the detec-
tion of words. As remarked by these authors, the usual stochastic ordering was
too strong to be used in the envisaged context. As such, in their pioneering
work [21], times for detection of words were modelled as first passage times to
up-cross levels in skip-free to the right DTMCs2 and were directly compared in
the usual stochastic ordering sense. Specifically, [21, Theorem 4.1] shows that,
for two skip-free to the right DTMCs with common ordered state space, the
ordering in distribution of their transition probabilities for any common initial
state (which does not guarantee the usual stochastic ordering of the respective
DTMCs) implies the level-crossing ordering of the DTMCs.

Imposing extra stochastic ordering conditions on the holding times in states
before transitions Irle [20] established sufficient conditions for the level-crossing
ordering of skip-free to the right SMPs, paying particular attention to the order-
ing of uniformizable CTMCs and birth-and-death processes, along with Wiener
processes. These results were later improved by Ferreira and Pacheco [16,17] for
skip-free to the right DTMCs, SMPs and CTMCs with common ordered state
spaces. The lc-ordering analysis had further developments in [18] for general (i.e.,
non-skip-free to the right) DTMCs, SMPs and CTMCs with totally ordered state
spaces.

Hereafter we give an overview of the main results derived in these papers for
the level-crossing of two SMPs. For the sake of simplicity, the results will be
presented only in terms of the level-crossing ordering of stochastic processes in
2 We recall that a trajectory of a stochastic process with ordered state space I , order-

isomorphic to some bounded or unbounded interval of Z, is said to be skip-free to
the right if it does not have jumps up more than one level and the stochastic process
itself is skip-free to the right if its trajectories are almost surely skip-free to the right.
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the usual sense. As such, in the following, we just refer to level-crossing order-
ing instead of level-crossing ordering in the usual sense. Nevertheless, we note
that the results derived in [18] are valid in a general framework in which the
comparison of the passage times to up-cross levels may be made using, aside
the usual stochastic ordering, any integral stochastic order relation for positive
variables closed for convolution, which includes many important cases, such as
the Laplace transform and the increasing concave order [40,44].

5.1 Preliminaries

Let Γ be either the set of natural numbers N, positive integers N+ or real nonneg-
ative numbers R+. Given a set I, order isomorphic to a bounded or unbounded
interval of Z, and y ∈ I, we let Ī = I \ {sup I}, where sup I is the supremum of
set I, IA = I ∩ A denote the restriction of I to states in A, and I≤y = I(−∞,y]

denote the restriction of I to states smaller or equal to y.
Moreover, if W = (Wt)t∈Γ is a stochastic process with state space I, we let

SWy denote the hitting time of the set of values greater or equal to y, i.e.,

SWy = inf{t ∈ Γ : Wt ≥ y} = inf{t ∈ Γ : Wt ∈ I≥y}

where inf ∅ = +∞. Finally, to introduce the definition of level-crossing ordering
of stochastic processes, we let SWx,y denote the hitting time of the set of values
greater or equal to y when departing from state x, i.e.,

SWx,y = [inf{t ∈ Γ : Wt ≥ y}|W0 = x].

Definition 6. Let X = (Xt)t∈Γ and Y = (Yt)t∈Γ be stochastic processes with
ordered state space I. Then, the process X is said to be smaller in level-crossing
than Y , denoted X ≤lc Y , if, for any common initial state x, SYx,y ≤st SXx,y, for
all y ∈ I, i.e.,

X ≤lc Y ⇐⇒ SYx,y ≤st SXx,y, for all x, y ∈ I.

The next result, provided in [17, Theorem 1], asserts that stochastic processes
are stochastically monotone increasing in the level-crossing ordering sense with
respect to time-clock speed, i.e., if the time-clock speed of a process is increased,
then the resulting process is faster in level-crossing than the original process.

Theorem 3 (Ferreira and Pacheco [17, Theorem 1]). Given a stochastic
process X = (Xt)t∈R+ with ordered state space, the α-parameterized family of
processes {X(α) , α > 0} where X(α)

t = Xαt, for t ∈ R+, denote the time-clock
speed change of X by factor α, is stochastically increasing in the level-crossing
ordering sense, i.e., X(α1) ≤lc X(α2), for all α1 ≤ α2.

Given a stochastic processW = (Wt)t∈Γ with ordered state space I, we letW≤y,
y ∈ I, denote the process W restricted to the state space I≤y in such a way that
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state y is made absorbing and all states of W greater or equal to y are collapsed
into state y, namely,

W≤y
t =

{
Wt t < SWy
y t ≥ SWy

.

Note that if W is a SMP with ordered state space I and y ∈ I, then W≤y is also
a SMP whose parameters are easily derived from the parameters of the original
process. With this notation, we consider the following definition.

Definition 7. Let � denote a property and W be a stochastic process with or-
dered state space I. Then, W has the lower-� property if and only if the process
W≤x has the � property, for all x ∈ I.
In the next two subsections, we present sufficient conditions and algorithms to
simulate level-crossing ordered SMPs, treating separately the cases where we
impose the condition of one of the processes involved in the comparison being
skip-free to the right and the case where we do not.

5.2 Level-Crossing Ordering of Skip-Free to the Right SMPs

As mentioned in the introduction, the pioneering result for the level-crossing
ordering of SMPs was provided in [20] and established sufficient conditions for
the level-crossing ordering of skip-free to the right SMPs, with the random times
to up-cross levels being compared in the usual stochastic ordering sense. Specif-
ically, using the characterization of an SMP via its embedded kernel, which
separates the embedded transition probabilities from the distributions of the
holding times in states between transitions, ([20], Theorem 2.1) establishes that
the level-crossing ordering of two skip-free to the right SMPs follows from the
ordering in distribution of their transition probabilities from common states,
and from the reversed order of the holding times in common states before the
processes make transitions.

Theorem 4 (Irle [20, Theorem 2.1]). Let X = (Xt)t∈R+ and Y = (Yt)t∈R+

be two lower-regular skip-free to the right SMPs with ordered state space I, order-
isomorphic to some bounded or unbounded interval of Z, and embedded kernel
(PX , FX) and (PY , FY ), respectively. Then X ≤lc Y provided that

pXi· ≤st pYi· , i ∈ I
and

FX(a,b) ≥st FY(c,d), a, b, c, d ∈ I.
By means of a sample-path based coupling approach [34], this result was later
improved in [16] by removing the stochastic ordering conditions involving the
transition probabilities from the highest state (if it exists), removing the lower-
regularity and the skip-free to the right properties of the faster of the two pro-
cesses (in level-crossing), and relaxing the conditions on the comparison of the
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times between transitions in X and Y (namely that FX(a,b) ≥st FY(c,d) for all
a, b, c, d ∈ I) to FX(a,b) ≥st FY(a,c) for all a ∈ Ī and b, c ∈ I, such that b ≤ c.

Theorem 5 (Ferreira and Pacheco [16, Theorem 4.1]). Let X = (Xt)t∈R+

and Y = (Yt)t∈R+ be two SMPs with ordered state space I, order-isomorphic to
some bounded or unbounded interval of Z, and embedded kernels (PX , FX) and
(PY , FY ), respectively, such that

pXi. ≤st pYi. , i ∈ Ī (20)

and
FX(a,b) ≥st FY(a,c) (21)

holds simultaneously for all a ∈ Ī and b, c ∈ I, with b ≤ c, such that pXab p
Y
ac > 0.

If the processes X is skip-free to the right and lower-regular, then X ≤lc Y .

To prove this result, the authors showed that, under the conditions of Theorem 5,
we may construct, in a common probability space, copies of the SMPs to be
compared with level-crossing ordered sample-paths, i.e., to construct

X� =st X, Y � =st Y, such that X� ≤lc Y �.

For that, using two independent sequences of independent uniform random vari-
ables, (Un)n∈N and (Vn)n∈N, the authors begin to simulate two DTMCs, X̂ and
Ŷ , (with common initial state) with transition probability matrices PX and PY ,
respectively, such that X̂ ≤lc Ŷ . The main idea of the proof consists in simulat-
ing Ŷ , the faster of the two DTMCs in level-crossing, in advance and to simulate
transitions in both chains from a common uniform generator only when the
slower of the two DTMCs, X̂ , reaches successively each one of the states visited
by Ŷ . Accordingly, they propose to first generate Ŷ using the standard procedure
to simulate a DTMC from a sequence of independent uniform random variables,
(Un)n∈N . Then, to simulate X̂ based on the generated sample path of Ŷ and the
skip-free to the right property of X : (a) whenever X̂ reaches the next state on
the sample path of Ŷ , the next transition in X̂ is simulated using the generator
previously used to simulate the transition from the next state in Ŷ ; and (b) any
other transition in X̂ is simulated from an independent sequence of independent
uniform random variables, (Vn)n∈N.

From the construction, as the embedded DTMCs at transition epochs of X
and Y satisfy the conditions (20), it readily follows that, whenever X̂ reaches the
next state on the sample path of Ŷ , the next transition will put X̂ in a smaller
state than the next state visited by Ŷ

X̂n = Ŷm =⇒ X̂n+1 =
[
pX
X̂n·

]−1

(p) ≤ Ŷm+1 =
[
pY
Ŷm·

]−1

(p), p ∈ (0, 1).

As a consequence, X̂ will need at least as many transitions as Ŷ to reach a state
greater or equal to any given desired state, so that X̂ ≤lc Ŷ .



Stochastic Ordering of Semi-Markov Processes 411

At the same time, they propose to use two other independent sequences of
independent uniform random variables, (An)n∈N and (Bn)n∈N, to simulate the
holding times in states before transitions on both processes (say (HX

�

n )n∈N+

and (HY
�

n )n∈N+) in the following way: (a) the holding times in states given the
next state visited for the two SMPs are computed from a common generator,
the sequence (An)n∈N, whenever the corresponding transitions in X̂ and Ŷ are
simulated from a common uniform generator, the sequence (Un)n∈N; and (b)
the holding times in any other state (of X�) are simulated from the sequence
(Bn)n∈N, i.e., the holding times in states given the next state visited in X� are
computed from the sequence (Bn)n∈N whenever the corresponding transitions in
X̂ are simulated from the sequence (Vn)n∈N. Finally, the SMPs X� and Y � are
obtained by letting, for W = X,Y ,

W �
t = Ŵn, for SW

�

n ≤ t < SW�

n+1,

where SW
�

0 = 0 and SW
�

n+1 = SW
�

n +HW
�

n+1.
By construction, X� =st X , Y � =st Y and the lc-ordered DTMCs X̂ and Ŷ

are constructed in such a way that the sequence of states visited by X̂ until it
reaches a state greater or equal to any desired given state includes the sequence
of states visited by Ŷ to reach the same set of states. As the holding times of
X� and Y � in states when X� reaches successively the states visited by Y � are
simulated from a common uniform generator, from (21), we conclude that X�

spends at least as much time as Y � in each of the states visited by Y � before
reaching the desired set of states. As the usual stochastic order is closed for
convolution (9), it follows that SX

�

l ≥ SY �

l , for all l ∈ I, i.e., X� ≤lc Y �.
Based in this procedure, the algorithm of Figure 5 simulates, under the con-

ditions of Theorem 5, two lc-ordered SMPs, X� and Y �, with common initial
probability vector p, and embedded kernels (PX , FX) and (PY , FY ) respectively.

As noted by the authors ([16], Theorem 4.2), the conditions (21) in Theo-
rem 5, on the stochastic ordering of the holding times between transitions, can
be further relaxed to

FX(a,b) ⊕ FX(b,b+1) ⊕ FX(b+1,b+2) ⊕ . . .⊕ FX(min(c,a+1)−1,min(c,a+1)) ≥st FY(a,c)

for all a ∈ Ī and b, c ∈ I, with b ≤ c, such that PXab
(∏min(c,a+1)

k=b+1 PXk−1,k

)
PYac > 0,

with ⊕ denoting convolution. However, such a relaxation is paid at the cost of
obtaining conditions that are much more difficult to check.

5.3 Level-Crossing Ordering of General SMPs

The level-crossing ordering of general (i.e., non-skip-free to the right) SMPs was
addressed in [18]. Under stronger stochastic ordering conditions on the transition
probabilities departing from certain states and on the holding times in states
between transitions, the authors asserted the following result.
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Input: Independent sequences of independent Unif(0, 1) random variables
(Un)n∈N, (Vn)n∈N, (An)n∈N+ and (Bn)n∈N+ , and a positive value TMAX

X̂0 := Ŷ0 := p−1(U0)
SX�

0 := SY �

0 := 0
k := 0
while (SY �

k < TMAX) do
k := k + 1
Ŷk := [pY

Ŷk−1·]
−1(Uk)

SY �

k := SY �

k−1 + [F Y
(Ŷk−1,Ŷk)

]−1(Ak)

end while
n := 0
m := 0
while (SX�

n ≤ TMAX) do
m := m + 1
n := n + 1
X̂n := [pX

X̂n−1·]
−1(Um)

SX�

n := SX�

n−1 + [F X
(X̂n−1,X̂n)

]−1(Am)

while
(
X̂n < Ŷm & SX�

n < TMAX
)

do

n := n + 1
X̂n := [pX

X̂n−1·]
−1(Vn)

SX�

n := SX�

n−1 + [F X
(X̂n−1,X̂n)

]−1(Bn)

end while
end while
Output: X�

t := X̂l for SX�

l ≤ t < SX�

l+1, 0 ≤ l < n

Y �
t := Ŷl for SY �

l ≤ t < SY �

l+1, 0 ≤ l < k

Fig. 5. Simulation of two lc-ordered SMPs under the conditions of Theorem 5

Theorem 6. Let X = (Xt)t∈R+ and Y = (Yt)t∈R+ be two SMPs with ordered
state space I, order-isomorphic to some bounded or unbounded interval of Z, and
embedded kernel (PX , FX) and (PY , FY ), respectively, such that X is lower-
regular. Then X ≤lc Y , if

pXx. ≤st pYy., for all x, y ∈ Ī , x ≤ y (22)

and
FX(a,b) ≥st FY(c,d) (23)

for all a, c ∈ Ī and b, d ∈ I, with a ≤ c, b ≤ d, and pXab p
Y
cd > 0.

This result was proved using a sample-path based coupling approach. The au-
thors showed how to simulate, under conditions (22)-(23) of Theorem 6, SMPs
X� and Y �, departing from the same state, such that X� =st X , Y � =st Y , and
X� ≤lc Y �.

The simulation in this case is quite simple as the DTMCs embedded at transi-
tion epochs and the holding times in states before transitions are generated in a
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synchronized manner. The copies of the DTMCs embedded at transition epochs,
X̂ and Ŷ , are simulated from an independent sequence of independent uniform
random variables, (Un)n∈N+ , making Ŵn = [PW

Ŵn·]
−1(Un) for W = X,Y . Simu-

lating the transitions on both processes from a common uniform generator, the
conditions (22) guarantee that, before Ŷ reaches the highest level: transitions
on X̂ departing from states smaller or equal to the ones from which Ŷ departs
on the same instant always put X̂ in states smaller or equal than the ones for
which Ŷ makes the transition, i.e.,

X̂n ≤ Ŷn =⇒ X̂n+1 = [PX
X̂n·]

−1(Un) ≤ [PY
Ŷn·]

−1(Un) = Ŷn+1.

Thus, when the DTMCs start from a common level, this procedure leads to
X̂n ≤ Ŷn, for all n ≤ inf{m ∈ N : Ŷm = sup I}, and consequently to X̂ ≤lc Ŷ .

At the same time, the sequences of holding times in states between transitions
for both processes, say (HX

�

n )n∈N+ and (HY
�

n )n∈N+ , are simulated from an inde-
pendent sequence of independent uniform random variables, (An)n∈N+ , making
HW

�

n = [FW
(Ŵn−1,Ŵn)

]−1(An), for W = X,Y . Finally, the SMPs X� and Y � are
obtained by letting, for W = X,Y ,

W �
t = Ŵn, for SW

�

n ≤ t < SW�

n+1,

where SW
�

0 = 0 and SW
�

n+1 = SW
�

n +HW
�

n+1.
By construction, X� =st X and Y � =st Y . In addition, before Ŷ reaches the

higher state, the embedded DTMCs X̂n and Ŷn are strictly ordered, then X̂ will
need at least as many transitions as Ŷ to reach a state greater or equal to any
given state. Since, in addition, the holding times in states before transitions are
simulated in both processes from a common uniform generator, then, from (4)
and (23), before Ŷ reaches the highest state: X� spends in each sucessive state
at least as much time as Y �. Thus, as the usual stochastic order is closed under
convolution (9), we necessarily have SX

�

l ≥st SY �

l , for all l ∈ I, i.e., X� ≤lc Y �.
Based on the described procedure, the algorithm of Figure 6 simulates two lc-
ordered SMPs X� and Y �, with common initial probability vector p, under the
conditions of Theorem 6.

For SMPs with equal transitions probabilities other than the supremum of
the state space, we can relax the conditions (23) of Theorem 6, on the times
between state transitions, to conditions involving transitions between the same
state in both processes, establishing that an increase of the times between state
transitions of an SMP in the usual stochastic ordering sense gives rise to an
increase of the associated (upper) level-crossing times in the same sense, as next
stated.

Corollary 2 (Ferreira and Pacheco [18, Corollary 3]). Let X = (Xt)t∈R+

and Y = (Yt)t∈R+ be two SMPs with ordered state space I, order-isomorphic to
some bounded or unbounded interval of Z, and embedded kernels (PX , FX) and
(PY , FY ), respectively, such that X is lower-regular. Then X ≤lc Y if
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pXi. =st pYi. and FX(i,j) ≥st FY(i,j) (24)

for all i ∈ Ī, and for all i ∈ Ī and j ∈ I such that pXij > 0, respectively.

This result extends, to non-skip-free to the right SMPs, results for skip-free to
the right SMPs with common embedded transition probability matrices, with
respect to: the Laplace transform and the mean value order, in [10], and the
usual stochastic order, in [20].

Input: Independent sequences of independent Unif(0, 1) random variables
(Un)n∈N and (An)n∈N, and a positive value TMAX

X̂0 := Ŷ0 := p−1(U0)
SX�

0 := SY �

0 := 0
n := 0
while

(
min{SX�

n , SY �

n } < TMAX
)

do

n := n + 1
X̂n := [pX

X̂n−1·]
−1(Un)

Ŷn := [pY
Ŷn−1·]

−1(Un)

SX�

n := SX�

n−1 + [F X
(X̂n−1,X̂n)

]−1(An)

SY �

n := SY �

n−1 + [F Y
(Ŷn−1,Ŷn)

]−1(An)

end while
Output: X�

t := X̂k for SX�

k ≤ t < SX�

k+1, 0 ≤ k < n

Y �
t := Ŷk for SY �

k ≤ t < SY �

k+1, 0 ≤ k < n

Fig. 6. Simulation of two lc-ordered SMPs under the conditions of Theorem 6

5.4 Level-Crossing Ordering of CTMCs

A CTMC W with ordered state space I and generator matrix QW = (qWij )i,j∈I ,
whose corresponding transition rate from state i is qWi = −qWii =

∑
j �=i q

W
ij , may

be interpreted as an SMP with one-step embedded transition probability matrix
PW = (pWij )i,j∈I , where

pWij =

{
(1− δij) q

W
ij

qW
i

qWi > 0

δij qWi = 0

with δ denoting the Kronecker delta function, i.e., δij = 1 if i = j and δij = 0
if i �= j, and holding times in state i exponentially distributed with rate qi,
regardless of the state visited at the next transition.

In view of the previous, the translation of Theorem 5 and Theorem 6 for the
level-crossing ordering of two CTMCs goes as follows.

Corollary 3. Let X and Y be CTMCs with state space I, order-isomorphic
to some bounded or unbounded interval of Z, vectors qX and qY of transition
rates from states, and embedded transition probability matrices PX and PY ,
respectively. Then X ≤lc Y if either
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(i) X is lower-regular, and

qXi ≤ qYj and pXi· ≤st pYj· , for all i, j ∈ Ī with i ≤ j. (25)

(ii) X is skip-free to the right and lower-regular, and

qXi ≤ qYi and pXi· ≤st pYi· , for all i ∈ Ī . (26)

As next stated, these results were further improved in [16,18] by means of an
adequate modulated adaptive uniformization of the CTMCs.

Theorem 7 (Ferreira and Pacheco ([16, Theorem 5.1], [18, Theorem
5])). Let X and Y be CTMCs with state space I, order-isomorphic to some
bounded or unbounded interval of Z, and generator matrices QX and QY , re-
spectively. Then X ≤lc Y if either

(i) X and Y are lower-regular and there exists a matrix β̄ = (βi,j)i,j∈Ī , with
entries in (0, 1], such that∑
n≥m

qXin ≤ βi,j
∑
n≥m

qYjn, for all i, j ∈ Ī such that i ≤ j and (m ≤ i or m >j).

(27)
(ii) X and Y are lower-regular, X is skip-free to the right, and there exists a

vector ᾱ = (αi)i∈Ī , with entries in (0, 1], such that∑
n≥m

qXin ≤ αi
∑
n≥m

qYin, for all i ∈ Ī and m ∈ I. (28)

Figure 7 presents two algorithms for the simulation of level crossing ordered
CTMCs: one for general CTMCs satisfying (i), and the other for the case in
which the slower CTMC is skip-free to the right and the CTMCs satisfy (ii).
Specifically, the algorithm presented on the left-hand side [right-hand side] of
Figure 7 simulates, under the conditions (i) [(ii)], two CTMCs X and Y such
that X ≤lc Y . Once again, these algorithms are proposed based on a sample-
path based coupling proofs of these results, provided in [16,18], of which we next
give a brief sketch.

The first construction uses two dependent modulated Poisson uniformization
processes with rates modulated by the states of the two processes at appropri-
ately chosen times, and generates independently the transitions in both processes
from a common generator sequence. Namely, if at the time of occurrence of the
nth event of the modulated Poisson uniformization process associated to X (Y )
the process X (Y ) goes to state i (j), then, the amounts of time X and Y stay
in states i and j until the next events take place in the modulated Poisson uni-
formization processes associated to X and Y are generated from a common gen-
erator and have exponential distributions with rates λXij and λYij , respectively,
such that λYij is greater or equal to 2 max

{
qYj , q

X
i /βij , 1

}
and λXij = βijλ

Y
ij ,

so that

0 < λXij = βijλ
Y
ij ≤ λYij , for all i ∈ Ī ∧ j ∈ I such that i ≤ j. (29)
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Moreover, the probability vectors of the state the processes X and Y go to after
those events occur are

p̂
(X,j)
i· = ei +

qXi·
λXij

and p̂
(Y,i)
j· = ej +

qYj·
λYij

respectively. Since, under conditions (i), we have λXij ≥ λYij and p̂(X,j)i· ≤st p̂(Y,i)j· ,
whenever i ≤ j < sup I, the conditions of Theorem 6 are satisfied, and thus the
procedure described guarantees that X ≤lc Y .

If, in addition, the slower CTMC is skip-free to the right, then instead of
comparing the upper sums of different rows of the generator matrices of the two
CTMCs, as (27) imposes, we may compare only the upper sums for the same
rows of the generator matrices of the two CTMCs, as stated in (28). In this
case, the procedure to simulate lc-ordered CTMCs is presented on the right-
hand side of Figure 7 and is based on two uniformizing Poisson processes with
state dependent rates modulated by the states of the process itself, such that,
whenever X (Y ) is in state i (j) the uniformizing Poisson process of X (Y ) has
rate βiλi (λj), where

λk = max{qYk , qXk /βk, 1}. (30)

The amounts of time X and Y stay in states i and j until the next events of the
corresponding modulated Poisson uniformization processes take place are gen-
erated from a common generator and have exponential distributions with rates
βiλi and λj , respectively, and the probability vectors of the state the processes
X and Y go to after those events occur are

p̂Xi· = ei +
qXi·
βiλi

and p̂Yj· = ej +
qYj·
λj
.

Since, under conditions (ii), we have βiλi ≤ λi and p̂Xi· ≤st p̂Yi· , for all i ∈ Ī, i.e.,
the conditions of Theorem 5 are satisfied, it follows that X ≤lc Y .

We end this section noting that, uniformizing the CTMCs X and Y with
two possibly different constant (i.e., non state-dependent) uniformization rates,
say αX and αY , respectively, such that α = αX/αY ≤ 1, then conditions (28)
specialize into

∃α ∈ (0, 1] :
∑
m≥n

qXim ≤ α
∑
m≥n

qYim, for all i ∈ Ī and n ∈ I.

This result was first achieved in ([17], Theorem 3.1) by observing that the level-
crossing ordering is stochastically monotone increasing with respect to time clock
speed-ups, and constitutes itself a first generalization of ([20], Corollary 2.1)
which establishes the same conclusion for two lower-uniformizable skip-free to
the right CTMCs with the constant α taking the value one.

It is important to note also that the sufficient conditions for the level-crossing
ordering of two general CTMCs are weaker but related to Kirstein’s (19) suf-
ficient conditions for the stochastic ordering of CTMCs in the usual sense. In
fact, if such conditions are valid for βi,j = 1, then the CTMCs, departing from
a common state, will be also ordered in the usual sense.
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Input: independent sequences of in-
dependent Unif(0, 1) random variables
(Un)n∈N and (An)n∈N+ , the matrix
(βij)i,j∈I , and a positive value TMAX

for (i, j ∈ I) do

λij := 2max{qY
i , qX

i /βij , 1}
p̂
(X,j)
i· := ei +

qX
i·

βijλij

p̂
(i,Y )
j· := ej +

qY
j·

λij

end for

ZX
0 := ZY

0 := p−1(U0)
SX

0 := SY
0 := 0

n := 0

while
(
min{SX

n , SY
n } < TMAX

)
n := n + 1

ZX
n :=

[
P̂

(X,ZY
n−1)

ZX
n−1·

]−1

(Un)

ZY
n :=

[
P̂

(Y,ZX
n−1)

ZY
n−1·

]−1

(Un)

SX
n := SX

n−1+[
Exp (βZX

n−1ZY
n−1

λZX
n−1ZY

n−1
)
]−1

(An)

SY
n := SY

n−1 +
[
Exp (λZX

n−1ZY
n−1

)
]−1

(An)

end while

Output:
Xt := ZX

k for SX
k ≤ t < SX

k+1, 0 ≤ k < n

Yt := ZY
k for SY

k ≤ t < SY
k+1, 0 ≤ k < n

Input: independent sequences of in-
dependent Unif(0, 1) random variables
(Un)n∈N, (Vn)n∈N+ , (An)n∈N+ and
(Bn)n∈N+ , the vector (βi)i∈I , and a
value TMAX

for (i ∈ I) do

λi := max{qY
i , qX

i /βi}
p̂X

i· := ei +
qX

i·
βiλi

p̂Y
i· := ei +

qY
i·
λi

end for
ZX

0 := ZY
0 := p−1(U0)

SX
0 := SY

0 := 0
k := 0

while (SY
k < TMAX)

k := k + 1

ZY
k :=

[
P̂ Y

ZY
k−1·

]−1

(Uk)

SY
k := SY

k−1 +
[
Exp(λZY

k−1
)
]−1

(Ak)

end while

SX
0 := 0, m := 0, n := 0

while (SX
n < TMAX)

m := m + 1
n := n + 1

ZX
n :=

[
P̂ X

ZX
n−1·

]−1

(Um)

SX
n :=SX

n−1 +
[
Exp(βZX

n−1
λZX

n−1
)
]−1

(Am)

while
(
ZX

n < ZY
m & SX

n < TMAX
)

n := n + 1

ZX
n :=

[
P̂ X

ZX
n−1·

]−1

(Vn)

SX
n := SX

n−1+
[
Exp(βZX

n−1
λZX

n−1
)
]−1

(Bn)

end while
end while
Output:
Xt := ZX

l for SX
l ≤ t < SX

l+1, 0 ≤ l < n
Yt := ZY

l for SY
l ≤ t < SY

l+1, 0 ≤ l < k

Fig. 7. Algorithm for the simulation of two lc-ordered CTMCs with initial probability
vector p, under conditions: (27), on the left-hand side; and, (28), on the right-hand
side



418 F. Ferreira and A. Pacheco

5.5 Some Applications

As an illustration of the applicability of the results presented in the previous
section, we apply those results to Poisson shock models and birth-and-death
processes (with possible catastrophes) to derive sets of sufficient conditions for
the level-crossing ordering of such processes.

Level-crossing ordering of two birth-and-death processes with catas-
trophes. Let I be a subset of N, λ = (λi)i∈I , μ = (μi)i∈I and β = (βi)i∈I
be nonnegative vectors such that λsup I = 0 if I is bounded above and μinf I =
βinf I = 0, and C = (cij)i,j∈I be a lower-triangular stochastic matrix.

A (I, λ, μ, β, C) birth-and-death process with catastrophes (BDC process) is
a skip-free to the right CTMC with state space I and generator matrix Q, where

qij = βicij + μiδj,i−1 + λiδj,i+1, i �= j. (31)

In such processes, the nonnegative parameters λi, μi and βi are interpreted as the
birth, death and catastrophe rates of the process in state i. In addition, the matrix
C is seen as the catastrophe probability matrix with cij denoting the probability
that the state resulting from a catastrophe taking place in state i is j.

A direct application of Theorem 7 to BDC processes leads to the following
set of sufficient conditions for their level-crossing ordering.

Theorem 8. For W = X,Y , let W be an (I, λW , μW , βW , CW ) BDC process.
Then:

(i) X ≤lc Y provided that, for some vector ᾱ = (αi)i∈Ī with entries in (0, 1],
the following conditions hold

λXi ≤ αiλYi ∧ μXi ≥ αi μYi ∧ βXi ≥ αi βYi , for all i ∈ Ī (32)

cXi· ≤st cYi· , for all i ∈ Ī . (33)

(ii) X ≤st Y provided that the following conditions hold

λXj ≤ λYj ∧ μXi ≥ μYm ∧ βXi ≥ βYm, for all j and i ≤ m (34)

cXi· ≤st cYj· , for all i, j ∈ Ī such that i ≤ j. (35)

Important types of catastrophe families are described, e.g., in [5] and [12].
These include: Binomial (p), 0 ≤ p ≤ 1; Geometric (p), 0 ≤ p ≤ 1; Uniform;
Deterministic(f), where f = (fi)i∈I is a vector such that fi ≤ i, for all i ∈ I;
and Total. Some details on the catastrophe probability matrices associated to
each of these types of catastrophe families are given in Table 1. In the following
we use the denotation of the type of catastrophe indistinctly of the associated
catastrophe probability matrix; thus we write, e.g., C = Binomial(p) whenever
C is the catastrophe probability matrix of Binomial(p) catastrophes.
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Table 1. Important types of catastrophe families

Type of catastrophe cij (0 ≤ j ≤ i)
∑k

j=0 cij (0 ≤ k ≤ i)

Binomial (p), p ∈ [0, 1]
(

i
j

)
pi−j(1 − p)j

∑k
j=0

(
i
j

)
pi−j(1 − p)j

Geometric (p), p ∈ [0, 1] piδj0 + (1 − p)pi−j1{j>0} pi−k

Uniform 1/(i + 1) (k + 1)/(i + 1)

Deterministic(f), 0 ≤ fi ≤ i δjfi 1{k≥fi}
Total δj0 1

Table 2. Some ordering relations associated to catastrophe probability matrices

CX CY cX
i· ≤st cY

i· CX ≤K CY

Binomial (p1) Binomial (p2) p1 ≥ p2 p1 ≥ p2

Geometric (p1) Geometric (p2) p1 ≥ p2 p1 ≥ p2

Binomial (p1) Geometric (p2) p1 ≥ p2 p1 ≥ p2

Uniform Uniform yes yes

Deterministic(fX ) Deterministic(fY ) fX
i ≤ fY

i fX ≤ fY and fX ↑
Total arbitrary yes yes

Table 2 presents some situations where the ordering relations (33) and (35)
involving catastrophe probability matrices hold, which are relevant for the use
of Theorem 8. Note that, in particular, binomial and geometric catastrophes [[5]
and [12]] are stochastically decreasing in the parameter and total catastrophes
[6] are the smallest catastrophes, in sense of both (33) and (35).

Nothe that, Theorem 8 (i) implies that BDC processes stochastically increase
in the level-crossing ordering sense as the catastrophe distribution in each state
increases stochastically in the usual sense. That is: BDC processes, X and Y ,
that share the birth, death and catastrophe rates but have different catastrophe
probability matrices, CX and CY , satisfy X ≤lc Y provided that cXi· ≤st cYi· for
all i ∈ Ī. Thus, e.g., BDC processes with binomial catastrophes stochastically
decrease in level-crossing with the catastrophe probability. Note also that if two
BDC processes, X and Y , have the same catastrophe probability matrix, it
suffices to show that (32) holds to conclude that X ≤lc Y .

Level-crossing ordering of two birth-and-death processes. Particular
consequences of Theorem 8 follow for the level-crossing ordering of birth-and-
death processes (BD processes), i.e., BDC processes (I, λ, μ, β, C) with null vec-
tor β (which we denote by (I, λ, μ, C) BD processes), thus turning irrelevant the
form of the catastrophe probability matrix C.

Corollary 4. For W = X,Y , let W be an (I, λW , μW ) BD process. If

λXi ≤ αiλYi ∧ μXi ≥ αi μYi , for all i ∈ Ī (36)
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for some vector ᾱ = (αi)i∈Ī with entries in (0, 1] , then X ≤lc Y . Moreover, if X
and Y are irreducible, with conditions (36) holding for αi = α, i ∈ Ī, for some
constant α ∈ (0, 1), then the same conclusion is obtained if (36) is replaced by

sup
i�=sup I

λXi
λYi

≤ α ≤ inf
i�=inf I,sup I

μXi
μYi
. (37)

We note that for irreducible BD processes both Kirstein’s conditions (19), for the
st-ordering, and Irle’s conditions, for the lc-ordering and derived in [20], given
respectively by

λXi ≤ λYi and μXi ≥ μYi , i ∈ Ī
and

λXi + μXi ≤ λYi + μYi and
μXi
λXi

≥ μYi
λYi
, i ∈ Ī ,

are not equivalent to (36).
As the number of customers in a M/M/s/c system [see, e.g., [19]] with arrival

rate η and death rate γ, where the system capacity c may be either finite or
infinite, can be seen as a BD processes on N having birth rates λi = η 1{0≤i≤c−1}
and death rates μi = γmin(i, s), Corollary 4 applies directly to derive sufficient
conditions for the level-crossing ordering of two M/M/s/c systems, as follows.

Corollary 5 (Ferreira and Pacheco ([17, Corollary 4.2])). ForW = X,Y ,
let W denote the number of customers in an M/M/sW / cW system with arrival
rate λW and service rate μW . If cX ≤ cY and

λX

λY
≤ α ≤ μX

μY
min

(
1,
sX

sY

)
(38)

for some α ∈ (0, 1], then X ≤lc Y .
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Spectral Expansion Solutions for

Markov-Modulated Queues

Isi Mitrani

School of Computing Science, Newcastle University, NE1 7RU, UK

Abstract. This tutorial deals with the solution of a large class of models
where the behaviour of an unbounded queue is influenced by the evolu-
tion of a Markovian environment. The latter, in turn, may be affected
by the state of the queue. Several examples of such models, with appli-
cations in the fields of computing, communication and manufacturing,
are given. The spectral expansion method for obtaining exact solutions
is described. A simple and easily computable approximation which is
asymptotically exact in heavy traffic is also presented. Some illustrative
examples are included.

Keywords: Queueing models, Markovian environment, Exact solutions,
Approximations.

1 General Model

There are many computer, communication and manufacturing systems which
give rise to queueing models where the arrival and/or service mechanisms are
influenced by some external processes. In such models, a single unbounded queue
evolves in an environment which changes state from time to time. The instanta-
neous arrival and service rates may depend on the state of the environment and
also, to a limited extent, on the number of jobs present.

The system state at time t is described by a pair of integer random variables,
(It, Jt), where It represents the state of the environment and Jt is the num-
ber of jobs present. The variable It takes a finite number of values, numbered
0, 1, . . . , N ; these are also called the environmental phases. The possible values
of Jt are 0, 1, . . .. Thus, the system is in state (i, j) when the environment is in
phase i and there are j jobs waiting and/or being served.

The two-dimensional process X = {(It, Jt) ; t ≥ 0} is assumed to have the
Markov property, i.e. given the current phase and number of jobs, the future
behaviour of X is independent of its past history. Such a model is referred to
as a Markov-modulated queue. The corresponding state space, {0, 1, . . . , N} ×
{0, 1, . . .} is known as a lattice strip.

A fully general Markov-modulated queue, with arbitrary state-dependent tran-
sitions, is not tractable. However, one can consider a sub-class of models which
are sufficiently general to be useful, and yet can be solved efficiently. Those
models satisfy the following restrictions:
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(i) There is a threshold M , such that the instantaneous transition rates out of
state (i, j) do not depend on j when j ≥M .

(ii) the jumps of the random variable J are bounded.

When the jumps of the random variable J are of size 1, i.e. when jobs arrive
and depart one at a time, the process is said to be of the Quasi-Birth-and-Death
type, or QBD (the term skip-free is also used (Latouche et al., [10]).

The requirement that all transition rates cease to depend on the size of the
job queue beyond a certain threshold is not too restrictive. Note that there is no
limit on the magnitude of the thresholdM , although it must be pointed out that
the larger M is, the greater the complexity of the solution. Similarly, although
jobs may arrive and/or depart in fixed or variable (but bounded) batches, the
larger the batch size, the more complex the solution.

The object of the analysis of a Markov-modulated queue is to determine the
joint steady-state distribution of the environmental phase and the number of
jobs in the system:

pi,j = lim
t→∞P (It = i , Jt = j) ; i = 0, 1, . . . , N ; j = 0, 1, . . . . (1)

That distribution exists for an irreducible Markov process if, and only if, the cor-
responding set of balance equations has a positive solution that can be
normalized.

The marginal distributions of the number of jobs in the system, and of the
phase, can be obtained from the joint distribution:

p·,j =
N∑
i=0

pi,j . (2)

pi,· =
∞∑
j=0

pi,j . (3)

Various performance measures can then be computed in terms of these joint and
marginal distributions.

The following are some examples of systems that are modelled as Markov-
modulated queues.

1.1 A Multiserver Queue with Breakdowns and Repairs

A single, unbounded queue is served by N identical parallel servers (Mitrani
and Avi-Itzhak, [12], Neuts and Lucantoni, [16]). Each server goes through al-
ternating periods of being operative and inoperative, independently of the others
and of the number of jobs in the system. The operative and inoperative periods
are distributed exponentially with parameters ξ and η, respectively. Thus, the
number of operative servers at time t, It, is a Markov process on the state space
{0, 1, . . . , N}. This is the environment in which the queue evolves: it is in phase
i when there are i operative servers.
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Jobs arrive according to a Poisson process, with a rate which may depend on
the state of the environment, It. That is, when there are i operative servers, the
instantaneous arrival rate is λi. Jobs are taken for service from the front of the
queue, one at a time, by available operative servers. The required service times
are distributed exponentially with parameter μ. An operative server cannot be
idle if there are jobs waiting to be served. A job whose service is interrupted
by a server breakdown is returned to the front of the queue. When an operative
server becomes available, the service is resumed from the point of interruption,
without any switching overheads.

The process X = {(It, Jt) ; t ≥ 0} is of the Quasi-Birth-and-Death type. The
transitions out of state (i, j) are:

(a) to state (i− 1, j) (i > 0), with rate iξ;
(b) to state (i+ 1, j) (i < N), with rate (N − i)η;
(c) to state (i, j + 1) with rate λi;
(d) to state (i, j − 1) with rate min(i, j)μ.

Note that only transition (d) has a rate which depends on j, and that dependency
vanishes when j ≥ N .

Remark. The breakdown and repair processes could be generalized without
destroying the QBD nature of the process. For example, the servers could break
down and be repaired in batches, or a server breakdown could trigger a job
departure. The environmental state transitions can be arbitrary, as long as the
queue changes in steps of size 1.

In this example, as in all models where the environment state transitions do
not depend on the number of jobs present, the marginal distribution of the num-
ber of operative servers can be determined without finding the joint distribution
first. Moreover, since the servers break down and are repaired independently of
each other, that distribution is binomial:

pi,· =
(
N
i

)(
η

ξ + η

)i(
ξ

ξ + η

)N−i
; i = 0, 1, . . . , N . (4)

Hence, the steady-state average number of operative servers is equal to

E(Xt) =
Nη

ξ + η
. (5)

The overall average arrival rate is equal to

λ =
N∑
i=0

pi,·λi . (6)

This gives us an explicit condition for stability. The offered load must be less
than the processing capacity:

λ

μ
<

Nη

ξ + η
. (7)
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1.2 Manufacturing Blocking

Consider a network of two nodes in tandem, such as the one in figure 1 (Buzacott
and Shanthikumar, [1], Konheim and Reiser, [9]). Jobs arrive into the first node
in a Poisson stream with rate λ, and join an unbounded queue. After completing
service at node 1 (exponentially distributed with parameter μ ), they attempt to
go to node 2, where there is a finite buffer with room for a maximum of N − 1
jobs (including the one in service). If that transfer is impossible because the
buffer is full, the job remains at node 1, preventing its server from starting a
new service, until the completion of the current service at node 2 (exponentially
distributed with parameter ξ ). In this last case, server 1 is said to be ‘blocked’.
Transfers from node 1 to node 2 are instantaneous.

N − 1

ξμ
λ ��


�

�


�

�

�

Fig. 1. Two nodes with a finite intermediate buffer

The above type of blocking is referred to as ‘manufacturing blocking’. (An
alternative model, which also gives rise to a Markov-modulated queue, is the
‘communication blocking’. There node 1 does not start a service if the node 2
buffer is full.)

In this system, the unbounded queue at node 1 is modulated by a finite-state
environment defined by node 2. We say that the environment, It, is in state i if
there are i jobs at node 2 and server 1 is not blocked (i = 0, 1, . . . , N − 1). An
extra state, It = N , is needed to describe the situation where there are N − 1
jobs at node 2 and server 1 is blocked.

The above assumptions imply that the pair X = {(It, Jt) ; t ≥ 0}, where Jt is
the number of jobs at node 1, is a QBD process. Note that the state (N, 0) does
not exist: node 1 may be blocked only if there are jobs present.

The transitions out of state (i, j) are:

(a) to state (i− 1, j) (0 < i < N), with rate ξ;
(b) to state (N − 1, j − 1) (i = N, j > 0), with rate ξ;
(c) to state (i+ 1, j − 1) (0 ≤ i < N − 1, j > 0), with rate μ;
(d) to state (N, j) (i = N − 1, j > 0), with rate μ;
(e) to state (i, j + 1) with rate λ.

The only dependency on j comes from the fact that transitions (b), (c) and (d)
are not available when j = 0. In this example, the j-independency threshold is
M = 1. Note that the state (N, 0) is not reachable: node 1 may be blocked only
if there are jobs present.
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1.3 Phase-Type Distributions

There is a large and useful family of distributions that can be incorporated
into queueing models by means of Markovian environments (Neuts, [15]). Those
distributions are ‘almost’ general, in the sense that any distribution function
either belongs to this family or can be approximated as closely as desired by
functions from it.

Let It be a Markov process with state space {0, 1, . . . , N} and generator matrix
Ã. States 0, 1, . . . , N − 1 are transient, while state N , reachable from any of the
other states, is absorbing (the last row of Ã is 0). At time 0, the process starts
in state i with probability αi (i = 0, 1, . . . , N − 1; α1 + α2 + . . . + αN−1 = 1).
Eventually, after an interval of length T , it is absorbed in state N . The random
variable T is said to have a ‘phase-type’ (PH) distribution with parameters Ã
and αi.

The exponential distribution is obviously phase-type (N = 1). So is the Erlang
distribution—the convolution of N exponentials. The corresponding generator
matrix is

Ã =

⎡⎢⎢⎢⎢⎢⎣
−μ μ

−μ μ
. . .

. . .
−μ μ

0

⎤⎥⎥⎥⎥⎥⎦ ,

and the initial probabilities are α0 = 1, α1 = . . . = αN−1 = 0.
Another common PH distribution is the ‘hyperexponential’, where I0 = i

with probability αi, and absorbtion occurs at the first transition. The generator
matrix of the hyperexponential distribution is

Ã =

⎡⎢⎢⎢⎢⎢⎣
−μ0 μ0

−μ1 μ1

. . .
...

−μN−1 μN−1

0

⎤⎥⎥⎥⎥⎥⎦ .

The corresponding probability distribution function, F (x), is a mixture of expo-
nentials:

F (x) = 1−
N−1∑
i=0

αie
−μix .

The PH family is very versatile. It contains distributions with both low and high
coefficients of variation. It is closed with respect to mixing and convolution: if
X1 and X2 are two independent PH random variables with N1 and N2 (non-
absorbing) phases respectively, and c1 and c2 are constants, then c1X1 + c2X2

has a PH distribution with N1 +N2 phases.
A model with a single unbounded queue, where either the interarrival inter-

vals, or the service times, or both, have PH distributions, is easily cast in the
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framework of a queue in Markovian environment. Consider, for instance, the
M/PH/1 queue. Its state at time t can be represented as a pair (It, Jt), where Jt
is the number of jobs present and It is the phase of the current service (if Jt > 0).
When It has a transition into the absorbing state, the current service completes
and (if the queue is not empty) a new service starts immediately, entering phase
i with probability αi.

The PH/PH/n queue can also be represented as a QBD process. However,
the state of the environmental variable, It, now has to indicate the phase of the
current interarrival interval and the phases of the current services at all busy
servers. If the interarrival interval has N1 phases and the service has N2 phases,
the state space of It would be of size N1N

n
2 .

1.4 Checkpointing and Recovery in the Presence of Faults

The last example is not a QBD process. Consider a system where transactions,
arriving according to a Poisson process with rate λ, are served in FIFO order by
a single server. The service times are i.i.d. random variables distributed exponen-
tially with parameter μ. After N consecutive transactions have been completed,
the system performs a checkpoint operation whose duration is an i.i.d. random
variable distributed exponentially with parameter β. Once a checkpoint is es-
tablished, the N completed transactions are deemed to have departed. However,
both transaction processing and checkpointing may be interrupted by the occur-
rence of a fault. The latter arrive according to an independent Poisson process
with rate ξ. When a fault occurs, the system instantaneously rolls back to the
last established checkpoint; all transactions which arrived since that moment
either remain in the queue, if they have not been processed, or return to it,
in order to be processed again (it is assumed that repeated service times are
resampled independently).

This system can be modelled as an unbounded queue of (uncompleted) trans-
actions, which is modulated by an environment consisting of completed trans-
actions and checkpoints. More precisely, the two state variables, I(t) and J(t),
are the number of transactions that have completed service since the last check-
point, and the number of transactions present that have not completed service
(including those requiring re-processing), respectively.

The Markov-modulated queueing process X = {[I(t), J(t)] ; t ≥ 0}, has the
following transitions out of state (i, j):

(a) to state (0, j + i), with rate ξ;
(b) to state (0, j) (i = N), with rate β;
(c) to state (i, j + 1), with rate λ;
(d) to state (i+ 1, j − 1) (0 ≤ i < N, j > 0), with rate μ;

Because transitions (a), resulting from arrivals of faults, cause the queue size to
jump by more than 1, this is not a QBD process.
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2 Spectral Expansion Solution

Let us now turn to the problem of determining the steady-state joint distribu-
tion of the environmental phase and the number of jobs present, for a Markov-
modulated queue. The solution method that we shall present is called ’Spectral
Expansion’, for reasons that will become apparent.

We shall start with the most commonly encountered case, namely the QBD
process, where jobs arrive and depart singly. The starting point is of course the
set of balance equations which the probabilities pi,j, defined in 1, must satisfy. In
order to write them in general terms, the following notation for the instantaneous
transition rates will be used.

(a) Phase transitions leaving the queue unchanged: from state (i, j) to state
(k, j) (0 ≤ i, k ≤ N ; i �= k), with rate aj(i, k);

(b) Transitions incrementing the queue: from state (i, j) to state (k, j + 1) (0 ≤
i, k ≤ N), with rate bj(i, k);

(c) Transitions decrementing the queue: from state (i, j) to state (k, j − 1) (0 ≤
i, k ≤ N ; j > 0), with rate cj(i, k).

It is convenient to introduce the (N + 1) × (N + 1) matrices containing the
rates of type (a), (b) and (c): Aj = [aj(i, k)], Bj = [bj(i, k)] and Cj = [cj(i, k)],
respectively (the main diagonal of Aj is zero by definition; also, C0 = 0 by
definition). According to the assumptions of the Markov-modulated queue, there
is a threshold, M (M ≥ 1), such that those matrices do not depend on j when
j ≥M . In other words,

Aj = A ; Bj = B ; Cj = C , j ≥M . (8)

Note that transitions (b) may represent a job arrival coinciding with a change
of phase. If arrivals are not accompanied by such changes, then the matrices
Bj and B are diagonal. Similarly, a transition of type (c) may represent a job
departure coinciding with a change of phase. Again, if such coincidences do not
occur, then the matrices Cj and C are diagonal.

By way of illustration, here are the transition rate matrices for the model
of the multiserver queue with breakdowns and repairs. In this case the phase
transitions are independent of the queue size, so the matrices Aj are all equal:

Aj = A =

⎡⎢⎢⎢⎢⎢⎢⎣

0 Nη
ξ 0 (N − 1)η

2ξ 0
. . .

. . . . . . η
Nξ 0

⎤⎥⎥⎥⎥⎥⎥⎦ .

Similarly, the matrices Bj do not depend on j:

B =

⎡⎢⎢⎢⎣
λ0

λ1

. . .
λN

⎤⎥⎥⎥⎦ .
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Denoting
μi,j = min(i, j)μ ; i = 0, 1, . . . , N ; j = 1, 2, . . . ,

the departure rate matrices, Cj , can thus be written as

Cj =

⎡⎢⎢⎢⎣
0
μ1,j

. . .
μN,j

⎤⎥⎥⎥⎦ ; j = 1, 2, . . . ,

These matrices cease to depend on j when j ≥ N . Thus, the threshold M is now
equal to N , and

C =

⎡⎢⎢⎢⎣
0
μ

. . .
Nμ

⎤⎥⎥⎥⎦ .

2.1 Balance Equations

Using the instantaneous transition rates introduced above, the balance equations
of a general QBD process can be written as

pi,j

N∑
k=0

[aj(i, k) + bj(i, k) + cj(i, k)]

=
N∑
k=0

[pk,jaj(k, i) + pk,j−1bj−1(k, i) + pk,j+1cj+1(k, i)] , (9)

where pi,−1 = b−1(k, i) = c0(i, k) = 0 by definition. The left-hand side of (9)
gives the total average number of transitions out of state (i, j) per unit time (due
to changes of phase, arrivals and departures), while the right-hand side expresses
the total average number of transitions into state (i, j) (again due to changes of
phase, arrivals and departures). These balance equations can be written more
compactly by using vectors and matrices. Define the row vectors of probabilities
corresponding to states with j jobs in the system:

vj = (p0,j , p1,j, . . . , pN,j) ; j = 0, 1, . . . . (10)

Also, let DAj , DBj and DCj be the diagonal matrices whose i th diagonal element
is equal to the i th row sum of Aj , Bj and Cj , respectively. Then equations (9),
for j = 0, 1, . . ., can be written as:

vj [DAj +DBj +DCj ] = vj−1Bj−1 + vjAj + vj+1Cj+1 , (11)

where v−1 = 0 and DC0 = B−1 = 0 by definition.
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When j is greater than the threshold M , the coefficients in (11) cease to
depend on j :

vj [DA +DB +DC ] = vj−1B + vjA+ vj+1C , (12)

for j = M + 1,M + 2, . . ..
In addition, all probabilities must sum up to 1:

∞∑
j=0

vje = 1 , (13)

where e is a column vector with N + 1 elements, all of which are equal to 1.
The first step is to find the general solution of the infinite set of balance

equations with constant coefficients, (12). The latter are normally written in the
form of a homogeneous vector difference equation of order 2:

vjQ0 + vj+1Q1 + vj+2Q2 = 0 ; j =M,M + 1, . . . , (14)

where Q0 = B, Q1 = A−DA −DB −DC and Q2 = C.
Associated with equation (14) is the so-called ‘characteristic matrix polyno-

mial’, Q(x), defined as

Q(x) = Q0 +Q1x+Q2x
2 . (15)

Denote by xk and uk the ‘generalized eigenvalues’, and corresponding ‘general-
ized left eigenvectors’, of Q(x). In other words, these are quantities which satisfy

det[Q(xk)] = 0 ,

ukQ(xk) = 0 ; k = 1, 2, . . . , d , (16)

where det[Q(x)] is the determinant of Q(x) and d is its degree. In what follows,
the qualification generalized will be omitted.

The above eigenvalues do not have to be simple, but it is assumed that if
one of them has multiplicity m, then it also has m linearly independent left
eigenvectors. This tends to be the case in practice. So, the numbering in (16) is
such that each eigenvalue is counted according to its multiplicity.

It is readily seen that if xk and uk are any eigenvalue and corresponding left
eigenvector, then the sequence

vk,j = ukx
j
k ; j =M,M + 1, . . . , (17)

is a solution of equation (14). Indeed, substituting (17) into (14) we get

vk,jQ0 + vk,j+1Q1 + vk,j+2Q2 = xjkuk[Q0 +Q1xk +Q2x
2
k] = 0 .

By combining any multiple eigenvalues with each of their independent eigenvec-
tors, we thus obtain d linearly independent solutions of (14). On the other hand,
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it is known that there cannot be more than d linearly independent solutions
(Gohberg et al., [7]). Therefore, any solution of (14) can be expressed as a linear
combination of the d solutions (17):

vj =
d∑
k=1

αkukx
j
k ; j = M,M + 1, . . . , (18)

where αk (k = 1, 2, . . . , d), are arbitrary (complex) constants.
However, the only solutions that are of interest in the present context are

those which can be normalized to become probability distributions. Hence, it
is necessary to select from the set (18), those sequences for which the series∑

vje converges. This requirement implies that if |xk| ≥ 1 for some k, then the
corresponding coefficient αk must be 0.

So, suppose that c of the eigenvalues of Q(x) are strictly inside the unit disk
(each counted according to its multiplicity), while the others are on the circum-
ference or outside. Order them so that |xk| < 1 for k = 1, 2, . . . , c. The corre-
sponding independent eigenvectors are u1, u2, . . ., uc. Then any normalizable
solution of equation (14) can be expressed as

vj =
c∑
k=1

αkukx
j
k ; j = M,M + 1, . . . , (19)

where αk (k = 1, 2, . . . , c), are some constants.
The set of eigenvalues of the matrix polynomial Q(x) is called its ‘spectrum’.

Hence, expression (19) is referred to as the ‘spectral expansion’ of the vectors
vj . The coefficients of that expansion, αk, are yet to be determined.

Note that if there are non-real eigenvalues in the unit disk, then they appear
in complex-conjugate pairs. The corresponding eigenvectors are also complex-
conjugate. The same must be true for the appropriate pairs of constants αk, in
order that the right-hand side of (19) be real. To ensure that it is also positive,
the real parts of xk, uk and αk should be positive.

So far, expressions have been obtained for the vectors vM , vM+1, . . .; these
contain c unknown constants. Now it is time to consider the balance equations
(11), for j = 0, 1, . . . ,M . This is a set of (M + 1)(N + 1) linear equations with
M(N+1) unknown probabilities (the vectors vj for j = 0, 1, . . . ,M−1), plus the
c constants αk. However, only (M +1)(N +1)−1 of these equations are linearly
independent, since the generator matrix of the Markov process is singular. On
the other hand, an additional independent equation is provided by (13).

In order that this set of linearly independent equations has a unique solution,
the number of unknowns must be equal to the number of equations, i.e. (M +
1)(N + 1) =M(N + 1)+ c, or c = N + 1. This observation implies the following
rather general result.

Proposition 1. The QBD process has a steady-state distribution if, and only
if, the number of eigenvalues of Q(x) strictly inside the unit disk, each counted
according to its multiplicity, is equal to the number of states of the Markovian
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environment, N+1. Then, assuming that the eigenvectors of multiple eigenvalues
are linearly independent, the spectral expansion solution of (12) has the form

vj =
N+1∑
k=1

αkukx
j
k ; j = M,M + 1, . . . . (20)

In summary, the spectral expansion solution procedure consists of the following
steps:

1. Compute the eigenvalues of Q(x), xk, inside the unit disk, and the corre-
sponding left eigenvectors uk. If their number is other than N + 1, stop; a
steady-state distribution does not exist.

2. Solve the finite set of linear equations (11), for j = 0, 1, . . . ,M , and (13),
with vM and vM+1 given by (20), to determine the constants αk and the
vectors vj for j < M .

3. Use the obtained solution in order to determine various moments, marginal
probabilities, percentiles and other system performance measures that may
be of interest.

Careful attention should be paid to step 1. The ‘brute force’ approach which
relies on first evaluating the scalar polynomial det[Q(x)], then finding its roots,
may be very inefficient for large N . An alternative which is preferable in most
cases is to reduce the quadratic eigenvalue-eigenvector problem

u[Q0 +Q1x+Q2x
2] = 0 , (21)

to a linear one of the form uQ = xu, where Q is a matrix whose dimensions
are twice as large as those of Q0, Q1 and Q2. The latter problem is normally
solved by applying various transformation techniques. Efficient routines for that
purpose are available in most numerical packages.

This linearization can be achieved quite easily if the matrix C = Q2 is non-
singular (Jennings, [8]). Indeed, after multiplying (21) on the right by Q−1

2 , it
becomes

u[H0 +H1x+ Ix2] = 0 , (22)

where H0 = Q0C
−1, H1 = Q1C

−1, and I is the identity matrix. By introducing
the vector y = xu, equation (22) can be rewritten in the equivalent linear form

[u,y]
[

0 −H0

I −H1

]
= x[u,y] . (23)

If C is singular but B is not, a similar linearization is achieved by multiplying
(21) on the right by B−1 and making a change of variable x → 1/x. Then the
relevant eigenvalues are those outside the unit disk.

If both B and C are singular, then the desired result is achieved by first
making a change of variable, x→ (γ+x)/(γ−x), where the value of γ is chosen
so that the matrix S = γ2Q2 + γQ1 +Q0 is non-singular. In other words, γ can
have any value which is not an eigenvalue of Q(x). Having made that change
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of variable, multiplying the resulting equation by S−1 on the right reduces it to
the form (22).

The computational demands of step 2 may be high if the thresholdM is large.
However, if the matrices Bj (j = 0, 1, . . . ,M−1) are non-singular (which is often
the case in practice), then the vectors vM−1,vM−2, . . . ,v0 can be expressed in
terms of vM and vM+1, with the aid of equations (11) for j =M,M − 1, . . . , 1.
One is then left with equations (11) for j = 0, plus (13) (a total of N + 1
independent linear equations), for the N + 1 unknowns xk.

Having determined the coefficients in the expansion (20) and the probabilities
pi,j for j < N , it is easy to compute performance measures. The steady-state
probability that the environment is in state i is given by

pi,· =
M−1∑
j=0

pi,j +
N+1∑
k=1

αkuk,i
xMk

1− xk , (24)

where uk,i is the i th element of uk.
The conditional average number of jobs in the system, Li, given that the

environment is in state i, is obtained from

Li =
1
pi,·

⎡⎣M−1∑
j=1

jpi,j +
N+1∑
k=1

αkuk,i
xMk (M −Mxk + xk)

(1 − xk)2

⎤⎦ . (25)

The overall average number of jobs in the system, L, is equal to

L =
N∑
i=0

pi,·Li . (26)

2.2 Batch Arrivals and/or Departures

Consider now a Markov-modulated queue which is not a QBD process, i.e. one
where the queue size jumps may be bigger than 1. As before, the state of the
process at time t is described by the pair (It, Jt), where It is the state of the
environment (the operational mode) and Jt is the number of jobs in the system.
The state space is the lattice strip {0, 1, . . . , N}×{0, 1, . . .}. The variable Jt may
jump by arbitrary, but bounded amounts in either direction. In other words, the
allowable transitions are:

(a) Phase transitions leaving the queue unchanged: from state (i, j) to state
(k, j) (0 ≤ i, k ≤ N ; i �= k), with rate aj(i, k);

(b) Transitions incrementing the queue by s: from state (i, j) to state (k, j + s)
(0 ≤ i, k ≤ N ; 1 ≤ s ≤ r1 ; r1 ≥ 1), with rate bj,s(i, k);

(c) Transitions decrementing the queue by s: from state (i, j) to state (k, j − s)
(0 ≤ i, k ≤ N ; 1 ≤ s ≤ r2 ; r2 ≥ 1), with rate cj,s(i, k),

provided of course that the source and destination states are valid.
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Obviously, if r1 = r2 = 1 then this is a Quasi-Birth-and-Death process.
Denote by Aj = [aj(i, k)], Bj,s = [bj,s(i, k)] and Cj,s = [cj,s(i, k)], the tran-

sition rate matrices associated with (a), (b) and (c), respectively. There is a
threshold M , such that

Aj = A ; Bj,s = Bs ; Cj,s = Cs ; j ≥M . (27)

Defining again the diagonal matrices DA, DBs and DCs , whose i th diagonal
element is equal to the i th row sum of A, Bs and Cs, respectively, the balance
equations for j > M + r1 can be written in a form analogous to (12):

vj [DA +
r1∑
s=1

DBs +
r2∑
s=1

DCs ] =
r1∑
s=1

vj−sBs + vjA+
r2∑
s=1

vj+sCs . (28)

Similar equations, involving Aj , Bj,s and Cj,s, together with the corresponding
diagonal matrices, can be written for j ≤M + r1.

As before, (28) can be rewritten as a vector difference equation, this time of
order r = r1 + r2, with constant coefficients:

r∑
�=0

vj+�Q� = 0 ; j ≥M . (29)

Here, Q� = Br1−� for  = 0, 1, . . . r1 − 1,

Qr1 = A−DA −
r1∑
s=1

DBs −
r2∑
s=1

DCs ,

and Q� = C�−r1 for  = r1 + 1, r1 + 2, . . . r1 + r2.
The spectral expansion solution of this equation is obtained from the charac-

teristic matrix polynomial

Q(x) =
r∑
�=0

Q�x
� . (30)

The solution is of the form

vj =
c∑
k=1

αkukx
j
k ; j = M,M + 1, . . . , (31)

where xk are the eigenvalues of Q(x) in the interior of the unit disk, uk are the
corresponding left eigenvectors, and αk are constants (k = 1, 2, . . . , c ). These
constants, together with the the probability vectors vj for j < M , are deter-
mined with the aid of the state-dependent balance equations and the normalizing
equation.

There are now (M + r1)(N + 1) so-far-unused balance equations (the ones
where j < M + r1), of which (M + r1)(N +1)− 1 are linearly independent, plus
one normalizing equation. The number of unknowns is M(N+1)+c (the vectors
vj for j = 0, 1, . . . ,M − 1), plus the c constants αk. Hence, there is a unique
solution when c = r1(N + 1).



436 I. Mitrani

Proposition 2. The Markov-modulated queue has a steady-state distribution
if, and only if, the number of eigenvalues of Q(x) strictly inside the unit disk,
each counted according to its multiplicity, is equal to the number of states of the
Markovian environment, N +1, multiplied by the largest arrival batch, r1. Then,
assuming that the eigenvectors of multiple eigenvalues are linearly independent,
the spectral expansion solution of (28) has the form

vj =
r1∗(N+1)∑
k=1

αkukx
j
k ; j = M,M + 1, . . . . (32)

For computational purposes, the polynomial eigenvalue-eigenvector problem of
degree r can be transformed into a linear one. For example, suppose that Qr is
non-singular and multiply (29) on the right by Q−1

r . This leads to the problem

u

[
r−1∑
�=0

H�x
� + Ixr

]
= 0 , (33)

where H� = Q�Q
−1
r . Introducing the vectors y� = x�u,  = 1, 2, . . . , r − 1, one

obtains the equivalent linear form

[u,y1, . . . ,yr−1]

⎡⎢⎢⎢⎣
0 −H0

I 0 −H1

. . .
. . .
I −Hr−1

⎤⎥⎥⎥⎦ = x[u,y1, . . . ,yr−1] .

As in the quadratic case, if Qr is singular then the linear form can be achieved
by an appropriate change of variable.

3 A Simple Approximation

The spectral expansion solution can be computationally expensive. Its numeri-
cal complexity depends crucially on the number of environmental phases: that
number determines the number of eigenvalues and eigenvectors that have to be
evaluated, and influences the size of the set of simultaneous linear equations that
have to be solved. Moreover, when N is large, there may be numerical problems
concerned with ill-conditioned matrices. In some cases, both the complexity and
the numerical stability of the solution are adversely affected when the system is
heavily loaded.

For these reasons, it may be worth abandoning the exact solution, if one can
develop a reasonable approximation which is simple, easy to implement, robust
and computationally cheap. Such an approximation can be extracted from the
spectral expansion solution. The idea is to use a ‘restricted’ expansion, based
on a single eigenvalue and its associated eigenvector. The eigenvalue provides a
geometric approximation for the queue size distribution, while the eigenvector
approximates the distribution of the environmental phase.
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An attractive feature of the geometric approximation is that its accuracy
improves when the offered load increases. In the heavy-traffic limit, i.e. when
the system approaches saturation, the approximation becomes asymptotically
exact.

In order to keep the presentation simple, the discussion will be restricted to
QBD Markov-modulated queues whose solution is given by Proposition 1, with
simple eigenvalues. However, the applicability of the proposed approximation is
much more general.

A central role in the approximation is played by the largest eigenvalue that
appears in (20), and its left eigenvector. Assume, without loss of generality, that
the eigenvalues are numbered in increasing order of modulus, so that the largest
is xN+1. When the queue is stable, xN+1 is real and positive. Moreover, it has
a positive eigenvector. From now on, xN+1 will be referred to as the ‘dominant
eigenvalue’, and will be denoted by γ.

The expression (20) implies that the tail of the joint distribution of the queue
size and the environmental phase is approximately geometrically distributed,
with parameter equal to the dominant eigenvalue, γ. To see that, divide both
sides of (20) by γj and let j → ∞. Since γ is strictly greater in modulus than
all other eigenvalues, all terms in the summation vanish, except one:

lim
j→∞

vj
γj

= αN+1uN+1 . (34)

In other words, when j is large,

vj ≈ αN+1uN+1γ
j . (35)

This product form implies that when the queue is large, its size is approximately
independent of the environmental phase. The tail of the marginal distribution
of the queue size is approximately geometric:

p·,j ≈ αN+1(uN+1 · 1)γj , (36)

where 1 is the column vector defined in (13).
These results suggest seeking an approximation of the form

vj = αuN+1γ
j , (37)

where α is some constant.
Note that γ and uN+1 can be computed without having to find all eigenvalues

and eigenvectors. There are techniques for determining the eigenvalues that are
near a given number. Here we are dealing with the eigenvalue that is nearest to
but strictly less than 1.

If (37) is applied to all vj , for j = 0, 1, . . ., then the approximation depends
on just one unknown constant, α. Its value is determined by (13) alone, and the
expressions for vj become

vj =
uN+1

(uN+1 · 1)
(1 − γ)γj ; j = 0, 1, . . . . (38)
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This last approximation avoids completely the need to solve a set of linear equa-
tions. Hence, it also avoids all problems associated with ill-conditioned matrices.
Moreover, it scales well. The complexity of computing γ and uN+1 grows roughly
linearly with N when the matrices A, B and C are sparse. The price paid for
that convenience is that the balance equations for j ≤M are no longer satisfied.

Despite its apparent over-simplicity, the geometric approximation (38) can be
shown to be asymptotically exact when the offered load increases.

3.1 The Heavy Traffic Limit

Consider the case where a parameter associated with arrivals or services changes
so that system becomes heavily loaded and approaches saturation. The param-
eters governing the evolution of the environment are assumed to remain fixed.
Then the dominant eigenvalue, γ, is known to approach 1 (Gail et al., [6]).
When γ = 1 (i.e., there is a double eigenvalue at 1), the process X = {(I, J)} is
recurrent-null; when γ leaves the unit disc, the process is transient. Hence, in-
stead of taking a limit involving a particular parameter, e.g., λ→ λmax (where
λmax is the arrival rate that would saturate the system), we can equivalently
treat the heavy-traffic regime in terms of the limit γ → 1.

Since there is no equilibrium distribution when X is recurrent-null, we must
have

lim
γ→1

vj = 0 ; j = 0, 1, . . . . (39)

Hence, in order to talk sensibly about the ‘limiting distribution’, some kind of
normalization must be applied. Multiply the queue size by 1 − γ and consider
the process Y = {[I, J(1 − γ)]}. The limiting joint distribution of Y will be
determined by means of the vector Laplace transform

h(s) = [h0(s), h1(s), . . . , hN(s)] , (40)

where
hi(s) = lim

γ→1
E[δ(I = i)e−s(1−γ)J ] ; i = 0, 1, . . .N , (41)

and δ(B) is the indicator of the boolean B: it is equal to 1 if B is true, 0
otherwise. In terms of the vectors vj , (40) is expressed as

h(s) = lim
γ→1

∞∑
j=0

vje−s(1−γ)j . (42)

The objective will be to show that both the exact distribution, where the vectors
vj are given by (20), and the geometric approximation, where they are given by
(38), have the same limiting distribution.

Consider first the exact distribution. When all eigenvalues are simple, the
equations (20) and (39) imply that

lim
γ→1

αkuk = 0 ; k = 1, 2, . . .N + 1 . (43)
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This can be seen by taking N + 1 consecutive equations (20) and setting their
left-hand sides to 0; the Vandermonde matrix involving powers of different eigen-
values is non-singular, and so the only solution is αkuk = 0.

On the other hand, since the environmental process has a finite number of
states, and since the corresponding transition rates are fixed, the stationary
marginal distribution of the environmental phase always exists and has a non-
zero limit when γ → 1. Denote that limit by the vector q. This is the limiting
eigenvector corresponding to the eigenvalue 1; it satisfies the equations

qG = 0 ; (q · 1) = 1 , (44)

where G is the generator matrix of the environmental process. In terms of the
matrix polynomial (15), G is the limiting matrix Q(1) = Q0 +Q1 +Q2, obtained
by replacing the changing traffic parameter with its limit. In particular, if the
matrices B and C are diagonal, then G = A−DA.

Hence, we can write

lim
γ→1

∞∑
j=0

vj = q . (45)

Moreover, in view of (39), equation (45) holds if the lower index of the summation
is j = M (or any other non-negative integer), instead of j = 0.

Substituting (20) into (45) and changing the lower summation index to j =M
yields

lim
γ→1

N+1∑
k=1

αkuk
xMk

1− xk = q . (46)

However, the firstN eigenvalues do not approach 1, while the last one, xN+1 = γ,
does. Hence, according to (43), the first N terms in (46) vanish and leave

lim
γ→1

αN+1uN+1

1− γ = q . (47)

Now, substituting (20) into (42), and arguing as for (47), we see that only the
term involving the dominant eigenvalue survives:

h(s) = lim
γ→1

∞∑
j=M

e−s(1−γ)j
N+1∑
k=1

αkukx
j
k

= lim
γ→1

N+1∑
k=1

αkuk
∞∑
j=M

xjke
−s(1−γ)j

= lim
γ→1

N+1∑
k=1

αkuk
xMk e

−s(1−γ)M

1− xke−s(1−γ)

= lim
γ→1

αN+1uN+1

1− γe−s(1−γ) . (48)
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Combining this with (47) leads to

h(s) = q lim
γ→1

1− γ
1− γe−s(1−γ) = q

1
1 + s

. (49)

The last limit follows from L’Hospital’s rule. The Laplace transform appearing
in the right-hand side of (49) is that of the exponential distribution with mean
1. Thus we have established the following rather general result:

Proposition 3. In any Markov-modulated queue, in the heavy-traffic limit γ →
1, the environmental state I and the normalized queue size (1−γ)J are indepen-
dent of each other. The first has distribution q, while the second is distributed
exponentially with mean 1.

It now remains to compare the limit (49) with the corresponding one for the
geometric approximation, (38). Denote the approximate limiting vector Laplace
transform by ĥ(s); it is given by (42), with vj replaced by the approximations
(38):

ĥ(s) = lim
γ→1

uN+1

(uN+1 · 1)

∞∑
j=0

(1 − γ)γje−s(1−γ)j

= lim
γ→1

uN+1

(uN+1 · 1)
lim
γ→1

1− γ
1− γe−s(1−γ) =

1
1 + s

lim
γ→1

uN+1

(uN+1 · 1)
, (50)

again using L’Hospital’s rule.
The last limit in the right-hand side of (50) is simply the vector q. This

can be seen by arguing that the normalized left eigenvector of the eigenvalue γ
must approach the normalized left eigenvector of the eigenvalue 1. Alternatively,
multiply both sides of (47) by the column vector 1:

lim
γ→1

αN+1(uN+1 · 1)
1− γ = 1 . (51)

Hence rewrite (47) as
lim
γ→1

uN+1

(uN+1 · 1)
= q . (52)

Thus we have
ĥ(s) = q

1
1 + s

= h(s) . (53)

So, in heavy traffic, the geometric approximation is asymptotically exact, in the
sense that it yields the same limiting normalized distribution of environmental
phase and queue size as the exact solution.

4 Numerical Examples

It is instructive to present some numerical experiments aimed at evaluating the
accuracy of the geometric approximation in the context of two different models
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of Markov-modulated queues. In all cases, the exact values of the performance
measures are computed by applying the full spectral expansion solution (20).

The first system examined is the network of two nodes in tandem, with manu-
facturing blocking at node 1. The model is illustrated in figure 2. The parameters
are λ (external arrival rate), μ (service rate at node 1), ξ (service rate at node
2) and N (the storage capacity at node 2 is N − 1).

In this system, the unbounded queue at node 1 is modulated by a finite-state
environment defined by node 2. The environment, I, is in state i if there are i
jobs at node 2 and server 1 is not blocked (i = 0, 1, . . . , N − 1). An extra state,
I = N , is needed to describe the situation where there are N − 1 jobs at node 2
and server 1 is blocked.

The pair X = {(I, J)}, where J is the number of jobs at node 1, is a QBD
process. The transitions out of state (i, j) were given earlier.

Because the environmental process is coupled with the queueing process, the
marginal distribution of the former (i.e., the number of jobs at node 2), cannot
be determined without finding the joint distribution of I and J . There is no
simple expression for the stability condition.

Figure 2 illustrates the close agreement between the exact solution of this
model and the geometric approximation (38), when the system is heavily loaded.
The performance measure is the average size of the unbounded queue; it is
plotted against the arrival rate, λ. The service rates at nodes 1 and 2 are the
same. Hence, the busier node 1, the higher the likelihood that the buffer will fill
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up and cause blocking. Because of that, the saturation point is not at λ = 1 (as
it would be if node 1 was isolated), but at approximately λ = 0.909.

The geometric approximation for the marginal distribution of the environ-
mental variable, I, indicating the number of jobs at node 2 and whether or not
node 1 is blocked, is given by (38) as q ≈ uN+1/(uN+1 · 1). Since there are two
environmental states, I = N − 1 and I = N , representing N − 1 jobs at node 2,
the average length of the node 2 queue, L2, is given by

L2 =
N−1∑
i=1

iqi + (N − 1)qN ,

where qi is the i+ 1st element of the vector q.
In figure 3, the average unbounded queue size is plotted against N . Increasing

the size of the finite buffer enlarges the environmental state space. Consequently,
the exact solution needs to compute more eigenvalues and eigenvectors, and solve
larger sets of linear equations.

The accuracy of the geometric approximation is seen to increase with N .
This is not really surprising, because enlarging the intermediate buffer reduces
the coupling between the two nodes, making them behave more like indepen-
dent queues. Nevertheless, the exact solution begins to experience numerical
difficulties when N > 35. The software (Matlab) starts issuing warnings to the
effect that the matrix is ill-conditioned, and the results may not be reliable
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Fig. 3. Manufacturing blocking: Average node 1 queue size against N
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(as it happens, the results returned seem fine). Of course the approximation
displays no such symptoms, since it has no equations to solve.

The second model to be evaluated is that of the multiserver queue with break-
downs and repairs, described in section 1.1. The parameters are λ (arrival rate;
it will be assumed independent of the operative state of the servers), μ (service
rate), ξ (breakdown rate), η (repair rate) and N (number of servers. The queue
evolves in a Markovian environment which is in phase i (i = 0, 1, . . . , N) when
there are i operative servers.

In applying the geometric approximation to this model, there is a choice of
approaches. One could use (37) for j ≥ N , together with the balance equations
for j < N . This will be referred to as the ‘partial geometric’ approximation.
Alternatively, the geometric approximation (38) can be used for all j ≥ 0.

Intuitively, the partial geometric approximation can be expected to be more
accurate, since it satisfies more of the balance equations. In fact, the results
in figure 4 suggest that the opposite is true. The average queue size is plotted
against the arrival rate, with parameters chosen so that the system is heavily
loaded (the saturation point is λ = 6.666...). It turns out that the simple geo-
metric approximation is more accurate than the more complex partial geometric
one. There seem to be two opposing effects here. On the one hand, relying only
on the dominant eigenvalue tends to overestimate the average queue size; on the
other hand, the additional approximation introduced by ignoring the boundary
balance equations reduces that overestimation.
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Since the marginal distribution of the environmental variable I is known to
be given by (4), there is not much point in trying to approximate it. However, if
the geometric approximation is nevertheless applied, e.g. to compute the average
number of operative servers, then it is observed that the approximation improves
when λ increases, even though the exact value of the average does not depend
on λ.

In figure 5, the average queue size is evaluated for increasing number of servers,
and hence decreasing load. This experiment disproves the conjecture that the
geometric approximation always overestimates the exact values. Here the ap-
proximation starts off as an overestimate, but as N increases, it becomes an
underestimate.

As in the previous model, when N becomes large (greater than about 30), the
exact solution begins to warn of possible numerical problems due to ill-conditioned
matrices; the geometric approximation does not display such symptoms.

5 Literature and Conclusion

The presentation in this tutorial is based on material from [14,13,11]. It is per-
haps worth mentioning that there are two other solution techniques that can be
used in the context of Markov-modulated queues. These are the matrix-geometric
method (Neuts, [15]) and the generating functions method (as applied, for exam-
ple, in [12]). However, we have chosen to concentrate on the spectral expansion
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solution method because it is versatile, readily implementable and efficient. A
strong case can be made for using it, whenever possible, in preference to the
other methods [13]. An additional point in its favour is that it provides the basis
for a simple approximate solution.

Other examples of applications of the spectral solution method can be found
in [3,4,5]

The geometric approximation is valid for a large class of heavily loaded
systems. The arguments presented here do not rely on any particular model
structure. One could relax the QBD assumption and allow batch arrivals and
departures. As long as there is a spectral expansion solution with finitely many
eigenvalues, there would be a single dominant eigenvalue and therefore the geo-
metric approximation would be asymptotically exact in heavy traffic. Moreover,
it may also be reasonable for moderate and light loads, as the examples in figures
3 and 5 illustrate.
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Abstract. Diffusion theory is already a vast domain of knowledge. This tuto-
rial lecture does not cover all results; it presents in a coherent way an approach
we have adopted and used in analysis of a series of models concerning evolua-
tion of some traffic control mechanisms in computer, especially ATM, networks.
Diffusion approximation is presented from engineer’s point of view, stressing its
utility and commenting numerical problems of its implementation. Diffusion ap-
proximation is a method to model the behavior of a single queueing station or a
network of stations. It allows one to include in the model general sevice times,
general (also correlated) input streams and to investigate transient states, which,
in presence of bursty streams (e.g. of multimedia transfers) in modern networks,
are of interest.

Keywords: diffusion approximation, queueing models, performance evaluation,
transient analysis.

1 Single G/G/1 Station

1.1 Preliminaries

LetA(x),B(x) denote the interarrival and service time distributions at a service station.
The distributions are general but not specified, the method requires only their two first
moments. The means are: E[A] = 1/λ, E[B] = 1/μ and variances are Var[A] = σ2

A,
Var[B] = σ2

B . Denote also squared coefficients of variation C2
A = σ2

Aλ
2, C2

B = σ2
Bμ

2.
N(t) represents the number of customers present in the system at time t.

Define

τk =
K∑
i=1

ai,

where ai are time intervals between arrivals. We assume that they are independent and
indentically distributed random variables, hence, according to the central limit theorem,
distribution of a variable

Tk − k λ
σA
√
k
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tends to standard normal distribution as k →∞:

lim
k→∞

P [
Tk − k λ
σA
√
k

≤ x] = Φ(x), where Φ(x) =
1√
2Π

∫ x

−∞
e−

ξ2

2 dξ.

hence for a large k: P [τk ≤ xσA
√
k + k/λ] ≈ Φ(x) . Denote t = xσA

√
k + k/λ,

or k = tλ − xσA
√
kλ and for large values of k, k ≈ tλ or

√
k ≈ √

tλ. Denote
by H(t) the number of customers arriving to the station during a time t; note that
P [H(t) ≥ k] = P [τk ≤ t], hence

Φ(x) ≈ P [τk ≤ xσA
√
k + k/λ] = P [H(t) ≥ k] =

= P [H(t) ≥ tλ− xσA
√
tλ λ] = P

[
H(t)− tλ
σA
√
tλ λ

≥ −x
]

As for the normal distribution Φ(x) = 1− Φ(−x), then P [ξ ≥ −x] = P [ξ ≤ x], and

P

[
H(t)− tλ
σA
√
tλ λ

≤ x
]
≈ Φ(x) ,

that means that the number of customers arriving at the interval of length t (sufficiently
long to assure large k) may be approximated by the normal distribution with mean
λt and variance σ2

Aλ
3t. Similarly, the number of customers served in this time is ap-

proximately normally distributed with mean μt and variance σ2
Bμ

3t, provided that the
server is busy all the time. Consequently, the changes of N(t) within interval [0, t],
N(t)−N(0), have approximately normal distribution with mean (λ−μ)t and variance
(σ2
Aλ

3 + σ2
Bμ

3)t.
Diffusion approximation [54,55] replaces the processN(t) by a continuous diffusion

processX(t) the incremental changes of wich dX(t) = X(t+dt)−X(t) are normally
distributed with the mean βdt and variance αdt, where β, α are coefficients of the
diffusion equation

∂f(x, t;x0)
∂t

=
α

2
∂2f(x, t;x0)

∂x2
− β ∂f(x, t;x0)

∂x
(1)

which defines the conditional pdf f(x, t;x0) = P [x ≤ X(t) < x+dx | X(0) = x0] of
X(t). The both processesX(t) andN(t) have normally distributed changes; the choice
β = λ− μ, α = σ2

Aλ
3 + σ2

Bμ
3 = C2

Aλ + C2
Bμ ensures the same ratio of time-growth

of mean and variance of these distributions.
More formal justification of diffusion approximation is in limit theorems forG/G/1

system given by Iglehart and Whitte [42,43]. If N̂n is a series of random variables
deriven fromN(t):

N̂n =
N(nt)− (λ− μ)nt
(σ2
Aλ

3 + σ2
Bμ

3)
√
n
,

then the series is weakly convergent (in the sense of distribution) to ξ where ξ(t) is
a standard Wiener process (i.e. diffusion process with β = 0 i α = 1) provided that
� > 1, that means if the system is overloaded and has no equilibrium state. In the case
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of � = 1 the series N̂n is convergent to ξR. The ξR(t) pocess is ξ(t) process limited to
half-axis x > 0 :

ξR(t) = ξ(t) − inf [ξ(u), 0 ≤ u ≤ t] .
Service station with � ≥ 1 does not attein steady-state the number of customers is
linearily growing, with fluctuatins around this deterministic trend. For service stations
in equilibrium, with � < 1, there is no similar theorems and we should rely on heuristic
confirmation of the utility of this approximation.

The process N(t) is never negative, hence X(t) should be also restrained to x ≥ 0.
A simple solution is to put a reflecting barrier at x = 0, [48,49]. In this case∫ ∞

0

f(x, t;x0)dx = 1 , and
∂

∂t

∫ ∞

0

f(x, t;x0)dx =
∫ ∞

0

∂f(x, t;x0)
∂t

dx = 0 ;

replacing the integrated function with the right side of the diffusion equation we get the
boundary condition corresponding to the reflecting barrier at zero:

lim
x→0

[
α

2
∂f(x, t;x0)

∂x
− βf(x, t;x0)] = 0 . (2)

The solution of Eq. (1) with conditions (2) is [48]

f(x, t;x0) =
∂

∂x

[
Φ
(
x− x0 − βt

αt

)
− e

2βx
α Φ

(
x+ x0 + βt

αt

)]
(3)

If the station is not overloaded, � < 1 (β < 0), then steady-state exists. The density
function does not depend on time: limt→∞ f(x, t;x0) = f(x), and partial differential
equation (1) becoms an ordinary one:

0 =
α

2
d2f(x)
dx2

− β d f(x)
dx

with solution f(x) = −2β
α

e
2βx

α . (4)

This solution approximates the queue at G/G/1 system:

p(n, t;n0) ≈ f(n, t;n0),

and at steady-state p(n) ≈ f(n); one can also choose e.g. p(0) ≈ ∫ 0.5

0
f(x)dx, p(n) ≈∫ n+0.5

n−0.5
f(x)dx, n = 1, 2, . . . , [48].

The reflecting barrier excludes the stay at zero: the process is immediately reflected;
Eqs. (3),(4) hold for x > 0 and f(0) = 0. Therefore this version of diffusion with
reflecting barrier is a heavy-load approximation: it gives reasonable results if the utili-
sation � of the investigated station is close to 1, i.e. probability p(0) of the empty system
is negligable. The errors are larger for small values of x as the mechanism of reflecting
barrier does not correspond to the behaviour of a service station; some improvement
may be achieved by renormalisation or [48] by shifting the barrier to x = −C2

B (for
C2
B ≤ 1), [29].
This inconvenience may be removed by introduction of another limit condition at

x = 0: a barrier with instantaneous (elementary) jumps [32]. When the diffusion pro-
cess comes to x = 0, it remains there for a time exponentially distributed with a param-
eter λ0 and then it returns to x = 1. The time when the process is at x = 0 corresponds
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to the idle time of the system. The choice of λ0 = λ is exact for Poisson input stream
and approximate otherwise. Diffusion equation becomes

∂f(x, t;x0)
∂t

=
α

2
∂2f(x, t;x0)

∂x2
− β ∂f(x, t;x0)

∂x
+ λp0(t)δ(x − 1) ,

dp0(t)
dt

= lim
x→0

[
α

2
∂f(x, t;x0)

∂x
− βf(x, t;x0)]− λp0(t) , (5)

where p0(t) = P [X(t) = 0]. The term λp0(t)δ(x−1) gives the probability density that
the process is started at point x = 1 at the moment t because of the jump from the bar-
rier. The second equation makes balance of the p0(t): the term limx→0 [α2

∂f(x,t;x0)
∂x −

βf(x, t;x0)] gives the probability flow into the barrier and the term λp0(t) represents
the probability flow out of the barrier.

1.2 Steady State Solution

In stationary state, when limt→∞ p0(t) = p0, limt→∞ f(x, t;x0) = f(x), Eq.(5) be-
comes ordinary differential and its solution, if � = λ/μ �= 1, may be expressed as:

f(x) =

⎧⎪⎪⎨⎪⎪⎩
λp0
−β (1 − ezx) for 0 < x ≤ 1,

λp0
−β (e−z − 1)ezx for x ≥ 1 , z = 2β

α .

(6)

We get p0 from normalisation: p0 = 1− �, i.e. the exact result. The mean queue length

E[N ] ≈
∫ ∞

0

xf(x)dx =
λp0
−β

(∫ 1

0

x(1− ezx)dx+
∫ ∞

1

x(e−z − 1)ezxdx
)

=

=
λp0
−β

(
0.5− 1

z

)
=

[
0.5 +

C2
A�+ C2

B

2(1− �)
]
� . (7)

if we take p(n) =
∫ n
n−1

f(x)dx , n = 1, 2, 3, . . . . then

E[N ] =
[
1 +

C2
A�+ C2

B

2(1− �)
]
� . (8)

The solution (8) gives better results then (7) for small values of C2
A, C2

B and small �.
The first discussion of errors, which are growing with C2

A, C2
B , was presented in [57].

1.3 Transient Solution

Consider a diffusion process with an absorbing barrier (absorbing barrier means that the
process is finished when it attains the barrier) at x = 0, started at t = 0 from x = x0.
Its probability density function φ(x, t;x0) has the following form, see e.g. [3]

φ(x, t;x0) =
e

β
α (x−x0)− β2

2α t√
2Παt

[
e−

(x−x0)2

2αt − e− (x+x0)2

2αt

]
. (9)
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The density function of first passage time from x = x0 to x = 0 is

γx0,0(t) = lim
x→0

[
α

2
∂

∂x
φ(x, t;x0)− βφ(x, t;x0)] =

x0√
2Παt3

e−
(βt+1)2

2αt . (10)

Suppose that the process starts at t = 0 at a point x with density ψ(x) and evry time
when it comes to the barrier it stays there for a time given by a density function l0(x)
and then reappears at x = 1. The total stream γ0(t) of mass probability that enters the
barrier is

γ0(t) = p0(0)δ(t) + [1− p0(0)]γψ,0(t) +
∫ t

0

g1(τ)γ1,0(t− τ)dτ (11)

where

γψ,0(t) =
∫ ∞

0

γξ,0(t)ψ(ξ)dξ , g1(τ) =
∫ τ

0

γ0(t)l0(τ − t)dt . (12)

The density function of the diffusion process with instantaneous returns is

f(x, t;x0) = φ(x, t;ψ) +
∫ t

0

g1(τ)φ(x, t − τ ; 1)dτ . (13)

When Laplace transforms of these equations are considered, we have

γ̄0(s) = p0(0) + [1− p0(0)]γ̄ψ,0(s) + ḡ1(s)γ̄1,0(s) ,
ḡ1(s) = γ̄0(s)l̄0(s) (14)

where

γ̄x0,0(s) = e−x0
β+A(s)

α , γ̄ψ,0(s) =
∫ ∞

0

γ̄ξ,0(s)ψ(ξ)dξ ,

and then

ḡ1(s) =
[
p0(0) + [1− p0(0)]γ̄ψ,0(s)

] l̄0(s)
1− l̄0(s)γ̄1,0(s) . (15)

Equation (13) in terms of Laplace transform becomes

f̄(x, s;x0) = φ̄(x, s;ψ) + ḡ1(s)φ̄(x, s; 1) ,

where

φ̄(x, s;x0) =
e

β(x−x0)
α

A(s)

[
e−|x−x0|A(s)

α − e−|x+x0|A(s)
α

]
, (16)

φ̄(x, s;ψ) =
∫ ∞

0

φ̄(x, s; ξ)ψ(ξ)dξ , A(s) =
√
β2 + 2αs . (17)

This approach was proposed in [7]. The inverse transforms of these functions could
only be numerical and they may be obtained with the use of an inversion algorithm; we
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have used for this purpose the Stehfest’s algorithm [59]. In this algorithm a function
f(t) is obtained from its transform f̄(s) for any fixed argument t as

f(t) =
ln 2
2

N∑
i=1

Vi f̄

(
ln 2
t
i

)
, (18)

where

Vi = (−1)N/2+i
min(i,N/2)∑
k=� i+1

2 �
kN/2+1(2k)!

(N/2− k)!k!(k − 1)!(i− k)!(2k − i)! . (19)

N is an even integer end depends on a computer precision; we used N = 12− 40.
Fig. 1a presents, for a certain t, a comparison of diffusion and exact results, known

in case of M/M/1 station and expressed by a series of Bessel functions, e.g. [47]. If
the diffusion results are below a certain level, the values of the diffusion density are
automatically set to zero because of numerical errors of the applied Laplace inversion.
The above transient solution ofG/G/1 model assumes that parameters of the model are
constant. If they are changing we should define the time periods where they are constant
and solve diffusion equation within this intervals separately, transient solution obtained
at the end of one serves as the initial condition for the next interval – see Fig. 1b. The
curves ”diffusion1”, ”diffusion2” correspond to mean queues computed with the use of
p(n, t) = f(n, t) and formulas (8).
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Fig. 1. (a) Exact distribution of M/M/1 queue, expressed by Bessel functions, and its diffusion
approximation; t = 70, λ = 0.75, μ = 1, queue is empty at the beginning; (b) The mean queue
length following the changes of traffic intensity; diffusion approximation and simulation results;
service time constant and equal 1 time unit; Poisson input traffic: M/D/1

1.4 Drawbacks of Stehfest Algorithm

The main drawback of Stehfest algorithm is a very large range of the values taken by
the coefficients Vn in Eqs. (18) and (19) for even relatively small N . For instance, they
are approximately in the range 100–1015 forN=20. Fig. 3 presents the error functions
shown in log–log–scale, for the shifted Heaviside (unit step) function f(t) = 1(t− 1).
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Fig. 2. Left: Comparison of diffusion approximations of the queue distribution at M/M/1 station
having parameters λ = 0.75 and μ = 1; the queue is empty at the beginning; results are obtained
at t = 10, 30, 150 (a) with the initial condition fixed at t = 0 for all t and (b) computed separately
for each interval of length Δ = 1 with initial conditions determined at the end of previous
interval. Right: Comparison of diffusion and simulation estimations of the queue distribution for
t = 25, t = 50; the source has two phases with intensities λ1 = 1.6, λ2 = 0.4; the queue is
empty at the beginning, computations are done within intervals Δ = 1, simulation has 150 000
repetitions.
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Fig. 3. Dependence of error function on value of N in Stehfest formula and on precision of
numbers used for calculations

Its Laplace transform e−s/s is inverted with Stehfest algorithm and compared with the
original function. Because of a discontinuity in t = 1, the error in this point must be
equal to 0.5. Fig. 3a shows the absolute error with respect to the summation limit N
of Eq. (18). It is visible that for small values of N the error is relatively small and it
achieves the theoretical value of 0.5 for t = 1. We can also notice that for t < 1 the
absolute error is decreasing with the increase of N . The most important fact is that big
values of bothN and t cause totally erroneous output of the algorithm. Fig. 3b shows the
influence of the used precision on the error function for the same example. A relatively
high value of N = 30 is chosen to show the advantage of using larger mantissa. The
increase of N makes narrower the interval of accurate calculations for t. The use of
greater precision practically doesn’t influence error function in usable range of t.
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The errors of inversion algorithm are especially visible when the time axis is com-
posed of small intervals and at each interval the density function is obtained from the
results of previous interval (hence the errors in all former intervals influence the current
results), see Fig. 2a. The transient queue distributions of the same service station but
with the input stream of on-off type, given by diffusion and simulation are compared in
Fig. 2b. The on and off phases have exponential distribution and their mean values are
equal 100 time units. Although the simulation results were obtained by averaging 150
000 realizations of the random process, the tail of distribution where the probabilities
have small values, was not accessible to simulation.

2 G/G/1/N Station

In the case of a queueue limited to N positions, the second barrier of the same type as
at x = 0 is placed at x = N . The model equations become [32]

∂f(x, t;x0)
∂t

=
α

2
∂2f(x, t;x0)

∂x2
− β ∂f(x, t;x0)

∂x
+

+λ0p0(t)δ(x − 1) + λNpN(t)δ(x −N + 1) ,
dp0(t)
dt

= lim
x→0

[
α

2
∂f(x, t;x0)

∂x
− βf(x, t;x0)]− λ0p0(t) ,

dpN (t)
dt

= lim
x→N

[−α
2
∂f(x, t;x0)

∂x
+ βf(x, t;x0)]− λNpN (t) , (20)

where δ(x) is Dirac delta function.

2.1 Steady State

In stationary state, when limt→∞ p0(t) = p0, limt→∞ pN(t) = pN , limt→∞ f(x, t;x0)
= f(x), Eqs.(20) become ordinary differential ones and their solution, if � = λ/μ �= 1,
may be expressed as:

f(x) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
λp0
−β (1− ezx) for 0 < x ≤ 1 ,

λp0
−β (e−z − 1)ezx for 1 ≤ x ≤ N − 1 ,
μpN
−β (ez(x−N) − 1) for N − 1 ≤ x < N ,

(21)

where z = 2β
α and p0, pN are determined through normalization

p0 = lim
t→∞ p0(t) = {1 + �ez(N−1) +

�

1− � [1− ez(N−1)]}−1 , (22)

pN = lim
t→∞ pN (t) = �p0e

z(N−1) . (23)

The steady-state solution does not depend on the distributions of the sojourn times in
boundaries but only on their first moments.
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Classes. We follow [33]. When the input stream λ is composed of K classes of cus-
tomers and λ =

∑K
k=1 λ

(k) (all parameters concerning class k have an upper index
with brackets) then the joint service time pdf is defined as

b(x) =
K∑
k=1

λ(k)

λ
b(k)(x) ,

hence

1
μ

=
K∑
k=1

λ(k)

λ

1
μ(k)

, and C2
B = μ2

K∑
k=1

λ(k)

λ

1
μ2

(k)

(C(k)
B

2
+ 1)− 1 . (24)

We assume that the input streams of different class customers are mutually independent,
the number of class k customers that arrived within sufficiently long time period is nor-

mally distributed with variance λ(k)C
(k)
A

2
; the sum of independent randomly distributed

variables has also normal distribution with variance which is the sum of composant vari-
ances, hence

C2
A =

K∑
k=1

λ(k)

λ
C

(k)
A

2
. (25)

The above parameters yield α, β of the diffusion equation; function f(x) approximates
the distribution p(n) of customers of all classes present in the queue: p(n) ≈ f(n) and
the probability that there are n(k) customers of class k is

pk(n(k)) =
N∑

n=n(k)

⎡⎣p(n)( n

n(k)

)(
λ(k)

λ

)n(k) (
1− λ(k)

λ

)n−n(k)
⎤⎦ , k = 1, . . . ,K .

(26)

2.2 G/G/1/N, Transient Solution

The approach presented forG/G/1 station may be also used in case of two barriers with
instantaneous returns, [7]. Consider a diffusion process with two absorbing barriers at
x = 0 and x = N , started at t = 0 from x = x0. Its probability density function
φ(x, t;x0) has the following form cf. [3]

φ(x, t;x0) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

δ(x− x0) for t = 0
1√

2Παt

∞∑
n=−∞

{
exp

[
βx′n
α

− (x− x0 − x′n − βt)2
2αt

]
− exp

[
βx′′n
α

− (x− x0 − x′′n − βt)2
2αt

]}
for t > 0 ,

(27)
where x′n = 2nN , x′′n = −2x0 − x′n .
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If the initial condition is defined by a function ψ(x), x ∈ (0, N), limx→0 ψ(x)
= limx→N ψ(x) = 0, then the pdf of the process has the form φ(x, t;ψ) =∫ N
0
φ(x, t; ξ)ψ(ξ)dξ. The Laplace transform of φ(x, t;x0) can be expressed as

φ̄(x, s;x0) =
exp[β(x−x0)α ]

A(s)

∞∑
n=−∞

{
exp

[
−|x− x0 − x′n|

α
A(s)

]
− exp

[
−|x− x0 − x′′n|

α
A(s)

]}
, (28)

where A(s) =
√
β2 + 2αs. For computational efficiency we rearranged the Eq. ( 28)

to the form

φ̄(x, s;x0) =
exp[β(x−x0)α ]

A(s)

{
1(x≥x0)

[
exp

(
−xA(s)

α

)
2 sinh

(
x0A(s)
α

)]
+ 1(x0<x)

[
exp

(
−x0A(s)

α

)
2 sinh

(
xA(s)
α

)]
− 2 sinh

(
xA(s)
α

)
2 sinh

(
x0A(s)
α

)
×

∞∑
n=1

exp
(
−2nN

A(s)
α

)}
.(29)

Similarily, φ̄(x, s;ψ) =
∫ N
0
φ̄(x, s; ξ)ψ(ξ)dξ .

The probability density function f(x, t;ψ) of the diffusion process with elementary
returns is composed of the function φ(x, t;ψ) which represents the influence of the
initial conditions and of a spectrum of functions φ(x, t − τ ; 1), φ(x, t − τ ;N − 1)
which are pd functions of diffusion processes with absorbing barriers at x = 0 and
x = N , started at time τ < t at points x = 1 and x = N − 1 with densities g1(τ) and
gN−1(τ):

f(x, t;ψ) = φ(x, t;ψ)+
∫ t

0

g1(τ)φ(x, t−τ ; 1)dτ+
∫ t

0

gN−1(τ)φ(x, t−τ ;N−1)dτ .

(30)
Densities γ0(t), γN (t) of probability that at time t the process enters to x = 0 or x = N
are

γ0(t) = p0(0)δ(t) + [1− p0(0)− pN(0)]γψ,0(t) +
∫ t

0

g1(τ)γ1,0(t− τ)dτ

+
∫ t

0

gN−1(τ)γN−1,0(t− τ)dτ ,

γN (t) = pN(0)δ(t) + [1− p0(0)− pN (0)]γψ,N (t) +
∫ t

0

g1(τ)γ1,N (t− τ)dτ

+
∫ t

0

gN−1(τ)γN−1,N (t− τ)dτ , (31)

where γ1,0(t), γ1,N (t), γN−1,0(t), γN−1,N (t) are densities of the first passage time
between corresponding points, e.g.

γ1,0(t) = lim
x→0

[
α

2
∂φ(x, t; 1)

∂x
− βφ(x, t; 1)] . (32)
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For absorbing barriers

lim
x→0

φ(x, t;x0) = lim
x→N

φ(x, t;x0) = 0 ,

hence γ1,0(t) = limx→0
α
2
∂φ(x,t;1)
∂x . The functions γψ,0(t), γψ,N (t) denote densities

of probabilities that the initial process, started at t = 0 at the point ξ with density ψ(ξ)
will end at time t by entering respectively x = 0 or x = N .

Finally, we may express g1(t) and gN (t) with the use of functions γ0(t) and γN (t):

g1(τ) =
∫ τ

0

γ0(t)l0(τ − t)dt , gN−1(τ) =
∫ τ

0

γN (t)lN (τ − t)dt , (33)

where l0(x), lN(x) are the densities of sojourn times in x = 0 and x = N ; the distri-
butions of these times are not restricted to exponantial ones as it is in Eq. (20). Laplace
transforms of Eqs. (31,33) give us ḡ1(s) and ḡN−1(s):

ḡ1(s) =
{
p0(0) + γ̄ψ,0(s) + [pN(0) + γ̄ψ,N (s)]

l̄N (s)γ̄N−1,0(s)
1− l̄N (s)γ̄N−1,N (s)

}
·

· l̄0(s)
1− l̄0(s)γ̄1,0(s)

[
1− l̄0(s)γ̄1,N (s)

1− l̄0(s)γ̄1,0(s)
l̄N(s)γ̄N−1,0(s)

1− l̄N (s)γ̄N−1,N (s)

]−1

,

ḡN−1(s) =
l̄N(s)

1− l̄N(s)γ̄N−1,N (s)
[pN (0) + γ̄ψ,N (s) + ḡ1(s)γ̄1,N (s)]

and the Laplace transform of the density function f(x, t;ψ) is obtained as

f̄(x, s;ψ) = φ̄(x, s;ψ) + ḡ1(s) φ̄(x, s; 1) + ḡN−1(s) φ̄(x, s;N − 1) . (34)

Probabilities that at the moment t the process has the value x = 0 or x = N are

p̄0(s) =
1
s

[γ̄0(s)− ḡ1(s)] , p̄N(s) =
1
s

[γ̄N (s)− ḡN−1(s)] . (35)

3 State-Dependent Diffusion Parameters, G/G/N/N Transient
Model

In the case of G/G/N/N model, the value of the diffusion process corresponds to the
number of active channels. The output stream depends on the number of occupied chan-
nels, hence the diffusion parameters depend also on the value of the diffusion process:
α = α(x, t), β = β(x, t).

The diffusion interval x ∈ [0, N ] is divided into subintervals of unitary length and
the parameters are kept constant within these subintervals. For each time- and space-
subinterval with constant parameters, transient diffusion is obtained. The equations for
space-intervals are solved together with balance equations for probability flows between
neighbouring intervals. The results are obtained in the form of Laplace transforms of
density functions of the investigated diffusion process and then inverted numerically.
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If n− 1 < x < n, it is supposed that n channels are busy, hence we choose

α(x, t) = λ(t)C2
A(t)+nμC2

B , β(x, t) = λ(t)−nμ for n−1 < x < n. (36)

Jumps from x = N to x = N − 1 are performed with density μ.
In transient state we should balance the probability flows between neighbouring in-

tervals with different diffusion parameters. We put imaginary barriers at the borders
of these intervals and suppose that the diffusion process entering the barrier at n,
n = 1, 2, . . .N − 1, from its left side (the process is growing) is absorbed and im-
mediately reappears at x = n + ε. Similarily, the process which is diminishing and
enters the barrier from its right side reappears at its other side at x = n− ε.

The density functions for the intervals are as follows:

f1(x, t;ψ1) = φ1(x, t;ψ1) +
∫ t

0

g1(τ)φ1(x, t− τ ; 1)dτ +

+
∫ t

0

g1−ε(τ)φ1(x, t− τ ; 1 − ε)dτ ,

fn(x, t;ψn) = φn(x, t;ψn) +
∫ t

0

gn−1+ε(τ)φn(x, t− τ ;n− 1 + ε)dτ +

+
∫ t

0

gn−ε(τ)φn(x, t− τ ;n− ε)dτ, n = 2, . . .N − 1,

fN (x, t;ψN ) = φN (x, t;ψN ) +
∫ t

0

gN−1+ε(τ)φN (x, t− τ ;N − 1 + ε)dτ +

+
∫ t

0

gN−1(τ)φN (x, t− τ ;N − 1)dτ (37)

and the probability mass flows entering the barriers are:

γRn (t) = gn−ε(t), γLn (t) = gn+ε(t), n = 1, . . . , N − 1 (38)

and g1(t), gN−1(t) are the same as inG/G/1/N model, Eq. (33). The densities γRNi
(t),

γLNi
(t) are obtained in the similar way as in G/G/1/N , see Eq. (31):

γ0(t) = p0(0)δ(t) + γψ1,0(t) +
∫ t

0

g1(τ)γ1,0(t− τ)dτ +

+
∫ t

0

g1−ε(τ)γ1−ε,0(t− τ)dτ ,

γL1 (t) = γψ1,1(t) +
∫ t

0

g1(τ)γ1+ε,1(t− τ)dτ +

+
∫ t

0

g2−ε(τ)γ2−ε,1(t− τ)dτ ,

γR1 (t) = γψ2,1(t) +
∫ t

0

g1+ε(τ)γ1+ε,1(t− τ)dτ +
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+
∫ t

0

g2−ε(τ)γ2−ε,1(t− τ)dτ ,

γLn (t) = γψn,n(t) +
∫ t

0

gn−1+ε(τ)γn−1+ε,n(t− τ)dτ +

+
∫ t

0

gn−ε(τ)γn−ε,n(t− τ)dτ ,

γRn (t) = γψn+1,n(t) +
∫ t

0

gn+ε(τ)γn+ε,n(t− τ)dτ +

+
∫ t

0

gn+1−ε(τ)γn+1−ε,n(t− τ)dτ , n = 2, . . .N − 1

γN (t) = pN(0)δ(t) + γψN ,N(t) +
∫ t

0

gN−1+ε(τ)γN−1+ε,N (t− τ)dτ +

+
∫ t

0

gN−1(τ)γN−1,N (t− τ)dτ , (39)

where γi,j(t) are the densities of the first passage time between points i, j and are ob-
tained as in G/G/1/N model, Eq.(32). This system of equations is subject to Laplace
transformation and once again the Laplace transforms f̄n(x, s;ψn) are obtained numer-
ically, for a series of s values needed by the inversion algorithm for a specified t.

4 Open Network of G/G/1, G/G/1/N Queues, Steady State

The open networks of G/G/1 queues were studied in [33]. Let M be the number of
stations and suppose at the beginning that there is one class of customers. The through-
put of station i is, as usual, obtained from traffic equations

λi = λ0i +
M∑
j=1

λjrji , i = 1, . . . ,M, (40)

where rji is routing probability between station j and station i; λ0i is external flow of
customers coming from outside of network.

Second moment of interarrival time distribution is obtained from two systems of
equations; the first defines C2

Di as a function of C2
Ai and C2

Bi; the second defines C2
Aj

as another function of C2
D1, . . . , C2

DM :

1) The formula (41) is exact forM/G/1,M/G/1/N stations and is approximate in
the case of non-Poisson input [2]

di(t) = �ibi(t) + (1− �i)ai(t) ∗ bi(t) , i = 1, . . . ,M, (41)

where * denotes the convolution operation. From (41) we get

C2
Di = �2iC

2
Bi + C

2
Ai(1− �i) + �i(1− �i) . (42)
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2) Customers leaving station i according to the distribution Di(x) choose station j
with probability rij : intervals between customers passing this way has pdf dij(x)

dij(x) = di(x)rij +di(x)∗di(x)(1− rij)rij +di(x)∗di(x)∗di(x)(1− rij)2rij + · · ·
(43)

or, after Laplace transform,

d̄ij(s) = d̄i(s)rij+d̄i(s)2(1−rij)rij+d̄i(s)3(1−rij)2rij+· · · = rij d̄i(s)
1− (1− rij)d̄i(s) ,

hence

E[Dij ] =
1

λirij
, C2

Dij = rij(C2
Di − 1) + 1 . (44)

E[Dij ], C2
Dij refer to interdeparture times; the number of customers passing from sta-

tion i to j in a time interval t has approximately normal distribution with mean λirijt
and variationC2

Dijλirijt. The sum of streams entering station j has normal distribution
with mean

λjt = [
M∑
i=1

λirij + λ0j ] t and variance σ2
Ajt = {

M∑
i=1

C2
Dijλirij + C2

0jλ0j}t ,

hence

C2
Aj =

1
λj

M∑
i=1

rijλi[(C2
Di − 1)rij + 1] +

C2
0jλ0j

λj
. (45)

Parameters λ0j , C2
0j represent the external stream of customers. For K classes od cus-

tomers with routing probabilities r(k)ij (let us assume for simplicity that the customers
do not change their classes) we have

λ
(k)
i = λ

(k)
0i +

M∑
j=1

λ
(k)
j r

(k)
ji , i = 1, . . . ,M ; k = 1, . . . ,K, (46)

and

C2
Di = λi

K∑
k=1

λ
(k)
i

μ
(k)
i

2 [C(k)
Bi

2
+ 1] + 2�i(1 − �i) + (C2

Ai + 1)(1− �i)− 1 . (47)

A customer in the stream leaving station i belongs to class k with probability λ(k)
i /λi

and we can determine C(k)
Di

2
in the similar way as it has been done in Eqs. (43-44),

replacing rij by λ(k)
i /λi:

C
(k)
Di

2
=
λ

(k)
i

λi
(C2
Di − 1) + 1 ; (48)

then

C2
Aj =

1
λj

K∑
l=1

K∑
k=1

r
(k)
ij λi

[(
λ

(k)
i

λi
(C2
Di − 1)

)
r
(k)
ij + 1

]
+

K∑
k=1

C
(k)
0j

2
λ

(k)
0j

λj
. (49)
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Eqs. (42), (45) or (47), (49) form a linear system of equations and allow us to determine
C2
Ai and, in consequence, parameters βi, αi for each station.

5 Open Network of G/G/1, G/G/1/N Queues, One Class, Transient
Solution

In the case of one class of customers, the time axis is divided into small intervals (equal
e.g to the smallest mean service time) and at the beginning of each interval the equations
(40),(42),(45) are used to determine the input parameters of each station based on the
values of �i(t) obtained at the end of the precedent interval, [26]. A software tool was
prepared [15,16] and the examples below, see Fig. 4, are computed with its use.

source station 1 station 2 station 3

source A

station 2

station 4

station 5 station 6

station 3

source C

source B

station 1

Fig. 4. Models 1 and 2

Model 1. The network is composed of the source and three stations in tandem. The
source parameters are: λ = 0.1 t ∈ [0, 10], λ = 4.0 t ∈ [10, 20].
Parameters of all stations are the same:Ni = 10, μi = 2, C2

Bi = 1, i = 1, 2, 3.
Fig. 5a presents mean queue lengths of stations in Model 1 as a function of time.

Diffusion approximation is compared with simulation.

Model 2, its topologu is in Fig. 4. The characteristics of three sources and of one station
are changing with time in the following pattern:
source A: λA = 0.1 for t ∈ [0, 10], λA = 4.0 for t ∈ [10, 21], λA = 0.1 for t ∈ [21, 40],
source B: λB = 0.1 for t ∈ [0, 11], λB = 4.0 for t ∈ [11, 20], λB = 0.1 for
t ∈ [20, 40],
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source C: λC = 0.1 for t ∈ [0, 15], λC = 2.0 for t ∈ [15, 22],λC = 4.0 for t ∈ [22, 30],
λC = 2.0 for t ∈ [30, 31], λC = 0.1 for t ∈ [31, 40].
Station 6: μ6 = 2 for t ∈ [10, 15] and t ∈ [31, 40]; μ6 = 4 for t ∈ [15, 31].

Other parameters are constant: N1 = N4 = 10, N3 = 5, N2 = N6 = 20, μ1 =
· · · = μ5 = 2. Routing probabilities are: r12 = r13 = r14 = 1/3, r64 = 0.8. Initial
state: N1(0) = 5, N1(0) = 5, N2(0) = 10, N3(0) = 10, N4(0) = 5, N5(0) = 5,
N6(0) = 10. The results in the form of mean queue lengths are presented and compared
with simulation in Figs. 5, 6.
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Fig. 5. (a) Model 1: mean queue lengths of station1, station2 and station3 as a function of time
— diffusion and simulation (100 000 repetitions) results; the source intensity λ(t) is indicated.
(b) Model 2: Mean queue lengths of station1 and station2 as a function of time — diffusion and
simulation (100 000 repetitions) results; the source intensities λA(t), λB(t) are indicated.
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Fig. 6. Model 2: mean queue lengths of station3 and station4 (a) and of station5 and station6 (b)

6 Leaky Bucket Model

In the leaky bucket scheme, the cells, before entering the network, must obtain a token.
Tokens are generated at constant rate and stocked in a buffer of finite capacity B. If
there is a token available, an arriving cell consumes it and leaves the bucket. If not, it
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cell stream

b

B

m

token stream

M

Fig. 7. Leaky bucket scheme

waits for the token in the cell buffer. The capacity of this buffer is also limited to M ,
Fig. 7. Tokens and cells arriving to full buffers are lost. The diffusion process X(t) is
defined on the interval x ∈ [0, N = B +M ] where B is the capacity of cell buffer and
M is the capacity of token buffer, [12]. The current value of the process is defined as
x = b−m+M , b andm being the current contents of the buffers.

Let us suppose that the cell interarrival time distribution has the mean 1/λc and
squared coefficient of variation CA

2
c . The tokens are generated with constant rate λt,

hence CA
2
t = 0. Arrival of a cell increases the value of the process and arrival of a

token decreases it, therefore we choose the parameters of the diffusion process as:

β = λc − λt , α = λcCA
2
c .

The process evolves between two barriers placed at x = 0 and at x =M +B; x = 0
represents the state where the whole token buffer is occupied and arriving tokens are
lost; x = M+B represents the state where the token buffer is empty and the cell buffer
is full: arriving cells are lost.

The sojourn time at x = M +B corresponds to the residual token interarrival time,
i.e. the time between the moment when the cell buffer becomes full and the moment
of the next token arrival. In [37] the density of holding time at the upper barrier of
M/D/1/N diffusion model was obtained; we follow this approach and assume that the
density function lM+B(x) is

lM+B(x) =
λce

λcx

eλc/λt − 1
. (50)

The cell loss ratio L(t) may be bounded by expression [37]

L(t) ≤ pN (t)Pr[Arr(t, t + 1/λt) ≥ 1]

where Arr(t, t + 1/λt) is the number of cell arrivals during interval [t, t+ 1/λt].
If the cell stream is Poisson, the pdf l0(x) of the sojourn time at x = 0 is defined by

the density of cell interarrival time; otherwise we take this density as an approximation
of l0(x). Note that the sojourn times in boundaries are defined here by the densities
l0(t), lN (t) and are not restricted to exponential distributions.

The values x > M of the process correspond to states where cells are waiting for
tokens, the value x − M determines in this case the number of cells in the buffer;
x < M means that there are tokens waiting for cells and the value M − x corre-
sponds to the number of tokens in the buffer. Probability of b cells in the buffer at time
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t is defined by f(M + b, t); probability of the empty cell buffer is given by pt(t) =
p0(t) +

∫M
0 f(x, t)dx. Probability of m tokens in the buffer is given by f(M −m, t)

and probability of empty token buffer is determined by
∫M+B

M
f(x, t)dx+pN (t) where

p0(t) = Pr[X(t) = 0], pN (t) = Pr[X(t) = N ].
The service time is constant, hence the density function of the cell waiting time for

tokens (response time of leaky bucket) may be estimated as r(x, t) = λtf(λtx+M, t).
Hence, using G/G/1/N model we obtain transient f(x, t;ψ) and steady-state f(x)

distributions of the diffusion process for 0 ≤ x ≤M +B. This gives us the distribution
of the number of tokens and cells in the leaky bucket, the response time distribution,
the loss probabilities, the properties of the output stream, etc. The capacities of cell and
token buffers may be null, so we are able to consider a number of leaky bucket variants.

The output process of the leaky bucket is the same as the cell input process provided,
with probability pt(t), that there are tokens available and it is the same as token input
process with probability [1− pT 9t)] that tokens are not available; at the time moment t
the pdf d(x) of interdeparture times in the output stream is

d(x, t) = pt(t)a(x, t) + [1− pt(x, t)]δ(x − 1
λt

) , (51)

where a(x, t) is the time-dependent pdf of cell interarrival times distribution. Eq. (51)
gives us the mean value and squared coefficient of interdeparture times distribution,
i.e. whole information needed to incorporate one or multiple leaky-bucket stations (for
example a cascade of leaky-buckets with different parameters) in the diffusion queueing
network model of G/G/1 or G/G/1/N stations. The principles of the latter model
were given in [33].

Numerical example
At t = 0 the cell buffer is empty and the token buffer containsM(0) tokens. The tokens
are generated regularly each time-unit. The cell arrival stream is Poisson; the mean
interarrival time is 0.5 time-unit for 0 ≤ t < 100 and 1.5 time units for t ≥ 100, i.e.
there is a traffic wave exceeding the accorded level during the first 100 units and then
the traffic goes down below this level.

The buffer capacities are B = M = 100. Figure 8a displays the diffusion and
simulation results concerning the output stream of leaky bucket for the initial number
of tokens M(0) = 0, 50 and 100. The output dynamics given by simulation and by
difusion model are very similar. Simulation results are obtained as a mean of 100 000
independent runs. If there is no tokens at the beginning, the cell stream is immediately
cut to the level of token intensity (one cell per time unit), the excess of cells is stocked
in the cell buffer and transmitted later, when t > 100 and input rate becomes smaller.
If there are tokens in the token buffer, a part (for M(0) = 50) or almost totality (for
M(0) = 100) of the traffic wave may enter into the network.

Figure 8b presents the comparison of mean number of cells in the cell buffer as a
function of time, for different initial content of the token bufferM(0) = 0, 50 and 100,
obtained by diffusion and simulation models. In Figure 9 the distributions of cell buffer
contents obtained by simulation and by diffusion are presented for several moments,
including t = 100, i.e. the end of high traffic period, when the congestion is the biggest.
We see that although the the buffer is full is important (≈ 0.4). Note that we could mean
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queue length is below the buffer capacity, the probability that not obtain this result with
the use of fluid approximation even if the mean number of cells in the buffer predicted
by diffusion and fluid approximations were similar.

7 Multiclass FIFO Queues, Output Streams Dynamics

Consider a queueing network model representing a computer network. Customers (pack-
ets of fixed size) are grouped into classes. Each class represents a connection between
two points of the network and its description includes the features of the source and the
itinerary across the network. Customer queues at servers correspond to the queues of
cells waiting at a node to be sent further. At a queue exit the class of a customer should
be known to determine its routing. In steady state queuing models this probability, for a
certain class k, is given by the ratio of the throughput λ(k) of this class customers pass-
ing the node to the total througput λ of this node : λ(k)/λ, where λ =

∑K
k=1 λ

(k) and
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K is the number of classes passing across the node. In transient state, the throughputs
are a function of time and the probability λ(k)(t)/λ(t) as well. Morover, the flows at

the entrance and the exit are not the same: λ(k)
i, in �= λ

(k)
i, out. The composition of output

flow reflects the previous compositions at the entrance delayed by the response time of
the queue.

To solve this problem, we choose the constant service time as the time unit, divide
the time axis into intervals of unitary length and assume that the flow parameters are
constant during that interval, e.g. λ(k)(θ) denotes the class k flow at station i during an
interval θ, θ = 1, 2, . . .

The input stream
∑
k λ

(k)
in (θ) reaches the output of the queue with a delay corre-

sponding to the queue length in the buffer at the arrival time. The part p(n, θ)
∑
kλ

(k)
i, in(θ)

of this submitted load cannot be served and the corresponding flow cannot appear at the
output before the time t = θ+n+1. So, taking into account these delays, the unfinished
work ready to be processed at the time t in the station which is initially empty can be
expressed as:

U (k)(t) =
N∑
n=1

λ
(k)
in (t− n) · p(n− 1, t− n) for k = 1, . . . ,K.

A similar formulation may be easily derived for initially nonempty queue know-
ing its composition at t = 0. Remark that some accumulation periods (of high or
quickly increasing load) may yield that ready work at t exceeds the server capacity:∑
k U

(k)(t) > 1. Such a phenomenon introduces some additional delay in the transfer
of the input stream to the output.

To compute the output throughput λ(k)
out(t), we find first the ready time ϑ1 of the cells

at the head of the queue. This is equal to the smallest value of θ such that:

θ∑
τ=0

∑
k

U (k)(τ) ≥
t−1∑
τ=0

∑
k

λ
(k)
out(τ). (52)

Then, we determine the smallest ϑ2 for which

ϑ2∑
τ=0

∑
k

U (k)(τ) −
t−1∑
τ=0

∑
k

λ
(k)
out(τ) ≥ 1− p(0, t).

The output throughput λ(k)
out(t) is obtained as

λ
(k)
out(t) =

ϑ2∑
θ=ϑ1

wθ · U (k)(θ) (53)

where wϑ1 represents the percentage of U (k)(ϑ1) that has not been sent yet, wθ = 1 for
θ �= ϑ1 and ϑ2 , and wϑ2 is chosen such that

∑ϑ2
θ=ϑ1

wθ · U(θ) = 1− p(0, t).
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Numerical example. Consider a switch having 3 input streams end one output being
the sum of the three input streams. The output queue has the capacity of 100 packets
and is analysed with the use of G/D/1/100 multiclass diffusion model and M/D/1
multiclass fluid approximation model. The service time is constant, μ = 1. The input
streams are Poisson with parameters λ(k)(t) chosen as:

time t 0 – 10 10 – 20 20 – 30 30 – 40 40 – 80 > 80
λ

(1)
in (t) 0.1 0.8 0.8 0.1 0.1 0

λ
(2)
in (t) 0.2 0.2 0.2 0.2 0.2 0

λ
(3)
in (t) 0 0 0.5 0.5 0 0

Figures 10 – 12 present the resulting output stream (queue is empty at the beginning).
These results, obtained with the use of diffusion approximation and fluid flow approx-
imation, are compared with simulation results which represent the mean of 400 000
independent runs and practically may be considered as exact. The differencies between
input and output streams are clearly visible for the whole stream as well as for each class
separately. They justify the need of the presented approach in the transient analysis of
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networks: the impact the switch queue on the flow dynamics is important and cannot be
neglected. In all considered cases the results of diffusion approximation are very close
to simulation and clearly better that those obtained with the fluid flow approximation.

8 Switch with Threshold (Partial Buffer Sharing) Algorithm

In a node with partial buffer sharing policy the diffusion process represents the content
of the cell buffer. The process is determined on the interval x ∈ [0, N ] where N is the
buffer capacity, [12]. When the number of cells is equal or greater than the thresholdN1

(N1 < N ), only priority cells are admitted and ordinary ones are lost. Diffusion process
represents the number cells of both classes, hence its parameters depend on their input
and service parameters which are different for x ≤ N1 and x > N1:

β(x) =
{
β1 = λ(1) + λ(2) − μ for 0 < x ≤ N1 ,
β2 = λ(1) − μ for N1 < x < N

(54)

and

α(x) =

{
α1 = λ(1)C

(1)
A

2
+ λ(2)C

(2)
A

2
+ μC2

B for 0 < x ≤ N1 ,

α2 = λ(1)C
(1)
A

2
+ μC2

B for N1 < x < N.
(55)

We assume constant service time, hence C2
B = 0. Once again we use the Eq. 50 to

represent the sojourn time in the barrier at x = N and to determine μN as the inverse
of the mean sojourn time.

Steady state solution. Let f1(x) and f2(x) denote the pdf function of the diffusion
process in intervals x ∈ (0, N1] and x ∈ [N1, N). We suppose that
· limx→0 f1(x, t;x0) = limx→N f2(x, t;x0) = 0 ,
· f1(x) and f2(x) functions have the same value at the pointN1: f1(N1) = f2(N1),
· there is no probability mass flow within the interval x ∈ (1, N − 1):

αn
2
d fn(x)
d x

−βnfn(x) = 0 , x ∈ (1, N1), n = 1 and x ∈ (N1, N−1), n = 2,



Diffusion Approximation as a Modelling Tool 469

and we obtain the solution of diffusion equations:

f1(x) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
[λ(1) + λ(2)]p0

−β1
(1− ez1x) for 0 < x ≤ 1 ,

[λ(1) + λ(2)]p0
−β1

(1− ez1)ez1(x−1) for 1 ≤ x ≤ N1 ,

f2(x) =

⎧⎪⎪⎨⎪⎪⎩
f1(N1)ez2(x−N1) for N1 ≤ x ≤ N − 1 ,

μpN
β2

[
1− ez2(x−N)

]
for N − 1 ≤ x < N ,

(56)

where zn =
2βn
αn

, n = 1, 2. Probabilities p0, pN are obtained with the use of normal-

ization condition. The loss ratio L(1) is expressed by the probability pN , the loss ratio
L(2) is determined by the probability P [x > N1] =

∫ N
N1
f2(x)dx + pN .

Numerical example. Fig. 13 presents in linear and logarithmic scale the steady-sate
distribution given by Eqs. (56) of the number of cells present in a station. The buffer
length is N = 100, the threshold value is N1 = 50. Some of the values are compared
with simulation histograms which we were able to obtain only for relatively large values
of probabilities.
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Fig. 13. Steady state distribution of the number of cells for traffic densities λ(1) = λ(2) = λ =
0.9, 0.9; diffusion and simulation results, normal (a) and logarithmic (b) scale

Transient solution. The transient solution is obtained with technique presented ear-
lier for G/G/N/N model. It makes use of the balance equations for probability flows
crossing the barrier situated at the boundary between the intervals with different dif-
fusion coefficients, i.e. at x = N1. Let us consider two separate diffusion processes
X1(t), X2(t):
X1(t) is defined on the interval x ∈ (0, N1). At x = 0 there is a barrier with sojourn

times defined by a pdf l0(t) and instantaneous returns to the point x = 1. At x = N1

an absorbing barrier is placed. Denote by γLN1(t) the pdf that the process enters the
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absorbing barrier at x = N1. The process is reinitiated at x = N1 − ε with a density
gN1−ε(t).
X2(t) is defined on the interval x ∈ (N1, N). It is limited by an absorbing barrier

at x = N1 and by a barrier with instantaneous returns at x = N . The sojourn time at
this barrier is defined by a pdf lN (t) and the returns are performed to x = N − 1. The
process is reinitiated at x = N1 + ε with a density gN1+ε(t). Denote by γRN1(t) the pdf
that the processX2(t) enters the absorbing barrier at x = N1.
The interaction between two processes is given by equations

gN1+ε(t) = γLN1
(t) and gN1−ε(t) = γRN1

(t),

i.e. the probability density that one process enters to its absorbing barrier is equal to the
density of reinitialization of the other process in the vicinity of the barrier.

Equations (31) and (33) form a set of eight equations with eight unknown functions.
When we transform these equations with the use of Laplace transform, the convolutions
of density functions become products of transforms and we have a set of linear equa-
tions where the unknown variables are: ḡ1(s), ḡN1−ε(s), ḡN1+ε(s), ḡN−1(s), γ̄0(s),
γ̄N (s), γ̄N1−ε(s), γ̄N1+ε(s). They may be expressed by all other functions, that means
γ̄ψ1,0(s), γ̄ψ1,N1(s), γ̄1,0(s), γ̄1,N1(s), γ̄N1−ε,0(s), γ̄N1−ε,N1(s), γ̄ψ2,N1(s), γ̄ψ2,N(s),
γ̄N1+ε,N1(s), γ̄N1+ε,N (s), γ̄N−1,N1(s), γ̄N−1,N (s) which are already determined by
equations of type (32). This way we obtain the functions ḡ1(s), ḡN1−ε(s), ḡN1+ε(s),
ḡN−1(s) and use them in the pdfs (37). The time-domain originals f1(x, t;ψ1),
f2(x, t;ψ2) are obtained numerically [59] from their transforms. The density of the
whole process is

f(x, t;ψ) =
{
f1(x, t;ψ1) for 0 < x < N1 ,
f2(x, t;ψ2) for N1 < x < N .

To see the evolution of the number of cells belonging to a class, we have to consider
the composition of input and output streams.

Numerical example. Let us suppose that at the beginning the buffer is empty and during
the interval t ∈ [0, 100] the input stream of priority cells has ratio λ(1) = 2 cells per
time unit and the one of low priority cells λ(2) = 1; for t > 100 the ratio of high
priority cells is λ(1) = 0.6667, the ratio of low priority cells does not change. The
service time is constant and equal one time unit. The buffer length is N = 100, the
value of threshold varies between N1 = 50 and N1 = 90. The value of ε in Eqs. (37)–
(39) was chosen ε = 0.1. In Fig. 14 the distributions of the number of cells at the
buffer obtained by simulation and by diffusion model for chosen time moments are
compared. Diffusion and simulation results are placed in separate figures to preserve
their legibility. The shape of curves given by two models is very similar. At the end of
second period (t = 400, 500, 600) the steady state distribution is attained.

Fig. 15 displays the mean number of cells in the buffer as a function of time. During
the first 100 time units the congestion is clearly visible, the buffer quickly becomes
saturated; during the second period the queue is also overcrowded, probability that
the threshold is exceeded is near 0.7 but owing to the buffer sharing policy the prob-
ability that the buffer is inaccessible for priority cells remains negligible – Fig. 16.
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Fig. 14. Distribution of the number of all cells in the buffer for several time moments t = 25 −
500; buffer size N = 100, threshold N1 = 50; simulation (a) and diffusion (b) results
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The threshold value N1 is a parameter of displayed curves. If N1 increases the mean
values of low priority cells increases (they have more space in the buffer, hence less of
them is rejected) and the number of priority cells increases too (as there is more class 2
cells in the queue, class 1 cells wait longer).

Fig. 17 displays the mean number of high and low priority cells given by the ap-
proach we have described above and compared with simulation results. We see that the
steady state mean value of class 2 cells is underestimated (because of overestimation of
class 2 losses by diffusion approximation seen in Fig. 16) but the dynamics of class 2
cells vanishing from the queue during heavy saturation periods is well captured.

Some numerical problems were encountered when computing expressions of
φ(x, t, ψ) and γ0(t) for very small values of λ(1)

eff (t), μ(2)
eff (t) and forced us to very

careful programming.
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Fig. 17. Mean value of class 1 and class 2 cells as a function of time; N = 100, N1 = 50

9 Conclusions

We describe how the diffusion approximation formalism is applied to study transient
and behavior of G/G/1 and G/G/1/N network of queueus and we present some other
models related to congestion control. The way we switch from one model to another
demonstrates the flexibility of the method. Also the introduction of self-similar traffic is
possible: as we change the diffusion parameters each small time-interval, we can mod-
ulate them to reflect self-similarity and long-term correlation of the traffic. Some other
applications may be considered: recently we have used the diffusion approximation to
estimate transfer times inside a sensor network [22], to study priority queues [24], the
work of call centers [23], and to investigate the stability of TCP connections with IP
routers having AQM queues [21]. Also the application of diffusion approximation to
model wireless networks based on IEEE 802.11 standard gives promising results, [25].

Therefore we consider the diffusion approximation as a very convenient tool in the
analysis of transient states queueing models in performance evaluation of computer and
communication networks.
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19. Czachórski, T., Pekergin, F.: Modelling the time-dependent flows of virtual connections in
ATM networks. Bulletin of Polish Academy of Sciences, Techical Sciences 48(4), 619–628
(2000)
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Proc. of CFIP 2008, Les Arcs, Mars 25-28 (2008), Proceedings, edition electronique,
http://hal.archives-ouvertes.fr/CFIP2008
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Abstract. The Cross layer concept is a new way to see the quality of service in 
the network. It consists in adapting the current mechanisms at one level to the 
underlying levels and the definition of information to share between, not neces-
sarily adjacent, levels and the global optimisation instead of multiple optimisa-
tions. Performance optimisation of the whole system is a crucial step in the 
process of design and validation of new systems. Models of large, complex and 
dynamic systems can often be reduced to smaller sub-models, for easier analy-
sis, by processes known as decomposition or aggregation methods. Those  
techniques have to be implemented in a dynamic simulation tool. It has to be 
dynamic because simulations are driven by dynamic data and entail the ability 
to incorporate additional data (either archived or collected online) and reversely 
the simulator will be able to dynamically steer the measurement process. 

Keywords: Cross layer, simulation, heterogeneous networks, network  
modelling. 

1   General Introduction 

The performance of wireless systems is extremely sensitive to the mobility, to the 
dynamicity and to the environment. Those systems may be extended on a large scale 
(long delay satellites, delay tolerant networks, IEEE802.20…) and are more and more 
complex. 

The concept of layered network stack is the main idea which allowed the heteroge-
neous development of networks and standard protocols. But the specificity of the 
wireless networks, their interconnection with fixed wired networks and the use of 
adapted QoS mechanisms to wireless conditions have an impact on the performance. 

The Cross layer concept is a new way to see the quality of service in the network. 
It does not consist in the addition of reservation mechanisms of bandwidth or any 
other Ad Hoc mechanism, but in adapting the current mechanisms at one level to the 
underlying levels; the definition of pertinent information, to share between not neces-
sarily adjacent levels; and the global optimisation, instead of multiple optimisations. 

Performance optimisation of the whole system is a crucial step in the process of 
design and validation of new systems. Models of large, complex and dynamic systems 
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can often be reduced to smaller sub-models, for easier analysis, by processes known 
as decomposition or aggregation methods. Certain criteria for successful decomposi-
tion can be established. Models have to be designed on several levels and all the  
levels cannot be studied simultaneously. Decomposition has long been recognised as 
a powerful tool for the analysis of large and complex systems.  

Those techniques have to be implemented in a dynamic simulation tool. It has to be 
dynamic because simulations are driven by dynamic data and entail the ability to  
incorporate additional data (either archived or collected online) and reversely the 
simulator will be able to dynamically steer the measurement process. 

The first part of this paper provides an overview of the time, space and level de-
pendence of highly complex networks. Then a state of the art of cross-layer design for 
today networks is presented.  

The paper then designs cross-layer simulations which are aggregation methods, 
where an aggregate is a layer model. Those simulations are dynamic, autonomic and 
multi-layer. Examples of applications are presented: they concern the performance 
evaluation of MANETS. For the evaluation of routing algorithms MAC and network 
layers have to be simultaneously simulated. For transport layer MAC layer has to be 
modelled. Those cross-layer simulations happen to be difficult to operate, but they are 
promising methods.  

In the second part we are interested in performances issues of routing in Ad Hoc 
networks and IP over GEO satellite links. Ad Hoc networks are collections of high 
rate randomly moving wireless devices within a particular area. These devices vary 
dynamically in their resource-richness. Such highly dynamic systems rise specific 
problems such as routing, media access control (MAC) and QoS mechanisms. 

Many routing algorithms are proposed and standardisation is in process. Route is 
made difficult by the continuous moving of the devices as nodes in the networks. Ac-
cess to the medium is made difficult by the so called hidden node problem. QoS 
mechanisms need to be designed by taking into account several techniques such as 
load balancing, MAC-level and IP-level differentiating mechanisms. Battery energy 
may be also saved by optimising the emission power. The distribution of the band-
width in these mobile Ad Hoc Networks (MANETs) and GEO satellite networks can 
be very unfair. The behaviour of TCP and the introduction of QoS mechanisms at 
different levels and their interdependence remain to be studied more in detail in those 
systems.  
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Part 1 - Time, Space and Level Cyclic Dependence of 
Highly Complex and Dynamic Networks: Application to 
Dynamic Cross Layer Design of Mobile Systems 

2   Introduction - Part 1 

Performance evaluation is a crucial step in the process of designing and validating 
new complex telecommunications systems. Complexity comes from mobility, dy-
namicity, extension on a large scale and interaction between layers and elements. But 
performance evaluation of such systems is also a technical challenge. Out of the three 
classical methods for evaluating performances (analytical study, simulation study and 
experimental study) [26], only one may be applied in this context: the simulation. 
Indeed, analytical studies can only cope with systems of a reasonable complexity. 
This is definitely not the case for the new generations of telecommunications systems 
(satellite, mobile and sensor networks). And, as long as the whole system is not opera-
tional (this is obviously the case at the early stage of the design), experimental studies 
are either impossible, or restricted to small parts of the system. 

Studies based on simulation techniques require both a computational model of the 
system and a simulation environment. Computational models are particularly difficult 
to elaborate because the system is large, complex and highly dynamic. At the physical 
level, for example, propagation effects are hard to model and often need to be accu-
rately simulated in order to get realistic results. Furthermore, radio interfaces are now 
offering sophisticated mechanisms like power control or adaptive coding. Those  
particularities are added to the traditional complexity of mobile networks based on IP 
networks and protocols.  

The motivation for improving the performance of networks has increased the inter-
est in systems which rely on interactions between different levels. Cross layer systems 
appeared recently specially for wireless networks. The research, specific to cross layer 
systems, aims to optimise the overall performances of the protocol stack of a network 
rather than a local optimisation of each layer. The technique consists in taking into 
account, at the same time, information available from different levels [10], not neces-
sarily adjacent, in order to create a system much more sensitive to wireless specificity.  

This approach is advantageous with reserve to respect a minimal layered generic 
model [7], because the separation between layers allows a better interoperability be-
tween network elements (IP over everything) and allows to introduce relatively easily 
new local protocols without changing the other layers of the stack. There is a need to 
set up a generic element that interfaces with existing elements and using the current 
network interfaces [9]. 

Out of the challenges in designing cross layer systems, a major interest of perform-
ance evaluation community is: 

− To design and develop a simulation environment introducing innovative fea-
tures to ease model reuse and hierarchical modelling activities, as well as 
implementing powerful computing techniques; 

− To define generic cross layer system network models, and implement their 
simulation within the framework; all mechanisms shall be addressed in order 
to provide a global model of the system; 
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− To identify and evaluate appropriate simulation techniques in cross layer net-
work context. 

− To implement mechanisms in one of the levels of the protocol architecture, 
while modelling in a rather accurate way the other levels (even if all the pro-
tocols are not yet standardised). For a study on network level, physical layer, 
data link and network level models must be developed; these models having 
to coexist (since the parameters of some models may influence the other  
hierarchical levels).  

 
For these reasons, new simulation techniques called "Cross-layer Simulations" are set 
up. Those techniques have to be implemented in a dynamic simulation tool. It has to 
be dynamic because simulations are driven by dynamic data and entail the ability  
to incorporate additional data (either archived or collected online), and reversely the 
simulator will be able to dynamically steer the measurement process. 

The generic cross layer network model, together with cross layer simulation model 
facilities offered by the tool, shall allow studies on cross layer systems. 

This paper presents a state of the art on cross layer systems. Section 2 is emphasis-
ing on modelling problems that are specific to wireless cross layer networks simula-
tion. Section 3 is presenting some original approaches that will be of use within a 
cross layer simulation environment. 

3   Wireless Networks Complexity 

Wireless networks have particularities that distinguish them from wired networks. 
The wireless channels vary over time and space and has short term correlation due 

to multi-path. These variations are caused by either motion of the wireless device or 
changes in the surrounding physical environment, and lead to detector errors. This 
causes bursts of errors to occur during which packets cannot be successfully transmit-
ted on the link. 

Small scale channel variations due to fading are such that states of different chan-
nels can asynchronously switch from “good” to “bad” within a few milliseconds and 
vice versa. Furthermore, very strong forward error correction codes (i.e., very low 
rates) cannot be used to eliminate errors because this technique leads to reduce spec-
tral efficiency [5]. 

In addition to small-scale channel variations, there are also spatiotemporal varia-
tions on a much greater time scale. Large scale channel variation means that the aver-
age channel rate conditions depend on user locations and interference levels. Thus, 
due to small scale and large scale changes in the channel access time than others 
based on their location or mobile velocity, even if their data rate requirement is the 
same as or less than other users. 

4   Cross Layer Design 

The concept of layered network stack is the main idea which allowed the heterogene-
ous development of networks and standard protocols. On these principles is that 
Internet networks could be born and with it the birth of all applications on IP and the 
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true heterogeneous development of the networks. This model of this development gets 
many advantages such as: 

− Each layer is independent. 
− One generic model would be able to solve multiple problems 
− The layers are quite interchangeable (different MAC layers exist) 

But the growth of technologies in the field of the networks and the multiplication of 
the needs made the basic model more complex and these interactions (interfaces) 
which was formerly well structured, are now more complex and are not clearly  
defined. 

 

 

Fig. 1. Layers functionality 

To avoid these problems in the GSM networks packets, multiple encapsulations is 
used to interface correctly GSM network and IP network. In the case of the ADSL 
access network, the same solution is applied to this problem. But, this technique in-
creases enormously the overhead and the complexity the network topology. In the 
case of the MPLS networks, the interface between the networks layer and MAC layer 
was complex and then the limit between MAC layer and IP layer became very trouble 
(the IP addresses are used both by MAC layer and IP layer). Current researches in 
wireless networks, ad hoc networks and sensor networks find out new challenges 
which must be solve. In this type of networks, the problems of radio resources which 
are rare and time varying make problems which are very difficult to adapt with a layer 
structure where information between the different layers are independent and com-
pletely separate. 

The evolution towards one Internet network which is able to interface with ad  
hoc networks and sensors networks in the same addressing map take the following 
problem: how to preserve the compatibility of the existing model taking in account 
the currently defined interfacing problems. 

4.1   Inter-Layer Interactions 

The diversity of the media and the different problems, which are likely to appear, 
cannot be solved in a generic and total way. Then it is necessary to create algorithms 
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closer to the needs of each resource. The layers between themselves have to be able to 
exchange information about each problem. The concept of Cross-Layer makes possi-
ble to exchange information between the various networks layers. It allows improving 
the algorithms available at each network layer, thanks to information available in the 
other ones. One can for example use information about the link quality in the MAC 
Layer to create more powerful algorithms of routing. That's why the structure of net-
works stack must be modified so that information exchanges between the layers are 
possible. The layer structure itself does not have therefore been modified, that's why 
the creation of elements external to the networks stack, is used for this aim. Network 
Status is a component of the stack that interfaces the different layers between them-
selves. It acts as a database where each network layer can put or get information. 

 

 

Fig. 2. Inter-layer interactions 

The main think to be taken into account is to choose which information will be 
shared and which one will impact on the various algorithms (of routing for example). 
In wireless networks the element that we have to take into account is the radio chan-
nel quality and the energy consumption. But these elements cannot be managed  
simply at a local level but must be managed in a distributed way in the network. 
That's why a new network’s metric must be created, instead of looking only to the 
number of hops between the transmitter and the receiver; it will also look at the qual-
ity of the radio channel along the entire path between the transmitter and the receiver. 
The assumption of channel quality in the metric can be considered as a new way  
of doing quality of service. Because it is now seen as an internal component of the 
networks, as for example the ad hoc layer in the grid systems. Its main advantage is 
the overall improving of the network capacity, and also the decrease of the QoS  
management complexity. 

4.2   MANETS or Sensor Networks 

The sensor networks are collaborative networks and very directed towards a precise 
application field, which implies that their structure is more easily controllable than the 
ad hoc network one. Because in the ad hoc networks the mobility and the very 
changeable nature of flows make very difficult any forecast on the nature of flows to 



 Cross Layer Simulation: Application to Performance Modelling of Networks 483 

 

transport. The structure of the network by its nature (mobile) makes the connectivity 
very uncontrollable. In the ad hoc networks the network stack is well defined and it is 
quite difficult to make changes to improve it. Whereas in the sensor networks, we can 
easily avoid this lack of flexibility by considering other models of protocol stack, 
more adaptable and arranged un-hierarchically. That's why the sensor networks are 
excellent candidates to implement a Cross-layer structure in their network stack for 
the exchange of information between the different layers. 

It is obvious that cross layer design creates interactions, some intended, and others 
unintended. There is a need to examine the dependency relations, and to enforce time 
scale separation. Authors, in [7], argue that proposes of cross layer design must there-
fore consider the totality of the design, including the interactions with other layers, 
and also what other potential suggestions might be barred because they would interact 
with the particular proposal being made. They must also consider the architectural 
long term value of the suggestion. Cross layer design proposal must therefore be ho-
listic rather than fragmenting. 

Generally, properties of wireless networks are different from those of wired net-
works. In fact the interference created by the nodes emitting packets slow down the 
global throughput. The versatility of the wireless medium and the variability of the 
capacity of transmission of nodes have also an impact on the network throughput. 

Another important factor in wireless networks is related to the problem of hidden 
station, where to avoid collisions a station that is emitting reduce the other neighbour-
ing stations to silence [9]. 

Furthermore, routing algorithms used in wired networks such as shortest path are 
not adapted to wireless Ad Hoc networks [7].  

Finally, the performances of the transport protocol TCP is not really adapted to 
wireless networks, or to Ad Hoc systems prone to high BER and mobility. Those fac-
tors induce connection interruptions, interpreted by TCP as a congestion indication, 
and decrease connections throughput. Congestion control mechanisms, including the 
congestion avoidance phase in all variants of TCP, have recently been shown to be 
distributed algorithms implicitly solving network utility to be distributed algorithms 
implicitly solving network utility maximisation problems, which are linearly con-
strained by link capacities that are assumed to be fixed quantities. However, network 
resources can sometimes be allocated to change link capacities, therefore change TCP 
dynamics and the optimal solution to network utility maximisation. For example, in 
CDMA wireless networks, transmit powers can be controlled to give different Signal 
to Interference Ratios (SIR) on the links, changing the attainable throughput on each 
link [1]. 

4.3   Examples of Cross Layers 

The cross layers should allow to consult in real time available information on each 
network layer, nowadays this is not possible. Authors of [6] observe that some net-
work functions, such as energy management, security and co-operation are cross layer 
by nature. The authors propose cross layer architecture, presenting a network status 
plan, which divides every shared network’s functionality in different layers. Table 1 
presents the levels implicated in different cross layer studies. 
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Table 1. Panel of cross layer studies at different levels 

Physical layer Channel state is useful to adapt the throughput to [1],[15],[20],[21]. 

MAC layer The retransmission number at the MAC level may indicate the quality of the link, timer 
[2],[3],[4],[8],[11],[15],[20],[21],[23].

Network layer Using quality of transmission information in routing algorithms [2],[3],[4],[8],[23].

Transport layer The MAC layer could adapt the error control scheme among TCP retransmission timers and 
update the information on the delay for better QoS. [1], [2], [3], [11].  

4.3.1   Physical-MAC Layers 
A set of novel PHY-MAC mechanisms based on a cross layer dialogue was proposed. 
System efficiency improvement is achieved by means of automatic transmission rate 
adaptation, trading off generic packet switched CDMA access network [15]. The rate 
adaptation mechanism improves spectrum efficiency while keeping packet delay 
minimised. On the other hand, power dependent strategies reduce power consumption 
and inter-cell interference.  

The joint effect of MAC and PHY layers on power efficiency was investigated. 
Specifically, Authors in [20] present a study of the link adaptation for a power effi-
cient transmission by selecting a proper transmission mode and power level with the 
aid of a derived power efficiency model for IEEE 802.11a WLAN. 

Another study, presented in [21] considers a reservation based medium access con-
trol MAC scheme where users reserve data channels through a slotted ALOHA pro-
cedure. The base station grants access to users in a Rayleigh fading environment  
using measurements at the physical layer and system information at the MAC layer. 

4.3.2   MAC Layer 
In [19] authors concentrate on the problem of medium access for wireless multi-hop 
networks. They first study CSMA/CA, and find that its performance strongly depends 
on the choice of the accompanying routing protocol. They then introduce two proto-
cols that outperform CSMA/CA, both in terms of energy efficiency and achievable 
throughput. The Progressive Back-Off Algorithm (PBOA) performs medium access 
jointly with the power control. The Progressive Ramp-Up Algorithm (PRUA) sacri-
fices energy efficiency in favour of a tighter packing of transmissions and higher 
throughput.  

The authors observe that: (i) power control can be very helpful in terms of energy 
efficiency, but its gains are limited in multi-hop environments. (ii) The First In First 
Out (FIFO) queuing discipline is sub-optimal for use in wireless ad hoc networks. A 
more relaxed rule can lead to a tighter packing of transmissions. (iii) The choice of 
routing protocol can significantly reduce the capacity of the network. Specifically, 
any routing strategy that assigns a single route to a node pair typically suffers a pen-
alty in its performance. (iv) CSMA/CA is not well-suited for communication over 
weak links. Therefore, it should be coupled with routing protocols that avoid, if pos-
sible, such links. (v) Medium Access protocols that are distributed inherently carry a 
penalty in their performance since, to achieve capacity, it is necessary that nodes that 
are separated by an arbitrary large distance coordinate their transmissions. By defini-
tion, this is impossible in a distributed algorithm. 
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Authors in [5] observe that multi user diversity gains can substantially improve 
wireless network throughput. However when giving different types of QoS con-
straints, most of the studies so far are confined to single-cell scenario. 

4.3.3   MAC-Network Layers 
Channel reservation control packets employed at the MAC layer can be utilised at the 
physical layer in exchanging timely channel estimation information to enable an adap-
tive selection of a spectrally efficient transmission rate. In particular, the size of a 
digital constellation can be varied dynamically based on the channel condition esti-
mated at the receiver which can be relayed to the transmitter via the control packets 
[2]. In addition this channel adaptive information gathered at the MAC layer can  
be communicated to the routing layer via different routing metrics for optimal route 
selection. 

Many authors propose energy efficient schemes for wireless ad hoc and sensor 
networks. [4] proposes a scheme that utilises cross layer interactions between the 
network layer and MAC sub-layer to achieve energy conservation. In order to im-
prove cross layer optimisation, [8] propose a multiple access collision avoidance pro-
tocol that combines RTS/CTS with scheduling algorithms to support the multicast 
routing protocol. The protocol avoids collision by including additional information in 
the RTS. Proposed scheme, together with extra benefits, such as power saving,  
reliable data transmission and higher channel utilisation compared with CSMA or 
multiple unicast, enables the support of multicast services. 

Currently approaches solving problems associated with multicast for ad hoc net-
works solve them at the network layer. Authors in [8] propose a procedure for which, 
branch nodes are generated. In a simple multicast MAC protocol for branch node’s 
transmitting multicast data is proposed, but there is no consideration of the hidden 
node problem. In [8], authors propose a multiple access collision avoidance protocol 
for multicast services that resolves the hidden node problem in ad hoc network. 

The awareness of higher layer requirements is addressed in [16]. In fact, funda-
mentally applications look for services, not for IP addresses. This is especially so in 
ad hoc zero configuration application scenario. The “demand” for on-demand opera-
tion comes in the form of a service request from the user. The way the lower layers 
function should be determined by what the application requires. This suggests that 
having some information exchange across the layers would be of use. Specifically, the 
link-layer can use information about the “demand” to decide whether or not to form a 
particular link, or to decide which of a set of links to form.  

 N1 

S C 

N2 
 

Fig. 3. Link layer topology 
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Consider the scenario depicted in figure 3. Node C is a client looking for a service 
S, N1 and N2 are two other nodes. All nodes are in physical proximity of each other. 
The link formation layer has to decide which links to form. Without any information 
on what the layer above requires, the algorithm to form links would be direction less. 
It could result in an inefficient route between C and S. Worse, it could unnecessarily 
activate extra links (the dotted ones in the figure), effectively voiding all the effort 
that has gone into the careful definition of low power link modes. 

Path coupling involves MAC layer interactions that impact the performance of 
network layer paths that are otherwise disjoint. These interactions are shown to have 
significant impact on energy efficiency, throughput and delay [23]. 

4.3.4   MAC-Transport Layers 
In [1] authors present a distributed power control algorithm that couple with the TCP 
protocol to increase the end-to-end throughput and energy efficiency of multi-hop 
transmissions in wireless ad hoc networks. The authors prove that the nonlinearly 
couples system converges to the global optimum of the joint congestion control and 
power control problem. 

[3] Incorporates user feedback into the protocol stack by which the TCP throughput 
of desired set of applications running on the mobile host can be dynamically  
controlled. In addition the authors use the lower layer connection and disconnection 
information, to improve TCP performance. 

4.3.5   MAC-Transport-Application Layers 
In wireless networks, FEC protection is required at the application layer regardless of 
the underlying transport layer protocol in order to deliver high bit rate multimedia. 
[11] show that the amount of FEC overhead required, by transport protocol such as 
UDP Lite is considerably less than traditional UDP. Hence UDP Lite provides im-
provement in bandwidth utilisation in order to deliver loss less multimedia. [11] illus-
trates the suitability of cross layer protocol strategies supporting application-specific 
multimedia. 

4.3.6   Application Layer 
Cross layer information help also application level to understand network status. 
Many authors propose cross layer techniques for adaptive video streaming over wire-
less networks [12] and adaptive filter based on image content and dynamically 
changed threshold based on cross layer information [13].  

It is shown that application adaptation can provide significant energy reductions 
over both fixed and adaptive hardware. Furthermore, [14] achieve joint hardware ap-
plication adaptation while preserving the logical separation between layers. In this 
paper, authors propose a set of end to end application layer techniques for adaptive 
video streaming scheme over wireless networks. The adaptation is done both with 
respect to channel and data. Authors demonstrated the effectiveness of the application 
layer adaptivity combined with the RLP layer granularity. 

4.3.7   Cross Layer Design 
The paper [6] presents the IST-2001-38113 Mobile Man Project. The paper present 
the Mobile Man architecture (depicted on Figure 4). Some network functions, such as  
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Fig. 4. Cross layer architecture (proposed in MobileMan project) 

energy, management and security and cooperation are cross-layer by nature. Mobile 
Man seeks to extend cross-layering to all network functions through data sharing.  

4.3.8   Cross Layer Information 
Authors in [17] note that ad hoc networking is a multi-layer problem. The physical 
layer must adapt to rapid changes in link characteristics. Such as, the multiple access 
control layer needs to minimise collisions, allow fair access, and semi-reliably trans-
port data over the shared wireless links in the presence of rapid changes and hidden or 
exposed terminals. The network layer needs to determine and distribute information 
used to calculate paths in a way that maintains efficiently when links change often 
and bandwidth is at a premium. Analysis above imply that each of protocol layer in ad 
hoc network is dependent each other, whether they directly connect or not. So a cross 
layer protocol design that supports adaptability and optimisation is needed. 

However, authors note that, there remain many open questions in the understand-
ing and implementation of this design philosophy. Such as, when building such cross 
 

Table 2. Extend sense topology information 

Layer Information 
Application layer Topology control algorithm, Server location, Network Map 
Transport layer Congestion window, Timeout clock, Packet losses rate 
Network layer Routing affinity, Routing lifetime, Multiple routing 
MAC/Link layer Link bandwidth, Link quality, MAC packet delay 
Physical layer Node’s location, Movement pattern, Radio transmission range, SNR information  
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layer architecture, complexity issues are introduced that, if not managed properly, can 
be insuperable. How to balance the power control and other system constraint such as 
delay, mobility and longevity in ad hoc network is still another problem. 

4.3.9   Cross Layer Signalling 
[22] propose an efficient, flexible and comprehensive scheme defined as Cross Layer 
Signalling Shortcuts (CLASS) and observe that layer by layer propagation approach 
of signals follows the data propagation mode. Consequently, the intermediate layers 
have to be involved even if only source layer and the destination layer are actually 
targeted. This causes unnecessary processing overhead and propagation latency. Di-
rect signalling between layers adopted in CLASS is presented in the table 3. 

Table 3. QoS adaptation and information exchange (for CLASS) 

 APPLICATION TRANSPORT NETWORK LINK PHYSICAL 
APPLICATION 

Real/non real time 
services 

O ↔

Packet loss ratio, 
jitter, etc. 

↔

delay 
constraints, etc. 

↔

Desired value of QoS 
parameters 

←

TRANSPORT 
TCP/UDP/RTP 

 O  ↔

Joint error control using 
BER, Handoff 

notification 
NETWORK 

IP/ IntServ/ Diffserv 
↔  O ←

Joint delay control 
LINK 

Link quality; FEC/ARQ
↔

Environment 
measurements reports: 

SNR, RSS, etc. 

↔ → O ←

PHYSICAL 
Channel conditions 

→

Environment 
measurements reports: 

SNR, RSS, etc. 

  → O 

 

5   Wireless and Mobile Cross Layer Systems Modelling 

 5.1   Modelling Goals 

There is a need for a dynamic and global simulator. It has to be dynamic not only be-
cause nodes are moving fast and handoffs are often but also because simulation 
granularity has to be modified according to the level of the context. It has to be global 
because the topology is permanently changing and it is necessary to take into account 
every node. Also, models at different levels are required. This leads to the need for an 
extension of classical simulators, which were not designed for dynamic and global 
complex system. 

The goal is to evaluate the capacity, the availability, the quality of service, and the 
spectral effectiveness of such complex systems. The metrics used to estimate these 
parameters are the following: 

Capacity is estimated by the maximum instantaneous traffic, the traffic mean, the 
total user count, as well as the average number of connections established during a 
given period. 

Availability is evaluated from a probability of communication establishment, or a 
probability of communication maintenance. 
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Quality of service is evaluated at several levels, through criterion of delay, jitter, 
BER, FER, ATM QoS parameters (CTD, CDV, CMR, CER, CLR, SECBR...), com-
munication establishment overhead, connection outage time... 

Evaluating the spectral effectiveness derived from an estimation of the supported 
traffic as a function of the number of subscribers, the geographical zone and service 
classes. 

The studies concern the availability, effectiveness, the routing, the handoff, and the 
quality of service… We want to be able to simulate and compare several of these 
mechanisms and to integrate them in other studies. For example, a study of end-to-end 
QoS will integrate a handoff model but also a resource allocation model. Let us detail 
later these levels. 

5.2   Main Modelling Problems 

Models of large and complex systems can often be reduced to smaller sub-models, for 
easier analysis, by a process known as decomposition. Certain criteria for successful 
decomposition can be established. Models have to be designed on several levels and 
all the levels cannot be studied simultaneously. So an aggregation technique may  
be used [42]. The complex system is shared into subsystems, which are studied inde-
pendently. Then the global system is studied taking into account the subsystem  
dependencies. For example, to study a handoff mechanism, the failure problems are 
neglected and to study propagation problems, we do not have to simulate the whole 
system. Nevertheless, most of the mechanisms and phenomena are correlated and in 
several ways.  

Cyclic Dependence
(Model Aggregation)

Spatial Dependence
(Traffic Aggregation)

Temporal Dependence
(Time Aggregation)

msμs s h

Terrestrial Cell / Beam

Footprint / Satellite(s)

Global Coverage / Constellation

Physical Level
(Radio Propagation Model)

Access Level (MAC)

LL Level

Cell Level

Call Level

 

Fig. 5. Aggregation dimensions 

5.2.1   Cyclic Dependence 
A cyclic dependence occurs when several parts of the model, detailed on Figure 5, are 
correlated. For example, the performance of the radio channel depends on the traffic 
while the traffic itself depends on the performance of the radio channel, as shown on 
Figure 6. On another side, the interference calculation utilises the concurrent traffic.  
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Fig. 6. Cyclic dependence 

That leads to problems, for the representation of this concurrent traffic, for the rele-
vance of its representation and the importance to take it into account.  

In a limited space, many connections are handled simultaneously. Each of these 
connections generates a large amount of data, which results in a huge number of 
packets and a huge quantity of packets. But for some studies, the communication 
needs to be simulated both at the network and radio levels, because they are closely 
dependent. However, it is nearly impossible to carry out simulations, simultaneously, 
on two different levels.  

In this case, the problem we have to solve is the choice of the model smoothness. 
The performance of a simulation has a significant impact on its feasibility, and its 
complexity has a significant impact on the confidence intervals. Studies focusing on a 
given level in general require a relatively coarse description of the other levels. For 
example, for a study on the MAC layer level, an evaluation of the BER is required 
from the radio layer. But it is not necessarily useful to include detailed models of or-
bitography in these BER computations: approximating the movement of nodes by 
simple equations makes it possible not to have to integrate movement equations and 
to replace bulky files handling by some simple calls to mathematical functions. 

5.2.2   Temporal Dependence 
The performance of the radio link at time t+1 depends on its performance at time t. 
This type of problem appears particularly when running step by step simulations with 
a very fine step and when running discrete event simulation with significantly corre-
lated processes. That occurs when using detailed models of orbitography requiring, 
for their integration, a small step or when using long range dependence traffic models. 
In most cases, a trade-off has to be found between the smoothness of the model  
determining the step of the simulation and the desired result precision. Simulating 
process with long-term correlation is dangerous, because of the various time scales 
correlation. It is as dangerous as simulating non-stationary processes.  

5.2.3   Space Dependence 
The performance on site S at time t is related to the performance on a close site S’ at t 
or near time t. The co-localised space zones are dependent, for instance, because they 
share a handoff mechanism or another mechanism or phenomenon. The complexity of  
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Fig. 7. Space dependence 

global studies taking into account all the system can be reduced by undertaking the 
study at an elementary space granularity and by using the results of this study to esti-
mate the parameters on higher levels: Iterative steps of traffic aggregation may be 
applied [24]. 

5.2.4   Multi-Scale Relations 
There are also phenomena for which events at many scales of length or time do make 
contributions of comparable importance, or at least have a non negligible influence on 
each other. Any theory that describes these phenomena must take the entire spectrum 
of ranges into account in one way or another [25]. 

A typical example of multiple-time-level-space-scale dependence behaviour is 
provided by the highly complex, large and dynamic Ad Hoc and sensor systems.  
The high mobility of such systems make an experimental approach, based on meas-
urements and testing, too much time consuming. Analytic or simulation models must 
be developed instead [26]. 

5.2.5   Choice of the Granularity 
The choice depends on the studied topic. According to the type of study, various 
modelling levels of a same function or a same set of functions may be necessary. The 
modelling levels are represented on Figure 5. The multiple correlations are located; it 
is necessary here to identify these dependencies and treat them individually. We have 
to find and validate some efficient mechanisms in order to combine different time, 
space or model scales.  
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Fig. 8. Size and diversity of problems 

Most of the problems we have mentioned are not treated in the traditional simula-
tors (such as NS or OPNET), which leave the user to use some elementary block 
modules and to pile them up. But, the piled-up models cannot be simulated in a rea-
sonable time to obtain realistic performance criteria. These problems are perhaps less 
crucial when local area networks or networks with a small number of nodes are simu-
lated. Here the problem comes from the size (in terms of number of nodes or users) 
and from the diversity of the problems. It is thus advisable to consider them a priori to 
avoid disappointments.  

Our point of view is that the only way to solve these problems is to provide for 
each object and modulus several visions that will depend on the level of necessary 
detail (time scale and space scale).  

5.3   Cross Layer Simulation Approach 

Setting up novel cross layer system results in the design of a completely novel  
in simulation environment. Usual approaches, for studying cross layer systems, are 
laborious and inefficient. In paragraph 0, we summarise and discuss these usual ap-
proaches. Then, in paragraph 0, we describe an approach that we propose to study 
cross layer systems.  

5.3.1   Usual Approaches 
When the need for simulating a cross layer system arises, the two usual approaches 
are either to build a new model of the targeted system on top of an existing simulation 
environment, or to build new and therefore proprietary simulation software, specifi-
cally designed for a given system. In the following, we give a short analysis of the 
advantages and drawbacks of these two approaches.  
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5.3.2   Reusing Existing Simulation Environment 
Reusing an existing simulation environment, such as OPNET, STK, NS, Visualyze, 
COSSAP or SPW, has several advantages. First, existing environments usually  
include a set of common models or patterns out of which several may be reused.  
Second, the larger the user community of an environment is, the easier it is to find 
support and contributed models for this environment. Third, existing environments 
often come with a set of integrated or contributed tools, such as models animators and 
debuggers, plotters, data analysers, and so on, which improves their overall ergonom-
ics and efficiency.  

Unfortunately, cross layer systems are combining several aspects that used to be 
studied separately so far. Therefore, these separate kinds of studies lead to specific 
environments. Some are more specifically designed for network and protocol model-
ling, others for propagation and radio interference modelling, and others for space 
mechanics modelling. Of course, out of these specific environments, some have the 
ability to be extended to new areas. But, since a specific environment usually mean a 
specific and optimised design; such an extension is seldom easy: integrating new 
kinds of models often conflicts with the initial design and philosophy of the selected 
environment. The result is an added modelling complexity, as well as an added com-
puting complexity, which are both critical points given the high complexity and large 
scale of the systems being studied.  

5.3.3   Building Specific Simulation Software 
Compared to the previous approach, building specific simulation software has the 
opposite advantages and drawbacks: the modelling complexity may be lowered to a 
minimal level and the computing complexity may be sharply optimised. But since the 
developments are specific and often proprietary, there is nothing or little to share, no 
community support, and a lot of additional effort is required to develop specific com-
plementary tools or integrate existing ones. 

5.3.4   Cross Layer Simulation Environment 
Cross layer simulation environments have to provide, through an integrated user inter-
face, all the functions required to achieve an experimental study based on simulation: 
model programming and assembly, experiment planning, simulation runtime support, 
and data analysis. This environment has to present several properties: 

5.3.5   Elements of Design 
Cross layer systems exhibit several levels of complexity: a complexity at a physical 
level with the radio transmissions, a complexity at an architectural level, with several 
kinds of nodes and links, a complexity at a scale level, with networks operating simul-
taneously up to thousands of terminals, and a complexity at a functional level, with 
several kinds of services (e.g.: real time or non real time services), several kinds of 
protocols (e.g.: IP stacks) and several kinds of procedures (e.g.: logon, power-control, 
CAC, hand-off). In order to cope with all these levels of complexity, the cross layer 
simulator has to implement and provide several innovative techniques. 

5.3.6   Component Based Modelling Approach 
The component based modelling approach is a key point in the cross layer design. 
This common pattern of object oriented programming [27], applied to the modelling 
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area, allows for many interesting features, such as model genericity, variable granu-
larity, and hierarchical modelling.  

Genericity is a powerful property of cross layer models that allows the transparent 
reuse or exchange of any part of a given model in order to build new models. Variable 
granularity is the ability to switch the detail level of a given part of a model, from the 
most detailed level to the most approximate level. Hierarchical modelling is the abil-
ity to decompose complex parts of a model in simpler parts, until a reasonable com-
plexity level is reached. An aggregation technique may then be used. 

5.3.7   Open and Versatile Simulation Kernel 
Cross layer simulator architecture is based on a framework approach. This will allow 
for a maximal flexibility and adaptability at all levels. 

Typical complex simulators have shown to spend most of the computing time in 
event handling. Thus, this part of the simulator has to be carefully designed and opti-
mised. But in the case of cross layer systems, the kind of designs and optimisations 
required depends on the part of the model being simulated. In order to allow several 
kinds of optimisation to be combined, cross layer simulator kernel will allow for 
transparent mixed-mode multi-level kernels. 

6   Conclusions - Part 1 

Cross layer is a promising research area, not yet completely exploited. Models based 
on cross layer could improve considerably wireless networks short term performance. 
Definition of pertinent information to share and global optimisation instead of multi-
ple local optimisations are the key words for the future of those models. Nowadays 
research in this area concentrate on the model (cyclic) scale and have to take care of 
the cross layer design. 

The Cross-Layer concept is a new way to see the quality of service in the network. 
It does not consist in the addition of reservation mechanism of band-width or any 
other ad hoc mechanism, but in adapting the current mechanisms of routing to the 
link. For that the sensor networks can take advantage from these exchange techniques 
of information, because their collaborative nature allows the use of information of 
other elements to improve the overall capacities of the networks. 
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Part 2 - Performance Issues of Routing in Ad Hoc 
Networks and IP over GEO Satellite Links 

7   Introduction - Part 2 

The ultimate aim of the Ad Hoc networks is to propose a fast deployment of new 
networks without presupposing the existence of an infrastructure. The aim is to have 
some machines successively assuming the function of host (transmitting and receiving 
packets) and of router to relay the packets towards other nodes of the network. The 
very active working IETF group MANET is interested in the standardisation of these 
networks and in particular in the routing algorithms. The ad hoc mobile networks are 
operational in local area networks, even if many studies on these algorithms are in 
progress...  

Performance evaluation of ad hoc and satellite networks is a crucial issue. The 
specificity of wireless Ad hoc and long delay GEO networks has to be considered 
carefully. In this state of the art, we overview some routing techniques aiming to the 
minimisation and the optimisation the bandwidth use. Then, we present simulation 
results of some routing techniques considering several metrics such as fading, recep-
tion errors, overhead and delays. Finally we concentrate on the performance of IP on 
GEO satellite links. Section 7 is presenting a survey of ad hoc networks. Section 8 is 
presenting a performance comparison of the AODV and DSR routing protocols. Sec-
tions 9 and 10 are presenting some IP performance issues over GEO satellite links. 

8   Ad Hoc Networks 

Ad hoc network is a network spontaneously generated by a set of computers called 
mobile nodes to bring out their several mobility speed characteristic (pedestrian, 
automotive, plane, ship…). Mobile nodes use radio frequency broadcast/reception 
mechanism. To guaranty connectivity, those spontaneously network nodes need to 
work together: in the network, every node agrees to convey traffic information even if 
it is not the destination.  

The possible mobility in space and in time of network nodes creates a dynamic  
topology that cause permanent route changing between any 2 nodes. This property 
generates the new "route installation" technique to exchange information between 2 
mobile nodes. This technique allows activating the target location mechanism by the 
source. This "route installation" technique may be done at the network level through 
signalling. Over the traditional routing technique, it makes protocols to take in ac-
count environment parameters such as location, mobility, quality of service (QoS). 

 

− Ad hoc networks are characterised by dynamic topology, limited bandwidth, 
energy consumption constraints, limited physical security with no centralised 
management. They are subject to many problems such as : 

− Routing information technique choice; 
− Configuration; 
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− Management; 
− Security: signals detectors and passive receipts can spy radio communica-

tions if they are not protected; 
− Low output: as the bandwidth is limited, the network management slice must 

be underplayed to let a maximum bandwidth to communications; 
− Transmission errors : more frequent than in wired networks; 
− Interference: wireless link are not isolated, two simultaneous broadcasting 

over the same frequency or two near frequencies came interfered. Some 
other equipment, like micro waves furnaces, may cause also interference; 

− Changeable links: transmissions are subject to propagation condition. Link 
quality mandatory to operate properly radio communications; 

− Signal strength: it decreases with the distance, it is subject to strong regula-
tion by countries authorities; 

− Limited radio capability: wave propagation depends on environment trans-
mission (obstacles…); 

− Hidden nodes: in some cases, for example in presence of obstacle between 2 
nodes, they can broadcast simultaneously and thus can cause collision; 

− No possibility to detect collision within a transmission : because nodes must 
broadcast and listen simultaneously; 

− Energy : battery autonomy is limited; 
− Mobility and dynamic topology; 

 
The routing information technique choice problem and the configuration problem 
must ensure connectivity in the network. Routing information technique in ad hoc 
networks must be solved to ensure communication between mobile nodes. 

8.1   Main Characteristics of Ad Hoc Network Routing Information Protocols 

Ad hoc network protocols algorithms have to present some characteristics: 

− be robust against topology changing 
− be implemented over limited computing and memory equipments 
− avoid routing loop 
− work on limited bandwidth and try to use it in best 
− be simple to be implemented 

8.2   Ad Hoc Network Information Routing Mechanism Classification 

Wired networks use regularly routing protocols to establish routes reaching one point 
of the network to another in advance, based on periodic routing information exchange 
between nodes. Those are pro-active protocols because they create routing tables in 
advance. They can be classified into two types: distant vector algorithm based proto-
cols and link state algorithm based protocols, all of them are part of most short path 
and distributed routing classes. 

A distance vector protocol is based on information exchange between adjacent 
nodes. A network node communicates with its immediate neighbours to exchange the 
routing information it detains. Those information incorporate nodes to be reached and 



 Cross Layer Simulation: Application to Performance Modelling of Networks 497 

 

each link cost. In normal operation, that scheme converges and produces the shortest 
path from one node to another of the network. In a link state protocol a node broad-
casts its routing information to all network nodes. In normal operation, every node 
will get network global topology and must perform an additional algorithm to deduce 
all network paths with the best cost (example of Djikstra most short path algorithm). 

Routing information in ad hoc network are similar to those used in wired networks. 
But because wireless networks are less efficient than wired networks in bandwidth, 
new signalling routing techniques have been designed to improve the bandwidth. 
Those techniques are bonded to dynamic network topology characteristic and are used 
on demand, route is installed when a node need to send an information to another 
node. In most of the cases, this can solve the problem of expiration of a route install in 
advance when the network topology has changed. The routing signalling is trans-
ported into new kind of protocols such as reactive protocols that establish routes when 
applications need them. 

When a node has a packet to send to another node of the network, it sends a route 
request through the network to obtain a route that reaches the search destination. This 
protocol family contains: AODV (Ad hoc On Distant Vector) protocol [31] [32] [33], 
DSR (Dynamic Source Routing) protocol [40] [41] [42] [43], TORA (Temporally 
Ordered Routing Algorithm) protocol [34] [35], ABR (Associatively Based Routing) 
protocol [36] which have being studied by the IETF MANET group. 

Contrary to reactive protocols, ad hoc network proactive protocols convey periodic 
control packets through the network to update their network topology knowledge. 
Actual works on this family of protocols regroup: DSDV (Destination Sequenced 
Distant Vector) protocol [28], OLSR (Optimised Link State Routing) protocol [29] 
[30], FSR (Fisheye State Routing) protocols [37] are submitted to the IETF MANET 
group [38] [39]. 

8.3   Ad Hoc Network Routing Protocols Comparative Classification 

Table 4 summarise the main characteristics of main ah hoc network routing protocols. 
All protocols avoid loops either by using sequence numbers, or by source routing 
paradigm such as envisaged in DSR protocol. AODV is too much similar to DSR ex-
cept the utilisation of the source routing notion in DSR. However, DSR offers several 
possible paths to a given destination.  

None of the presented protocols considers security management issues, very im-
portant in wireless networks. 

None of presented protocols assume QoS. Nevertheless, OLSR tries to avoid bad 
unreliable links. Finally none of the presented protocols takes into account the man-
agement of nodes power, this leads to an unbalanced network if some routes are much 
more used than others: battery exhaustion and links overload. 

8.4   Two Examples of Routing Protocols 

DSR: is a dynamic routing information protocol based on route discovery and route 
maintenance. Route discovery takes place when a node has a packet to send to another 
but does not know the path to use. The original node sends a route request, intermediate 
node that does not have the search path add their address in the address list field, inter-
mediate that have the path or the destination node return the complete path to the sender. 
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Table 4. Characteristics of ad hoc routing protocols 

Criterion AODV DSR OLSR FSR CBRP LANMAR TBRPF ZRP 
Without loop Yes Yes Yes Yes Yes Yes Yes Yes 
Many routes possible No Yes No No Yes No No Yes 
Distributed Yes Yes Yes Yes Yes Yes Yes Yes 
Kind  reactive reactive proactive proactive hybrid hybrid Proactive hybrid 
Security No No No No No No No No 
Periodic messages control No No Yes Yes Yes Yes Yes Yes 
Unidirectional links No Yes Yes Yes Yes No No Yes  

 

CBRP: Cluster Based Routing Protocol. 
LANMAR: Landmark Routing Protocol. 
ZRP:  Zone Routing Protocol. 
TBRPF: Topology Broadcast Based on Reverse – Path Forwarding. 

 
 

Route maintenance mechanism uses acknowledgement, route error messages, 
packet recovering by modifying source route of the packet and sending route error to 
the original sender, fragmentation to adjust packets to path size. 

DSDV: is based on Bellman Ford method as RIP (Routing Information Protocol). 
Each node has a table containing destination nodes, number of hops to reach each 
destination, next hop to send packet, sequence number and last update date. Tables 
are regularly updated so that DSDV generates an important overhead. Another  
problem of DSDV is that the mobility must be estimated to find an adapted update 
time, but there is very less work over mobility. Table size is another problem for large 
networks. 

8.5   MAC Routing vs. Network Routing 

Mobile ad hoc routing can be located at different levels. In fact, HIPERLAN recom-
mend a MAC routing whereas MANET recommends network routing. ANANAS is in 
favour of an intermediate level. 

 
HIPERLAN (High Performance Radio Local Area Network) type 1 is an ETSI stan-
dard for local area networks without neither base station nor fixed infrastructure. 
HIPERLAN defines its own physical layer and routing algorithm, situated at the 
MAC layer. This European standard has reserved the frequency band 5.2-5.35 GHz 
and offer throughput attaining 23 Mbps. HIPERLAN defines its own MAC layer 
called EY-NPMA (Elimination Yield Non-pre-emptive Priority Multiple Access). 
This layer offers a QoS with five priority levels. The physical layer uses GMSK 
(Gaussian Minimum Shift Keying) as a frequency modulation technique. The routing, 
done a level 2, uses the physical address of the wireless cards. The routing table is 
constructed on the base of periodically disseminated neighbouring and topological 
information. The control information are diffused by the technique multihop relaying 
with higher priority with regard to data. The multihop relaying technique consists in 
diffusing a packet in the network using only a sub set of nodes in the network in order 
to save the bandwidth.  

Advantages: from higher layers the network is seen as a local diffusing network. IP 
applications run normally without any change, and the HIPERLAN is transparent. 
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Drawbacks dedicated HIPERLAN cards have to be used. Otherwise, the imple-
mentation of the MAC ad hoc routing requires the modification of the drivers of the 
wireless cards. 

 
MANET (Mobile Ad hoc NETwork) is an IETF working group. This group aims  
to specify and standardise the mobile ad hoc networks protocols, at the IP level.  
Protocols have to support the physical and MAC heterogeneity. In other words, the 
protocols have to be independent from lower layers. This is rather different from 
HIPERLAN that specify and consolidate the lower layers of the system. 

The MANET network is defined as a network of mobile and autonomous plate-
forms. Thos plate-forms may have several shared hosts and interfaces. Thos plate-
forms may move freely without any constraint and should work as an autonomous 
network and support links to fixed networks and gateways. The MANET networks 
have dynamic multihop topologies and a variable size, from some ten hundreds nodes. 

The first objective of this group is to choose one or several unicast routing proto-
cols and the interaction between high and low layers. Then to study the problems of 
QoS and of multicast in mobile MANET environment. 

 
ANANAS (A New Ad hoc Network Architectural Scheme) is an architecture that 
locate the management and the calculation of the routing at an intermediate level be-
tween the physical routing level and the IP routing level. The architecture of 
ANANAS is divided in three levels: 

The physical level: it is the set of the network physical interfaces. Those interfaces 
may belong to different physical networks, using different technologies. 

The ad hoc level: this level constructs a unique logical ad hoc network composed of 
the different technologies used by the physical layer cards. Each node has a unique 
identifier (ad hoc address). The ad hoc routing protocol is implemented at this level 
and is based on the unique identifiers of each node. The routing is considered as a 
commutation between physical interfaces and networks. 

The IP level: at this level the network is seen as a classical Ethernet local network. IP 
see only the virtual interface that masks physical architecture. Thus, all applications 
work normally without any modification. For example, the packets intended to the 
address 255.255.255.255 reach all the destinations present in the network without any 
IP routing (packets intended to this address are not relayed by the IP routers).  

This architecture do not specify any particular routing protocol, theoretically, it is 
possible to use one the proposed MANET protocols with light modifications in the 
packets format and in translation schemes between IP addresses and ad hoc addresses. 

9   Performance Comparison of Routing Protocols 

Both studies presented in this part are relatively old (1998 and 2000) but are refer-
enced in several publications [43, 48, 53]: 

 
The first study, realised by J.Broch, D.Maltz, D.Johnson and Y.Hu, was supported 
by the Monarch project [50]. It is really the first performance evaluation study on dif-
ferent ad hoc routing protocols. This study presents the four routing protocols  
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behaviour: DSDV (proactive), TORA, DSR et AODV (reactive). The algorithms were 
implemented in ns-2 and the used mobility model is Random Waypoint. The choice 
of parameters is interesting because several ulterior studies were based on those pa-
rameters. The simulations are based on CBR traffic sources in order to control more 
easily le network total load. The number of nodes was fixed to 50, the number of 
sources is variable (10, 20 and 30), and the simulation duration is 900 seconds. All 
links are bi-directional. 

The studied metrics are: 

− The loss rate: important because the retransmission of the data is managed 
at transport level and consequently can influence the maximum throughput 
that the network supports  

− The routing overhead: must be minimised to optimise the band-width of 
the network. It is measured as a number of packets  

− The relevance of the path: the difference between the path taken by the data 
and the existing shortest path between the source and the destination. This 
metric shows the capacity of the protocol to find most efficient paths in terms 
of a number of intermediate nodes.  

 
The degree of mobility selected to compare the four protocols is the time of break 
(parameter of the model of mobility). In terms of rate of losses, AODV and DSR are 
most effective whatever the number of sources. Concerning the control traffic, DSR is 
far better than the three other protocols. However, it should be underlined that the 
overhead is measured in number of packets. However, the size of the DSR header is 
considerably important because it contains all the paths that the packet have to follow. 
Considering the load, AODV becomes better except for a high mobility (very short 
time of break). The most powerful protocols as for the relevance of the path are 
DSDV and DSR. Moreover, contrary to TORA and AODV, this metric is relatively 
independent of the degree of mobility. To summarise, the results are favourable to 
DSR protocol, and to a lesser extent to AODV protocol (among the four, they are the 
only ones for which standardisation is in progress). 

This study was considered, later on, in many simulations. For this reason, it was 
discussed on several points. The first one, inevitably, the selected degree of mobility 
is not representative of the network dynamics. The control traffic would have been 
compared to data traffic transferred by the protocol. Indeed, a protocol can generate 
more overhead but transport more data. Furthermore, the ratio (control volume/data 
volume) would have been more judicious as in [51]. Finally, to define the relevance 
of the path, the criterion of distance is rather reducing (no result relating to the delay 
is presented). 

The second study, carried out by S.Das, C.Perkins and E.Royer, is more recent 
and compares more in detail the performance of AODV and DSR protocols [51]. As 
in the simulations of the first study, the selected environment is NS-2. The sources are 
CBR sources and the mobility model is Random Waypoint. Here, two surfaces of 
different simulations (1500*300 and 2200*600) are used respectively accommodating 
50 and 100 mobile units with a varying number of sources from 10 to 40. The studied 
performance criteria are the rate of losses (as in the Monarch study), the end to end 
delay and the ratio overhead on information (in a number of packets). The estimator 
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of mobility is always the duration of breaks. The links are bi-directional as in the pre-
ceding study. The two protocols are first tested on the configuration of 50 nodes:  

− The loss rate: With 10 and 20 sources, both protocols are equivalent. AODV 
becomes more powerful with a more significant number of sources (30 and 
40): DSR looses between 30 and 50 % of packets more than AODV for high 
mobility (short break time).  

− End to end delay: The DSR is faster with 10 sources (a factor 4 compared 
to AODV) and 20 sources (but with a tighter difference). Beyond 30 sources, 
the tendency is reversed: AODV is better, in particular with short break times 
(AODV is twice faster).  

− Overhead/data: DSR appears broad better in all the cases (at least 4 times 
better). When the number of sources increases, DSR preserves a stable ratio 
relatively to AODV even if its other criteria worsen. It as should be noticed 
that the delays of the two protocols are very long with 40 sources, even with 
low mobility. This is explained by the absence of load balancing mechanisms 
and by the policy of selection of the paths (for example, in the DSR, the 
shortest path in a number of nodes is always the optimal way).  

 
With 100 mobile units, the results concerning the losses rate and the end to end delay 
are similar with those of the configuration of 50 stations. On the other hand, the dif-
ference between the ratio Overhead/data is weaker. Moreover, the ratio DSR ratio is 
no more stable.  

In summary, let us notice that AODV protocol is better than DSR, as soon as the 
number of sources increases, in term of delay and losses rate. Even if the DSR re-
mains better in term of overhead, these values were taken in a number of packets 
without taking into account their size. This behaviour can be explained because, in ad 
hoc networks, the access to the medium is much more expensive than to add some 
bytes with an already existing packet. 

The behaviour of the two protocols is then observed while varying the load (from 0 
to 800 Kbits/s) and by considering only 10 sources. The examined metrics are the end 
to end delay, the reception throughput and the overhead (in Kbits/s). It is noticed that 
the DSR throughput saturates from 325 Kbits/s because of a high losses rate while the 
AODV threshold is at 700Kbit/s. The time of the DSR is much better with weak load 
(at least a factor 2) but longer with high load. The overhead of both protocols are 
equivalent with a small advantage to the DSR. By taking 40 sources, the behaviours 
are identical but the thresholds of saturation are weaker (150 for the DSR and 300 for 
AODV) and the overhead of both protocols becomes higher than their reception 
throughput! 

This study shows the problem of the two protocols, in particular the DSR, when the 
number of sources and the load of the network increase.  

10   IP over GEO Satellite Links 

This section presents in a few words performance issues of IP in a specific context; 
geostationary satellites. But lets first settle the context of IP communication and GEO 
satellite, before focusing on performance questions: why IP over satellite? 
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Even if service integration is not a brand new idea, it is still an area of research, 
since ADSL and cable operators fight to deliver over a same support access to  
the web, voice and television (Free, Tiscali…) at lower prices. All these services  
are based over high bandwidth medium and integrated via IP, which is unavoidable 
today.  

As GEO satellites experience a new success with digital television, numerous pro-
jects study it as a medium for IP (IBIS [52], GEOCAST [53], DIPCAST [54] …). 
Indeed its wide geographical coverage, its broadcasting nature, its unique capacity to 
feed remote areas and its high bandwidth are combined advantages contributing to its 
relevance for service integration. Therefore, satellite seems naturally an interesting 
support for IP, and more precisely for multicast or broadcast IP services. 

However, high costs of satellite deployment and the standardisation issue have 
highly impaired investments. Our participation in a French project, DIPCAST (DVB 
for IP multicast, RNRT project), has leaded us to propose several solutions: architec-
tures based on bent-pipe system, architectures with on-board processing, architectures 
based on a hybrid satellite (relevant to conventional bent-pipe systems as to the next-
generation of GEO satellites).  

In order to compare and evaluate IP over DVB architectures, performance studies 
are unavoidable. Nevertheless these studies are not quite simple, since satellite sys-
tems are really different from terrestrial networks. Indeed GEO satellite natural delays 
are so high that all over delay could be overlapped. Moreover access methods are dif-
ficult to evaluate since they are often private and specific to the system. A global 
standardisation issue in satellite domain has highly impaired the development of a real 
environment of performance evaluation.  

In this short state of the art, we propose to present what are the standard IP over 
GEO satellite performance issues and how they are approached. 

11   Satellite Performance Issues 

11.1   Services over Satellite 

One issue of communication over satellite is the service relevance and adaptation to 
such a system. Applications are designed, modified, adapted to be supported by the 
satellite media. In fact satellite specificity, advantages as drawbacks, imply a real 
study of services, more precisely real-time services and multimedia applications, and 
thus performance studies and QoS management [55]. 

11.2   TCP Studies and Transport Protocols 

Since it has been a long time that satellites are used as backbone links, the question of 
TCP performance is a topic as old as relevant. Indeed TCP performance over satellite 
links known as bad [56] [57] since TCP is not relevant to: 

Satellite high delay (long round trip time) impaired throughput usable as illustrated 
in figure 9. With GEO satellites, the propagation delay is thus on the order of 0.5 sec-
onds. A total RTT value of 0.55 s would be appropriate [58]. The TCP sender must 
wait this length of time to receive ACKs, which is going to slow the throughput, hurt-
ing also interactive applications as well as TCP congestion control algorithms. 
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Fig. 9. TCP throughput over a symmetric satellite link 

Transmission errors are more important in satellite channels than typical terrestrial 
network. Because TCP uses all packet drops as a congestion signal, its performance 
on satellite systems are decreased. 

Asymmetric return link which are commonly used since end-to-end users cannot 
generally have their gateway. That may have an impact on TCP performance. 

In this context many propositions have been made to fill TCP limits over satellite. 
Solutions and their studies are then a large work underway in IP over satellite domain. 
So many studies carry on focussing on performance evaluation of new solutions com-
pared to old solutions. Here we present a panel of these solutions divided into two 
categories, external mechanisms and TCP improvements. 

TCP improvements: 

− CANIT algorithm in a satellite context in order to improve TCP congestion 
avoidance issue in satellite system [59]. 

− TCP-Proxy which enables full link throughput per connection [60]. 
− Fast retransmit. 
− Fast recovery. 
− SACK option. 

External mechanisms: 

- Path Maximum Transfer Unit Discovery [58] allows TCP to use the largest 
packet size without any risk of fragmentation. However its performances are 
criticised since it implies a longer delay before sending data. 



504 R. Dhaou et al. 

 

- Forward Error Correction enables to lower PLR and thus to increase TCP maxi-
mum throughput. It seems a real opportunity nowadays [61] [62] but it is also 
used in other transport protocols [63] [64]. 

- Explicit Congestion Notification [65]. 

11.3   Access Mechanisms 

Another general performance issue in IP over satellite is the access mechanisms and 
their studies. Indeed if the transmission delay in a satellite system is generally short 
compared to RTT, the connection to the media could induce an important and variable 
delay. Therefore many studies compare different access mechanisms and try to opti-
mise them. 

Such studies may integrate transport protocol issues [66]. 

11.4   Other Issues 

There are many performance studies which seem interesting in the satellite domain. In 
a global architecture design, performance issues are numerous and must be considered 
step by step. For example in IP architecture over a next generation GEO satellite, On-
board-processing performance has to be evaluated (switching, table updating…), then 
access mechanisms [67] and overheads. Indeed, overhead in IP over satellite is a com-
mon topic since in DVB solutions the common solution, MultiProtocol Encapsulation, 
has several limits [68] and satellite bandwidth remains precious. Moreover, IP encap-
sulation has to be rightly chosen as it often implies signalling protocols, which may 
impair routing schemes. Eventually, a global comparison between the new architec-
ture and standard bent-pipes architecture have to be done, so as to validate routing 
schemes, on-board-processing interests… 

12   Conclusions - Part 2 

The distribution of the band-width in these Mobile Ad Hoc NETworks (MANETs) 
and GEO satellite can be very unfair. While the behaviour of TCP remains to be stud-
ied more in details in MANETs, it is necessary in addition to think about the introduc-
tion of quality of service mechanisms according to the routing between various users 
and according to the constraints of each one. A very dependent subject is the wireless 
Ad Hoc routing, in particular protocols such as DSR, AODV, OLSR..., which are 
conceived for the local area networks, but it is very interesting to study the impact for 
even larger networks (in term of space and of number of nodes). Many routing algo-
rithms are proposed and standardisation is in process. However, QoS mechanisms at 
different levels and their interdependence is an open issue. Many interesting subjects, 
such as: (i) Scheduling and consensus algorithms for QoS in Ad Hoc networks. (ii) 
New architectures of Ad Hoc networks locate the management and the calculation of 
the routing in an intermediate level between the routing at the physical level and the 
routing on IP level.  

The QoS mechanisms are very dependent on the underlying protocol layers. In par-
ticular, if we look at the evolutions of the standards of the IEEE 802.11 family, it appears 
that some mechanisms are now based on traffic differentiation. These mechanisms are 
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not yet completely standardised. In addition, the physical layer in these types of networks 
consists in using a radio support which by nature will have a very variable quality in 
space and in time. 
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Abstract. This paper is a tutorial on RESTART, a widely applicable acceler-
ated simulation technique for estimating rare event probabilities. The method is 
based on performing a number of simulation retrials when the process enters 
regions of the state space where the chance of occurrence of the rare event is 
higher. The paper analyzes its efficiency, showing formulas for the variance of 
the estimator and for the gain obtained with respect to crude simulation, as well 
as for the parameter values that maximize this gain. It also provides guidelines 
for achieving a high efficiency when it is applied. Emphasis is placed on the 
choice of the importance function, i.e., the function of the system state used for 
determining when retrials are made. Several examples on queuing networks  
and ultra reliable systems are exposed to illustrate the application of the guide-
lines and the efficiency achieved. 

Keywords: Rare Event, Splitting, RESTART, Simulation, Performance, Reliability. 

1   Introduction 

Performance requirements of broadband communication networks and ultra reliable 
systems are often expressed in terms of events with very low probability. Probabilities 
of the order of 10-10 are often used to specify packet losses due to traffic congestion or 
system failures. Analytical or numerical evaluation of these probabilities is only pos-
sible for a very restricted class of systems. Simulation is an effective alternative, but 
acceleration methods are necessary because crude simulation requires prohibitive 
execution time for accurate estimation of very low probabilities. 

One such method is importance sampling; see [1] for an overview. The basic idea 
behind this approach is to alter the probability measure governing events so that the 
formerly rare event occurs more often. A drawback of this technique is the difficulty 
of selecting an appropriate change of measure since it depends on the system being 
simulated. Researchers have, therefore, focused on finding good heuristics for particu-
lar types of models. 
                                                           
* His participation in this work was partially supported by the Comunidad of Madrid, Grant 

Riesgos CM (P2009/ESP-1685). 
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Another method is RESTART (REpetitive Simulation Trials After Reaching 
Thresholds). Let us roughly define the ‘importance’ of a state as the chance of the 
process entering the rare set after it has been in this state (a more precise definition of 
importance will be provided later). RESTART introduces a nested sequence of sets of 
states Ci (C1 ⊃ C2 ⊃ ... ⊃ CM), which determines a partition of the state space Ω into 
regions 1+− ii CC ; the higher the value of i, the higher the importance of the states of 

regions 1+− ii CC . A more frequent occurrence of the formerly rare event is achieved 

by performing a number of simulation retrials each time the process enters a set Ci . 
The retrials finish when they exit set Ci. Note that while in crude simulation the proc-
ess spends most of its time in low importance regions, in RESTART simulation an 
oversampling is made in high importance regions to balance the time spent by the 
process in all the regions.  

The sets Ci are defined by comparing the value taken by a function of the system 
state, the importance function, with certain thresholds. The application of this method 
for particular models requires the choice of a suitable importance function. The suit-
able importance function for a model is not as dependent on particular features of the 
model as the suitable change of measure required when importance sampling is ap-
plied. The paper shows formulas of the importance function for estimating overflow 
probabilities in Jackson and non-Jackson networks, and also for the study of highly 
dependable systems. 

RESTART has a precedent in the splitting method described in [2]. Splitting also 
defines importance regions and performs retrials, but these are not made in the same 
way. They are only made the first time the process enters each set Ci, and they do not 
finish when they exit set Ci, but continue until the end of the simulation. Conse-
quently, as indicated in [3], oversampling is performed not only in high importance 
regions, but also in low importance regions that are visited after the higher importance 
ones, leading to a loss of efficiency. This feature has limited its use to the simulation 
of processes in which a negligible amount of time is spent in low importance regions 
visited after the higher importance ones. This amount of time is only negligible in 
simulations made by means of short replicas, e.g., regenerative simulations of very 
simple systems, or short transient simulations. 

RESTART was introduced by Bayes, A. J. in 1970 [4]. Villén-Altamirano, M. and 
Villén-Altamirano, J. coined in 1991 the name RESTART [5] and made a theoretical 
analysis that yields the variance of the estimator and the gain obtained with one 
threshold. The analysis was extended for multiple thresholds in 1994 [6]. The papers 
also derive optimal values of the parameters (thresholds and the number of retrials). 
By using these results, guidelines can be derived for optimizing the importance  
function and the parameter values. This analysis led to efficient applications of  
RESTART. While few applications with poor gains [4] or even failures [7] were  
reported before 1991, a large number of applications with dramatic gains have subse-
quently been reported. Examples of these applications are [8], [9], [10], [11], [12], 
[13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23], [24], [25], [26], [27], [28], 
[29], [30], [31], [32], [33] and [34].  

The rest of the paper is organized as follows. Section 2 describes the method and 
Section 3 proves the unbiasedness of the estimator. Section 4 is devoted to show the 
efficiency of RESTART. Exact formulas for the variance of the estimator and the gain 
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obtained are presented, as well as values for thresholds and the number of retrials that 
maximize the gain. Section 5 provides guidelines for an effective application of  
RESTART. It shows how the formula of the gain can be expressed as an ideal gain 
divided by four factors, which can be considered inefficiency factors. Guidelines are 
given to reduce each of the factors. Special emphasis is placed on the most critical 
factor, the one related to the chosen importance function. Section 6 exposes several 
examples on queuing networks and ultra reliable systems to illustrate the application of 
the guidelines and the efficiency achieved. Finally, conclusions are stated in Section 7. 

2   Description of RESTART 

Consider the simulation of a stochastic process Z = (Z(t), t ≥ 0), with discrete state 
space and either discrete or continuous parameter. The process may be Markovian or 
non-Markovian. As in any simulation, regardless of the use of RESTART, Z(t) is 
simulated by means of a Markovian process X(t) which includes, in addition to the 
state variables of Z(t), those needed to determine Z(t1) for t1>t. These additional state 
variables include: 

− The time of occurrence of any future event1 that has already been scheduled at 
or before time t; 

− The part of the history of the process that has to be incorporated into the system 
state at t to make X(t) Markovian. 

For a given process Z(t), different ways of implementing the simulation model may 
lead to different processes X(t). Although RESTART may be applied for any process 
X(t), the application can be more efficient if X(t) is defined following the guidelines 
given in Section 5.6. In the rest of the paper it is assumed that the process X(t)  
is given. 

Let Ω denote the state space of X(t). A nested sequence of sets of states Ci, 
( )MCCC ...21 ⊃⊃  is defined, which determines a partition of the state space Ω into 

regions 1+− ii CC ; the higher the value of i, the higher the importance of the region 

1+− ii CC . These sets are defined by means of a function ℜ→ΩΦ  : , called the  

importance function. Thresholds Ti  (1 ≤ i ≤ M) of Φ are defined such that each set Ci 
is associated with iT≥Φ . 

The probability Pr{A} of the rare set A can be defined in many ways. For example, 
in a transient simulation, it can be defined as the probability that the system enters the 
rare set at least once in a given time interval. It is also often defined, both in transient 
and steady-state simulations, either as the probability of the system being in a state of 
the set A at a random instant or at the instant of occurrence of certain events denoted 
reference events. An example of a reference event is a packet arrival. If the rare set is 
a buffer being full, we are not usually interested in the probability of the buffer being 
full at a random instant but at a packet arrival. RESTART can be applied in all these 

                                                           
1 In this paper the term event refers to a simulation event, i.e., an instantaneous occurrence that 

may change the state Z. The system state resulting from the change will be called system state 
at the event.  
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cases. However, for simplicity, the notation will only refer to the last definition. 
Analogously, the probability Pr{Ci} of set Ci is defined as the probability of the sys-
tem being in a state of the set Ci at a reference event. 

A reference event at which the system is in a state of the set A or set Ci is referred 
to as an event A or event Ci, respectively. Two additional events, iB  and iD , are 

defined as follows: 

iB  : event at which iT≥Φ  having been iT<Φ  at the previous event;  

iD  : event at which iT<Φ  having been iT≥Φ  at the previous event. 

RESTART works as follows:  

• A simulation path, called main trial, is performed in the same way as if it were  
a crude simulation. It lasts until it reaches a predefined "end of simulation"  
condition. 

• Each time an event B1 occurs in the main trial, the system state is saved, the 
main trial is interrupted, and 11 −R  retrials of level 1 are performed. Each retrial 

of level 1 is a simulation path that starts with the state saved at B1 and finishes 
when an event D1 occurs.  

• After the 11 −R  retrials of level 1 have been performed, the main trial continues 

from the state saved at B1. Note that the total number of simulated paths [ )11, DB , 

including the portion [ )11, DB  of the main trial, is R1. Each of these R1 paths is 

called a trial [ )11, DB . The main trial, which continues after D1, leads to new sets 

of retrials of level 1 if new events B1 occur. 
• Events B2 may occur during any trial [ )11, DB . Each time an event B2 occurs, an 

analogous process is set in motion: 12 −R  retrials of level 2, starting in B2 and 

finishing in D2, are performed, leading to a total number of R2 trials ),[ 22 DB . 

The trial [B1, D1), which continues after D2, may lead to new sets of retrials of 
level 2 if new events B2 occur. 

• In general, Ri trials [ )ii DB ,  (1 ≤ i ≤ M) are performed each time an event Bi  

occurs in a trial [ )11, −− ii DB . The number Ri is constant for each value of i. 

• A retrial of level i also finishes if it reaches the "end of simulation" condition 
before the occurrence of event Di. The term trial [ )ii DB , , often used in the rest 

of the paper, indistinctively refers to a complete or to a prematurely finished 
trial [ )ii DB , . 

• In case that the process up crosses more than one threshold in a time step, it 
must be taken into account that several events Bi (with different values of i) si-
multaneously occur. If, for instance, an event at which 1+≥Φ iT  occurs having 

been iT<Φ  at the previous event, this event is both an event Bi and an event 

Bi+1. As it is an event Bi, Ri-1 retrials of level i have to be performed starting in 
this event Bi/Bi+1 and finishing when an event Di occurs. As the referred event is 
also an event Bi+1 we have to consider that an event Bi+1  has occurred in each of  
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the Ri trials [ )ii DB , , thus ( )11 −+ii RR  retrials of level i+1 have also to be per-

formed, all of them starting in the referred event Bi/Bi+1 and finishing when an 
event Di+1 occurs.  

Figure 1 illustrates a RESTART simulation with M = 3, R1 = R2 = 4, R3 = 3, in which 
the chosen importance function Φ also defines set A as Φ ≥ L. Bold, thin, dashed and 
dotted lines are used to distinguish the main trial and the retrials of level 1, 2 and 3, 
respectively. 
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Fig. 1. Simulation with RESTART 

Note that the oversampling made by RESTART in the region 1+− ii CC  (CM if  

i = M) is given by the accumulative number of trials: 

∏
=

=
i

j
ji Rr

1

 (1 ≤ i ≤ M) .  

Thus, for statistics taken on all the trials, the weight assigned to the occurrence of an 
event when it occurs in the region 1+− ii CC  (CM if i = M) must be 1/ri.  

Although sets Ci must be usually chosen satisfying MCA ⊂ , there are applications 

where a higher efficiency is achieved if MCA ⊄  (see [13], [16], [38]). For simplicity 

the formulas shown in this paper for the variance of the estimator and for the gain 
obtained only apply to the case in which MCA ⊂ . Formulas for the variance of  

the estimator for the general case in which either MCA ⊂  or MCA ⊄  are provided  

in [36]. 
The “end of simulation” condition or the condition for the start or the end of a 

simulation portion (as e.g., the initial transient phase or a batch of a batch means simula-
tion or a replica of a transient simulation) may be defined in the same way as in crude 
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simulation. For example, the condition may be that a predefined value of the simulated 
time or of the number of simulated reference events is reached. These conditions hold for 
a trial when the sum of the time (or of the number of reference events) simulated in the 
trial and in all its predecessors reaches the predefined value. 

Some more notations: 

• R0 = 1, r0 = 1, C0 = Ω, CM+1 = A ; 
• )10(/ +≤≤≤ MhiP ih : probability of the set Ch at a reference event, knowing 

that the system is in a state of the set Ci at that reference event. As Ch ⊂ Ci,  
{ } { }ihih CCP PrPr= ; 

• /iMiA PP 1/ += ; 

•  { }APPP A/M Pr0/01 === + ; 

•  NA: total number of events A that occur in the simulation (in the main trial or in any 
retrial); 

• 0
AN : number of events A that occur in the main trial; 

• )1(0 MiNi ≤≤ : number of events Bi that occur in the main trial; 

•  N: number of reference events simulated in the main trial; 
•  ai  (1 ≤ i ≤ M): expected number of reference events in a trial [Bi, Di);    
•  Xi (1 ≤ i ≤ M ): random variable indicating the state of the system at an event Bi; 
• )1( Mii ≤≤Ω : set of possible system states at an event Bi; 

• )1(*
/ MiP

iXA ≤≤ : importance of state Xi, defined as the expected number of 

events A in a trial [Bi, Di) when the system state at iB is Xi. Note that *
/ iXAP is 

also a random variable which takes the value *
/ ixAP when Xi = ix ; 

• ( )MiP iA ≤≤∗ 1/ : expected importance of an event Bi : 

[ ] )(/
*

/
*

/ ixAXAiA xdFPPEP
i

ii ∫Ω
∗== ,  

where F(xi) is the distribution function of Xi. Note that ][][ 00*
/ iAiA NENEP =  and 

that iAiiA PaP /
*

/ = ;  

• ( ) ( ):1/ MiPV
iXA ≤≤∗ variance of the importance of an event Bi : 

( ) ( ) ( )2*2**
iAXAXA PPEPV

ii
−⎥⎦

⎤
⎢⎣
⎡= .  

3   Unbiasedness of the Estimator 

The estimator of the probability of the rare set A in a RESTART simulation depends 
on how this probability has been defined. For the definition adopted in this paper, the 
estimator for P is in the general case, in which either MCA ⊂ or MCA ⊄ : 
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⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
= ∑

=

M

i i

Ai
N r

N
P

0

1ˆ , (1) 

where NAi is the number of events A occurred in the set 1+− ii CC  (CM if i = M) in any 

trial and N takes a fixed value, which controls the “end of simulation” condition. Note 
that the weight assigned to NAi is 1/ri given that NAi includes events occurred in all the 
trials, while the weight given to N is 1 since N only includes the reference events 
occurred in the main trial. In the case that MCA ⊂  formula (1) becomes: 

M

A

rN

N
P =ˆ . (2) 

The unbiasedness of the estimator is proved in (35) for the case in which MCA ⊂ and 

in (36) for the general case. Let us see here the proof made in (35) for MCA ⊂ . It is 

made by induction: the estimator of P in a crude simulation is NNP A /ˆ 0= , which is 

an unbiased estimator. As the crude simulation is equivalent to a RESTART simula-

tion with 0=M , and formula (2) becomes NNP A /ˆ 0=  for 0=M , the estimator of P 

in a RESTART simulation is unbiased for 0 thresholds. Thus, it is enough to prove 
that if it is unbiased for M-1 thresholds, it is also unbiased for M thresholds.  

Consider a simulation with M thresholds (T1 to TM). If the retrials of level 1 (and 
their corresponding upper-level retrials) are not taken into account, we have a simula-

tion with M-1 thresholds (T2 to TM ). Let NA and P̂  denote the number of events  

A and the estimator of P respectively in the simulation with M thresholds, and 1−M
AN  

and 1ˆ −MP  the number of events A and the estimator of P in the simulation with M-1 
thresholds.  

Define αm as the random variable which indicates the sum of the number of events 
A occurring in the mth trial [B1, D1) performed from each event B1 of the simulation 
counting all the events A occurring in the corresponding upper-level retrials. Note 
that, among the R1 trials [B1, D1) performed from each event B1 in the M threshold 
simulation, only the one being a portion of the main trial belongs to the M – 1 thresh-
old simulation. Assigning m = 1 to this trial: 

∑
=

− ==
1

1
1

1 ;
R

m
mA

M
A NN αα .  

As the R1 trials [B1, D1) made from each event B1 start with identical system  

state, [ ] [ ] ][...
121 REEE ααα === . Thus, as R1 is constant, [ ] [ ]1

1
−= M

AA NERNE and 

consequently: 

[ ] 1

1

1 2

ˆ ˆ .
M
A MA

M M

i i
i i

E NE N
E P E P P

N R N R

−
−
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This proves that P̂ is also unbiased in a RESTART simulation with M thresholds. 
It is important to apply the same “end of simulation” condition to the main trial and 

to all the trials, as explained in Section 2. Otherwise the formula 
[ ] [ ] ][...

121 REEE ααα ===  would not be satisfied and thus the estimator would not be 

unbiased. 

4   Efficiency of RESTART 

The efficiency of an acceleration method is determined by the computational time 
required for estimating a certain rare event probability P with a given width of the 
confidence interval. As the width of the confidence interval depends on the variance 
of the estimator, formulas of this variance, ( )PV ˆ , are shown in Section 4.1 and of the 

cost (in computational time) of the simulation in Section 4.2. In Section 4.3 the costs 
incurred by a RESTART simulation and by a crude simulation for estimating a same 
rare event probability with the same width of the confidence interval are compared to 
derive the efficiency gain obtained with the application of RESTART. As the effi-
ciency gain depends on the number of thresholds and on the number of retrials used in 
the RESTART simulation, the values of these parameters that optimize the gain are 
shown in Section 4.4.  

4.1   Variance of the Estimator 

The variance of the estimator for the case in which MCA ⊂  was derived in [35] and 

for the general case in which the condition MCA ⊂ is not necessarily satisfied in [36]. 

Let us present here the formula of the variance when MCA ⊂ as well as the main 

steps followed in [35] to derive it. The variance of the estimator is also derived by 
induction: first a formula is derived for 0 thresholds (crude simulation) and general-
ized for M thresholds; then it is proved that if the generalized formula holds for M-1 
thresholds, it also holds for M thresholds. 

Variance for 0 Thresholds (Crude Simulation). In a crude simulation the variance 
of the estimator is given by: 

( ) ( )
[ ] N

PK

NE

NV

N

P

N

NV

N

N
VPV A

A

AAA ===⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
=

0

0

2

00

)ˆ( ,  

where ( ) [ ]00
AAA NENVK = . In simulations defined with a constant time duration t, 

KA is the index of dispersion on counts, IDC(t), of the process of occurrence of events 
A for the time t simulated. In any case, KA is a measure of the autocorrelation of the 
process of occurrence of events A. If the process is uncorrelated, KA is close to 1 (ex-
actly, PK A −= 1 ).  

The definition of KA also applies to a RESTART simulation, where 0
AN  is the 

number of events A in the main trial. 
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Variance for M Thresholds. The variance of P̂ in a RESTART simulation with M 
thresholds is given by: 

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡ −
+= ∑

=

M

i i

iiAi

M

A

r

RPs

rN

PK
PV

1

/ )1(1
)ˆ( , (3) 

with: 

[ ]( )
[ ]0

0

/

1

A

iA

iAA
i

NE

NEV

PK
s

χ
=  (1 ≤ i ≤ M) ,   (4) 

where ⎟
⎠
⎞

⎜
⎝
⎛ ⎟

⎠
⎞⎜

⎝
⎛=

0

,...,,, 210 iN
iiiii XXXNχ , 0

iN  being the random variable indicating the 

number of events Bi occurred in the main trial of a simulation randomly taken and 

),...,,(
021 iN

iii XXX  being the vector of random variables describing the system states 

at those events Bi. A further development of formula (4) is shown later to gain insight 
on si. 

The formula provided for 0 thresholds is an application of formula (3) to the case 
of M = 0 (where rM = r0 = 1). Let us now see that if formula (3) holds for M-1 thresh-
olds it also holds for M thresholds. 

Consider the two related M-1 and M threshold simulations described in Section 3. 

The variance of the estimator in the M-1 threshold simulation )ˆ( 1−MPV  and in the M 

threshold simulation )ˆ(PV  can be written as: 

[ ]( ) [ ])ˆ(ˆ)ˆ( 1
1

1
11 χχ −−− += MMM PVEPEVPV  .  (5) 

( ) ])ˆ([]ˆ[)ˆ( 11 χχ PVEPEVPV += .

 

(6) 

An intuitive explanation of formulas (5) and (6) is that the variance )ˆ(PV  for both  

M-1 and M threshold simulations can be considered to be the result of two contribu-
tions, reflected by the two terms of each of these formulas: 

• The first term reflects the variance associated with the set of events B1 occurred 
in the simulation. As the number of retrials made in B1 does not affect this vari-
ance, the first term of the two formulas is equal for both crude and RESTART 
simulation. 

• The second term  reflects the variance of the number of events A occurred when 
the set of events B1 is given. As this variance is reduced by performing retrials 
in B1, the second term is R1 times smaller for the M threshold simulation than for 
the M-1 threshold simulation. 

This intuitive reasoning, which is confirmed in a rigorous way in [35], leads to:  
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[ ] [ ]( )
1

1
1

ˆˆ χχ −=⎟
⎠
⎞⎜

⎝
⎛ MPEVPEV . (7) 

[ ] ( )[ ]1
1

1
1

ˆ1
)ˆ( χχ −= MPVE

R
PVE . (8) 

Note that, as )ˆ( 1−MPV  does not depend on χ1, an increment of the first term of for-

mula (5) due to a different χ1 leads to a decrement of the same value of the second 
one. Consequently an increment of the first term of formula (6) leads to a decrement 
R1 times smaller of the second one. It means that a greater variance of the importance 
at events B1 makes less efficient the application of RESTART. An explanation of this 
fact is that a greater variance of the importance at events B1 leads to a higher correla-
tion between trials made from a given B1 and, as the retrials made from a given B1 are 
less effective if they are correlated, the application of RESTART is less efficient. The 
same applies to a great variance of the importance at events Bi for any other given 
value of i.  

Starting with the formula of )ˆ( 1−MPV , obtained by adapting formula (3) to the 

case of M-1 thresholds numbered from 2 to M, and using formulas (5), (6), (7) and 

(8), formula (3) for the variance of the estimator )ˆ(PV  is derived in [35].  

Analysis of Factors. is . In order to gain insight on factor si, formula (4) of this factor 

has been further developed in [35], leading to:  
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where ][)(' 00
iii NENVK =  (1 ≤ i ≤ M) and:                                 
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NE
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−
+=γ     (1 ≤ i ≤ M),  

( )*
/ iXAm PACV  being the autocovariance of *

/ iXAP  at lag m. 

Let us analyze formula (9): 

− Factor iK ' : This factor is a measure of the autocorrelation of the process of the 

occurrence of events Bi in the main trial. If the process is uncorrelated, iK '  is 

close to 1 (exactly, iii aPK 0/1' −= ). In most applications, the process has a 

weak positive autocorrelation and iK '  is slightly greater than 1. 

− Factor γi: If the random variables Xi were independent all the covariances 

( )*
/ iXAm PACV  would be zero and thus γi = 1. In general, γi is a measure of the 

dependence of the importance of the system states Xi of events Bi occurring in 
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the main trial. In most practical applications, there may be some dependence  
between system states of close events Bi but this dependence is negligible for 
distant events Bi. Thus γi is usually close to 1 or at least of the same order of 
magnitude as 1.  

− Ratio ( ) ( )2//
∗∗

iAXA PPV
i

: It greatly depends on the chosen importance function 

and may have an important impact on the efficiency of RESTART. An ideal 
choice of the importance function and of the process X(t) would lead  

to ( ) 0
1/ =∗

XAPV  and thus AKKs 11 = , which is around 1 in many applications. 

Thus values of 11 >>s  could indicate inefficiency in the application of  

RESTART due to an improper choice of the importance function. 

4.2   Simulation Cost 

Let us define the cost C of a simulation as the computational time required for the 
simulation, taking as time unit the average computational time per reference event in 
a crude simulation of the system. With this definition of time unit, the cost of a crude 
simulation with N reference events is C = N. 

In a RESTART simulation, the average cost of a reference event is always greater 
as overheads are involved in the implementation of RESTART: (1) for each event, an 
overhead mainly due to the need to evaluate the importance function and to compare 
it with the threshold values, and (2) for each retrial, an overhead mainly due to the 
restoration of event Bi (which includes to restore the system state at Bi and, as ex-
plained in Section 5.6, to re-schedule the scheduled events). To account for these 
overheads, the average cost of a reference event in a RESTART simulation is inflated 
(1) by a factor ye > 1 in any case and (2) by an additional factor 1>riy  if the refer-

ence event occurs in a retrial of level i.   
Using the above definition of time unit, the average cost per reference event is 

eyy =0  in the main trial and yi = ye yri  (1 ≤ i ≤ M) in a retrial of level i. As the ex-

pected number of reference events in the retrials of level i of a RESTART simulation 
(with N reference events in the main trial) is ( )110/ −− iii RrPN , the expected cost of the 

simulation is: 

( )
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−+= ∑

=
− 1

1
10/0 i

M

i
iii RrPyyNC . (10) 

Remark: Factors yi affect the simulation cost when it is measured in terms of required 
computational time, but not when it is measured in terms of number of events to be 
simulated. In this case iy = 1  (0 ≤ i ≤ M) . 

4.3   Simulation Gain with RESTART 

A measure of the efficiency for computing P̂  is given by the relative confidence-

normalized cost, RCNC, which is defined as 2)ˆ( PPVC . To compare the RCNC of 
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several estimators is equivalent to comparing the computational costs for a fixed rela-
tive width of the confidence interval. RCNC is equal to PK A in crude simulation, 

given that )ˆ(PV = KA P/N and C = N, and can be obtained from formulas (3) and (10) 

in RESTART simulation. 
The gain G obtained with RESTART can be defined as the ratio of the RCNC with 

crude simulation to the RCNC with RESTART. Defining s0 = 0, 11 =+Ms and yM+1 =0 

the following formula of the gain is obtained: 

( ) ( ) ⎟⎟
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4.4   Quasi-Optimal Parameters 

To maximize the gain G in formula (11), factors si and yi must be minimized and 
optimal values for Pi/0 (or equivalently Pi+1/i) and ri need to be derived. Let us focus in 
this section on the optimal values of Pi+1/i and ri. These optimal values, that are func-
tion of si and yi, have been derived in [35]. However, in a practical application, the 
values of si and yi are difficult to evaluate. Therefore, approximations of the optimal 
values of Pi+1/i and ri that are independent of si and yi and given by simple expressions 
are recommended. As these approximations of the optimal parameters provide a gain 
close to that obtained with the optimal ones they are called quasi-optimal parameters. 
These parameters have also been derived in [35] assuming that the product si+1 ui takes 
the same value for every i (0 ≤ i ≤ M) and that the same occurs for the product yi vi+1. 
With these assumptions, quasi-optimal parameters maximizing the gain have been 
derived from (11) in these three steps: 

1. For fixed values of Pi+1/i, quasi-optimal values of ri are derived. For deriving 
them the derivative of the gain in formula (11) with respect to ri is made equal 
to zero for Mi ≤≤1 and the resulting system of equations is solved. The solu-
tion obtained is: 

)1(
1

1/10/

Mi
PP

r
ii

i ≤≤=
+

. (12) 

In practice, as the number of retrials Ri must be integer, a value close to that 
given by (12) that satisfies this restriction must be chosen for ri  

2. For these values of ri quasi-optimal values of Pi+1/i for a fixed number of thresh-
olds are derived. For this purpose, ri is substituted in (11) by the second term of 
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(12) and P1/0 by ∏
=

+

M

i
iiPP

1
1 . The derivative of the resulting expression of the 

gain with respect to Pi+1/i is made equal to zero for Mi ≤≤1 , obtaining 

011 PP ii =+ . It means that for a fixed number of thresholds "quasi-optimal" gain 

is obtained when all the probabilities Pi+1/i have the same value, which is: 

)0(1

1

/1 MiPP M
ii ≤≤= +

+ . (13) 

3. For these values of ri and Pi+1/i quasi-optimal value of M is derived. Substituting 
also (13) in (11), we can observe that the larger the value of M, the greater the 
gain. Thus Pi+1/i must be as close as possible to 1, i.e., the thresholds must be set 
as close as possible. In practice, there are two limitations on how close the 
thresholds can be set: one is due to the values that Φ can take when it is a dis-
crete function; the other is due to the restrictions on the value of Ri derived from 
the chosen thresholds. This value must be an integer number greater than one, 
given that Ri = 1 means that Ti is not really a threshold. 

The quasi-optimal gain, obtained when ri and Pi+1/i are given by (12) and (13) respec-
tively and M tends to infinite, is given by: 

( )( ) ( )( )0ln1ln

1

yPyAVGPsAVGP
G

+−+−
= , (14) 

where ( )sAVG  and ( )yAVG  are the arithmetical means of si and yi ( )Mi ≤≤1   

respectively.  

5   Guidelines for an Effective Application of RESTART  

The quasi-optimal gain given by formula (14) assumes that quasi-optimal parameters 
are used. In practice, quasi-optimal parameters are not possible: the importance func-
tion may be discrete and it prevents from setting thresholds with iiP /1+ very close to 1; 

even when the importance function is continuous it is not possible to set infinite 
thresholds, as mentioned above; moreover, the evaluation of ri is based on an estima-
tion of 0/iP . Although this estimation can be made by means of pilot runs, there will 

be always some error in the estimation and thus ri will not be exactly the quasi-
optimal one. In addition the resulting Ri has to be rounded to an integer number. This 
section studies how the gain is affected by the errors and limitations in the setting of 
the optimal parameters as well as by the computer overhead produced by the imple-
mentation of RESTART and by the chosen importance function. Section 5.1 defines 
four factors reflecting the influence of these features in the gain and Sections 5.2 to 
5.6 analyze each of the factors and provide guidelines for reducing them.  

5.1   Factors Affecting the Efficiency of RESTART 

As indicated in [35]. the general formula of the gain (formula (11)) can be re-written 
as follows: 
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The term ( )( )21ln1 +− PP  can be considered the ideal gain, which matches with the 

quasi-optimal gain (formula (14)) when si = 1 ( )Mi ≤≤1  and yi = 1 ( )Mi ≤≤0 . 

Factors fV, fO, fR and fT, all of them equal to or greater than 1 (with the exception of fV 
which could be smaller than 1 in some cases), can be considered inefficiency factors 
that reduce the actual gain with respect to the ideal one. Each factor reflects: 

• fV: inefficiency due to the variance of the importance of the systems states at 
each Bi which in its turn is due to the non-optimal choice of the Markovian 
process X(t) used for simulating the original process Z(t) (see Section 2) and/or 
the non-optimal choice of the importance function; 

• fO: inefficiency due to the computer overhead produced by the implementation 
of RESTART; 

• fR: inefficiency due to the non-optimal choice of the number of retrials; 
• fT: inefficiency due to the non-optimal choice of the thresholds. 

Note that the ideal gain ( )( )21ln1 +− PP  takes very high values, e.g., 4.6.103 for 
610−=P , 7107.1 ⋅  for 1010−=P  and 10101.9 ⋅  for 1410−=P . Assuming a computa-

tional time of 0.1 msec. per reference event, to estimate these probabilities with crude 
simulation would require a computational time of 11 hours, 13 years and 127 millen-
nia respectively. Applying RESTART these times are reduced, assuming that the ideal 
gain is achieved, to 9, 23 and 44 secs. respectively. In practice these times will be 
greater due to the inefficiency factors but, if these factors take moderate values, the 
resulting computational time may be low even though their values are not close to 1. 

5.2   Analysis and Guidelines to Reduce Factor Rf  

Let ηi denote the ratio of the actual value of ri to its quasi-optimal value riqo given by 
(12), and ηmax and ηmin the maximum and minimum values of ηi respectively:  
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( ) 1;1 0 =≤≤= ηη Mi
r

r

iqo

i
i .  

( )i
Mi

ηη
≤≤

=
0

max max ; ( )i
Mi

ηη
≤≤

=
0

min min .  

Based on left-hand formula (17) and on this notation, the following bound of fR is 
derived in [35]: 

min

max

η
η≤Rf . (18) 

This bound allows providing guidelines for assigning values to ri taking into account 
that Ri must be integer. For given thresholds, (assuming that a value has already been 
assigned to ri-1) the value that must be assigned for ri is: ri = ri-1 Ri where 

1−= iiqoi rrR  (rounded). Ri must be rounded to its integer part ⎣ ⎦iR  or to ⎣ ⎦ 1+iR  

depending on which alternative leads to the minimum value of ( )iiMax ηη 1, . 

Formula (18) also indicates that the impact on the gain of a non-optimal choice of 
ri due to errors in the estimation of 0/iP  is moderate if the errors are not very large; 

thus a rough estimation of 0/iP  may be sufficient for this purpose.  

5.3   Analysis and Guidelines to Reduce Factor Tf  

Based on right-hand formula (17), the following bound of fT is derived in [35]: 

( )
( )2

min

min
2

min

ln

1

P

PP
fT

−
≤ , (19) 

where: 

( )ii
Mi

PMinP /1
0

min +
≤≤

= .  

The value of fT is moderate even for values of Pmin far from 1. For example, 
04.1≤Tf  for Pmin = 0.5, 53.1≤Tf  for Pmin = 0.1 and 62.4≤Tf  for Pmin = 0.01. It 

means that the impact on the gain of a discrete importance function is moderate ex-
cept in the case that the thresholds have to been set very far each other. 

Consequently the following guidelines may be provided for setting thresholds: if 
the importance function is continuous, thresholds should be set at a distance given by 

5.0/1 =+ iiP , given that it leads to Ri = 2 without need of rounding while fT is only 

1.04. If the importance function is discrete and the probability ratio of consecutive 
values of Φ is greater than 0.5, thresholds that lead to Ri = 2 with minimum rounding 
should be set. If the probability ratio of consecutive values of Φ is smaller than 0.5, a 
threshold should be set for each value of Φ. 
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5.4   Analysis and Guidelines to Reduce Factor Of   

According to right-hand formula (16), factors fO is a weighted mean of yi ( )Mi ≤≤0 , 

all the weights being positive. Thus, the following bound of fO can be defined: 

( )i
Mi

O yMaxf
≤≤

≤
0

.  

Factor fO reflects the inefficiency due to the overhead produced by the implementation 
of RESTART, as explained in Section 4.2. The value taken depends on the system 
characteristics. For example, it is higher when the system state is described by many 
variables because it increases the overhead needed for restoring the system state at Bi. 

Factor fO can be reduced by the use of hysteresis, which reduces the number of 
events Bi in the simulation and by following some programming guidelines for reduc-
ing the overhead per event Bi. The use of hysteresis consists in defining for each 
threshold Ti an additional threshold ii TT <′  and extending the retrials of level i until 

iT ′<Φ  (see, e.g., [37]). Guidelines to reduce the overhead per event Bi are explained 

in [37]. They are:  

• To perform memory dump for saving or restoring the state at Bi instead of copy-
ing the system variables one by one; 

• To perform a joint scheduling of all the pending events with negative exponen-
tially distributed time of occurrence. When several of these events are pending 
to occur in the simulation, there are two programming options: to schedule all of 
them or to schedule only the one which will first occur. This second option is 
recommended when RESTART is used because it reduces the number of events 
simultaneous scheduled in the simulation and thus the number of them that, ac-
cording to Section 5.6, must be re-scheduled at the beginning of each retrial. 

Note that fO is equal to 1 when the efficiency is measured in terms of the number of 
simulated events. 

5.5   Analysis of Factor Vf  

According to left-hand formula (16), factor fV is a weighted mean of 
( )11 +≤≤ Misi , all the weights being positive. Thus, the following bound of fV  can 

be defined: 

( )i
Mi

V sMaxf
11

   
+≤≤

≤ .  

As explained in Section 4.1, the term that may motivate a high value of si and thus of 

fV is the variance of the importance of the system states at events Bi, ( )∗
iXAPV /  or more 

precisely, the ratio ( ) ( )2//
∗∗

iAXA PPV
i

. This ratio does not only depends on the chosen 

importance function but also on the characteristics of the process X(t). The optimal 
importance function Φ is that for which each threshold Ti of Φ defines an importance 
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Ii such that, for any system state x, ( ) ixAi IPTx ≥⇔≥Φ *
/ . This importance function 

usually leads to very low values of ( ) ( )2//
∗∗

iAXA PPV
i

 and thus of si and fV. Neverthe-

less, if the process X(t) may skip from a state to another of much higher importance, 
the importance of the events Bi may be much higher than Ii. For this type of processes 
si may take a high value even when the optimal importance function is chosen. 

In order have a more meaningful bound of fV the following bound of si has been  
derived in [3]:  
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where ∗
iAQ /  is the supreme (or, in general, an upper bound) of ∗
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the following bound for si is derived in [3]: 
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Note that bound (20) is a particular case of bound (21) for βi tending to infinity. 
Bound (21) is less restrictive because it does not require βi tending to infinity (which 

implies a bounded ∗
iXAP / ) but it only requires βi > 2. 

5.6   Guidelines to Reduce Factor Vf  

As explained in Section 5.5, the value of factor fV depends on the variance of the im-
portance at events Bi. To reduce this variance, all the states xi at events Bi must have 
similar importance; this is achieved by: 

• Using a good importance function Φ, i.e., a function for which all the states on 
the threshold boundary Φ = Ti have similar importance. 

• Reducing importance skipping, that is, avoiding that the process X(t) may skip 
from a given state to another of much higher importance. Importance skipping 
may cause some events Bi to be far from the threshold boundary, thus having 
importance much higher than other events Bi on (or close to) the boundary. 
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We have treated in previous sections the way of optimizing RESTART for a given 
X(t). However, for a given Z(t), the process X(t) may be different depending on how 
the simulation model is implemented. The extent of importance skipping is deter-
mined by the process X(t), as explained below. Thus, a proper choice of the process 
X(t) and the importance function Φ can reduce the factor fV and hence increase the 
efficiency of RESTART. Let us see how to choose X(t) and how to choose the impor-
tance function. 

Guidelines for the Choice of X(t). As explained in Section 4.1, to reduce the 
variance of the importance at events Bi for a given threshold i leads to reduce the 
correlation among trials made from a given Bi and vice versa. Although any one of 
these two reductions may be used as a criterion for selecting a proper process X(t), 
both of them are used in this section to reinforce the reasoning.  

As indicated in [3], when a simulation event occurs some random decisions may 
have to be taken, i.e., the values of some system variables (e.g., the number of packets 
in an arriving burst or the time scheduled for the occurrence of a future event) may 
have to be randomly determined. The definition of the process X(t) depends on the 
way these random decisions are taken during the simulation, which determines the 
extent of importance skipping and correlations among trials [Bi, Di). Therefore, X(t) 
also impacts the efficiency of RESTART, as shown in [38]. Let us illustrate this by 
using some examples. 

Let us consider the two following options for determining the random number of 
packets in a burst that arrives at a queue: (a) to determine the entire length of the burst 
at the arrival of the first packet, and (b) to determine at the arrival of each packet 
whether it is the last packet or there are more packets in the burst. In option (b) X(t) 
includes the number of packets in the burst arrived so far while in option (a) also 
includes the number of remaining (yet to arrive) packets in the burst.  

Note that in option (a) only one random decision is made at the beginning of the 
burst, while in option (b) a number of sequential random decisions are made (condi-
tioned on the number of packets in the burst arrived so far), one at the arrival of each 
packet in the burst. Clearly, the process X(t) evolves at large increments in option (a), 
which may cause large importance skipping. On the other hand, in option (b) the 
process X(t) evolves at small increments, which reduces importance skipping. There-
fore, option (b) is recommended in a simulation in which RESTART is applied. 

Also, note that X(t) is Markovian in both options, since it contains sufficient infor-
mation to execute the simulation of the system. However, in option (a) some future 
events are scheduled before they actually happen, while in option (b) no future events 
are scheduled unless necessary to continue the simulation. In the application of  
RESTART, option (a) will cause more sharing of future events (and hence more corre-
lation) among trials made from a given Bi. This reinforces the reason given above for 
justifying why option (b) is favored over option (a) in the application of RESTART. 

An alternative way of implementing option (b) is to determine the burst length at 
the arrival of the first packet (as in option (a)) and to determine it again at the arrival 
of each new packet by randomly generating the remaining burst length (conditioned 
on the number of packets arrived so far). This implementation of option (b) is equiva-
lent to the previous one because it yields the same process X(t).  
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Let us now consider the scheduling of future events in the simulation of a G/G/1 
queue, where the rare set is defined as the queue length q(t) greater than a certain 
threshold. If the times of occurrence of next arrival, tNA, and of next service comple-
tion, tNC , are scheduled only once at the previous arrival and at the start of the current 
service, respectively, then X(t) = (q(t), tNA -t, tNC -t). This is similar to option (a) of the 
previous example: X(t) includes the times of already scheduled future (arrival and 
service completion) events, which could cause importance skipping (e.g., when a high 
value is randomly assigned to tNC -t). It also increases correlation among trials [Bi, Di) 
due to sharing of future events. This can be avoided by using the process X(t) = (q(t), 
t- tPA, t- tCS) to simulate the system, where tPA and tCS are the times of the previous 
arrival and the start of the current service, respectively. This is similar to option (b) in 
the previous example. Here, arrival and service completion events can be rescheduled 
(conditioned on the elapsed times, t- tPA and t- tCS, respectively) at the occurrence of 
every event. However, to avoid unnecessary overhead, it is sufficient to reschedule 
only at events Bi, at the beginning of each retrial. This rescheduling minimizes the 
sharing of future events by different trials from the same event Bi and hence reduces 
the correlation among them, which improves the efficiency of RESTART. 

Guidelines for the Choice of the Importance Function. Once the variables required 
to describe X(t) have been determined, an importance function, which is a function of 
these variables, must be chosen. With a proper importance function all the states on 
each of the threshold boundaries Φ = Ti have similar importance, and thus, if 
importance skipping is small, all the states iix Ω∈  also have similar importance for 

any i. It leads to small values of ( )∗
iXAPV /  and thus also si for any i, and consequently 

to a small value of fV.  
In [20] it was pointed out that “the most challenging work for future research is to 

find and implement an efficient algorithm to determine good importance functions for 
defining thresholds”.  

In the case of one-dimensional systems, the choice of the importance function is 
straightforward, because the threshold boundary has only one state. Without impor-

tance skipping, this state is also the only state of iΩ  and thus ( ) 0/ =∗
iXAPV . 

Also, for multidimensional systems, small values of si and thus of fV are achieved if 
all the states iix Ω∈  have similar importance, but this condition is not strictly neces-

sary. States iix Ω∈  with moderate probability of occurrence may have much lower 

importance than the most frequent ones without leading to high values of ( )∗
iXAPV /  

and si : consider that ∗
ixAP /  is bounded and that the ratio of the probability of H

iΩ , the 

set of states iix Ω∈  with importance ∗
ixAP /  close to its supreme *

/ iAQ , to the prob-

ability of the whole set iΩ  is appreciable (greater than, say, 0.2 or 0.3). Then *
/ iAP , 

the mean importance of states iix Ω∈ , is close to the mean importance of states 
H
iix Ω∈  (and thus also close to the supreme *

/ iAQ ). Consequently, the ratio 
*

/
*

/ iAiA PQ  is small and, according to formula (30), si is small. 
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In [43] it was stated that “in the case of multidimensional state spaces, good 
choices of the importance function for splitting are crucial, and are definitely non-
trivial to obtain in general”. It is non-trivial because an exact analytical evaluation of 
the importance of the states is not possible in most cases. Thus a combination of ap-
proximate analytical formulas, heuristic reasoning and feedback from simulation 
results must be used to choose an appropriate importance function.  

An approach that can be used in queuing networks is to assume that the importance 
function is a linear combination of the queue lengths of the network nodes: 

∑
∀

=Φ
i

iiQa . Several procedures can be used to assign values to the coefficients ai: 

−  First of all, one of the coefficients can be made equal to 1 without loss of  
generality.  

− If the network has few nodes, e.g., only two nodes or three nodes and, thus, only 
one or two coefficients, the simplest solution is to perform pilot runs to test sev-
eral values of the coefficients and to choose the values for which the application 
is more efficient. For saving computational time of the pilot runs, they can be 
made for system parameter values for which the rare event is not so rare, given 
that the results obtained usually apply to the parameter values of interest.  

− By means of heuristic reasoning the number of coefficients that have to be ad-
justed may be reduced. E.g., the coefficients can be made equal to zero for the 
nodes for which its queue length has not impact on the occurrence of the rare 
event or it is guessed that the impact is small. Another example is to assign the 
same value to coefficients corresponding to queue lengths with the same or 
similar impact on the occurrence of the rare event.  

− If possible, approximate analytical formulas may be derived to roughly estimate 
the importance of some states. From these formulas the coefficient values may 
be evaluated by equating the importance function of states with the same impor-
tance. An alternative to this approach is to estimate the importance of some 
states by means of pilot runs.  

− If values have been assigned to some of the coefficients, interpolation or ex-
trapolation based on heuristic reasoning may be used to assign values to the  
remaining ones.  

− All the assumptions or approximations made for assigning values can be 
checked by means of pilot runs (that usually can be made for system parameter 
values for which the rare event is not so rare). These pilot runs can also be used 
to introduce correction factors to a set of coefficients, previously obtained,  
to improve them. This approach may also be used when the set of parameters 
obtained for a model are going to be applied to another similar model. 

Observe that the approximations are allowed for deriving the importance function 
because they could affect the efficiency of the method, but they do not affect the cor-
rectness of the estimates. 

In the networks with few nodes the number of coefficients to be assigned is smaller 
but the values assigned to them could be more critical due to the strong dependency 
that usually exists among the nodes. However in more complex networks, though the 
number of coefficients is larger the accuracy of the values assigned to them is not so 
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critical, as it is shown in the examples of Section 6. This fact may compensate the 
difficulty that complex networks could have due to the need of assigning many coef-
ficient values. As we will see in Section 6, the two-queue Jackson tandem network 
was simulated in [41] defining the rare set as Lq ≥2  and choosing the importance 

function 2q=Φ . This importance function Φ led to a large value of Vf  and, as  

reported in [41], to a very low efficiency. However in the multistage ATM switch 
studied in [16] an equivalent importance function led to a high efficiency. This switch 
has three stages of 88×  switching elements (SE), eight of them in each stage. Each 
SE is an output buffered switch with eight separated buffers of size K. The rare set is 
defined as the overflow of a buffer of the third stage. The importance function Φ is 
defined as the queue length q of the buffer under study. An importance function 
equivalent to that used in the previous example was successful, despite the greater 
complexity of the system. This is because the cells in the buffers in the second stage 
do not need to go to the buffer under study in the third stage, but can go to any of the 
64 buffers of this stage instead. As a result, the queue lengths of the buffers of the first 
or second stage have a small impact on the future queue length of a buffer of the third 
stage. Although the importance function used in [16] could be improved taking into 
account the queue length of the other queues (as will be seen in Section 6) the  
dependencies in this complex system are weak enough to be ignored without a sig-
nificant impact on the efficiency achieved. In the two-queue tandem network, its 
simplicity notwithstanding, the dependence is strong and cannot be ignored. 

In reliability problems, an importance function defined as a linear combination of 
variables representing the state of each component (1= failure, 0= operational) is not 
appropriate. The effect of the failure of a component is different depending which 
other components have also failed and this type of dependencies cannot be taken into 
account with a linear function of the states of the components. It is better in this case 
to obtain, based on some heuristic reasoning, a formula of the importance function 
that take into account these dependencies. In Section 6.3, a function of the states of 
the components obtained heuristically is proposed as importance function. Although 
the proposed importance function works well in all the cases studied, there are some 
cases in which it could be improved because, as indicated in that section, the proposed 
function does not account for all the features of the system state that may impact on 
the occurrence of the rare event. A possibility to improve it could be to obtain heuris-
tically another function of the system state variables that accounts for those features 
of the system state that are not taken into account by the previous function. The final 
importance function could be a linear combination of the two functions. Thus the 
approach proposed for queuing networks consisting in the choice of an importance 
function built as a linear combination of variables of the system state could be gener-
alized to the choice of a linear combination of functions of the system state.  

6   Application Examples 

Several examples on Jackson and non-Jackson queuing networks and on ultra reliable 
systems are shown in this section to illustrate the application of the guidelines given 
in Section 5 and the efficiency obtained. For evaluating the goodness of an applica-
tion and its possibility of improvement, it is not only interesting to observe the  
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required computational time but also the gain obtained and the values of the ineffi-
ciency factors. Section 6.1 explains how we can estimate the gain and the factors fV 
and fO. Factors fR  and fT  may be estimated by its bounds given by formulas (18) and 
(19) respectively. 

In all the runs, the simulation length was adjusted to have a relative half width of 
the 95% confidence interval (relative error) equal to 10%. The interval width was 
evaluated using the batch means method. The experiments of the two-queue Jackson 
tamdem network were run on a Sun Ultra 5 workstation and the remainig ones on a 
Pentium(R) D CPU 3.01 GHz. 

6.1   Jackson Networks 

First we will see how to obtain the importance function for two-queue tandem net-
works by assigning the coefficient values of the linear combination of queue lengths 
by means of tests made with pilot runs. Then general Jackson networks are studied. 
As the method of assigning by means of pilot runs is not practicable when the number 
of nodes is large, the importance function is derived by means of approximate   ana-
lytical formulas.  

Two-Queue Jackson Tandem Network. In this network customers with Poisson 
arrival enter the first queue and, after being served, enter the second one. The mean 
arrival rate is λ  and the service time is exponentially distributed in each queue with 

mean service rates 1μ  and 2μ , respectively. The load at each queue is 

)2,1( == iii μλρ . The buffer space at each queue is assumed to be infinite. The 

system state Z(t) is given by ( )21,qq , where qi is the number of customers at queue i. 

If rescheduling is made, the system state X(t) is also given by ( )21,qq . This model has 

received considerable attention in the rare event literature, e.g., [14], [17], [19], [22], 
[39], [40], [41] and [42].  

The difficulty of applying accelerated simulation techniques arises when the first 
queue is the bottleneck and the rare set definition is related to the value of q2. In order 
to cope with a difficult case the loads tested were 5.01 =ρ  and 33.02 =ρ . 

The network was studied in [3] for the following three definitions of the rare set A: 
LQQ ≥+ 21 ; LQ ≥2  and ( ) LQQ ≥21,min . 

In these examples thresholds and number of retrials were determined in a similar 
manner to that explained later for general Jackson networks. 

Rare Set Defined as LQQ ≥+ 21 . For this definition of the rare set, the most "natural" 

importance function is Φ 21 QQ += . Let us analyze if this function is appropriate. 

Assume that 60=L  and 30=iT . The possible states at an event iB  are (0,30), 

(1,29), (2,28), ..., (29,1), (30,0). The importance of each of these states is different. 
The higher the value of Q1 (for 3021 =+ QQ ), the higher the importance of the state, 

given that a customer at Q1 has to be served by both servers before leaving the sys-
tem, while a customer at Q2 has to be served only at the second one. Thus the supreme 

*
/ iAQ  is the importance of state (30,0). But, given that the first queue is the bottleneck, 
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the states with high value of Q1 and low value of Q2 have the highest probability. As 

these states have an importance close to the supreme, { }i
H
i ΩΩPr  is high. Thus 

21 QQ +=Φ  seems to lead to moderate values of si and therefore, also fV. Simulation 

results confirm that this qualitative reasoning is valid: probabilities up to 10-66 were 
accurately estimated with less than 40 minutes of computational time. The very low 
values of fV (smaller than 1.02) show that the choice of 21 QQ +=Φ  is appropriate and 

that the application is very close to the optimal one.  
Let us see how to estimate the gain obtained and the values of factors fV and fO. The 

gain in events or the gain in time with respect to a crude simulation is estimated as 
follows: in a crude simulation with 14L = , thus 41.22 10P −= × , and the same re-
maining conditions, the number of reference events (arrivals in this case) and the 

computational time are measured. As ( )ˆ
AV P K P N=  the measured values are ex-

trapolated for the value of L for which we want to estimate the factors, e.g., 220, un-
der the assumption of KA taking the same value. The gain is the ratio between these 
extrapolated values and those measured in the simulation with RESTART. A gain in 
events equal to 3.4•1061 and a gain in events equal to 5.0•1060  are obtained. Then we 
compare the measured gain with the theoretical one derived from formula (15). If we 
assume fV = 1 and fO = 1 in (15), we obtain for L = 220 a gain equal to P =3.46•1061 
(taking and ri given by formulas (13) and (12) respectively and thus taking fR = 1 and 

fT equal to its bound (19) evaluated for Pmin = ( )11 −LP ). We see that the theoretical 
gain (for fV = 1, fO = 1) is 1.02 times the actual gain in events. Given that the gain in 
events is not affected by the factor fO , the value 1.02 can be taken as an estimate of fV 
for 220=L . Finally, the factor fO can be estimated as the ratio between the gain in 
events and the gain in time. It leads to f sub O = 6.8. 

Rare Set Defined as LQ ≥2 . The simplicity of the system allows for simulating it by 

means of regenerative simulations and splitting, as in [40] and [41]. In [41] the chosen 
importance function is 2Q=Φ . Let us consider that L and an intermediate threshold 

Ti take the values 30=L  and 15=iT . At an event iB , 152 =q  but 1Q  can take any 

value. It is clear that the probability of reaching A ( 302 ≥Q ) from an event iB  at 

which 15,0 21 == QQ  is very different from that of reaching A from an event iB  

with, say, 15,60 21 == QQ . The supreme *
/ iAQ  is given by the limit of the impor-

tance of state (Q1, 15) when Q1 tends to infinity. The probability of states (Q1, 15) 
with high value of Q1 is much smaller than that of states with small value of Q1, and 

thus { }i
H
i ΩΩPr  is very small. Therefore this chosen function Φ leads to a large 

value of is  and, as reported in [41], to a low efficiency.  

It is clear that in the definition of Φ, 1Q  must be accounted for, since its value can 

affect the future evolution of 2Q . Some weight, albeit smaller than the weight given 

to 2Q , must be given to 1Q . Along this line of reasoning, we tested 1 2aQ QΦ = + , 

with 10 ≤≤ a . Pilot simulations for 20=L  with several values of a were run to 
determine the appropriate value of the coefficient a. The required computational times 
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for a = 0.8, 0.7, 0.6, 0.5 and 0.4 were 48, 23, 15, 27 and 70 seconds, respectively. The 
value a = 0.6 is chosen, as it provides the best results.  

Probabilities of the order of 10-29 and of 10-67 were accurately estimated with 7 and 
200 minutes of computational time, respectively. Although the values of fV (3.1 and 
11.2 respectively) are not so small as in the previous case, they are moderate enough 
to accurately estimate very low probabilities at a reasonable computational time. 
These low values of fV indicate that the application is close to the optimal one.  

Rare Set Defined as ( ) LQQMin ≥21, . For this case, the function Φ was defined in 

[40] as ( )21, QQMin=Φ . This definition of Φ leads to high values of fV and, as re-

ported in that paper, low efficiency. For 20=iT  (with L > 20), possible states at iB  

are (100, 20), (20, 20) and (20, 100). The importance of, say, states (100, 20) or (20, 

100) is much higher than that of state (20, 20). The supreme *
/ iAQ  is given by the 

limit of the importance of either state (20+j, 20) or state (20, 20+j) when j tends to 
infinity. The states with highest probability are (20+j, 20) or (20, 20+j) for low values 

of j. Consequently { }i
H
i ΩΩPr   is very low. Thus this definition of Φ does not seem 

to be appropriate.  
For LQ ≤1  and LQ ≤2 , we proposed to define Φ as a linear function of 1Q  and 

2Q : 21 QaQ +=Φ . As the relative importance of the states depends on the system 

parameters, the appropriate value of the coefficient a may be greater, equal or smaller 
than 1 depending on the load values. Extending this definition for LQ >1  or LQ >2  

does not appear to be appropriate: as the rare set is defined as LQ >1  and LQ >2 , 

when 1Q  or 2Q  exceeds L we must give a lower weight to this excess. This effect 

may be taken into account by introducing a coefficient 1<b  in the definition of the 
importance function:  

1 2

if
, where .

( ) if
i i

i
i i

Q q L
a

L b Q L q L

≤⎧
Φ = Φ + Φ Φ = ⎨ + − >⎩

 (22) 

We tested the importance function (22) using pilot runs with a = 1 and different val-

ues of b. The best results were obtained for b = 0.6. Probabilities of the order of 3210−  
and of 10-63 were accurately estimated with 7 and 72 minutes of computational time, 
respectively. 

The low values of fV (3.5 and 6.7, respectively) show that the application is very ef-
ficient and close to the optimal one. As the results were good enough, we did not 
investigated the improvement that could be obtained with other values of a. 

This case was also studied in [19] by means of RESTART. They used the impor-
tance function 21 5.1 QQ +=Φ . It led to values of fV (estimated by us based on their 

reported results) between 45 and 62 times the values reported in [3]. These results 
may be due to the fact that, in contrast to our approach, a lower weight was not given 
to Qi-L when Qi exceeds L.  

In [40] the values of fV are much higher. From their reported results, we have esti-
mated a value of fV =1600 for L = 10. It is difficult to estimate fV for larger values of L 
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because, as they claimed, the failure of their approach resulted in the underestimation 
of P and its relative error. Anyway this value of fV is very huge and the tendency ob-
served indicates that they must be much higher for higher values of L.  

General Jackson Networks. Formulas for obtaining effective importance functions 
were provided for two-stage Markovian networks with any number of nodes in each 
stage in [25] and extended to general Jackson networks with any number of nodes in 
[32]. Jobs arrivals and departures are allowed in all the nodes. After being served in 
node l, jobs can go to any node m with probability lmp  or they can leave the network 

with probability 0lp . The steady-state probability of the number of jobs exceeding a 

level at a target node, LQtg ≥ , was estimated. 

Some approximations and assumptions were needed to derive the formulas of the 
importance function. First, it was assumed that the importance function is a linear 
function of the queue length of the nodes placed at a distance from the target node 
smaller than 3. Thus the queue length of a node was considered in the importance 
function only if the jobs leaving the node go directly to the target node (distance 1) or 
through only one intermediate node (distance 2). Then it was evaluated the 
importance of the extreme (also called boundary) states when the process enters sets 
Ci ∀i, that is, the system states at which only one queue is not empty. Finally, for 
calculating the coefficients of Qi for each i in the importance function it was equated 
the importance of the extreme state corresponding to the target queue with the impor-
tance of each of the other extreme states. The goodness of the importance functions 
derived in the paper with such approximations was supported by the efficiency 
achieved in the simulations  

The formula obtained for the two-queue Jackson tandem network with 1 2ρ ρ>  and 

the rare set defined as 2q L≥  was: 1
1 2

2

ln

ln
Q Q

ρ
ρ

Φ = + . For the loads above considered 

for this example the importance function given by the formula is: 1 20.63Q QΦ = + . 

Slightly better results were obtained with this formula than with the importance func-
tion 1 20.6Q QΦ = +  obtained heuristically. 

Let us denote K the number of nodes with distance 1 and H the number of nodes 
with distance 2, for any value of K and H. Jobs with independent Poisson arrivals 
enter each node from the outside with arrival rates 1 , 1, ,i i Hγ = …  to the nodes with 

distance 2, 2 , 1, ,j j Kγ = …  to the nodes with distance 1 and tgγ  to the target node. 

The total arrival rates to each node (arrivals from the outside + arrivals from the other 
nodes) are denoted by: 1 , 1, ,i i Hλ = … , 2 , 1, ,j j Kλ = …  and tgλ , respectively.  The 

service times of all the nodes are assumed to be exponentially distributed with service 
rates 1 , 1, ,i i Hμ = … , 2 , 1, ,j j Kμ = …  and tgμ , respectively. The buffer space in each 

queue is assumed to be infinite. Let us observe that When there are not nodes at a 

distance greater then 2, 1 1 1 2
1 1

, 1, ,
H K

i i l li j ji tg tgi
l j

p p p i Hλ γ λ λ λ
= =

= + + + =∑ ∑ … . Analogous 
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equations are obtained for 2 , 1, ,j j Kλ = …  and tgλ . The loads of the nodes are 

1 1 1 , 1, ,i i i i Hρ λ μ= = … , 2 2 2 , 1, ,j j j j Kρ λ μ= = …  and tg tg tgρ λ μ= , respectively. 

A general formula of the importance function valid for any Jackson network was 
derived in [32]. A simplified version of this formula (also given in that paper) that 
matches with the general one in almost all cases is the following: 

( ) ( )*

1 1 2 2
1 1

ln ln
1, 1,

ln ln

H K
tg tgi tg tgj

i i j j tg
i jtg tg

Min Q Min Q Q
ρ ρ ρ ρ

α α
ρ ρ

⊥

= =

⎧ ⎫ ⎧ ⎫⎪ ⎪ ⎪ ⎪Φ = + +⎨ ⎬ ⎨ ⎬
⎪ ⎪ ⎪ ⎪⎩ ⎭ ⎩ ⎭

∑ ∑ , 

 

(23) 
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*  and tgi tgjρ ρ ⊥  are, approximately, the loads of the target queue when a node i at dis-

tance 2 from the target node or a node j at distance 1, respectively, are not empty. It is 
more difficult to get insight of the meaning of 1 2and i jα α  without following the 

derivation of formula (23). Nevertheless, the formulas are easy to apply because all 
their terms are parameters of the system. 

Test Cases. Several simulation experiments on Jackson networks with different to-
pologies and loads were conducted in [32]. The rare set A was defined in most cases 
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as 70tgQ ≥ , where Qtg is the number of customers at the target node. The steady state 

probability of A was of the order of 10-34 in those examples. The reason for simulating 
such small probabilities is to show the goodness of the importance functions obtained 
in the paper, given that if it is possible to estimate accurately such small probabilities 
with short or moderate computational time, it will take much less time to estimate 
more realistic probabilities.  

Thresholds Ti were set for every integer value of Φ between 2 (in some cases 3) 
and a number varying between 71 and 75 depending on the case being simulated. 
Observe that, as L=70, the rare set A is not included in CM given that  

( )1i iA C C φ+∩ − ≠  if 70≥iT .  Pilot runs (one or two for each case) were made to set 

the number of retrials. We proceeded as following: we set (for example) the thresh-
olds 2, 3, 4, … , 74 and we made a pilot simulation. This simulation derived the opti-
mal number of retrials according to formula (12) following the guidelines given in 
Section 5.2 for rounding to integer values. If the derived value of the number thresh-
old (in the pilot simulation) of retrials from a threshold was 1 was 1, such threshold 
was eliminated. If the number of retrials from the last threshold was greater than 5, an 
additional threshold was set. The number of retrials Ri finally was 2 or 3 in all cases.  

Although it is not possible to simulate all the Jackson networks to prove that the 
importance function given by formula (23) is always effective, test cases that a priori 
could have some difficulties were selected in [32]. If the importance function is effec-
tive for these cases, it is supposed that it will be also effective for most Jackson net-
works. The systems simulated were the following:  

• a two-queue Jackson tandem network;  
• a three-queue Jackson tandem network;  
• a three-stage network with 4 nodes in the first and second stage and 1 or 2 

nodes in the third stage;  
• a Jackson network with 7 nodes with 2 nodes at distance 1 from the target 

node, and 4 nodes at distance 2 from the target node.  
• a Jackson network with 7 nodes with 2 nodes at distance 1 but with 2 nodes 

at distance 3 from the target node, 2 nodes at the target node. distance 2 and 
2 nodes at distance 3. 

• a large Jackson network with 15 nodes: 4 of them at distance 3 from the tar-
get node, 5 at distance 2 and 5 at distance 1. 

• a 2-node Jackson network with strong feedback: jobs departing any of the 
two nodes join the other node with a probability of 0.8. 

• a six-queue Jackson tandem network, in which the first 5 nodes have the 
same load (2/3) and the last (target) node has a lower load (1/3). This case 
and the two first ones are networks for which the dependency of the target 
queues on the queue length of the other queues is very high because all the 
customers of the other queues have to go to the target queue. 

In all the networks, except the last one, probabilities of the order of 10-34 were esti-
mated with short or moderate computational time with the importance function given 
by formula (23). For the six-queue Jackson tandem network thirty minutes of compu-
tational time was needed to estimate a probability of the order of 10-15 with that  
importance function (that does not take into account the queue length of the first 3 
nodes). The importance function was improved heuristically giving the weights  
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provided by the formula for the last 3 nodes and lower extrapolated weights to the 
nodes that are farther from the target node. With this importance function, which 
accounts for the dependence of the target node on all the nodes, an accurate estima-
tion of the same probability was obtained with 10 minutes of computational time. 

The results obtained in [32] show that the worst cases are networks with very high 
dependencies, in which  the target queue has a much lower load than the other queues, 
and that the best cases are usually the most complex networks with a high number of 
nodes because there are usually weak dependencies in these cases. Although the im-
portance function given by formula (23) can be improved for some specific networks, 
it seems to be good enough for estimating very low probabilities with short or moder-
ate computational times for most (perhaps all) Jackson networks. 

In order to illustrate the results of the simulations made in [32], those corres-
ponding to a Jackson network with 7 nodes (with 2 nodes at distance 3 from the target 
node) will be reproduced here. 

Jobs from the outside arrive at any node of the network at a rate 1, 1, ,7.i iγ = = …  

After being served in each node, a job leaves the network with probability 0.2. 
Otherwise the job goes to another node in accordance to the following transition 
matrix: 

 

 1 2 3 4 5 6 tg 

1 0.2 0.2 0.2 0.2 0 0 0 

2 0.2 0.2 0.2 0.2 0 0 0 

3 0.1 0.1 0.1 0.1 0.2 0.2 0 

4 0.1 0.1 0.1 0.1 0.2 0.2 0 

5 0.1 0.1 0.1 0.1 0 0.1 0.3 

6 0.1 0.1 0.1 0.1 0.1 0 0.3 

tg 0.1 0.1 0.1 0.1 0.1 0.1 0.2 

Let observe that jobs that leave nodes 1 or 2 have to visit nodes 3 or 4 and nodes 5 
or 6 before entering the target node. We wished to check whether to ignore the impact 
of the queue lengths of the nodes at a distance greater than two on the queue length of 
the target node is a reasonable approximation. The results are summarized in Table 1. 

For each group of loads of the nodes, three importance functions were used. The 
first one is given by formula (23), that is, without considering the queue lengths of 
nodes 1 and 2 placed at a distance 3 (a = 0 in the table). The second one also takes 
into account nodes 1 and 2. The values of their coefficients (called a in the table) were 
derived with the same methodology used to derive formula (23). The third importance 
function only takes into account the target node and the nodes that are at distance 1 
from it (a = b = 0). 

The best results were obtained with the second importance function, the function 
that takes into account the number of jobs in the seven nodes. However, the impor-
tance function given by formula (23) leads to very effective results: probabilities of 
the order of 10-34 were obtained with less than 10 minutes of computational time and 
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the values of factor fV, though slightly greater than those obtained with the other im-
portance function, are very small. Consequently, it does not seem that it worth further 
complicating the importance function by taking into account the nodes that are at 
distance greater than 2 from the target node. Nevertheless, though it is not necessary 
in almost all the cases, if we want to improve the importance function taking into 
account more queue lengths in the function, it can be done deriving the coefficients of 
those nodes with the same methodology used to derive formula (23) or heuristically 
giving the weights provided by the formula to the nodes at distance lower than 3 and 
lower weights to the nodes that are farther from the target node. The results are much 
worse when using the third importance function, which only accounts for the target 
node and the nodes that are at distance 1 from the target node.  

Table 1. Results for Jackson networks. Relative error = 0.1. Rare set probability: 

( ) 3470 3.13 10tgP Q −≥ = ⋅ . 0.3322tgρ = . 
2 4 6

1 3 5
i j k tg

i j k

a Q b Q c Q Q
= = =

Φ = + + +∑ ∑ ∑ . 

P̂  ρi ρj ρk a b c 
Time 

(minutes)
fV 

3.1·10-34 
3.2·10-34 
3.3·10-34 
3.1·10-34 
3.0·10-34 
2.9·10-34 
3.3·10-34 
3.1·10-34 
3.0·10-34 

0.62 
0.62 
0.62 
0.47 
0.47 
0.47 
0.31 
0.31 
0.31 

0.51 
0.51 
0.51 
0.51 
0.51 
0.51 
0.31 
0.31 
0.31 

0.41 
0.41 
0.41 
0.41 
0.41 
0.41 
0.31 
0.31 
0.31 

0 
0.07 

0 
0 

0.09 
0 
0 

0.15 
0 

0.31 
0.31 

0 
0.31 
0.31 

0 
0.51 
0.51 

0 

0.47 
0.47 
0.47 
0.47 
0.47 
0.47 
0.61 
0.61 
0.61 

9.6 
7.5 
518 
5.2 
4.2 
207 
3.3 
3.0 
6.1 

3.6 
2.7 
204 
1.7 
1.4 
55 
1.1 
1.0 
2.4 

6.2   Non-Jackson Networks 

The importance function given by formula (23) has been derived equating the impor-
tance of one extreme state with the importance of each of the other extreme states. It 
is interesting to see whether the importance of the extreme states are affected in a 
similar manner when the interarrivals and/or services times are not exponentially 
distributed and, as a consequence, whether the importance function derived for Jack-
son networks fits for other networks.  

In [44] networks with Poisson arrivals and Erlang service times were studied. Two 
of the networks above mentioned were analyzed: the three-queue tandem network and 
the first one of the two networks with seven nodes. In the first model, the service time 
at each node follows an Erlang distribution with shape parameter equal to α (2 or 3). 
Initially, the chosen importance function was 1 2 3aQ bQ QΦ = + +  evaluated accord-

ing to formula (23). Then, the coefficients a and b of Φ were multiplied by a correc-
tion factor k, the same for both coefficients. The tested values of k were 0.6, 0.7, 0.8 
and 0.9.  

We observed that the best value of k was between 0.6 and 0.9, depending on the 
case. We also observed that for α = 2, the value of k is closer to 1 than for α = 3.  
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As the coefficient of variation of Pearson of the Erlang distribution is 1 α , it seems 

that the more similar is this coefficient to that of the exponential distribution, the 
closer is the importance function to that given by the formula. It is also observed that 
lower values of the loads of the two first nodes lead to importance functions closer to 
those derived for the exponential distribution. Probabilities of the order of 10-15 were 
estimated with computational times between 0.4 and 21.8 minutes. 

The values of factor fO are much greater than those obtained in [32] for the same 
network but with exponential service times. The reason is that rescheduling is 
straightforward only for the exponential distribution due to the memoryless property 
of this model. Rescheduling service times of any other distribution is more time 
consuming. We can proceed as follows: a random value of the whole service time of a 
job is obtained. If that value is greater than the service time at the current time, the 
remaining service time of the job is obtained as the difference between the two 
amounts. Otherwise a new random value is obtained and so on. This procedure has 
the problem that the number of iterations is very huge when the actual service time is 
much larger than the mean service time, and it greatly increases factor fO .As resched-
uling is made to improve factor fv but it is not strictly necessary, if after a fix number 
of trials, e.g., 50, the random value of the whole service time is always lower than the 
service time at the current time, the service time is not rescheduled. In this way factor 
fO is significantly reduced and, as only 1 or 2% of the scheduled times are not re-
scheduled, the impact on fV is negligible. Nevertheless, even with this improvement of 
the procedure, the value of factor fO with Erlang service times is around four times 
greater than with exponential times for estimating a probability of the order of 10-15. 

Low or at least moderate values of factor fV were obtained in all the cases. It shows 
that the application is not far from the optimal, at least for the tested cases. We 
observe that the worst results (greatest computational times and greatest values of 
factor fV) were obtained when 3 2 1ρ ρ ρ< < , but even in these cases the computational 

times are moderate (21.8 minutes). The importance functions given by formula (23) 
lead to greater computational times, although these times are also moderate in all the 
cases, except in the case 3 2 1ρ ρ ρ< < , in which the computational time was greater 

than one day.  
The second network studied in [44] is a network with 7 nodes with 2 nodes at 

distance 1 from the target node, and 4 nodes at distance 2, with Poison arrivals and 
Erlang service times.  

The computational times needed for estimating probabilities of the same order of 
magnitude (10-15) is much lower than in the previous network. The results are better in 
this network due to the weaker dependence between the queue lengths.  

In the three cases of α = 2 the best results were obtained with the importance 
function given by formula (23), while for α = 3 the best results were obtained with 
coefficients of nodes at distance 1 and 2 around 10% lower than those given by 
formula (23), that is, with a correction factor k = 0.9. Nevertheless, very good results 
were also obtained without any correction factor. The very low values of fV achieved 
(less than 1.7 in the six cases studied) show that the application is very close to the 
optimal one, at least for the tested cases. 

In [34] the simulation study made in [44] was extended in a twofold direction. On 
the one hand it was also simulated two additional above mentioned networks: the 



 The Rare Event Simulation Method RESTART: Efficiency Analysis and Guidelines 539 

large network with 15 nodes and the network with 2 nodes and very strong feedback,  
On the other hand we used hyperexponential and Erlang distribution for modelling the 
interarrival and/or service times. 

In this paper a better method for improving formula (23) (formula derived for 
Jackson networks) is applied for non-Markovian networks: instead of multiplying 
some coefficients by a correction factor obtained heuristically, we also use formula 
(23) but the actual loads used in the formulas are substituted by “effective loads”, 

defined as the loads eρ  such that { } ( )Pr
neQ n ρ≥ = . For Jackson networks for a 

certain value of n. the “effective load” matches the actual load.  
For the three-queue tandem network and for the network with 2 nodes and strong 

feedback, the efficiency obtained is much higher using effective loads than using 
actual loads. However similar efficiency is obtained using “effective loads” and actual 
loads (that is, using formula (23) without any correction) with the more complex 
networks of 7 and 15 nodes because the effective loads are similar to the actual loads 
in these networks. Overflow probabilities lower than those needed in practical 
problems (around 10-15) were accurately estimated within short computational work. 
The worst results were obtained when the dependence of the target queue on the 
length of the other queues is very high (as occurs in a tandem network) and the load 
of the target queue is much lower than the others. For the worst case, less than 17 
minutes of computational times were needed for estimating a probability of the order 
of 10-15 . In some of the cases the probability was estimated in less than one minute. 

6.3   Ultra Reliable Systems 

This section provides a simple importance function that can be useful for RESTART 
simulation of models of many highly dependable systems. Some examples from the 
literature illustrate the application of this importance function. 

We consider generalized Machine Repairman Models. These models consist of 
multiple types of components with any number of components of each type, where 
each component can be in one of the following states: operational, failed, spare or 
dormant. An operational component becomes dormant if its operation depends upon 
the operation of other components and those components fail. General lifetime distri-
butions and different failure rates can be specified for the operational, spare and  
dormant states. Dependencies among components and failure propagation (e.g., the 
failure of a component causes some other components to fail with given probabilities) 
are allowed. There is a set of repair services which repair failed components accord-
ing to a general distribution and to some service discipline. The system is operational 
if certain combinations of components are operational. The concern is estimation of 
transient measures, such as system unreliability or unavailability at a given instant, 
and steady-state measures, such as steady-state unavailability and mean time between 
failures.  

In a general system there are minimal cut sets with different cardinality. In a bal-
anced system, where all the components have the same probability to fail, it is more 
probable that a system failure is due to the failure of all the components of a minimal 
cut set with the lowest cardinality. The “distance” to the system failure is related with 
the number of components that remain operational in the cut set with lowest the number 
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of operational components. For this reason the importance function (at an instant t) is 
defined as: 

( ) ( )t cl oc tΦ = −  , (24) 

where cl is the cardinality of the minimal cut set with the lowest cardinality and oc(t) 
is the number of components that are operational at time t in the cut set with the  
lowest number of operational components. Thresholds Ti of Φ can be defined at 1, 2, 
… , 1−cl . For example, consider the network in Fig.2 that contains 8 links and 7 
nodes. The system operates as long as there exists a path along operating links  
between node A and node B. 
 

 
 

Fig. 2. Network with low redundancies 

There are 4 minimal cut sets with 2 links: ( ) ( ) ( ) ( )1,7 , 1,8 , 6,7 , 6,8 ,  and 8 minimal 

cut sets with 3 links: ( ) ( )2,3,7 , , 3,4,8 .…  In this network 2cl =  and we can define 

one threshold. The process is in the region C1 (that is, 1( )t TΦ ≥ ) if at least one com-

ponent of any of the 4 cut sets with cardinality 2 or at least 2 components of any of 
the 8 cut sets with cardinality 3 are failed. As only one threshold can be defined, fac-
tor fT would be high if the 8 links would be highly reliable. 

The same importance function can be used for many unbalanced systems. The lar-
ger the difference among failure rates of the components, the greater the value of 
factor fV. If the system is so unbalanced that factor fV takes a very great value and, as a 
consequence, it is unfeasible to estimate the probability of interest within a reasonable 
computational effort, the importance function must be improved.  

A limitation of the RESTART methodology for simulating highly-reliable systems 
is the difficulty to define thresholds close enough so that the probability of reaching 
the next threshold is reasonably large and, thus, close to the optimal. For this reason, 
L’ecuyer et al. [43] pointed out that this methodology is not appropriate for this type 
of systems and Xiao et al. [45] suggested that “importance splitting is hard to be 
adopted for dependability estimation of non-Markov systems, because thresholds 
function is hard to be presented under this situation”. However, as it will be shown in 
the examples, probabilities up to the order of 10-16 can be accurately estimated within 
a reasonable computational effort.  

We will describe three examples, two of them taken from [27] and the other one 
from [33]. Example 1, taken from [27] is the network of Fig.3 originally presented in 
[46], where it was simulated using importance sampling. The network contains 56 
links, classified in 3 types, and a total of 107 components. Each type A link contains 

8 

A 

2 

6 

5 3 

7 

B

4 
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three identical components and fails when two components fail. Type B links contain 
one component. Each type C link contains two identical components and fails when 
one component fails. The mean lifetime is different for each type of component. The 
system operates as long as there exists a path along operating links between node 1 
and node 20. There are 5 repair-persons, and repairs make components as good as 
new. Upon completing a repair, a repair-person selects the next component to repair 
randomly over the failed components in the network. 

 

 
 
 
    
 
 

Fig. 3. Network with redundancies 

The system unreliability was estimated for different small values of intervals (0, te). 
Simulations were made assuming first a Markovian model, that is assuming that  
component lifetimes and repair times are exponentially distributed, and second as-
suming that component lifetime distributions are Raleigh (Weibull distribution with 
shape parameter equal to 2) and that repair time distributions are Erlang with shape 
parameter equal to 3. The minimal cut sets are defined on the links (not on the com-
ponents). The importance function was given by formula (24). As 4cl =  three  
intermediate thresholds could be defined.  

Probabilities up to the order of 10-11 could be accurately estimated within short or 
moderate computational time. Nevertheless a high value of factor fV was observed 
because, for a given value of i, the states at events Bi with more importance have 
smaller probability to occur, see Section 5.6. The system states at events Bi with more 
importance are those in which operational links have greater probability to fail. It is 
more unlikely that the operational links of a minimal cut set are those with greater 
probability to fail because it requires a previous failure of the other links of the same 
minimal cut set, which have lower probability to fail. As commented above, for un-
balanced systems the factor fV can take high values.  

The models with exponential lifetimes and service times were exactly the same 
models simulated in [46] with importance sampling, and the estimates of the steady-
state unavailability are very close in both cases. For simulating the Weibull-Erlang 

Type A links: (1,2), (1,3), (1,4), (1,5), (16,20), (17,20), (18,20), and (19,20) 
Type B links: (2,3), (3,4), (4,5), (6,7), (7,8), (9,10), (10,11), (11,12), (13,14), 
(14,15), (16,17), (17,18), and (18,19). 
All other links are type C. 
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models with RESTART the same procedure as for the Markovian models could be 
used given that the same importance function is valid in both cases. With importance 
sampling only results for the Markovian case have been obtained, because the analyti-
cal study required for applying importance sampling to non-Markovian systems with 
significant redundancies is very complicated. 

Example 2 of [27] is a computing system originally presented in [47], where it was 
studied using importance sampling, and also studied in many papers thereafter, e.g., 
[48]. A block diagram of the balanced version of the computing system considered is 
shown in Fig. 4. 

 
 
 
  
 
 
 
 
 
 
 
 

Fig. 4. Block diagram of a computing system 

The system is composed of two types of processors each having passive redun-
dancy 2; two types of disk controllers, each having active redundancy 2; and six sets 
of disk clusters, each having four disks. When a processor of one type fails, it causes a 
processor of another type to fail also with probability 0.01. The lifetime of all the 
components is assumed to be exponentially distributed with failure rates of proces-
sors, controllers, and disks of 1/2000, 1/2000, and 1/6000 per hour, respectively. It is 
assumed that each type of component can fail in one of two modes which occur with 
equal probability. The repair rates for all mode 1 and all mode 2 failures are 1 per 
hour and 0.5 per hour, respectively. There is a single repairman who fixes failed com-
ponents in a random-order service. The system is defined to be operational if all data 
are accessible to both processor types, which means that at least one processor of each 
type, one controller of each type, and 3 out of 4 disk units in each of the 6 disk clus-
ters are operational. This system was also studied in [27] with redundancy 3, i.e. the 
system has 3 processors and 3 controllers of each type and 5 disks in each cluster and 
it is necessary that 3 components of a type fail to have system breakdown, and with 
redundancy 4. 

Probabilities of the order of 10-11 were estimated within reasonable computational 
times because the system is close to be balanced. It corroborates that the importance 
function ( ) ( )t cl oc tΦ = −  works quite well with balanced systems. Unlike with im-

portance sampling, the simulation with RESTART of the same system but with higher 
redundancy does not require additional analytical effort.  

 

Disk cluster 1…Disk cluster 3  Disk cluster 4…Disk cluster 6 

  Disk 
  Controllers 

 Processors   
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There are two main ways in which a system may be made highly dependable in a 
cost-effective manner. The first is to use components that are “highly reliable” and 
have “low” built-in redundancies in the system. The second is to build “significant” 
redundancies in the system and use components that are just “reliable” instead of 
“highly reliable.” Unlike with importance sampling, RESTART usually works better 
with higher redundancies (for estimating probabilities of the same order of magni-
tude) because it is possible to set more effective thresholds and thus have a lower 
value of factor fT. In this sense, they could be considered complementary methods. 

Example 3, taken from [33], studies dependability estimation for a consecutive-k-
out-of-n: F repairable system with (k-1)-step Markov dependence. The system fails if 
and only if k or more consecutive components have failed. Exponential or Weibull 
distributions were considered for the lifetime of components and lognormal distribu-
tion for the repair time of a failed component. If there are h (h < k) consecutive failed 
components that precede the component i, the residual lifetime of component i will 
have failure rates that are greater as h increases. There is one repairman who gives 
priority to the most critical components. This model is an extension of that introduced 
in [45] to the case of non-exponential component lifetimes. 

The importance function given by formula (24) was also used for simulating this 
system. In this model there are (n-k+1) minimal cut sets. As all of them have the same 
cardinality (k), the definition of the importance function can be expressed as: “the 
number of components that are down at in the cut set with greatest number of failed 
components”. The main differences between the importance, / iA XP∗ , of the system 

states xi at events Bi states are: i) whether the failed components of the cut set are 
consecutive or not, given that the importance is greater if the failed components of the 
cut set (with greatest number of failed components) are consecutive. And ii) the total 
number of components in the systems that are down when the process enters each set 
Ci. The greater is that number, the greater is the importance of the system state. It 
seems that the difference between the importance of these states could be relatively 

small. Thus, the variance ( )/ iA XV P∗  could be small. Simulation results corroborated 

this conjecture: the estimated values of factor fV were very low in all the cases and 
unreliabilities up to the order of 10-16 and steady-state unavailabilities up to the order 
of 10-14 were accurately estimated with short computational effort (13 and 12 minutes, 
respectively). 

In contrast with importance sampling, RESTART is not so dependent on particular 
features of the system and allows general component lifetime distributions and other 
generalizations of the model. Although the importance function depends on the sys-
tem being simulated, the same importance function can be applied to different models 
without additional analytical effort regardless of the level of redundancy, the number 
of repairmen and of whether the model is Markovian in nature or not. This feature 
could extend the use of RESTART for dependability estimation to many other  
systems. The importance function given by formula (24) seems to lead to good simu-
lation results, at least for balanced systems. 

For very unbalanced systems the factor fV, related with the chosen importance 
function, can take high values. Further investigation is needed for improving the im-
portance function if it is unfeasible to estimate the probability of interest within a 
reasonable computational effort. 
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7   Conclusions  

The method RESTART for accelerating rare event simulations has been presented.  
The paper, mainly based on the research activity of the authors, has described the 
method, has proved the unbiasedness of the estimator and has shown the formula of 
its variance. Then the formula of the gain has been obtained and quasi-optimal values 
for thresholds and the number of retrials that are easy to use in practical applications 
and lead to a gain close to the optimal one have been derived. 

The paper has analyzed the factors that can affect the efficiency of RESTART and 
has focused on the most critical factor, the one related to the variance of the importance 
of the states that the system can have when each threshold is hit. As this variance de-
pends on the chosen importance function, guidelines have been provided for the choice 
of a suitable importance function. The applications of these guidelines has been illus-
trated with several examples on queuing networks and ultra reliable systems.  

In the queuing network examples, simulations of different types of Jackson and 
non-Jackson networks with different loads of the nodes were shown. The formula  
of the importance function, initially derived for Jackson networks by combining heu-
ristic arguments with analytical results, could be easily adapted to non-Jackson  
networks. Buffer overflow probabilities much lower than those needed in practical 
problems have been accurately estimated within reasonable computational work. It 
has been shown that the efficiency of RESTART often improves with the complexity 
of the systems because the dependence of the target queue on the queue length of the 
other queues is weaker.  

In the examples on ultra reliable systems, an importance function obtained heuris-
tically has been applied to the estimation of transient and steady-state reliability 
measures of different systems. The same importance function has resulted to be valid 
in all these models regardless of the type of system, the level of redundancy, the num-
ber of repairmen and of whether the model is Markovian or non-Markovian.  

The examples have shown that efficient applications of RESTART can be achieved 
though the importance function has been obtained heuristically or using analytical 
formulas derived with rough approximations. It has also been shown that an impor-
tance function derived for a system may be used, sometimes with small modifications, 
to other systems of the same family or to other time distributions. These two features 
make easier the use of RESTART and lead to a wide applicability of the method.  
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1 Introduction

Nowadays, the Internet provides an efficient transport platform that integrates a
rich and rapidly growing family of conventional text-based and new multi-media
services built on top of an advanced Web technology. The provision of quick
access to the required information and service sites constitutes an important
item of the corresponding service delivery processes and requires advanced search
and efficient retrieval services. For these purposes Web information retrieval
techniques are applied and implemented in Web-based client-server architectures
and their underlying tools like the Google or Yahoo search engines.

The performance of the service delivery chain crucially depends on the proper
and efficient operation of these Web search, application and database servers.
It is determined by their software architecture as well as the applied processing
models and characterized by the underlying mathematical theory of ranking
requested objects that are available somewhere in the Internet.
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Fig. 1. Hierarchical Web structure

Considering Web information retrieval, basic operations are determined by
effectively crawling the Web servers and the analysis of the observed pages and
their hyperlink structures. The content, its semantic, size or location can be fur-
ther used to group the structures into appropriate blocks, see Fig. 1 (cf. [8], [24]).
Then a a related stochastic link analysis is performed on the derived Web graph
which provides important supplementary means to generate a significant ranking
of searched objects (cf. [1], [17], [18], [20]). The hierarchical structure of the In-
ternet comprising different communities with their distinct interests, distributed
Web servers at different domains with their Web pages stored along different
paths and their rich content with different features should be comprehensively
modelled as foundation of any efficient processing. For that purpose we propose
as first step a hierarchical algebraic description of the Web graph with host-
oriented clustering of pages in accordance with previous studies (cf. [8], [24]).
Extending the classical approach of Brin, Page, Kleinberg and others (cf. [17]),
it is then suggested to compute the stationary distribution of the underlying ho-
mogeneous Markov chain that describes the behavior of a random surfer on the
Web by iterative aggregation/disaggregation procedures and related algebraic
multigrid methods.

Nowadays, such iterative aggregation/disaggregation (IAD) procedures are a
convenient and very efficient numerical solution technique which is well suited
for hierarchically structured Markovian systems with a large but finite state
space (cf. [11], [14], [15], [22]). Moreover, they are variants of algebraic multigrid
(AMG) and domain decomposition methods. The latter have been successfully
applied in numerical linear algebra to solve huge regular linear systems in various
fields of engineering (cf. [6], [9], [16]).

In this paper we contribute to the computational framework of stochastic link
analysis and sketch the application of multigrid techniques as efficient numerical
solution method for finite Markov chains in Web information retrieval. First
we formulate the problem of stochastic link analysis in a hierarchical manner.
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Further, we apply this block level approach to derive a unified description of
the randomized variant SALSA of Kleinberg’s hubs/authority method HITS
(cf. [1], [18], [20]). Then we show how iterative solution methods accelerated by
an aggregation/disaggregation (IAD) technique can be applied and how the more
general V-cycle procedure of a two-level algebraic multigrid (AMG) method can
be used. Thereby, we point out an interesting way to exploit the great potential
of very efficient multigrid schemes and their domain decomposition techniques
such as the multiplicative Schwarz iteration.

This paper is organized as follows. In section 2 we present a unified hierarchical
description of stochastic link analysis. Section 3 provides a simplified description
of SALSA derived from the block level approach. Section 4 is devoted to the IAD-
method and a two-level multigrid method given by the multiplicative Schwarz
iteration. Finally the findings of the paper are summarized in the conclusion.

2 A Hierarchical Algebraic Description of the Link
Structure of a Web Graph and Its Analysis

In this paper we adopt the notation of Berman and Plemmons [2, Chap. 2]
with respect to vector and matrix orderings: let x ∈ IRn, then x � 0 ⇔ xi >
0 for each i ∈ {1, . . . , n}; x > 0 ⇔ xi ≥ 0 for each i ∈ {1, . . . , n} and xj >
0 for some j ∈ {1, . . . , n}; x ≥ 0 ⇔ xi ≥ 0 for each i ∈ {1, . . . , n} . Let Diag(x)
denote the diagonal matrix generated by a vector x ∈ IRn, e ∈ IRn be the vector
with all ones and At denote the transpose of a matrix A ∈ IRn×n.

We consider a Web graph of pages and their hyperlink structure observed
by a crawler on different hosts in the Internet. It is our objective to perform
a stochastic link analysis of this structure taking into account the relationship
among the machines hosting the collected Web pages.

Following the Google PageRank, HITS and SALSA approaches (cf. [1], [17],
[18]), we represent the collected Web pages p ∈ V on the identified hosts h ∈
H = {h1, . . . , hm} and their hyperlink structure by a directed graph G = (V,E)
with |V | = n nodes and l = |E| ≤ (n + 1)n/2 edges including potential loops.
We can enumerate the pages and set V = {1, 2, . . . , n} ⊂ IN. An edge (i, j) ∈ E
between nodes i ∈ V and j ∈ V is generated if page i refers by a hyperlink to
page j ∈ V .

Following the Google and HITS concept (cf. [17], [20]), we define the associated
adjacency matrix A = A(G) ∈ IRn×n for each pair (i, j) ∈ V × V by

Ai,j = 1lE((i, j)) =
{

1, if (i, j) ∈ E
0, else

where 1lE denotes the indicator function of the edges E ⊆ V × V .
For any page i ∈ V the out-degree kouti of i is defined by

kouti =
n∑
j=1

Ai,j = (A · e)i (1)
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which represents the ith row sum of the adjacency matrix. For undirected graphs
this term represents the degree of node i.

In a similar way, the in-degree kini of i is defined by

kini =
n∑
j=1

Aj,i = (et · A)i = (At · e)i (2)

which represents the ith column sum of the adjacency matrix A.
We provide a unique identification of the hosts h ∈ H = {h1, . . . , hm},m < n

in terms of the pair (hostname, IP-address). This information can be extracted
from the crawling results without extra cost. It may be stored during the crawling
process on the fly in an appropriate data structure of the page relationship, e.g.
adjacency lists, linked lists with reference encoding or hash tables. Then we can
define a surjective function

H : V −→ H
p �−→ H(p) = h

which assigns to each page p ∈ V the corresponding host H(p) ∈ H storing its
related content. If the same content is stored at different hosts, we can provide a
unique identification in terms of the tuples (hostname, IP-address, page-version)
describing the relation H ⊆ H× V .

Then we arrange the pages p ∈ V according to their host relation H and
provide a unique partition Γ = {J1, . . . , Jm} of V by the inverse mapping Ji =
H−1({hi}), 0 < |Ji| = ni < n, i = 1, . . . ,m,

∑m
i=1 ni = n, i.e. Ji ∩ Jj = ∅, i �= j

and V =
⊎m
i=1 Ji. By these means we can cluster the pages pi ∈ Ji in a natural

way according to their storing hosts H(pi) = hi. We assume that the elements
of these sets are enumerated in a consecutive order and that the elements of all
vectors and matrices are arranged and numbered accordingly.

If we enumerate the pages according to the lexicographical ordering of the
relation

(hi, pi) ∈ R ⊆ H× V ⇔ hi = H(pi),

and embed Γ ⊆ H × V by R we can partition the adjacency matrix A = A(G)
in the following manner

A =

⎛⎜⎜⎜⎜⎝
A11 A12 . . . A1m

A21 A22
. . . A2m

...
. . . . . .

...
Am1 . . . . . . Amm

⎞⎟⎟⎟⎟⎠ ∈ IRn×n (3)

into blocks Ai,j , i, j ∈ {1, . . . ,m}. Given arbitrary p ∈ Ji, q ∈ Jj , (p, q) ∈ E, the
latter is arising from the corresponding block (Ai,j)p,q related to the adjacency
matrix of the subgraph Gi,j = (Ji

⊎
Jj , E

⋂
(Ji

⊎
Jj)). A reordering of nodes

and a related decomposition of the Web graph according to the domain, host
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name, directory or any other local behavior of the search path yields a similar
hierarchical block structure of the underlying scaled adjacency matrix (cf. [8]).

For each host hi ∈ H, 1 ≤ i ≤ m, we define the Jith block matrix row of the
adjacency matrix by

AJi,V = [Ai1, Ai2, . . . , Aim].

Following the Google method of Brin and Page (cf. [17]), we may assume
the simplest case of uniform conditional distributions on the outgoing hyperlink
structure of all pages pi ∈ Ji ⊆ V due to a lack of more detailed knowledge on
the average clicks streams of the visitors. If we gain more insight into the click
streams of the customers (see [12]), this knowledge can be incorporated into the
structure by a general weight matrix A ∈ IRn×n. Since we follow the behavior
of a random surfer who reaches a node pj ∈ Jj ⊆ V by a hyperlink from page
pi ∈ Ji and changes instantaneously the site, the conditional probability of this
movement is represented by the probability weights

Ppi,pj =
Api,pj∑n
k=1 Api,k

=
Api,pj

(A · e)pi

∈ [0, 1] (4)

in the graph G if koutpi
> 0. Otherwise pi is a dangling node.

If we scale the adjacency matrix A by the inverse of the diagonal matrix
Δ = Diag(Ae), we get P . To guarantee the existence of Δ−1, we can add a
rank-one update provided by the dense substochastic matrix

S = b ·
(

1
n
et
)

= b · yt > 0

with the uniform probability vector 0 � y = 1
ne ∈ IRn, yte = 1, of a restart

from the dangling nodes, called personalization vector. Here the binary vector
b ∈ IRn has the elements:

bi = 1l{0}((Ae)i) =
{

1, if (Ae)i = 0
0, if (Ae)i > 0

We set Δ(b) = Diag(Ae+ b), Δ = Δ(0). Note that 0 ≤ Se = b ≤ e.
Then we get the block partitioned stochastic matrix

P (S) = (Diag((A + S)e))−1 (A+ S)

= (Diag(Ae+ b))−1
A+ (Diag(Ae+ b))−1

S

= P +Σ

=

⎛⎜⎜⎜⎜⎝
P (S)11 P (S)12 . . . P (S)1m

P (S)21 P (S)22
. . . P (S)2m

...
. . . . . .

...
P (S)m1 . . . . . . P (S)mm

⎞⎟⎟⎟⎟⎠ ∈ IRn×n

Its aggregation to the block level indicates the movement of the random surfer
on the host graph GH = (VH , EH), VH = {1, . . . ,m}, e = (k, l) ∈ EH ⇔ ∃pk ∈
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Jk, pl ∈ Jl such that (pk, pl) ∈ EΣ associated with the extended adjacency
matrix A + S and its matrix graph GΣ = (Γ,EΣ) with the embedding Γ ⊆
H×V ≡ {1, . . . ,m}×{1, . . . , n} of the node set V according to relation R. Here
we denote again the corrected scaled version (Diag(Ae+ b))−1

A of the adjacency
matrix by P and set Σ = (Diag(Ae+ b))−1

byt. Due to the construction the
resulting matrix P (S) ≥ 0 becomes stochastic, but it may still be reducible.

For each page m ∈ Ji ⊂ V on host hi the dangling node condition koutm =
(Ae)m = 0 determines a further block partition of the corresponding block row
AJi,V of the adjacency matrix. We can determine a permutation of the index
set {1, . . . , n} such that the dangling nodes m are last numerated within each
host set Ji. We assume that there are 0 ≤ di ≤ ni dangling nodes and 0 < pi =
ni − di ≤ ni nodes with positive out-degree kouti > 0. Using the binary vector
b, we can then partition each host set Ji = Pi

⊎
Di into the pi positive and di

dangling nodes and, accordingly, each block row AJi,V in the following manner:

AJi,V =
(
Ai1p Ai2p . . . Aimp
Ai1d Ai2d . . . Aimd

)
=
(
Ai1p Ai2p . . . Aimp

0 0 . . . 0

)
Consequently, block rows of the row stochastic matrix P (S) inherit the following
form

P (S)Ji,V =(
P (S)i1p P (S)i2p . . . P (S)imp

e · (1/n)et
)

∈ IRni×n

with P (S)ijp = [Diag(Ae)]−1]Pi,PiAijp = [Diag(APi,V e)]−1]Pi,PiAPi,Jj , 1 ≤ j ≤
m since the diagonal block Δ(b)Ji,Ji of the scaling matrix coincides with the
identity matrix on the set Di of dangling nodes, i.e.

Δ(b)Ji,Ji =
(

Diag(APi,V e) 0
0 Idi

)
.

We realize that P (S) arises from a perturbation of the substochastic matrix
P = [Diag((A+S)e)]−1A by the substochastic matrix Σ = Σ(n) = 1

nΔ(b)−1bet,
Σe = e, which have zero block rows PDi,V , ΣPi,V , 1 ≤ i ≤ m. If we fuse all
dangling and positive states P =

⊎m
i=1 Pi,D =

⊎m
i=1Di of order |P| = ∑m

i=1 pi =
p and |D| =

∑m
i=1 di = d, respectively, and perform a similarity transformation

by a corresponding permutation matrix Π we get the representation

Π−1P (S)Π =
(
PP
0

)
+
(

0
ΣD

)
with the stochastic matrix PP ∈ IRp×n and the stochastic rank-one matrix ΣD =
e · yt = 1

ne · et ∈ IRd×n. Let ‖P‖1 = max1≤j≤n
∑n
i=1 |Pi,j | = max1≤j≤n(et|P |)j
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be the 1-norm of a matrix P . Then we get:

‖PP‖1 ≤ ‖P (S)‖1 = ‖
(
PP
0

)
+
(

0
ΣD

)
‖1

≤ ‖PP‖1 + ‖ΣD‖1

and

‖ΣD‖1 = max
1≤j≤n

et ·
(

1
n
e · et

)
j

=
1
n
et · e =

∑m
i=1 di
n

=
d

n
= χ(n).

Then the percentage of the dangling nodes χ(n) = d
n governs the behavior. It

holds

φ(n) =
maxi∈V kini
maxi∈P kouti

≤ ‖PP‖1

= max
i

(
et
(
[Diag(Ae)]−1

)
P,P AP,V

)
i

≤ max
j∈V

∑
i∈P

Ai,j
kouti

≤ maxj∈V kinj
max{mini∈P kouti , 1}

≤ max
j∈V

kinj .

Studies have shown that d = O(0.75n), χ(n) = O(0.75), IP{kini = k} ∝ Ci ·
k−γi , IP{kouti = k} ∝ Co · k−γo , γi ∈ {1.94, 2.05, 2.1, 2.2, 2.3, 2.5, 2.63, 2.66}, γo ∈
{2.2, 2.5, 2.7, 2.82}, k̄ = IE(kini ) = IE(kini ) ∈ {7.22, 7.85}. Moreover, due to the
small world effect k̄ ∼ n1/l̄ holds for the mean shortest path length l̄ ∈ [3, 20]
of A(G) and IE(maxi∈V kini ) ∝ n · k̄ (cf. [1], [5], [8]). Hence, we assume that
φ(n) ∈ Ω(n) and that this quantity is bounded from below, 0 < ψ ≤ φ(n). If we
assume that χ(n) ∈ O(1) and that, in this manner, the behavior of PP = PP(n)
is not heavily affected by |V | = n along an appropriate scale nφ(l̄), φ(l̄) = 1+1/l̄,
then we conclude:

0 < ψ ≤ ‖PP‖1 ≤ ‖P (S)‖1 ≤ inf
n∈IN

(‖PP‖1 + χ(n))

1 ∼ ‖PP‖1

nφ(l̄)
≤ ‖P (S)‖1

nφ(l̄)
≤ ‖PP‖1

nφ(l̄)
+
χ(n)
nφ(l̄)

∼= ‖PP‖1

nφ(l̄)

This property constitutes a weak coupling along the scale nφ(l̄) among the
strongly connected components that are only reached by the restart from dan-
gling nodes p ∈ D via S (see also [8]).

According to the Google concept we define the stochastic teleportation matrix
E � 0 in terms of the probability vector v ∈ IRn, v � 0, vt · e = 1, as rank-one
modification:

E = e · vt > 0, e, v ∈ IRn
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Then we get the irreducible stochastic Google matrix

P̃ = (1− ω)P (S) + ωE = (1− ω)P + ω(E −Σ) +Σ

for any real ω ∈ (0, 1). Hence, in general the block partitioned column-stochastic
matrix

Tω = P̃ t = (1− ω)P (S)t + ωEt (5)

is primitive for any real ω ∈ (0, 1) and has a simple Perron-Frobenius eigenvalue
ρ(Tω) = 1 (cf. [2]). Thus, it determines a semiconvergent iteration scheme

x(k+1) = Tωx
(k), k > 0 (6)

for any start vector x(0) > 0, et · x(0) = 1 which converges to the unique steady-
state vector π ∈ IRn:

Tωπ = π π � 0, et · π = 1

We define the associated singular M-matrix A(T ) of the operator (5) by (cf. [2],
[15]):

A(T ) = I − Tω
= I − ωEt − (1 − ω)P (S)t

= I − ωvet − (1− ω)[Σt + P t]
= I − [ωvet + (1− ω)Δ(b)−1ybt]− (1− ω)P t

Let us choose the uniform distribution v = y = 1/n · e as personalization and
teleportation vectors as before. Then P (S) and A(T ) are determined by sub-
stochastic perturbations Σ = Σ(n) = 1

nΔ(b)−1bet, E = E(n) = 1
nee

t of P such
that after a permutation of states we get:

Π−1P̃Π = (1− ω)
[(
PP
0

)
+
(

0
ΣD

)]
+ ω

1
n
eet

=
(

(1− ω)PP + ω 1
nee

t

(1− ω) 1
nee

t + ω 1
nee

t

)
=
(

(1− ω)PP + ω 1
nee

t

1
nee

t

)
=

(
P̃P,V
P̃D,V

)
After this permutation of the state space and block decomposition into sub-
stochastic matrices we get the following column-stochastic iteration matrix:

ΠtTωΠ
−t = (1− ω)ΠtP (S)tΠ−t + ωEt

=
(
(1 − ω)P tP + ω 1

nee
t, 0

)
+
(
0, 1
nee

t
)

= TP
ω + TD =: T

This decomposition can be exploited in the calculation steps.
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3 Simplified Description of the Stochastic Link Structure
and Its Markovian Analysis

Let us now consider the HITS approach of the analysis of a stochastic link
structure and its ramification SALSA in more detail (cf. [17], [18]). We apply
the sketched block level perspective to simplify its analysis. Both methods use
the directed graph G = (V,E), V = {1, 2, . . . , n} ⊂ IN, of the crawled Web pages
with their hyperlink structure E ⊆ V × V and the associated adjacency matrix
A = A(G) ∈ IRn×n with Ai,j = 1lE((i, j)), for each pair (i, j) ∈ V × V .

Regarding HITS and SALSA the out-degree (1) and in-degree (2) of a page i
are used to distinguish the role of the creator of a page: either he/she refers to
other pages setting appropriate links, then he executes the hub role of a page;
or he/she collects many links, then the page is provided by an authority on the
corresponding subjects exhibited by the contents of the related page.

Inspired by Brin and Page’s famous page rank model (cf. [17]), according to
the SALSA concept a random surfer initiates a http session and travels through
the Web sphere. She/he follows the links of the visited pages and will alternate
between these two roles while she/he traverses a hyperlink of a page. Therefore,
the directed random transitions across the related hyperlinks connecting a start-
ing page i with its successors j ∈ {j1, j2, j3, . . .} and so on can be modelled as
random walk on a tensor space

VS = {H,A} × V = {H,A} × {1, 2, . . . , n}.

It represents the hub (H) and authority (A) roles of the creation and assessment
processes and the actual position i ∈ V ⊂ IN of the surfer. Accordingly, we
split each node of the web graph and distinguish its H and A role, respectively.
Therefore, we generate a weighted (bipartite) directed graph GS = (VS , ES , P )
with 2n nodes VS = {H,A}× V . We consider a node v = (H, i) ∈ VS and adopt
the output-oriented perspective of hubs when the surfer leaves a node i. Then
the edges e ∈ E are represented by the information encoded by the adjacency
matrix A.

Due to a lack of more detailed knowledge on the average clicks streams of
the visitors we may assume for all pages i ∈ V the simplest case of uniform
conditional distributions on the outgoing hyperlink structure. Since we follow
the behavior of a random surfer who reaches a node j by a hyperlink from page
i and changes instantaneously the role towards an authority A, the conditional
probability of this movement is represented by the weights

P(H,i),(A,j) =
Ai,j∑n
j=1 Ai,j

=
Ai,j

(A · e)i (7)

in the graph GS .
If we examine a page j from the reverse perspective of an authority A, the

input behavior of all supporting pages i is relevant. This inverse perspective is
reflected by the transposed adjacency matrix At and the elements (At)i,j = Aj,i.
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An immediate jump will be governed by the in-degree of node j transfering the
surfer back to i. The weights of this movement are reflected by

P(A,j),(H,i) =
Aj,i∑n
j=1 Aj,i

=
(At)i,j
(At · e)i (8)

in the weighted directed graph GS .
In the following, we will use a general weighted (bipartite) directed graph

model GS = (VS , ES , P (A)) with an arbitrary nonnegative weight matrix 0 <
A ∈ IRn×n and its probability weight matrix P = P (A) in (7, 8). The latter, for
instance, can reflect the values of counters Ai,j ∈ IN of click streams traversing
the hyperlinks from page i ∈ V towards j ∈ V during some measurement interval
or any other preference relation, e.g. a histogram, describing the behavior of the
customers visiting some host. When we partition the state space VS by the roles
and enumerate all states according to the anti-lexicographical ordering on strings
s ∈ {A,H}, i.e. H ≺ A, we get VS = ({H} × V )

⊎
({A} × V ).

Diag(v) ∈ IRn×n denotes the diagonal matrix generated by the elements of a
column vector v ∈ IRn. The same construction Diag(vt) is applied to the row
vector vt. If v � 0 is positive in each component, then (Diag(v))−1 exists and
(Diag(v))−1 ·v = e, vt ·(Diag(v))−1 = et, (Diag(vt))−1 ·v = e, vt ·(Diag(vt))−1 =
et, hold.

We assume that all pages have positive in- and out-degrees, i.e. v =
Ae � 0, etA � 0. Then the diagonal matrices (Diag(Ae))−1, (Diag(Ate))−1

with their positive diagonal elements exist. Otherwise, we restrict our
analysis to the intersection of the corresponding subsets {H,A} ×
({i ∈ V |(Ae)i > 0}⋂{j ∈ V |(Ate)j > 0}) of the state space VS .

Then the row-stochastic transition probability matrix (tpm) P ≥ 0 of the
underlying alternating Markovian random walk of an arbitrary surfer can be
described by a nonnegative 2n× 2n matrix with a block level structure:

P =
(

0 (Diag(Ae))−1 ·A
(Diag(Ate))−1 · At 0

)
Pe = e follows immediately since (Diag(Ae))−1 · Ae = e and (Diag(Ate))−1 ·
Ate = e hold by construction.

Let

C = Ct = [Diag(etA)]−1 = [Diag(Ate)]−1 > 0

C1/2 = [Diag(
√

(etA))]−1

R = Rt = [Diag(Ae)]−1 > 0

R1/2 = [Diag(
√

(Ae))]−1

denote the nonnegative inverse of the diagonal matrices of the node degrees or
input/output weights and their modified variants with an element-wise square
root of the degrees.

Let Wr = R · A = [Diag(Ae)]−1 · A > 0 and Wc = A · C = A ·
Ct = A · [Diag(Ate)]−1 > 0. Then Wr and W t

c are row-stochastic since
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Wre = [Diag(Ae)]−1 · Ae = e,W t
ce = [Diag(Ate)]−1 · Ate = e. In this man-

ner the tpm is transformed into:

P =
(

0 R · A
C ·At 0

)
=
(

0 Wr
W t
c 0

)
If we consider the random surfer only during the visits adapting the hub role,
the underlying Markov chain is considered on the subspace {H}×V ⊂ VS . Then
the tpm is the outcome of a block Gaussian elimination step and described by
the Schur complement PH of P on the latter subset:

PH = R ·A · I−1 · C · At
= [Diag(Ae)]−1 · A · [Diag(Ate)]−1 · At
= Wr ·W t

c ≥ 0

Let us denote the spectrum of the nonnegative matrix P ≥ 0 by σ(P ) and
the spectral radius by ρ(P ) = max{|λ|, λ ∈ σ(P )} (cf. [2]). Obviously, PH is
stochastic, hence ρ(PH) = 1, |λ| ≤ 1, λ ∈ σ(PH).

If we change the role and consider the surfer only during its visits adapting the
authority role, we get the Schur complement PA on {A}×V ⊂ VS as appropriate
description:

PA = C · At · I−1 ·R · A
= [Diag(Ate)]−1At · [Diag(Ae)]−1 ·A
= W t

c ·Wr ≥ 0

PA is stochastic, too, and ρ(PA) = 1.
Let W = R1/2 · A · C1/2 ≥ 0. We can perform a similarity transformation

of P by the following diagonal matrix [Diag(
√

(etAt),
√

(etA))]−1 with positive
diagonal elements: (

R−1/2 0
0 C−1/2

)
· P ·

(
R1/2 0
0 C1/2

)
=
(

0 R1/2AC1/2

C1/2AtR1/2 0

)
=
(

0 W
W t 0

)
By this appropriate similarity transformation we obtain the following Schur com-
plements:

R−1/2 · PH · R1/2 = R1/2 · A · C1/2 · [R1/2 · A · C1/2]t

= W ·W t

C−1/2 · PA · C1/2 = [R1/2 · A · C1/2]t · [R1/2 ·A · C1/2]
= W t ·W
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We note that σ(WW t) \ {0} = σ(W tW ) \ {0}. Then both tpm’s PH and PA are
governed by the same nonzero eigenvalues 0 �= λ ∈ σ(WW t). We know that the
nonnegative, symmetric, real square mutual enforcement matrix WW t has only
real eigenvalues σ(WW t) = {λ1, . . . , λn} = σ(PH), |λi| ≤ 1, i = 1, . . . , n, and
full eigenspaces (see [7]). Due to the Perron-Frobenius theorem for nonnegative
operators there exists a maximal real eigenvalue λ1 = ρ(WW t) > 0 which is
equal to the spectral radius ρ(WW t) of this nonnegative matrix (cf. [2]). Further,
there exist nonnegative left and right eigenvectors x > 0, y > 0 with ytx = 1
related to λ1. The same holds for σ(W tW ) = σ(PA).

If the random surfer cannot leave a state v = (s, i) ∈ VS and stays there
with probability 0 < ε < 1, we perform a Bernoulli trial before each jump and
implicitly modify the tpm P by a convex combination with the identity matrix
(cf. [20]):

P (ε) = εI + (1− ε)P (9)

=
(

εI (1 − ε)R ·A
(1− ε)C · At εI

)
Then the following corresponding Schur complements can be derived on the hubs
and authority subspaces:

PH(ε) = εI + (1 − ε)WrW t
c

PA(ε) = εI + (1 − ε)W t
cWr

In the limit ε→ 0 they converge to PH = Wr ·W t
c and PA = W t

c ·Wr, respectively.
If we assume that the adjacency matrix A and, hence, the diagonally scaled

row-stochastic matrices Wr ·W t
c and W t

c ·Wr are irreducible, then for any ε > 0
the spectral radius ρ(PH(ε)) = λ1(ε) = 1 is a simple eigenvalue. The reason is
that the corresponding nonnegative matrix is irreducible and aperiodic since it
has a positive diagonal. In consequence, a unique, normalized pair of positive
left and right eigenvectors x(ε) > 0, y(ε) = e > 0 exists such that

xt(ε) · PH = λ1(ε) · xt(ε) = xt(ε) > 0
PH · y(ε) = y(ε)

yt(ε) · x(ε) = 1

In a similar manner, ρ(PA(ε)) = λ1(ε) = 1 is simple and has a normalized pair
of positive left and right eigenvectors u(ε) > 0, v(ε) = e > 0 exists such that

ut(ε) · PA = ut(ε) > 0
PA · v(ε) = v(ε)

vt(ε) · u(ε) = 1

For ε→ 0 the corresponding vectors x(ε), u(ε) on the subsets {H}×V , {A}×V
converge to the hubs and authority values x(0), u(0) of the SALSA model.
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In a way similar to the original SALSA model (cf. [18]), the steady-state
distribution π(ε) associated with the tpm (9) of the perturbed model can be
computed in a straightforward manner. Let

π =
1
K

(
Ae
Ate

)
(10)

with the normalization constant

K = etAe+ etAte = 2etAe

then we get:

πt · P (ε)

=
1
K

(
(Ae)t, (Ate)t

) ·( εI (1− ε)R · A
(1− ε)C ·At εI

)
=

1
K

(
ε(Ae)t + (1− ε)(Ate)t[Diag(Ate)]−1At,

(1− ε)(Ae)t[Diag(Ae)]−1A+ ε(Ate)t
)

=
1
K

(
ε(etAt) + (1− ε)etAt, (1− ε)etA+ ε(etA)

)
=

1
K

(
Ae
Ate

)t
= πt

The vector π in (10) is the steady-sate solution of the perturbed model and
its limit for ε → 0 provided that a unique solution exists. The irreducibility of
A is sufficient to guarantee this condition. In conclusion, the general hubs and
authority rankings of the restricted models are parallel to the subvectors πH , πA
and, thus, for ε→ 0 given by the normalized vectors:

x(ε) → x(0) =
Ae

etAe
, u(ε) → u(0) =

Ate

etAe

Now we consider a distributed system where the general output information
of the hubs and the input information of the authorities is split and does not
coincide any more. We describe the output relation of the hubs by an irreducible
forward weight matrix A of the hubs and the backward perspective of the input
relation of the authorities by an irreducible backward weight matrixBt. Then the
random walk on the Web graph of this model with splitted information horizon
is described by a Markov chain with the tpm:

P σ =
(

0 (Diag(Ae))−1A
(Diag(Bte))−1Bt 0

)
We consider again the randomized variant of this model:

P σ(ε) = εI + (1 − ε)P σ

=
(

εI (1− ε)(Diag(Ae))−1A
(1 − ε)(Diag(Bte))−1Bt εI

)
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The Schur complements generate the following tpm’s on the subsets of hub
and authority states:

PH(ε) = εI + (1− ε)W σ
r (W σ

c )t = εI + (1− ε)P σH
PA(ε) = εI + (1− ε)(W σ

c )tW σ
r = εI + (1− ε)P σA

P σH = [Diag(Ae)]−1 · A · [Diag(Bte)]−1Bt

= W σ
r · (W σ

c )t ≥ 0
P σA = [Diag(Bte)]−1Bt · [Diag(Ae)]−1 · A

= (W σ
c )t ·W σ

r ≥ 0

This model does not exhibit a simple closed form steady-state vector π as before.
Therefore, block structured numerical solution methods like those discussed in
the next sections are required to compute the hub and authority rankings.

4 Stochastic Analysis of the Link Structure by an
Algebraic Multigrid Approach

In this section we study the numerical solution of large hierarchically structured
Markovian models arising from Web graph models. It is our objective to compute
the steady-state vector π of the underlying discrete-time Markov chain (DTMC)
Yn of a random surfer on the Web graph by simple but more efficient algorithms
than the well-known power iteration (6). For this purpose, we use the close
relationship between the iterative aggregation-disaggregation (IAD) method and
the algebraic multigrid (AMG) approach.

In the following, let T = P̃ t ∈ IRn×n denote the semiconvergent irreducible
column-stochastic matrix associated with the transition probability matrix
(tpm) P (S) of this underlying finite homogeneous discrete-time Markov chain Yn
on the state-space Γ . It determines the edges Eω = {(i, j) | ∃P̃i,j > 0} of a cor-
responding Web graph model Gω = {Γ,Eω, P̃}. Let A ≡ A(T ) = I − T ∈ IRn×n

be the irreducible Q-matrix with the simple eigenvalue zero associated with T ,
i.e. an irreducible singular M-matrix with A · e = 0 (cf. [2], [21]).

If the original stochastic matrix P (S) of the Web graph is not semiconver-
gent, i.e., there are further eigenvalues on the unit circle apart from the Perron-
Frobenius eigenvalue ρ(P (S)) = 1 of index one, we may either use its modification
by the standard construction of the teleportation matrix (5) or apply its semicon-
vergent extrapolated variant Tω = ωI + (1−ω)P (S)t for some 0 < ω < 1 if P (S)
is irreducible. The latter does not destroy the sparsity structure of the original
adjacency matrix.

We denote the compact subset of all probability vectors in IRn by P = {x ∈
IRn | x > 0, etx = 1}. Let π ∈ P be the right eigenvector corresponding to the
spectral radius ρ(T ) = 1, i.e., the Perron-Frobenius vector π > 0 of the simple
Perron-Frobenius eigenvalue of T (cf. [2]).
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4.1 Description of the Iterative Aggregation-Disaggregation
Method

As prominent variant of an algebraic multigrid approach the IAD-method has
been employed as basic iterative solution method not only for nearly completely
decomposable Markov chains, but also for all irreducible Markov chains (cf.
[3], [15], [19], [22]). On the other hand, multigrid schemes have been applied
successfully to solve large linear systems arising from various fields (cf. [6], [9],
[11], [16]). First we sketch the IAD-method and interpret it in terms of the
features of a structured Web graph Gω. Then we show its relation to the V-cycle
of a two-level algebraic multigrid method and illustrate its application in our
context.

First we choose the host partition Γ = {J1, . . . , Jm} of the state space V =
{1, . . . , n} into m ≥ 2 disjoint host sets Ji = H−1({hi}) ⊂ V with ni ≥ 1
elements each. The method also works for any other block partition derived
from a more general feature extraction of the Web pages and their relationship
(cf. [8]). Without loss of generality, we assume that the elements of these sets
are enumerated in a consecutive order such that i < j holds for i ∈ Jl, j ∈
Jk, l < k. Furthermore, we arrange and number the elements of T and πt =
(π1

t, . . . , πm
t) according to this state space partition and the lexicographical

(host,page)-ordering.
Following the approach of Chatelin and Miranker [4], we can determine an

aggregation R ∈ IRm×n as membership matrix of the host partition Γ by

Rij = 1lJi(j) =
{

1, if j ∈ Ji
0, otherwise 1 ≤ i ≤ m, 1 ≤ j ≤ n. (11)

and a prolongation matrix P(x) ∈ IRn×m which depends on a probability vector
x ∈ P . Here 1lJi denotes the indicator function of set Ji.

To describe the standard iterative A/D-method by algebraic means (cf. [4],
[10]), we determine the following entities. For an arbitrary, but fixed probability
vector x ∈ P , i.e.,

x =

⎛⎜⎝x1

...
xm

⎞⎟⎠ > 0 with et · x = 1, (12)

let the vector y ≡ y(x) =

⎛⎜⎝y(x)1...
y(x)m

⎞⎟⎠ > 0 be given by

y(x)j =
{
xj/α(x)j

, if xj > 0
1/nj · e, if xj = 0

∈ IRnj

α(x)j
= et · xj ∈ IR

for j ∈ {1, . . . ,m}. y is called the vector of intra-aggregate probabilities on the
partition Γ since its components y(x)j > 0 may be interpreted as conditional
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probabilities that the random surfer stays in the states of the aggregate Jj on
host hj .

According to the construction, the relations et ·y(x)j = 1 and xj = α(x)j
·y(x)j

hold for each j ∈ {1, . . . ,m}. Defining α ≡ α(x) = (α(x)1
, . . . , α(x)m

)t > 0,
relation (12) implies et ·α = 1. Therefore, α is called the vector of inter-aggregate
probabilities of the host set H ≡ {1, . . . ,m}.

Then we define nonnegative diagonal matrices Δ(x) = Diag(x) ∈ IRn×n and
Φ(x) ∈ IRm×m by Δ(x)ii

= (xl)i for i ∈ Jl, 1 ≤ l ≤ m, use αi = etxi = (Rx)i ≥ 0
and

Φ(x)ii
= 1l{0}((Rx)i) =

{
1, for (Rx)i = αi = 0
0, for αi > 0

1 ≤ i ≤ m, respectively. Obviously, Φ(x)ii
= 1l{0}(αi), 1 ≤ i ≤ m, holds. Fur-

thermore, we define the nonnegative matrix V(x) = Δ(x)R
t +RtΦ(x) ∈ IRn×m.

Then the nonnegative prolongation matrix P(x) is defined by

P(x) = V(x) · (R · V(x))−1 ∈ IRn×m (13)

P(x)ij
=
{

(yj)i, if i ∈ Jj
0, otherwise 1 ≤ i ≤ n, 1 ≤ j ≤ m.

Hence, the matrices

R =

⎛⎜⎜⎜⎜⎝
et 0 . . . 0

0 et
. . .

...
...

. . . . . . 0
0 . . . 0 et

⎞⎟⎟⎟⎟⎠ , P(x) =

⎛⎜⎜⎜⎜⎝
y1 0 . . . 0

0 y2
. . .

...
...

. . . . . . 0
0 . . . 0 ym

⎞⎟⎟⎟⎟⎠
have rank m and satisfy et · P(x) = et, et ·R = et and R · P(x) = I.

By these means we define the nonnegative projection matrix:

Π ≡ Π(x) = V(x) · (R · V(x))−1 ·R

= P(x) ·R =

⎛⎜⎜⎜⎜⎝
y1e

t 0 . . . 0

0 y2e
t . . .

...
...

. . . . . . 0
0 . . . 0 yme

t

⎞⎟⎟⎟⎟⎠ (14)

Π is a column-stochastic matrix of rank m and Π(x) · P(x) = P(x), R ·Π(x) = R
hold. Furthermore, R · x = α(x) and P(x) · α(x) = x induce Π(x) · x = x.
The column-stochastic matrix Π(x) is a projection onto the m-dimensional
range Im(Π(x)) = Im(P(x)) of Π(x) or P(x), respectively, along the null space
Ker(Π(x)) = Ker(R) (cf. [4, p. 20], [15]).

Now we define the projection of the iteration matrix T by G = Π(x) · T ≥ 0.
Hence, G is a column-stochastic matrix satisfying ρ(G) = 1 and index1(G) =
1. We define the nonnegative aggregated iteration matrix modelling the host
relationship of the random surfer by

B ≡ B(x) = R · T · P(x) ∈ IRm×m. (15)
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Then B is column-stochastic and there exists a steady-state vector 0 < α∗
(x) ∈

IRm satisfying
B(x) · α∗

(x) = α∗
(x), et · α∗

(x) = 1. (16)

Supposing the steady-state condition x = π, these probabilities (α∗
(π))i = 1/rii

represent the inverse of the mean number of steps rii that are required by the
random surfer to return to host hi after starting there. Thus, after an appropriate
permutation of the host index set {1, . . . ,m} the probabilities α∗

i typically follow
a Zipf-like law, i.e. α∗

i ∼ c · i−γ , c ∈ IR, 0.7 ≤ γ ≤ 1.4, or, more generally, a
Zipf-Mandelbrot law α∗

i ∼ c · (k + i)−γ (cf. [1], [5], [13]). This ranking can be
exploited to traverse the state space in an appropriate way.

The disaggregated vector x̃∗(x) ∈ IRn defined by

x̃∗(x) = P(x) · α∗
(x) ≥ 0 (17)

fulfills et · x̃∗(x) = 1 and Π(x) · x̃∗(x) = P(x) · α∗
(x) = x̃∗(x). The solution x̃∗(x) fulfills

(I −Π(x) · T ) · x̃∗(x) = 0. As π ∈ P is the Perron-Frobenius eigenvector of T , we
conclude that

(I −Π(x) · T ) · (π − x̃∗(x)) = (I −Π(x)) · (π − x) (18)

holds (cf. [4, (4.3), p. 31], [10, p. 954], [15]).
An A/D-step consists of an aggregation step (16) followed by a disaggregation

step (17). Moreover, equation (18) provides a basic relationship between the
errors before an A/D-step, ε = π − x, and after an A/D-step, ε̃ = π − x̃∗(x) used
in an error analysis.

In summary, the IAD algorithm to compute the steady-state ranking vector
π ∈ IRn of the Markov chain Yn reads as follows (cf. [15]):

IAD-Algorithm
Assumption: Select a host partition Γ = {J1, . . . , Jm} of V = {1, . . . , n} into
2 ≤ m < n disjoint sets. Let T ∈ IRn×n be an irreducible semiconvergent
column-stochastic matrix of a weighted Web graph model Gω = (Γ,Eω , P̃ ).

Let r(x) = ‖(I − T ) · x‖1 , x ∈ IRn be the continuous seminorm in IRn. Select
L ∈ IN.

(1) Initialization:
Select an initial vector x(0) � 0, etx(0) = 1, an integer ξ ∈ IN, and three
real numbers ε, c1, c2 ∈ (0, 1). Construct the matrices P̃ , P(x(0)) ∈ IRn×m,
R ∈ IRm×n, and B(x(0)) ∈ IRm×m according to (5), (13), (11), (15).
Set k = 0.

(2) A/D step with reordering:

For j = 1 to m do

[y(x(k))]j =

{
x

(k)
j /et · x(k)

j , if x(k)
j > 0

1/nj · e, if x(k)
j = 0
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For i = 1 to m do(
B(x(k))

)
ij

= et · TJiJj · [y(x(k))]j
= [yt

(x(k))
]Pj P̃Pj ,Jie+ 1

n [yt
(x(k))

]Dje

endfor
endfor

Solve B(x(k)) · α∗
(x(k))

= α∗
(x(k))

subject to et · α∗
(x(k))

= 1, α∗
(x(k))

> 0
and compute x̃(k) = P(x(k)) · α∗

(x(k))

=
(
[α∗

(x(k))
]j · [y(x(k))]j

)
j=1,...,m

If j mod L = 0
then permute the order of the aggregates and states s.t.

(α∗
(x(k))

)1 ≥ (α∗
(x(k))

)2 ≥ . . . ≥ (α∗
(x(k))

)m
endif

(3) Iteration step:

Compute x(k+1) = T ξ · x̃(k)

(4) Test of the A/D-gain (optional step - enforcing convergence):

If r(x(k+1)) ≤ c1 · r(x(k)) then
goto step (5)

else compute x(k+1) = Tm · x(k)

with m = m(x(k)) ∈ IN such that
r(x(k+1)) ≤ c2 · r(x(k))

endif

(5) Termination test:

If ‖x(k+1) − x(k)‖∞/‖x(k)‖∞ < ε then
goto step (6)

else k = k + 1
goto step (2)

endif

(6) Normalization:

π =
x(k+1)

et · x(k+1)

In step (2) the solution of the aggregated linear system on the host set can
be performed by standard methods, e.g. an ILU approach or a Gauss-Seidel
procedure.

It is possible to show that this IAD-algorithm converges globally to the steady-
state probability vector π ∈ P of the Markov chain Yn for any initial vector
x(0) � 0 with etx(0) = 1 (cf. [15]). Moreover, the reduction factor is determined
by r(x(k+1)) ≤ max(c1, c2) · r(x(k)), k ≥ 0.



566 U.R. Krieger

4.2 The Multiplicative Schwarz AMG Method

The equivalence of the iterative A/D-method and the two-level AMG approach
opens the way to a large class of successfully applied numerical solution methods
for large sparse linear systems such as the weighted Web graph model Gω =
(Γ,Eω , P̃ ) (cf. [6], [9], [16]). In particular, domain decomposition techniques
such as the additive and multiplicative Schwarz iteration methods can be used
to cope with the complexity of large state spaces (cf. [9, §11]).

In this section, we discuss a multiplicative Schwarz AMG method that can
be employed to calculate efficiently the stationary distribution vector π of the
ergodic finite Markov chain Yn with the tpm P̃ = T t ∈ IRn×n.

As we used the hierarchical description by the (host, page) levels, we only
state a basic V-cycle of a two-level AMG algorithm based on the principles of
the multiplicative Schwarz iteration. It can be easily extended to an arbitrary
number of levels if a more detailed hierarchical description of the Web pages is
used (cf. [6], [8], [11]).

We consider again the singular linear system

0 = A(T ) · x = (I − T ) · x

with the semiconvergent irreducible column-stochastic matrix T = P̃ t ∈ IRn×n

and the associated singular M-matrix A ≡ A(T ) and first choose the host
partition Γ = {J1, . . . , Jm}, m ≥ 2, of the state space Γ ⊆ H × V ≡
{1, . . . ,m} × {1, . . . , n} as domain decomposition.

Then we can define a family of aggregation matrices Rl ∈ IRnl×n and prolon-
gation matrices Pl ∈ IRn×nl , 1 ≤ l ≤ L = m, on Γ satisfying Pl ≥ 0, et · Pl =
et, Rl ≥ 0, et ·Rl = et, Rl · Pl = Inl

, n =
∑L
l=1 nl. Here Inl

is the identity matrix
of order nl.

Moreover, we expect the condition IRn =
⋃L
l=1 Im(Pl) to be fulfilled.

As noticed before, both Pl(·) and Rl(·) may additionally depend on a common
probability vector x ≡ x(l−1) ∈ P ⊂ IRn selected a priori. By these means we
define a family of stochastic projection matrices Πl ≡ Πl(x) = Pl(x) · Rl(x) ∈
IRn×n.

Let αl∗(x) > 0, et · αl∗(x) = 1 be the unique normalized solution of
Rl(x)APl(x) · αl = 0, i.e., rank(Rl(x)APl(x)) = nl − 1 and Ker(Rl(x)APl(x)) =
span{α∗

l (x)} holds.
For each quadruple (x(l−1), Rl, Pl, Πl) we specify a corresponding V-cycle of

a two-level AMG scheme by the error-correction matrix (cf. [9], [15], [16]):

Φl(x) = I − Pl(x)(Rl(x)APl(x) + α∗
l (x) · et)−1Rl(x)A

To define these corresponding matrices and to solve the related linear systems in
an effective manner, we rearrange the elements of the state space Γ conceptually
by a similarity transformation with an appropriate permutation matrix Sl and
partition the resulting matrix
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Γ \ {Jl} Jl

Al = StlASl =

(
A

(l)
11 A

(l)
12

A
(l)
21 A

(l)
22

)
Γ \ {Jl}
Jl

into blocks according to the rearranged host partition Γ̃l = {Γ \ {Jl}, Jl}.
To illustrate the basic idea of this scheme and its refined aggregation concept,

we will only present the computational steps for l = m. In the considered case,
Sm = I is the identity, of course. In a way similar to (16) and (17), a single A/D-
cycle on this last set Jm of Γ̃m consists of three basic steps. First, a partial aggre-
gation of the original partition Γ of V to an aggregated version Γ̂m = {Ĵm, Jm},
Ĵm = {[1], . . . , [m−1]}, of the reordered state space Γ̃m = Ĵm∪Jm is performed
by lumping all states of each host set Ji, i = 1, . . . ,m−1, into a single state [i]. In
the second step, the Schur complement of the corresponding singular M-matrix
Am = RmS

t
mASmPm(x(m−1)) of this iterative operation on Γ̂m is constructed on

the host set Jm (see solve of AMG-step (2)) and used to determine the solution
of a corresponding aggregated system in a way similar to (15) and (16). Then
the solution is lifted to the original state space similar to (17). This sketched
basic A/D-cycle is consecutively performed on all aggregates J1, . . . , Jm. The
elements of the corresponding families of prolongation and aggregation matrices
that are defined for the partitions Γ̃l with their ramifications Γ̂l in a way similar
to (13) and (11) determine the required matrices {Pl ∈ IRn×nl | l = 1, . . .m},
{Rl ∈ IRnl×n | l = 1, . . .m}.

Then the resulting error-correction matrix

Φ(x(0)) = Φm(x(m−1)) · Φm−1(x(m−2)) · · ·Φ1(x(0))

is recursively defined by the error corrections

Φl(x(l−1)) = I − SlPl(RlStlASlPl + α∗
l (x

(l−1))et)−1 · RlStlA
arising from the related two-level AMG schemes on the aggregates Jl with the
outcomes x(l) = Φl(x(l−1)) · x(l−1) and the initial vectors x(l−1) for l = 1, . . . ,m.

Finally, we can define a multiplicative Schwarz-iteration scheme by this overall
error-correction matrix

Φ(x(0), . . . , x(m−1)) = Φm(x(m−1)) · Φm−1(x(m−2)) · · ·Φ1(x(0))

and the V-cylce algorithm of a basic two-level AMG scheme (cf. [9, §11.2.3]).
The resulting scheme is stationary if all matrices Pl(·) and Rl(·) are constant, i.e.
selecting Pl(·) = Rt, otherwise it is nonstationary. In the following, we omit these
functional dependencies and permutations to simplify the further exposition.

Following the approach of Douglas and Miranker [6, p. 380], we will now
specify this basic V-cycle of a two-level algebraic multigrid scheme. It is applied
to the irreducible semiconvergent column-stochastic matrix T = Tω ∈ IRn×n of
a Web graph and its associated singular M-matrix A ≡ A(T ) = I − T on the
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host partition Γ = {J1, . . . , Jm} and its m reorderings Γ̃l with the modifications
Γ̂l = {Ĵl, Jl}, Ĵl = {[i] | 1 ≤ i ≤ m, i �= l}, l = 1, . . . ,m, respectively (cf. [16]).

AMG-Algorithm of the multiplicative Schwarz iteration

(1) Initialization:
Select an initial vector x(0) � 0, etx(0) = 1, an integer ξ ∈ IN, and three
real numbers ε, c1, c2 ∈ (0, 1).
Set k = 0.

(2) AMG-step:

Set x
(k)
0 = x(k)

For l = 1 to m do
d
(k)
l = Ax

(k)
l−1

Solve RlAPl · y(k)
l = Rl · d(k)l

subject to et · y(k)
l = 0

Set x
(k)
l = x

(k)
l−1 − Pl · y(k)

l

endfor

If x
(k)
m > 0 then

set x̃(k+1) = x
(k)
m

else set x̃(k+1) = x(k)

endif

(3) Iteration step:

Compute x(k+1) = T ξ · x̃(k+1)

(4) Test of the A/D-gain:

If r(x(k+1)) ≤ c1 · r(x(k)) then
goto step (5)

else compute x(k+1) = T η · x(k)

with η = η(x(k)) ∈ IN such that
r(x(k+1)) ≤ c2 · r(x(k))

endif

(5) Termination test:

If ‖x(k+1) − x(k)‖∞/‖x(k)‖∞ < ε then
goto step (6)

else k = k + 1
goto step (2)

endif
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(6) Normalization:

If x(k+1) > 0 then
set π = x(k+1)/(et · x(k+1))

else print an error message and stop
endif

As the fallback scheme x(k+1) = T · x(k) is convergent, the proposed multigrid
algorithm converges globally for any initial vector x(0) � 0 with etx(0) = 1 to
the steady-state probability vector π ∈ P of the Markov chain Yn, provided that
it stops successfully (cf. [16], [23, Theorem 4]).

5 Conclusion

In this paper we have studied stochastic link analysis techniques applied in Web
information retrieval. First we have presented a hierarchical algebraic description
of a Web graph with host-oriented clustering of pages and discussed a simpli-
fied analysis of SALSA derived from a block level description. Then we have
discussed advanced numerical methods derived from an algebraic multigrid ap-
proach to compute the steady-state vector of the underlying large finite Markov
chain of a random surfer on the Web graph. We have focussed on an iterative
aggregation/disaggregation procedure and a multiplicative Schwarz variant of
the multigrid domain decomposition technique.

It was our objective to contribute to the computational framework of Web in-
formation retrieval illustrating the application of efficient multigrid solution tech-
niques. Based on the principles of domain decomposition and algebraic multigrid
further effective distributed iterative solution procedure can be derived for the
considered large Markovian Web graph models. They can be efficiently imple-
mented on vector machines and distributed-memory multiprocessor architectures
and illustrate the road towards the integration of numerical multi-linear algebra
into Web information retrieval and its page ranking by the eigenvector approach.

In conclusion, we have pointed out a promising way to use the great potential
of efficient multigrid schemes and provided a basic understanding of their effects.
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Abstract. The widespread diffusion of TCP over the Internet has motivated a
significant number of analytical studies in TCP modelling, the most important
of which are presented in this tutorial. The simplest approaches describe the dy-
namics of an individual source over a simplified network model (e.g. expressing
the network behaviour in terms of average loss rate and latency). These models
allow us to derive accurate estimations for the long-term TCP throughput under
different network settings. More detailed techniques model the behaviour of a
set of TCP connections over an arbitrary complex network. The latter are able to
capture the network dynamics and effectively predict the closed-loop interaction
between TCP and traffic management techniques. As an example the derivation
of sufficient stability conditions for a network of RED queues is provided.

Keywords: TCP modelling, fluid models, stability conditions.

1 Introduction

The transmission control protocol (TCP) is used by the vast majority of Internet appli-
cations for reliable and ordered data transmission [1]. Since TCP is in charge of network
congestion control and bandwidth fair sharing for these flows, it is in fact responsible
for the stability of the entire Internet. Hence in the last decade, accurate modelling of
its behaviour has attracted the interest of many researchers and a large amount of liter-
ature has been produced on this topic. This tutorial is a primer to the vast world of TCP
modelling, which provides a first look to the most important contributions in this field.
It is not intended to be comprehensive, but the interested reader may find here enough
material to approach more advanced resources.

Accurate TCP models have been developed in the past with various purposes: light-
weight simulation techniques, network dimensioning, systems requirement definition,
design of new TCP-friendly protocols, etc. Simple mathematical models are today
sometimes preferred to detailed network simulations to have a quick evaluation of ca-
pacity requirements and performance of TCP based services. As noted in [2], detailed
computer simulations may be not able to scale to large network topologies or large num-
ber of concurrent flows. This rises concerns on what could be the consequences of the
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deployment of such a system over the Internet. By describing only the essential charac-
teristics of congestion control, analytical models permit to produce accurate results for
realistic scenarios in a reasonable short time.

TCP models proved useful also to design new standards for congestion control com-
patible with existing TCP implementations. As an example, the throughput equation
of TCP has been used as the basis for the design of a congestion control algorithm for
slowly variable flows [3], such as multimedia streaming. The analysis of other conges-
tion control mechanisms at network layer, such as the active queue management (AQM)
[4,5,6,7], has been successfully carried out by means of TCP models. As explained fur-
ther in the tutorial, a closed control loop is formed between AQM and TCP, whose
behaviour is well explained by analytical models.

TCP models find an application also in the solution of some network optimisation
problems [8]. These techniques aim to assign flow rates to a set of flow sharing a com-
mon network in order to satisfy some optimisation criteria. These techniques are based
on the definition of an utility function that describes the degree of satisfaction associated
to a given flow rate. An optimisation algorithm (possibly distributed) is used to deter-
mine the solution that maximises the overall network utility. This idea, first proposed by
Kelly in [9], has been elaborated upon by many researchers [8,10,11,12] and has been
very useful for understanding the bandwidth sharing properties of TCP. For instance,
Low identified [10] the utility function that well describe TCP Reno, TCP Reno with
RED and TCP Vegas, while Massoulié et al. in [11] catalogued various utility functions
that allow to achieve fairness, minimise delay and maximise throughput.

As far as the classification of TCP models is concerned, reference [13] distinguishes
between TCP models for bulk file transfer and for short lived connections. In the first
case, when the TCP steady state behaviour is analysed, accurate throughput formulas
are obtained by simplifying some aspects of protocol dynamics, such as the connection
start-up and the loss recovery phase, that have minor impact on the long term per-
formance. On the other hand, models for short-lived connections, such as [14,15,16],
focus on the start-up phase taking into account the connection establishment and the
Slow-Start phase.

Here, we focus on TCP models for long lived connections that we divide into two
families: Single connection models and fluid models. Although the TCP algorithms
have evolved significantly over the years, the original mechanism based on additive
increase multiplicative decrease (AIMD) paradigm has been preserved. Thus, capturing
the essence of AIMD leads to a good approximation of TCP behaviour. Single con-
nection models assume a network path with given characteristics, such as the mean
round trip time (RTT) and the loss probability, and try to evaluate throughput as a func-
tion of these parameters [17,18,19,20,21,22,23,24,25]. On the other hand, fluid models
[26,27,28,29] simplify the high complexity of the TCP algorithms using a fluid flow
analogy. The discrete nature of packet transmission is neglected in favour of a repre-
sentation of TCP dynamics using compact differential equations. In some case, fluid
models are built introducing a sub-model of TCP protocol and a sub-model of TCP
flow interaction over the network, and then iterating over the two sub-models by means
of a fixed point procedure [26,27,30,31,32].
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As a final consideration, we can say that TCP models have contributed significantly
to the understanding of the nature of the Internet traffic. This approach is substantially
different from the classical one, where traffic characterisation was achieved by fitting
the corresponding time series to well-known statistical distributions [33,34]. Embed-
ding a model of the source (TCP) into the mathematical framework allows us to explain
the causes of the observed behaviour and potentially uncover better mechanisms.

The rest of the tutorial is organised as follows. In Section 2, we present models of
individual connections and we derive throughput formulas for various operating con-
ditions. In Section 3, the focus is on fluid models. The interaction between TCP and
network layer for various congestion control settings is analysed. Finally, Section 4
ends the tutorial with the conclusions.

2 Single Connection Models

In this section we formulate a model for a single TCP connection with the intent of
deriving a formula of TCP throughput. Later in the section, we will consider a model of
wide-area traffic and analyse its implications. We start from a simple yet not accurate
model and we proceed by a successive step of refinement.

Let us consider a TCP connection established over a lossy path [20] with large
enough capacity and competing traffic so small that the queueing delay component
of round trip time (RTT) can be assumed negligible. Let us also assume that the link
introduces one drop every 1/p successful packet deliveries. Under these fairly strong
assumptions, it is easy to obtain a closed-form formula for the TCP throughput. Indeed,
after an initial transient, the TCP congestion window (cwnd), which corresponds to
the number of in flight packets over the link, takes the periodic evolution illustrated in
Figure 1. According to the AIMD principle, when the cwnd reaches its maximum (W )
and a packet loss is met, the cwnd is backed off toW/2.

The speed of growth of the cwnd (the slope of the curve) depends on the way the
receiver is acknowledging packets. Standard implementations require TCP receivers to

t

cwnd

b
W

2
RTT bW RTT

W

W

2

Fig. 1. Periodic evolution of TCP window
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acknowledge the reception of every packet. However, some implementations adopt the
delayed-ACK option [35], which consists of transmitting one cumulative ACK every
two packets received. This roughly halves the number of ACKs transmitted, but it also
slows down the growth of the cwnd during the Congestion Avoidance phase. Then, the
duration of a cycle is bW/2 rounds, where b takes the value 2 or 1 depending on the
delayed-ACK being enabled or disabled respectively. The duration of a cycle results

Tcycle = RTT · bW
2

(1)

The total number of segments delivered within each cycle (Acycle) is equivalent to the
area under a period of the sawtooth, which is

Acycle = b
W

4
·
(
W

2
+W

)
= b

3W 2

8

packets per cycle. Since, by hypothesis, the number of packets in a cycle is 1/p, we can
solve forW obtaining

W =
√

8
3pb

(2)

The throughput achieved by the connection is the ratio between the total amount of
data delivered in a cycle Acycle and the duration of the cycle Tcycle. Substituting in the
equation below, we get the mean throughput B in packet per second as:

B =
Acycle

Tcycle
=

b 3
8W

2

RTT · b2W
=

√
3
2b
· 1
RTT

√
p

(3)

This expression shows that the throughput is inversely proportional to RTT and the
square root of loss probability. The constant of proportionality, which in this formula
is
√

3/2b, is in general a function of TCP implementation and loss model. Slightly
different values of this constant were derived in [19,21] or extrapolated from empirical
data.

2.1 Stochastic Models of TCP Throughput

The TCP throughput formula presented above tends to overestimate the throughput for
large loss rates, which is mainly due to not taking into account TCP retransmission
timeouts. Indeed, timeouts occur when the number of packet drops in a window of
data is such that the Fast Recovery algorithm [36] cannot detect the missing packet
from duplicated ACKs. A refinement of the previous formulation which accounts for
timeouts was given in [18], which is in part presented in the following.

Congestion Avoidance is described here in terms of rounds, each starting with the
back-to-back transmission of a burst of packets equal to the congestion window and
ending with the reception of the first ACK for the burst of delivered packets.

Since at each ACK reception the cwnd is incremented by 1/�cwnd� packets and an
ACK acknowledges exactly b packets, at the beginning of the transmission of the next
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packet batch the value of cwnd is cwnd + 1/b. That is, during Congestion Avoidance
and in absence of losses, the window size increases linearly with slope 1/b. To simplify
the analysis, the duration of each round is supposed independent of the congestion
window.

The TCP algorithm stops increasing cwnd and slows-down transmission when it de-
tects a packet loss, because TCP associates packet drops with congestion indications.
In order to emulate the loss behaviour induced by the drop-tail queueing discipline,
which is quite common for Internet routers, we assume that the losses of packets within
the same round are correlated. On the other hand, we can assume that packet losses in
different rounds are independent. This is justified by the fact that packets in different
rounds are separated by one RTT or more, and thus these are likely to encounter inde-
pendent buffer states. Simulative studies [37] confirm this claim highlighting that packet
drops tend to be grouped in bursts when the (drop tail) buffer is congested. Hence, we
suppose that each packet may be dropped with probability p if the previous packet is
not lost, and that all the packets following the first loss in a round are also lost.

Loss detection at the sender side can occur through either the reception of three du-
plicate ACKs or when a timeout expires. In the first case, after lost segments are retrans-
mitted, the sender resumes the transmission with the cwnd set to one half of its previous
value. On the contrary, when the loss is detected via a timeout T0 expiration, the cwnd is
reset to one and a packet is sent in the first round following the timeout. In case another
timeout expires, the length of timeout is doubled. Doubling the timeout is repeated for
each unsuccessful retransmission up to 64T0, after which the timeout remains constant.
If Lk indicate the duration of a sequence of k consecutive timeouts, that is

Lk =
{

(2k − 1)T0 for k ≤ 6
(63 + 64(k − 6))T0 for k ≥ 7

the mean length of timeouts can be easily calculated recalling that Lk has a geometric
distribution due to the packet loss independence between consecutive rounds

Ttimeout =
∞∑
k=1

Lk · pk−1(1− p)

= T0
1 + p+ 2p2 + 4p3 + 16p5 + 32p6

1− p
which means that the timeout period can be expressed in the form Ttimeout = T0 · f(p).

Figure 2 illustrates an example of the evolution of cwnd. The i−th TCP cycle consists
of a sequence of ni periods in which the cwnd has an AIMD behaviour (cwnd-cycles)
and a sequence of one of more timeout periods. The first ni − 1 cwnd-cycles end with
a packet loss detection through three duplicate ACKs, while a timeout occurs in the
last one. The throughput of a connection can be calculated as the ratio between the
mean number of packets delivered within the cycle and the mean length of the cycle. If
we assume that {ni}i is a sequence of independent and identically distributed random
variables with mean n, which are independent of the amount of data delivered in each
cwnd-cycle and of the duration of the period, we can write the throughput as

B′ =
n · Acycle

n · Tcycle + Ttimeout
=

Acycle

Tcycle +Q · Ttimeout
(4)
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Fig. 2. TCP windowsize evolution

where Q = 1/n denotes the probability that a loss indication is detected via a timeout.
In order to complete the formula, we have to derive some closed-form expressions for
Acycle, Tcycle andQ. The Tcycle is given by (1), whereW is substituted by the mean value
of the steady-state window size, which is formally identical to equation (2) for small
values of p:

E[W ] =
√

8
3pb

+ o(1/
√
p) (5)

A formal proof of this can be found in [18].
We concentrate now in deriving an expression for Q. Let us consider a cwnd-cycle

where a loss indication occurs and let w and k represent respectively the cwnd and the
number of packets successfully delivered in a round. According to our loss model, if
a packet is lost, so are all the packets that follow up to the end of the burst. Then, the
probabilityA(w, k) to have k < w successful transmissions in this round is given by

A(w, k) =
(1 − p)kp

1− (1− p)w .

Also, since the first k packets in the round are acknowledged, other k packets are deliv-
ered in the next round, which is the last round of this cwnd-cycle. Again, this round of
transmission may have losses and the lost packets are the last transmitted in the burst.
Indicating with m the number of packets successfully transmitted in the last round, the
distribution ofm can be expressed by

C(w,m) =
{
p(1− p)m form ≤ w − 1
(1 − p)w form = w
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For the duplicated ACKs in the last round of transmission, the TCP receiver disables the
Delayed-ACK mechanism [38] and every packet following the lost packets is acknowl-
edged. If the sender receives less than three duplicate ACKs, the cwnd-cycle ends with
a timeout and the probability of this event is given by

Q̂(w) =

⎧⎪⎨⎪⎩
1 if w ≤ 3
2∑
k=0

A(w, k) +
w∑
k=3

2∑
m=0

A(w, k)C(w, k) otherwise
(6)

since, when a timeout occurs, either the number of packets transmitted in the second
last round or the number of packets successfully delivered in the last round is less than
three. Simple algebraic manipulations allow us to rewrite this expression as

Q̂(w) = min
(

1,
(1− (1− p)3)(1 + (1− p)3(1− (1 − p)w−3))

1− (1− p)w
)
.

Observing that Q̂(w) ≈ 3/w when p tends to zero, we can get a good numerical ap-
proximation for Q̂

Q̂(w) ≈ min
(

1,
3
w

)
.

Finally, we can write the probability that a loss indication is given by a timeout and
approximate it by

Q =
∞∑
w=1

Q̂(w) · Pr{W = w} = E{Q̂} ≈ Q̂(E[W ]) (7)

where E[W ] can be evaluated using expression (5). Now, let us concentrate on evalu-
ating Acycle by considering the i−th cwnd-cycle. We indicate with αi the first packet
lost during the i−th cwnd-cycle. As previously observed, after packet αi,Wi − 1 more
packets are sent in an additional round before the loss can be detected by the sender.
Therefore, a total of Ai = αi +Wi − 1 packets are sent during the whole i−th cycle.
It follows that

Acycle = E[α] + E[W ]− 1

Based on our assumption on packet losses, the random process {αi}i is a sequence of
independent and identically distributed random variables with distribution

Pr[α = k] = p(1− p)k−1 k = 1, 2, . . .

since the probability that αi = k is equal to the probability that exactly k − 1 packets
are successfully acknowledged before a loss occurs. Thus, replacing the mean of αwith
1/p we have

Acycle =
1− p
p

+ E[W ] (8)
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where E[W ] is given by (5). Then, substituting (8), (1) and (7) into (4), we achieve an
accurate estimate of the throughput of a TCP connection; after further simplifications,
in [18] the following well known expression for TCP bandwidth (9) is given:

B′ =
1

RTT
√

2bp
3 + T0 min

(
1, 3

√
3bp
8

)
p(1 + 32p2)

(9)

where the approximation f(p) ! 1 + 32p2 in the expression of Ttimeout was applied.
It is worth noting that (9) holds as long as the throughput is less than Wmax/RTT ,

whereWmax is the maximum buffer advertised by receiver, since more thanWmax pack-
ets cannot be transferred every round trip. We observe that this model does not capture
all the aspects of Fast Retransmit algorithm and disregard the Slow Start phase. How-
ever, the impact of these omissions is quite low and the measurements collected to
validate the model indirectly validate the assumptions as well. Live experiments also
suggest that this model is able to predict the throughput for a wider range of loss rates
than (3). Indeed, real experiments carried out over narrow-band links show that, when
the congestion window size is small, many TCP timeouts occur. This indicates that in
reality Fast Retransmit does not detect all the loss events and an accurate formula for
TCP throughput has necessarily to take into account TCP timeouts.

3 Fluid Models

Fluid modelling is a widely used technique in the analysis of network systems where
packet flows are approximated by continuous (i.e. fluid) streams of data. The main
advantage is the formulation of a system of equations to describe the behaviour of
congestion-controlled sources, network elements, and flows interaction over the net-
work. Experimental results [26] show that relatively simple systems of ordinary differ-
ential equations (ODEs) provide satisfactory predictions of the real system dynamics.
Since performance evaluation results can be achieved with relatively low cost, both in
terms of computational time (ODEs can be fast solved using numerical methods) and
development effort, these techniques are often used during the first stage of protocol
design. In fact, fluid modelling techniques are rugged enough to establish the effective-
ness of a protocol and resolve dimensioning issues. In this section, we introduce various
techniques for fluid modelling of TCP networks that recur in many research studies.

3.1 Throughput Formulas for WANs

The analysis that we are about to present was carried out in [21] to express the TCP
throughput as a function of the bandwidth-delay product (BDP). The BDP is a very
important and widely used metric influencing TCP performance. It corresponds, under
ideal conditions, to the amount of data that a bulk TCP transfer should hold in flight
to achieve high utilisation of link bandwidth. Thus, studying the TCP throughput as
a function of the BDP is a natural way of expressing TCP performance. As several
authors pointed out [20,21], the TCP throughput is so correlated to the BDP, that a
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direct relationship between the two metrics can be found. In the following we show an
analytical way to achieve this goal.

It has been observed that the BDP is only relevant for wide area connections where
the RTT may range from several tens to hundreds of milliseconds. In local area networks
(LANs) the number of packets in flight is very small and the TCP throughput is limited
by other factors, such as the loss rate induced by the medium access control scheme or
the transmitter buffer size. Moreover, for long-haul connections the cwnd tends to open
considerably and TCP performance are extremely sensitive to occasional packet losses
due to transient congestion or packet corruptions. As it will be clarified in the following,
TCP could not be able to keep the pipe full, i.e to achieve high capacity utilisation, in
these cases.

Let us indicate with c the capacity of the link in packets per second, τ the round-
trip propagation delay, and T = τ + 1/c the minimum observed RTT. For a wide area
network (WAN) connection, the BDP, c·T , is comparable in magnitude with the amount
of packets queued at the bottleneck route.

Let us also assume that at a given time the bottleneck buffer is not empty. The packets
are forwarded at rate c by the link server, ACKs are generated by the destination at rate
c and, therefore, new packets can be released by the source every 1/c seconds1. Thus,
the maximum possible number of unacknowledged packets is the sum of the packets in
transit across the path, which is equal to cT , and of the packets in the buffer of size B.
Therefore, if the size of the window exceedsWmax = cT +B, a buffer overflow occurs.
Actually, when the packet loss occurs, it is difficult to evaluate the exact cwnd, since it
depends on the link capacity and on the RTT. However, as an approximation, we assume
that TCP Reno, after retransmitting a lost packet, resumes Congestion Avoidance with
the cwnd set to (cT +B)/2.

Using the fluid approximation, the cwnd dynamics can be easily written as a differ-
ential equation. Denoting with a(t) the number of ACKs received by the source after t
seconds spent in the Congestion Avoidance phase, the derivative of cwnd can be written
as

dW

dt
=
dW

da
· da
dt
.

If the cwnd is large enough, the bottleneck buffer is continuously backlogged, and the
ACK rate is c. Otherwise, the ACK rate equals the sending rate W/T . In other words
we have

da

dt
= min{W

T
, c},

and recalling that during the Congestion Avoidance phase the cwnd is increased by
1/W for each ACK received, we have

dW

da
=

1
W

1 For sake of simplicity we assume here and in the following that delayed-ACK is not
implemented.
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that is

dW

dt
=

⎧⎪⎪⎨⎪⎪⎩
1
T

if W ≤ cT
c

W
if W > cT

(10)

which means that the Congestion Avoidance phase consists of two sub-phases corre-
sponding to W ≤ cT and to W > cT respectively. We are now able to evaluate the
duration of the first phase as

T1 = T · (cT − 1
2Wmax) (11)

and the number of packets successfully transmitted in this phase

N1 =
∫ T1

0

W (t)
T

dt =
1
T

∫ T1

0

(1
2
Wmax +

t

T

)
dt

=
1

2T

(
WmaxT1 +

T 2
1

T

) (12)

WhenW > cT , the queue is increasing, theRTT as well increases and the cwnd opens
more and more slowly. By integrating (10), in the second phase we get

W (t)2 = 2c(t− T1) + (cT )2

and evaluating this expression for t = T1 + T2, we obtain the duration of the phase

T2 =
W 2

max − (cT )2

2c
(13)

and the number of packets delivered

N2 = c · T2, (14)

since the link is fully utilised during this phase. Now, we can evaluate the throughput
as a function of the ratio between the bottleneck buffer and the BDP

B′′ =
N1 +N2

T1 + T2
=

3c
4
· (1 + B

cT )2

1 + B
cT + ( BcT )2

. (15)

This expression, which holds for B
cT ≤ 1, suggests that the performance of a bulk

transfer over a WAN might be negatively affected by small (with respect to the BDP)
bottleneck buffers. In order to fully exploit the link capacity, the buffer size should
be as close as possible to the BDP, which is a rule often used to configure router
buffers [39].



An Introduction to TCP Performance Evaluation and Modelling 581

3.2 Throughput Formulas for WANs and Random Losses

Let us now consider the case where, in addition to buffer overflows, packets can be
randomly lost over the bottleneck link with probability q. In such a case, it is possible
to exactly compute the throughput through Markov chain analysis. In the following we
sketch this method.

In absence of random losses, the evolution of cwnd of TCP Reno is entirely deter-
mined by the window size at the beginning of the cycle w, which is half of cwnd at the
end of the previous cycle. Then, the evolution of cwnd can be described introducing the
following functions:

– W (n,w) the window size after n successful packet transmissions.
– T (n,w) the time required to complete the transmission of n packets.

If the cycle terminates with losses due to buffer overflow, then Nmax(w) represents
the number of packets transmitted in this period; otherwise, the cycle terminate with
a random loss after successfully transmitting N ≤ Nmax(w) packets. According to the
random loss model, the distribution of N is given by

Pr{N = n} =
{
q(1 − q)n, for n < Nmax

(1 − q)Nmax , for n = Nmax
(16)

For the i−th cycle, let wi, Ni and Ti denote respectively the cwnd at the beginning of
the Congestion Avoidance phase, the number of successful transmissions in the cycle,
and the duration of the cycle. The TCP evolution can be expressed through the following
recursive equations ⎧⎨⎩wi+1 = 1

2 W (Ni, wi)

Ti+1 = Ti(Ni, wi)
(17)

These equations, together with (16), define the transition probabilities for the
continuous-time Markov chain { wi }, whose solution gives the stationary distribution
of wi. The steady-state throughput is then given by

B′′′ =
E[Ni]
E[Ti]

Since the exact solution of this Markov chain can be computationally expensive, an
approximation of the previous method is also provided in [21].

An important result of the cited study is that the presence of random losses leads to
significant throughput deterioration for large BDPs. In particular, it has been shown that
the TCP throughput depends on the product of the loss probability and of the square
of the BDP (q · (cT )2) and degrades rapidly when this parameter grows larger than
one. This is due to the relatively earlier drops in the cwnd-cycle that lead to small
initial values of the cwnd, thus requiring several transmission rounds to fill the pipe
again. In other words, TCP over WAN networks suffers performance degradation in
presence of non-congestion losses, such as the ones induced by competing real-time
traffic or wireless links. Countermeasures, such as traffic differentiation or performance
enhancing proxies (PEPs), are usually employed to eliminate this problem.
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3.3 Interaction between TCP and AQM Mechanisms

So far, we presented various ways to relate TCP performance to network parameters.
This was possible assuming a sort of independence between individual TCP flow state
and network state. However, this assumption does not hold in many circumstances
where the number of interacting flows is low or the network topology is not trivial.

We introduce now a different approach, still based on fluid modelling, where stochas-
tic differential equations are uses to model TCP behaviour as well as network/flow in-
teractions. This allows us to assess the benefits of the active queue management (AQM),
and to select network parameters that enhance stability and performance.

As an example, we consider the random early detection (RED) technique [40], which
is a highly popular AQM scheme within the Internet community. RED improves
network performance reacting earlier (otherwise said pro-actively) to congestion. Sim-
ilarly to other AQM schemes, RED randomly discards incoming packets with a proba-
bility that depends on the averaged queue size before reaching the full-buffer condition.
This avoids the overstaying of congested situations in router buffers, which leads to a
lower amount of congestion losses. Randomly selecting the packets to discard, RED
also enables a flow management fairer than the drop-tail discipline. Indeed, the larger
is the flow rate, the higher is the packet dropping probability, and the more frequent is
the delivery of congestion signals. Eventually, this leads to a faster convergence to an
equilibrium condition where fairness among flows is achieved.

Most of the IP routers today support the explicit congestion notification (ECN) op-
tion. This technique consists of marking a flag into the IP header instead of dropping the
packet. The status of the flag is then copied into the returning ACK by the receiver to
explicitly notify the sender the presence of congestion on the direct path. From a mod-
elling point of view, the ECN marking scheme can be assimilated to the RED analysis,
as the amount of packet losses is negligible with respect to the number of transmitted
packets. Several enhancements of RED [5,41,42,43] have been proposed. These tech-
niques consider more complicated packet dropping strategies to improve congestion
control. Nevertheless, once the control law is known, fluid modelling techniques can
be easily implemented to analyse the effects of these modifications. Figure 3 shows the
classic dropping profile, which is used in the following analysis. It is a linear function
between a lower tmin and an upper tmax threshold with a discontinuity at tmax, which is
analytically expressed by

p(x) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 0 ≤ x < tmin

x− tmin

tmax − tmin
pmax tmin ≤ x ≤ tmax

1 tmax < x

(18)

3.4 The Model of the Network

The network is modelled as a set of L links with capacities cl, l ∈ {1, 2, . . . , L}. The
links are shared by a set of S sources indexed by s ∈ {1, 2, . . . , S}, each using a subset
Ls of links. The sets Ls define a L× S routing matrix
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Als =
{

1 if l ∈ Ls
0 otherwise

(19)

which is a binary matrix where the 1s on a l−th row indicate the sources that share the
link l and the 1s on s−th column represent the link crossed by source s. Each source
is associated with its congestion window Ws(t) at time t and each link l is associated
with both its packet loss probability pl(t) (a scalar congestion measure) and with the
instantaneous queue size ql(t).

x

p(x)

tmin tmax

1

pmax

Fig. 3. RED drop function

The average RTT of the s−th TCP source at time t is approximated by

RTTs(t) = τs +
∑
l∈Ls

ql(t)
cl

s ∈ {1, 2, . . . , S}, (20)

which is the sum of the round trip delay τs associated with the connection and the total
queueing delay of the path. Considering the losses at the different queues as independent
of each other (a reasonable assumption when modelling RED queues), we can express
the packet loss probability p̂s(t) of source s as

p̂s(t) = 1−
L∏
l=1

(1−Alspl(t)) !
∑
l∈L

Alspl(t) s = 1, 2 . . . S, (21)

which corresponds to the end-to-end congestion measure for the s−th source.
The following is the differential version of the Lindley equation, describing the dy-

namic of l−th queue

dql(t)
dt

= −1ql(t)cl +
S∑
s=1

Als
Ws(t)
RTTs(t)

.

Here, the derivative of the instantaneous queue length is the sum of two terms. The
first one models the decrease of queue length, as long as it is greater than zero, due
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to service of packets at a constant rate. The second term corresponds to the increase in
queue length due to the arrival of packets from the TCP flows that share the l−th queue.
Since we are interested in a mean value analysis, we take the expectation2 of both sides
of equation (3.4):

dq̄l(t)
dt

= E[−1ql(t)] cl +
S∑
s=1

AlsE

[
Ws(t)
RTTs(t)

]

≈ −E[1ql(t)>0] cl +
S∑
s=1

Als
Ws(t)
RTTs(t)

In the derivation, we made the approximationE[f(x)] ≈ f(E[x]), which is not strictly
correct. However, simulation results suggest that at the steady-state the system reaches
a quasi-periodic evolution where the random component of state variables, such as the
instantaneous queue size, makes up a smaller and smaller contribution with respect to
the deterministic one as the number of flows increases. Since the system is dominated
by the deterministic evolution and the extent of fluctuations is small, the previous ap-
proximation is justified.

In order to approximate the term E[1q], we should consider that the bottleneck
queues have ql(t) > 0 with probability close to one, while the non-bottleneck queues
are typically unloaded, which means ql(t) > 0 with probability close to zero. On the
basis of this observation, we approximateE[1q(t)] ! 1q̄(t), thus having

dq̄l(t)
dt

= −1q̄l(t)cl +
S∑
s=1

Als
Ws(t)
RTTs(t)

(22)

The mean queue length is mapped by RED into a drop probability using the drop profile
(18). We assume that RED estimates the average queue length using an exponential
weighted moving average based on samples taken every T seconds. The smoothing
filter (with α, 0 < α < 1, as weight) is described by

xl[(k + 1)T ] = (1− α) xl[kT ] + αql[kT ]

It is convenient to approximate the above equation with differential equation. Since this
equation is a first order difference equation, the natural candidate is

dxl(t)
dt

= axl(t) + bql(t) (23)

Recalling that in a sampled data system with q(t) ≡ q[kT ] in the interval [kT,(k+1)T],
xl[(k + 1)T ] is given by

xl[(k + 1)T ] = eaTxl[kT ] + b
∫ (k+1)T

kT

ea(kT−μ)dμ · ql[kT ], (24)

and comparing the coefficients of (23) and (3.4), we obtain
2 Throughout this section we will indicate, when possible, the mean value with a bar sign to

simplify the notation.
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a = −b =
ln(1− α)

T
.

Then, we rewrite the expression (23), describing the behaviour of x(t), by taking the
expected value of both sides:

dx̄l(t)
dt

=
ln(1 − α)

T
(x̄l(t)− q̄l(t)) (25)

3.5 The Model of the Source

The next step is to build a model of a TCP source. The model is based on the assumption
that packet losses of a flow can be described by a Poisson counting process {Ns(t)}
with time varying rate λs(t). The Poisson process is indeed suitable to represent the
independent marking scheme used by AQM/RED. This process could be visualised
imagining a flow of losses moving from network nodes towards TCP sources, whose
rate is a function of the TCP flow rate.

If we denote with Ns(t) the number of losses detected by the source s at time t, we
can write the evolution of the congestion window as

dWs(t) =
dt

RTTs(t)
− Ws(t)

2
dNs

This equation only considers the AIMD behaviour of TCP. More specifically, the first
term corresponds to the AI part, which increases the window size by one packet every
RTT, and the second term corresponds to the MD part, which halves the congestion
window immediately after the drop is detected by the sender (dNs(t) = 1 in this case).
Again, taking expectation, we obtain

dE[Ws(t)] = E
[ dt

RTTs(t)

]
− E[Ws(t) dNs(t)]

2

dWs(t) ! E
[ dt

RTTs(t)

]
− Ws(t)

2
λs(t)dt

(26)

where λs(t) is the rate of loss indication at the sender. Note that in (26) in order to split
the term E[Ws(t) dNs(t)] in a product of two factors E[Ws(t)]E[dNs(t)], we have
assumed that the terms Ws(t) and dNs(t) are independent. This is not exact, but it is
still able to capture the dynamics of AIMD.

In proportional marking schemes (such as RED) the rate of marking/dropping in-
dications is proportional to the share of bandwidth of the connection. That is, if the
bandwidth achieved by source s isWs(t)/RTTs(t), the expected value for drop rate at
link l ∈ Ls is

pl(t) · Ws(t)
RTTs(t)

(27)

and equivalently the packet drop rate p̂s(t) for a connection is calculated using (21).
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However, we note that drops occur at the node about a RTT before they can be
detected by the sender. This means that, in order to take into account the latency of
feedbacks, we must shift the rate of congestion signals (27) forward in time of RTTs
seconds. Thus, from (26) the evolution of cwnd is given by

dWs(t)
dt

=
1

RTTs(t)
− Ws(t)

2
· Ws(t−RTTs(t))
RTTs(t−RTTs(t))

p̂s(t−RTTs(t)) (28)

In conclusion we have 2L + S coupled equations (22), (25) and (28) in the unknowns
(x̄, q̄, W̄ ), that can be solved numerically. The solution yields an estimate of the average
transient behaviour of the system, providing directly the window size of each connec-
tion and the queue size at each node and, from them, the loss rate and average RTT.
The time needed to get accurate results through the use of the model is several order of
magnitude less than that needed by simulations and the gain increases as the topology
becomes more complex. To have an idea of the advantage, let consider that the solu-
tion of a system consisting of a thousand connections takes a few seconds, while the
corresponding detailed simulation can take several hours to complete.

3.6 Linear Analysis: The Single Link Case

In the following, we accomplish the task of linearising the previous set of equations in
the case of a single link topology. The linearised system is suitable to be studied through
the classic tools of linear control theory and gives us many suggestions on the way to
modify the algorithm to fulfil requirements of stability and robustness [44,45].

Let us consider then N identical TCP Reno connections (i.e. with the same RTT)
sharing a common link with capacity C. If we can assume all the connections synchro-
nised (i.e. Ws(t) = W (t), τs = τ and RTTs(t) = R(t)), we can rewrite, for a generic
TCP flow, equation (22), defining the evolution of the mean value of cwnd, and equation
(28), concerning the dynamic of the queue3⎧⎪⎨⎪⎩

Ẇ (t) = 1
R(t) − W (t)W (t−R(t))

2R(t−R(t)) p(t−R(t))

q̇(t) = W (t)
R(t) N − C

(29)

where the termR(t) = τ + q(t)
C represents the RTT for all the connections. When writ-

ing the equation for q̇(t), we assumed that the server is always transmitting packets,
which is a reasonable assumption since we are studying the dynamics of the bottleneck.
To complete the system of equations (29), we need also to specify the relationship be-
tween the queue size and the dropping probability, which depends on the employed
AQM strategy. By borrowing the terminology from control-system language, we will
refer to the AQM block as the controller and the rest of the system as the plant. A linear
representation for the plant is derived in the following from the system (29), where the

3 For ease of notation we will omit the sign of expectation and denote the temporal derivative of
f as ḟ .
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loss probability is considered as the input and the queue size as the output. Then, we
will focus on the design of AQM controller using the tools of the linear control theory.

The main goal of AQM is to provide a stable closed-loop system. Beside the stabil-
ity, there are other issues concerning control design. A feasible controller must possess
an acceptable transient response and it must not be sensitive to the variations of model
parameters and to disturbance factors. For instance, the presence of short lived connec-
tions in the queue has a noisy effect on long-lived TCP connections.

Small-signal analysis. The first step to linearise the system is to find the operating
point (W0, q0, p0), which is defined by Ẇ = 0 and q̇ = 0. From (29) we have⎧⎪⎨⎪⎩

1
R0

− W 2
0

2R0
p0 = 0 ⇒W0 =

√
2
p0

W0
R0
N − C = 0 ⇒W0 = R0C

N

(30)

where R0 = q0
C + τ . The operating point is the state-space point, to which the system

would converge if it would be globally stable. For the case here considered, this is sim-
ply found accounting 1/N of the available bandwidth to each flow. Since equation (28)
omits modelling of retransmission timeouts, the long term throughput W0/R0 comes
out as the one-on-square-root-p law (3), which has been said inaccurate for high values
of p. To refine the model, a term accounting for timeouts could be added to the right
hand side of equation (28), as it was done in [26] introducing additional assumptions on
the packet drop model. However, the small-signal analysis for this case would be quite
complicated and would escape the introductory purposes of this paper.

Introducing difference variables (δW, δp, δq), we can linearise (29) around the oper-
ating point ⎧⎪⎪⎪⎨⎪⎪⎪⎩

δẆ (t) = − N
R2

0C
(δW (t) + δW (t− R0))

− 1
R2

0C
(δq(t) − δq(t−R0))− R0C

2

2N2 δp(t−R0)

δq̇(t) = N
R0
δW (t)− 1

R0
δq(t)

(31)

where equations (30) have been used to evaluate the derivatives. A simple expression
for the eigenvalues of the linearised system can be estimated provided that

W0 � 1 ⇒ N

R2
0C

=
1

W0R0
� 1
R0
. (32)

In this case indeed, the response-time of the aggregate of TCP flows is dominated by the
time constant R2

0C/N , which is much larger than the round trip time R0. This implies
that in an interval R0 the mean window size does not vary significantly with respect to
its absolute value. Hence, we can approximate the system of equations by merging the
termsW (t) andW (t−R0), and neglecting the term (δq(t)− δq(t−R0))⎧⎪⎨⎪⎩

δẆ (t) = − 2N
R2

0C
δW (t)− R0C

2

2N2 δp(t−R0)

δq̇(t) = N
R0
δW (t)− 1

R0
δq(t)

(33)
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Cred(s) Ptcp(s) Pqueue(s) e−sR0

δp δq

P (s)

Fig. 4. Linearised block diagram

Figure 4 shows a block diagram for the system of equations (33), where Ptcp(s) and
Pqueue(s) are defined as

Ptcp(s) =
R0C

2

2N2

s+ 2N
R2

0C

Pqueue(s) =
N
R0

s+ 1
R0

The transfer function of the plant, relating the packet-marking probability to the queue
length, is then given by:

P (s) = Ptcp(s) Pqueue(s) e−sR0 =
R3

0C
3

4N2

(1 + sR
2
0C

2N )(1 + sR0)
e−sR0 (34)

Some remarks on the P (s) expression can be done. The static gain R3
0C

3/4N2 is pro-
portional to the RTT and the capacity of the link and inversely proportional to the num-
ber of active flows. The static gain is in turn inversely proportional to the gain margin,
which is the maximum static gain of the control system that would make the system un-
stable. The gain margin is indeed defined as the amplitude response at the point where
the phase response is −π.

If the number of flows is small, the static gain increases reducing stability and leading
to a more oscillatory response. As we could expect, when we have few TCP flows,
the extent of rate variation due to multiplicative decrease is larger than in the case of
many flows and this impacts the stability of the system. Moreover, an increase of R0,
which corresponds to a larger delay in the control loop, reduces the controllability of
the system, as confirmed by its negative influence on the gain margin.

From (34), it could be also easily deduced the phase margin φm = ωpm − π, where
ωpm is the phase response when the amplitude response is 0 dB. The phase margin in
this context could be interpreted as the amount of additional delay in the RTT that the
system would tolerate without becoming unstable.

Setting RED parameters. The majority of Internet routers uses drop tail buffers.
This could be interpreted, from a control-theory point of view, as an ON/OFF control
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strategy, also known as relay-controller. Relay-controllers may cause instabilities in the
system, such as an oscillating behaviour, and unpredictability due to non-linear effects.
For instance, the queue size of a router can alternate between full and empty, which
causes buffer overflows in one case and link underutilisation in the other. Mechanisms,
such as RED or other AQM schemes, allow us to mitigate this condition.

Another objective of AQM is to reduce the mean queueing delays and delay varia-
tions. The smaller the queue-size, the less the time a packet spends in the queue and the
less the end-to-end delay of a connection. However, forcing small queues may again
lead to link underutilisation. A tradeoff between acceptable queueing delay and utilisa-
tion must be operated.

The queue control should be robust against variation of network parameters. This
includes supporting a variable number of TCP sessions, variable RTTs and the presence
of non congestion controlled traffic (that could be regarded as a sort of noise source on
the TCP/AQM system). Here, we provide a condition that guarantees stability for a
wide range of working conditions.

In order to find a Laplace representation of RED controller, we describe RED as the
cascade of a smoothing filter (25) and a dropping function (18). Since the operating
point falls between tmin and tmax, it is easy to find a linear relation between small vari-
ations of dropping probability δp and small variations of the averaged queue size δx.
This is then substituted into the transfer-function of AQM/RED yielding to

Cred(s) = K · 1
1 + s

β

(35)

where

K = − ln(1− α)
T

, β =
pmax

tmax − tmin
(36)

Cred(s) acts as a proportional controller with static gain K corresponding to the slope
of the RED dropping profile. When we choose theCred(s), we need to take into account
variations in the number of TCP sessions and RTT. In this case, the variations of the
term R0 are due to the propagation variableR0.

We assume that the number of TCP sessions N is larger than a threshold Nmin and
the RTT R0 is less than Rmax. Our goal is to select the RED parameters K and β that
stabilise the system for all the values ofN andR0 included in their definition intervals.
A closed-loop control system is stable if the response to any bounded input is a bounded
output. In this case we have no inputs, so the system is stable if the response to whatever
initial condition converges exponentially to zero.

Let us consider the frequency response of the open-loop system

Lred(jω) = Cred(jω)P (jω) =
K (R0C)3

(2N)2 e
−jωR0

( jωβ + 1)( jω2N

R2
0C

+ 1)( jω1
R0

+ 1)

For the range of frequencies at least a decade lower than the minimum displacement of
plant poles

ω ≤ ωg =
1
10

min
{

2Nmin

(Rmax)2C
,

1
Rmax

}
(37)
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the system frequency response can be approximated by

Lred(jω) ≈
K (R0C)3

(2N)2 e
−jωR0

jω
β + 1

as the contribution of plant poles at the denominator is small. Then, we evaluate the
amplitude of the system frequency response for ω = ωg and, under the hypothesis that
N ≥ Nmin, R0 ≤ Rmax, we find the following upper bound

| Lred(jωg) |=
K (R0C)3

(2N)2√
ω2

g

β2 + 1
≤
K (RmaxC)3

(2Nmin)2√
ω2

g

β2 + 1

Now, enforcing the condition

K(RmaxC)3

(2Nmin)2
≤
√(

ωg
β

)2

+ 1, (38)

we have | Lred(jωg) |≤ 1. This means that the unit gain cross-over frequency, which
is unique as the frequency response amplitude is a decreasing function of ω, is upper
bounded by ωg .

In order to establish the closed loop stability, we invoke the Nyquist criterion: if the
open loop system has not unstable roots, the closed loop system is stable if the curve
Lred(jω),−∞ < ω <∞ on the complex plane has not clockwise encirclement around
(−1 + 0j). Thus, recalling that ωgR0 ≥ 0.1 for (37), we have

arg{Lred(jωg)} ≥ arg
{K (RmaxC)3

(2Nmin)2

jωg

β + 1

}
− ωgR0 ≥ −π

2
− 0.1 > −π

Hence, being | Lred(jω) |≤ 1 for ω ≥ ωg, the curve does not encircle the point
(−1 + j0) and the system is stable. In conclusion, we found that, if K and β sat-
isfy the condition (38), the linear system (34) with Cred(s) as controller is stable for any
N ≥ Nmin and R0 ≤ Rmax.

This example shows how the linear model can be used to build a robust design of
RED, which accounts for the variation of the number of flows N and of the round trip
time R. The rationale of this design is to force the controller to dominate the closed-
loop behaviour. This is done by choosing a closed loop time-constant (close to ωg) at
least a decade higher than TCP time-constant or queue time-constant. The expression
(37) leaves a degree of freedom in choosing the parameters (K,β) on the boundary of
the set defined by (38). To determine the parameters, other constraints can be placed.

We could have chosen a multiplicative factor in (37) larger than 0.1. This would
lead to a faster response time of the system, but would produce a controller with lower
stability margins. In order to increase the bandwidth of the system, other strategies
could be introduced as well, such as, for instance, the classical proportional-integral
(PI) controller discussed in [6].
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4 Conclusions

In this paper we introduced the most relevant works in the field of TCP analytical mod-
elling. We considered models that describe the TCP behaviour both as an individual
source (single connection models) or as a part of a network system described in terms
of differential equations (fluid models).

The analysis of individual TCP connections in isolation led to expressions for the
TCP throughput under given networking conditions. Since the analysis required the
independence of the network state and the source state, these models are adequate when
the network is loaded by a large number of flows. In fact, this condition is often verified.
Asymptotic results [46,47] show indeed that the correlation between the state of two
connections rapidly decreases as the number of connection increases.

In the second part, we faced the problem of analytically describing the interaction
between TCP and AQM. In particular, we focused on networks with RED policy. We de-
rived analytical results that allow a qualitative understanding of the transient behaviour
of TCP over RED networks. Furthermore, we presented results on stability and robust-
ness of the network system itself. As a final example of application of these techniques,
we described a method proposed in literature to select the AQM parameters that lead to
stable operations of the linear feedback control system.

This introduction did not address other important models available in literature.
Some authors addressed for instance the modelling of short-lived connections [14,15,16]
where other aspects of TCP, such as the Slow Start phase, dominate the TCP behaviour.
These studies are well justified by the fact that many Internet flows are short and are
completed before reaching a steady-state. As pointed out by Jacobson [48], the Slow
Start phase should be seen as a mechanism for fast approaching of the equilibrium
point, while the Congestion Avoidance as a mechanism for asymptotic stability. Thus,
accurate modelling of this phase somehow complements the results provided by the
analysis of long lived connections.
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1 Introduction

The co-existence of several radio access technologies in today’s mobile devices has
provided end users with a wider choice, which is mainly driven by low cost and
quality of service (QoS)1 guarantees. Wireless Local Area Networks (WLANs)
can provide high speed connections to access networks at a very cheap rate as
compared to those of cellular access networks. These are the two major factors
that motivate during handover an ongoing voice call session of a cellular access
network to discover a WLAN access point. With WLAN coverage restricted to a
relatively small area compared to that of a cellular network, the handover from
WLAN to cellular network for an ongoing session is crucial for seamless service
continuity whenever there is a weakening of WLAN signal strength.

The interoperability between WLAN and cellular network is made possible
with the use of the mobility management mechanism associated with the IP
Multimedia Subsystem (IMS) architecture, based on the recommendations of
the 3rd Generation Partnership Project [1]. The IMS is an overlay system that
serves the convergence of mobile, wireless and fixed broadband data networks
into a common network architecture, where all types of data communications will
be hosted in all IP environments using the infrastructure of the Session Initiation
Protocol (SIP) to exchange messages to register users and set up or terminate
multimedia sessions. As the processing of SIP messages requires the creation of
states, starting timers and execution of filtering criteria, these procedures con-
sume a significant amount of processing, queueing and transmission times with
adverse implications on the performance of the overall IMS core architecture.

Mobility management is one of the main challenges facing IMS which is desig-
nated to deploy its services over a mixture of network access technologies such as
wireless, mobile and fixed accesses. IMS should be able to deal sufficiently with
the important issue of terminals mobility management, that nowadays is tackled
at physical interface level resulting into the weakening of services robustness and
increased probability of disrupted communication.

IMS is logically divided into two main communication domains, namely i)
The data traffic domain (i.e., real time protocol packets consisting of audio,
video and data) and ii) The SIP signalling traffic domain. IMS has entry and
exit functional units or proxies, such as proxy P-CSCF, serving S-CSCF and
interrogating I-CSCF call session control functions. These proxies exchange SIP
messages to register users and setup/terminate multimedia sessions.

The VITAL IMS testbed [2] has a mobility management application server
(MMAS) for voice continuity call with dual mode handset (DMH) roaming be-
tween global system for mobile communications (GSM) and WLAN-IMS. The
active call is handed over from GSM to WLAN and vice versa. Handover in
IMS specifically refers to voice call continuity from a SIP and a Real Time
Protocol (RTP) based call moving from WLAN-IMS to cellular, or vice-versa.
GSM-WLAN-IMS handover denotes the ability to change the access network
from GSM to WLAN-IMS and vice versa, while a voice call is ongoing. This

1 A list of all the acronyms used in this tutorial paper can be seen in Appendix I.
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voice continuity call (VCC) feature applies to users with a GSM-IMS subscrip-
tion and DMH. It is performed by the MMAS and the client on the DMH.

In this VITAL IMS architecture, the MMAS acts as back to back user agent
(B2BUA). Whenever a handover is initiated for an existing call, the DMH first
performs a new call that is routed to the MMAS. Then the MMAS operating
as B2BUA connects the new call leg with the existing call by using a SIP Re-
Invite [3]. Finally, the MMAS deletes the old call leg that is no longer used.
The details of the handover concept are described below based on four specific
handover scenarios:

– An IMS-IMS call is ongoing. Then the A-Party performs an IMS originating
handover: IMS → GSM. The result is a GSM-IMS call.

– An IMS-IMS call is ongoing. Then the B-Party performs an IMS terminating
handover: IMS→GSM. The result is an IMS-GSM call.

– A GSM-IMS call is ongoing. Then the A-Party performs an IMS originating
handover: GSM→IMS. The result is an IMS-IMS call.

– An IMS-GSM call is ongoing. Then the B-Party performs an IMS terminating
handover: GSM’IMS. The result is an IMS-IMS call.

In all handover scenarios, the following basic rules apply:

– On the IMS terminating side (for UE-B), the MMAS is the last IMS appli-
cation server in the path.

– On the IMS originating side (for UE-A), the MMAS is the first IMS appli-
cation server in the path.

– The voice application server (VAS) is invoked between originating MMAS
and terminating MMAS.

– In the case of UE-A handover, the MMAS on the originating side performs
the handover control (e.g. breaks the call).

– In the case of UE-B handover, the MMAS on the terminating side performs
the handover control (e.g., breaks the call).

– The MMAS and the VAS need to be included into the SIP signalling path
at the call setup such that a handover can be performed during the call. The
MMAS cannot be included into the SIP signalling path after the call setup.

The handover switch time is significantly felt when a cellular/WLAN signal
either is substantially weakened or abruptly disappears. In this context, the
handover switching time is mainly due to the control messages traversing through
a control path in order to setup a new call leg without disconnecting an ongoing
call session.

The VITAL mobility specification [2] shows that the control functions in the
path process several SIP messages per single handover request. With SIP mes-
sages often exceeding more than 1000 bytes, they are likely to have an adverse
impact on the overall performance of the IMS architecture. Therefore, perfor-
mance modelling and analysis may guarantee efficient and smooth IMS archi-
tecture operations whilst providing QoS guarantees. Within this framework, the
design and implementation of IMS architecture will be well planned if perfor-
mance metrics, such as server utilization, throughput and response time, are
predicted quickly and efficiently.
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Most of the ongoing research in the IMS field focuses on improving the devel-
opment, engineering and performance impact of SIP messages. Cortes et al [4]
have shown that SIP messages face significant challenges in SIP servers and,
hence, special attention should be devoted on the design handling and parsing
of SIP messages functionalities. Batterman et al [5] proposed SIP messages prior-
itization method in SIP servers. It was shown that the prioritized SIP messages
can be processed without a major delay. A SIP offload engine was introduced
in [6], whereby the scheme transforms SIP messages in binary format at the
front end in order to parse the binary in the SIP stack. Rajagopal and Devet-
sikiotis [7] have proposed a modelling methodology that uses real life workload
characterization, queueing analysis and optimization. The proposed methodol-
ogy gives a systematic way for the selection of system design parameters in order
to guarantee network performance whilst maximizing the overall system utility.
Moreover, studies relating to the registration and session setup for accessing ap-
plication servers in IMS [8] and the performance modelling and evaluation of
handover mechanisms in IMS [9], respectively, were shown to specifically comply
with the operational characteristics of an open central server queueing network
model (QNM) [10]. Finally, Forte and Schulzrinne [11] introduced a new com-
pression mechanism, based on the concept of templates that may be used in
wireless networks by cellular operators. Such mechanism makes it possible to
achieve the delay requirements of most time-critical applications, such as push
to talk over cellular (PoC) in IMS.

This tutorial paper has its roots in the IMS performance evaluation studies re-
ported in [8, 9] relating to the VITAL network architecture [2] and the analytic
works on the entropy maximisation and open GE-type QNMs with arbitrary
configuration (c.f., [12, 13]. More specifically, it introduces a mobility manage-
ment mechanism for an IMS testbed, which was implemented by Nokia-Siemens
as part of the deliverables of the VITAL project [2]. It also studies and evalu-
ates the bursty traffic flows of SIP messages during a handover process involving
WLAN and GSM access networks. Moreover, it models the functional units and
application servers of an IMS architecture with SIP messages as an open (QNM)
with finite capacity, generalised exponential (GE) interarrival times, head-of-line
priorities and complete buffer sharing management scheme under a repetitive
service blocking with random destination (RS-RD) (c.f., [13] ). Finally, typical
numerical experiments are included to validate the credibility of the analytic
ME results against those devised by discrete event simulation and assess the
performance impact of traffic flows of SIP messages on the functional IMS units
during handover between different IMS access networks.

Note that this work assumes that all user equipments (UEs) are subscribers
of IMS and associated cellular networks whilst the terms user, client, DMH and
UE are used interchangeably. Moreover, it deals with the first scenario only,
i.e., an IMS-IMS call is ongoing. Then the A-Party performs an IMS originating
handover IMS→GSM. The result is a GSM-IMS call.

The rest of the paper is organised as follows: Section 2 introduces GE-type
distribution whilst Section 3 reviews the maximum entropy (ME) methodology
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as applied to the analysis of arbitrary open queueing network models (QNMs)
with RS-RD blocking. Section 4 describes the message flows during the handover
process. Section 5 devises a custom made open QNM of the functional units and
application servers of an IMS network architecture during a handover session.
Sections 6 explains the simulation setup used for the validation of the QNM and
presents some typical numerical experiments, which validate the credibility of
the ME performance metrics against simulation and also assess the performance
impact of bursty GE-type traffic flows of SIP messages on the IMS architec-
ture. Conclusions follow Section 7 and a list of acronyms used throughout the
manuscript is placed in Appendix I.

2 The GE-Type Distribution

The GE-type distribution is a mixed interevent-time distribution of the form
(c.f., Fig. 1)

F (t) = P (A ≤ t) = 1− τe−σt, t ≥ 0, (1)

τ =
2

C2 + 1
(2)

σ = τν (3)

whereA is a mixed-time random variable (rv) of the interevent-time and (1/ν, C2)
are the mean and squared coefficient of variation (SCV) of rv A (c.f., [12]- [13]).
The GE-type distribution is versatile, possessing pseudo-memoryless properties
which make the solution of many GE-type queueing systems and networks ana-
lytically tractable.

For C2 > 1, the GE is an extremal case of the family of Hyperexponential-2
(H2) distributions with the same (ν, C2) having a corresponding counting process
equivalent to a compound Poisson process (CPP) with parameter 2ν/(C2 + 1)
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Fig. 1. The GE distribution with parameters τ and σ(0 ≤ τ ≤ 1)
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and geometrically distributed bulk sizes with mean, (1+C2)/2 and SCV, (C2−
1)/(C2 + 1). The CPP is expressed by

P (Ncp = n) =

⎧⎨⎩
∑n
i=1

σi

i! e
−σ

(
n− 1
i− 1

)
τ i(1− τ)n−i, n ≥ 1

e−σ, n = 0
(4)

where Ncp is a CPP rv of the number of events per unit time corresponding to
a stationary GE-type interevent rv.

The choice of the GE distribution is further motivated by the fact that mea-
surements of actual interarrival or service times may be generally limited and
so only few parameters can be computed reliably. Typically, only the mean and
variance may be relied upon, and thus, a choice of a distribution which implies
least bias (i.e., introduction of arbitrary and therefore, false assumptions) is that
of GE-type distribution.

3 Entropy Maximization and QNMs RS-RD Blocking:
A Review

This section presents a review of an extended product-form approximation and a
related queue-by-queue decomposition algorithm, based on the principle of ME,
for open QNMs with arbitrary topology and RS-RD blocking [13]).

3.1 A Product Form Approximation

Consider an arbitrary open QNM at equilibrium with M single GE-type server
queues, R (R > 1) distinct HOL priority classes (indexed from 1 to R in descend-
ing order of priority), GE-type external inter-arrival times, random routing with
class switching, CBS buffer management scheme and RS-RD blocking. Each
queueing station k (k = 1, 2, . . . ,M) is assumed to be modelled by a building
block GE/GE/1/Nk/HOL/CBS queue k with finite capacity Nk (Nk ≥ 1).

Notation

For each queue k (k = 1, 2, . . . ,M) and job class i (i = 1, 2, . . . , R), let

λki, C
2
aki be the mean rate and SCV of the overall actual inter-arrival process

of class i jobs at queue k, respectively,
μki, C

2
ski be the mean rate and SCV of the actual service process of class i jobs

at queue k, respectively,
nki(0 ≤ nki ≤ Nk) be the number of jobs of class i at queue k waiting and

receiving service,
nk = (nk1, nk2, . . . nkm) be the aggregate joint state the network,
πki be the blocking probability that a completer from any queue m, m �= k of

class i is blocked by queue k,
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πcki be the blocking probability that a completer of class i will be blocked by a
downstream queue,

{akio, akimj} be the transition probabilities (first order Markov chain) that a
class i job transmitted from queue k leaves the network or attempts to join
queue m as a class j job, respectively,

{λ0ki, C
2
a 0ki} be the mean arrival rate and SCV of the actual external inter-

arrival process of class i jobs at queue k, respectively,
{λkimj , λ̂kimj} and {Ĉ2

a kimj C
2
a kimj} be the mean arrival rates and SCVs of the

actual and effective, respectively, inter-arrival processes of class i jobs trans-
mitted from queue k to queue m as class j jobs,

{πkimj} be the blocking probabilities that a job of class i upon its service com-
pletion from queue k will be blocked by queue m, as class j,

{π0ki} be the blocking probabilities that an external arrival of class i is blocked
by queue k.

A credible universal product-form ME approximation of the joint state proba-
bility {P (n),n = (n1,n2, . . .nM )}, subject to normalization and marginal (per
queue and class) constraints of server utilization, busy state probability, mean
queue length and full buffer state probability (when a class i job is in service at
queue k) can be established (c.f., [13]), namely

P (n) =
M∏
k=1

Pk(nk), (5)

where {Pk(nk), k = 1, 2, . . . ,M} are the marginal (class) ME state probabilities
at queue k.

3.2 ME Queue-by-Queue Decomposition Algorithm

A ME queue-by-queue decomposition algorithm for the approximate analysis of
the aforementioned arbitrary open QNMs is summarized in Algorithm 1.

A pictorial presentation of the flow streams and queue-by-queue decomposi-
tion can be seen in Fig. 2.

Remarks

– The GE-type distribution is used to approximate the effective inter-arrival
and inter-departure time processes for each class i(i = 1, 2, . . . , R) at each
queue k(k = 1, 2, . . . ,M) of the network. The algorithm incorporates a feed-
back correction of the original service parameters {μki, C2

ski, ∀ k, i} in or-
der to mitigate the strong underlying assumption that arrival streams per
class within the network can be modelled via renewal CPPs. Note that, un-
der the RS-RD blocking mechanism, the ME algorithm utilizes stochastic
closed-form expressions for the calculation of the effective service time pa-
rameters {μ̂ki, Ĉ2

ski} (c.f., [13]). Since RS-RD blocking imposes a dependence
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Algorithm 1. The ME Decomposition Algorithm
Input Data

– M, R,
–
{
Nk, λ0ki, C

2
a 0ki, μki, C

2
s ki, akimj

}
k = 1, 2, . . . , M, m = 0, 1, . . . , M,

i, j = 1, 2, . . . , R.

Begin

Step 1 Feedback correction
Step 2 Initialize π0ki & πkimj to any value in (0,1), ∀ k, m = 1, 2, . . . , M and ∀ i, j =

1, 2, . . . , R; Set C2
dki = 1,∀k, i;

Step 3 Solve the system of the non-linear equations of blocking probabilities {π0ki,
πkimj ,∀k, m, i, j};
Step 3.1 For each censored GE/GE/1/N/HOL/CBS queueing station k, k =

1, . . . , M under RS blocking, calculate the effective flow transition probabil-
ities {âkimj ,∀k, m, i, j};

Step 3.2 Calculate effective inter-arrival time message flow balance equations
for {λ̂0ki, λ̂ki,∀k, i};

Step 3.3 Calculate the effective service-time parameters, {μ̂ki, Ĉ
2
s ki,∀k, i} un-

der RS-RD blocking mechanism;
Step 3.4 Calculate the overall GE-type inter-arrival-time parameters, {λki,

C2
a ki,∀k, i};

Step 3.5 Obtain new values for {π0ki πmjki,∀k, i}, by applying Newton Raph-
son method;

Step 4 Calculate GE-Type inter-departure parameters {λdki, C
2
d ki,∀k, i};

Step 5 Obtain a new value for the overall inter-arrival-time SCVs, {C2
a ki ∀ , k, i};

Step 6 Return to Step 3 until convergence of {C2
a ki, ∀ k, i};

Step 7 Obtain GE-type performance metrics of interest.

End

relationship on the actual routing of jobs from one queueing station to an-
other, it is necessary to create and adopt an effective transition probability
matrix Â = (α̂ki0, α̂kimj) in the solution process.

– The ME algorithm describes the computational process of solving the
non-linear equations for job loss, {π0ki} and blocking, {πkimj}, probabil-
ities under GE-type flow formulae [12, 13] for the determination of the
first two moments of merging, splitting and departing streams. The main
computational cost of the algorithm is of O

{
kR2M2

}
, where k is the

number of iterations in step 3 and R2M2 is the number of operations
for inverting the associated Jacobian matrix of the system of non-
linear equations {π0ki, πkimj , ∀ k,m, i, j} via a quasi-Newton numerical
method.
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Fig. 2. Flow streams and ME queue-by-queue decomposition
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4 Message Flows

The message flows considered in this paper consist of voice calls with the fol-
lowing profile: Whilst an IMS-IMS voice call is ongoing between GSM/IMS
subscribers with DMH, the UE-A performs an IMS originating handover from
WLAN/IMS to GSM/IMS (c.f., [2]). The outcome of these operations is a GSM-
IMS call.

Before the handover occurs, a call is established from UE-A to UE-B. This is
illustrated in numbers 1 to 6 of Fig. 3 The handover is initiated by the DMH
roaming (c.f., number 7 in Fig. 3). This may be based on measurements of the
WLAN signal strength in the DMH that triggers the handover procedure when
the signal becomes weaker or abruptly disappears. The handover procedure may
also be triggered manually (e.g., when pressing a button on the DMH).

The handover is performed by the following steps: The UE-A initiates a voice
call via the GSM network. The call setup request is addressed to UE-A (the
mobile basically makes a call to itself). The originating mobile switching cen-
tre (MSC) of the visited GSM network forwards the call Prefix-Routing based
on the Calling-Party (A-Party) address to the media gateway control function
(MGCF). When the MMAS receives the call setup request (i.e., the SIP Invite
with Roaming Number Originating (RN-O) in the SIP Request-URI) in number
12 (c.f., Fig. 3), then a handover is required. This is because the MMAS already
has a SIP call in IMS ongoing from UE-A and thus, it is aware that UE-A wants
to roam from WLAN to GSM (while the call is ongoing). To actually perform
the handover, the MMAS (acting as B2BUA) sends a SIP Re-Invite message
to UE-B (n.b. this Re-Invite message is not shown in Fig. 3). The Re-Invite
traverses along the SIP signalling path of the existing call and carries the ses-
sion description protocol (SDP) with the IP address and port information used
for the voice bearer of the call in the media gateway (MGW). The MMAS ob-
tained this SDP from the MGCF with the SIP Invite message (c.f., numbers
10-12 of Fig. 3). When the SIP Re-Invite arrives at the UE-B, then the UE-B re-
directs the voice bearer traffic from UE-B to the MGW and answers the request
with a 200-OK, which carries the SDP of UE-B. At the end of the procedure,
the voice bearer is exchanged between the MGW and the UE-B. Finally, the
MMAS closes the WLAN/IMS based call leg between the UE-A and the MMAS
by sending a SIP Bye message via the S-CSCF to the UE-A. This completes
the handover procedure. The new call now follows the signalling path indicated
in Fig. 3.

The MMAS of the UE-A, the Voice AS and the MMAS of UE-B remain within
the SIP signalling path after the handover. This is in order to i) control another
handover of UE-A ii) control a handover of UE-B and iii) provide Supplementary
Services (SS) based on VAS.

Note that the aforementioned handover mechanism is only applicable to a
single session. Therefore, the DMH cannot have several voice calls active at the
same time, which may then get successfully handed over from WLAN/IMS to
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MMAS S−SCSF VA UE−B

200 OK

Bye

Re−Invite

200 OK

200 OK

Bye

200 OK

Bye

Invite

200 OK

Re−Invite
Re−Invite

Re−Invite

UE−A

Fig. 4. Flows of SIP messages during WLAN/IMS to GSM/IMS handover mechanism

GSM/GSM and vice versa. This limitation was made to simplify the logic in the
MMAS and DMH.

Fig. 4 depicts the flow chart of SIP messages during a handover mechanism
from WLAN/IMS to GSM/IMS.

5 An Open QNM of the IMS Functional Units and
Application Servers

A diagrammatic illustration of an open QNM of the IMS functional units (P-
CSCF,S-CSCF and I-CSCF) and application servers (VAS and MMAS) during a
handover process is displayed in Fig.5. There is an additional application server
for future use that represents an IP Television (IPTV).

Note that μ̂ki and Ĉ2
ski, ∀ki are the effective service time parameters, λki and

C2
aki are overall actual class arrivals. In the context of this paper, R = 2, i.e.,

two distinct HOL priority classes are considered. The high priority is given to
SIP Re-invite messages that trigger the handover process. The rest of the SIP
messages and other traffic flows are given the low priority. Note that Real-Time
Transport Protocol (RTP) traffic does not flow and pass through the IMS core
network.
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6 Simulation Setup and Numerical Results

This section presents numerical validation results based on the ME analysis
and simulation of the proposed open QNM in Fig. 5. The input data used in
the simulation setup in order to validate the open QNM for the IMS handover
management mechanism against simulation are presented in Table 1 at 95%
confidence intervals.

Table 1. Numerical Inputs and Results for the Open QNM of Fig. 5

Number of Classes=2

λ011 = 0.7 λ012 = 0.5 C2
a011 = 5.0 C2

a012 = 5.0

Buffer capacity at each link=5

μ11 = 2 C2
s11 = 3 μ12 = 3 C2

s12 = 5 μ21 = 1 C2
s21 = 2

μ22 = 3 C2
s22 = 4 μ31 = 2 C2

s31 = 5 μ32 = 3 C2
s32 = 4

μ51 = 1 C2
s51 = 4 μ52 = 2 C2

s52 = 5 μ41 = 2 C2
s41 = 4

μ42 = 1 C2
s42 = 2 μ61 = 3 C2

s61 = 4 μ62 = 1 C2
s62 = 5

Transition Matrix

a2151 = 0.5 a2252 = 0.5 a2141 = 0.5 a2242 = 0.5 a1121 = 0.5 a1222 = 0.5
a3222 = 0.5 a3121 = 0.5 a4222 = 0.5 a4121 = 0.5 a1131 = 0.5 a1232 = 0.5
a2151 = 0.5 a2252 = 0.5 a5222 = 0.5 a5121 = 0.5 a6212 = 0.5 a6111 = 0.5

Thesimulationwas implementedusing for communicationpurposes theJavaRe-
mote Method Invocation (RMI) package. The main program was developed using
Java SDK6whilst the S-CSCF,P-CSCF, I-CSCF,MMAS,VASandan extra appli-
cation server for IPTV were simulated using Linux 2.6.9-42.0.2.ELsmpi686Athlon
i386 machine with 4GB of RAM. Other background traffic flows were introduced
in the network consisting of file transfer protocols (FTPs) and hyper text transfer
protocol (HTTP). It was assumed that 4 UE-Bs and 10 UE-As were available.

Without loss of generality, the comparative study is based on marginal perfor-
mance metrics of mean response time and aggregate mean queue length of SIP
Re-Invite handover messages by varying the SCV of the inter-arrival times. It can
be seen from Fig. 6 that the mean response time of SIP messages during a han-
dover process begins to deteriorate for increasing values of inter-arrival time SCV.

Fig. 7 illustrates the effect of varying inter-arrival SCV on the aggregate mean
queue length of SIP messages. In Fig. 8, each functional unit of the IMS is
compared to each other in terms of the corresponding mean response time of
SIP Re-Invite messages against the the SCV of the inter-arrival traffic. From the
analytical and simulation results, it can be seen that S-CSCF provides the most
pessimistic mean response time.

It can be observed in Figs. 6-8 that the analytic ME results compare favourably
with those of the simulation. Moreover, the variability of the SCV of the inter-
arrival times has an adverse impact on the performance of the IMS functional
units. Typically, the S-CSCF is the bottleneck in the IMS core network because
it processes a large number of SIP messages.



608 I.M. Mkwawa et al.

 1

 4  6  8  10  12  14  16  18  20

M
ea

n 
re

sp
on

se
 ti

m
e 

(m
s)

SCV

non-Re-Invite-Model
Re-Invite-Model

Re-Invite-Sim
non-Re-Invite-Sim

Fig. 6. The effect of traffic variability on the mean response time of SIP messages

 4  6  8  10  12  14  16  18  20

A
gg

re
ga

te
 M

Q
L

SCV

MQL-Model
MQL-Sim

Fig. 7. The effect of traffic variability on the aggregate mean queue length



Performance Modelling and Evaluation 609

 1

 5  10  15  20  25

M
ea

n 
re

sp
on

se
 ti

m
e 

(m
s)

SCV

MMAS-Model
MMAS-Sim

I-SCSF-Model
I-SCSF-Sim

P-SCSF-Model
P-SCSF-Sim

S-SCSF-Model
S-SCSF-Sim

AS-Model
AS-Sim

VAS-Model
VAS-Sim

Fig. 8. The mean response time at each IMS functional unit

7 Conclusions

A mobility management mechanism was introduced for an IP multimedia sub-
system (IMS) testbed implemented by Nokia-Siemens as part of the EU IST
VITAL project [2]. The GE-type distribution [12] was used to characterise the
bursty traffic flows of SIP messages during the handover process between the
WLAN and GSM access networks. The functional units and application servers
of the IMS architecture were presented in the context of an open QNM with
HoL priority classes for the SIP messages and complete buffer sharing under
RS-RD [13].

The quantitative analysis of the open QNM was based on the universal ME
product-form approximation and related queue-by-queue decomposition algo-
rithm as well as discrete event simulation. Typical numerical experiments showed
that the analytic ME solutions were very comparable to the corresponding sim-
ulation results. Moreover, the performance prediction study revealed that the
variability of bursty traffic described by the interarrival time SCV had an ad-
verse impact on the performance of the IMS functional units. In particular, the
S-CSCF proxy was identified as the bottleneck device of the IMS core network
architecture processing a large number of SIP messages during handover.
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Appendix I Table of Acronyms

3GPP 3rd Generation Partnership Project (3GPP)
AS Application Server
B2BUA Back to Back User Agent
DMH Dual Mode Handset
GE Generalised Exponential
GSM Global System for Mobile communications
HoL Head of Line
I-CSCF Interrogating Call Session Control Function
IMS IP Multimedia Subsystem
IP Internet Protocol
IPTV IP Television
ME Maximum Entropy
MGW Media Gateway
MMAS Mobility Management Application Server
MGCF Media Gateway Control Function
MSC Mobile Switching Center
P-CSCF Proxy Call Session Control Function
PoC Push to talk over Cellular
QNM Queueing Network Model
RN-O Roaming Number-Originating
RN-T Roaming Number-Terminating
RS-RD Repetitive Service blocking with Random Destination
RTP Real-time Transport Protocol
S-CSCF Serving Call Session Control Function
SCV Squared Coefficient of Variation
SDP Session Description Protocol
SIP Session Initiation Protocol
SS Supplementary Services
UE User Equipment
URI Uniform Resource Identifier
VAS Voice Application Server
VCC Voice Continuity Call
WLAN Wireless Local Area Network
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do@hit.bme.hu

2 Meerut Institute of Engineering and Technology (MIET),
Meerut, India 250005
ramchakka@yahoo.com

Abstract. This paper suggests new queuing models, in the Markovian
framework, which can tackle the presence of burstiness in the traffic and
autocorrelations among the inter-arrival times of packets in the perfor-
mance evaluation of next generation networks. These models are essen-
tially based on certain generalizations of the Quasi Birth-Death (QBD)
processes. Efficient steady state solution of these new queuing models,
along with some illustrative applications, is presented. The proposed
models and their further evolutions have the potential to be useful tools
for the performance evaluation of modern telecommunication networks.

1 Introduction

The concept of Quasi Birth-Death (QBD) processes, as a generalization of the
classical birth and death processes (e. g. the M/M/1 queue) was first introduced
in the late sixties by [55] and [26]. A QBD process is a Markov process on a two-
dimensional lattice, finite in one dimension (finite or infinite in the other). A
state is described by two integer-valued random variables: the one in the finite
dimension is the phase and the other is the level [37, 39, 41]. Transitions in a
QBD process are possible within the same level or between adjacent levels. It
is observed that QBD processes create a useful framework for the performabil-
ity analysis pertaining to many problems occurring in telecommunications and
computer networks [4, 8, 18, 20, 23, 36, 40, 42, 45, 56, 57].

In a QBD process, if the nonzero jumps in levels are not accompanied with
changes in a phase, then these processes can be known as Markov modulated
Birth and Death processes. The large or infinite number of states involved makes
the solution of these models nontrivial. There are several methods of solving
these models, either the whole class of models or some of the subclasses.

Seelen has analyzed a Ph/Ph/c queue in the QBD frame work [46]. Seelen’s
method is an approximate one where the Markov chain is first truncated to a
finite state Markov chain. By exploiting the structure an efficient iterative solu-
tion algorithm can be applied. The second method is to reduce the infinite-states

D. Kouvatsos (Ed.): Next Generation Internet, LNCS 5233, pp. 612–641, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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problem to a linear equation involving vector generating function and some un-
known probabilities. The latter are then determined with the aid of the singu-
larities of the coefficient matrix. A comprehensive treatment of that approach,
in the context of a discretetime process with a general M/G/1 type structure, is
presented in [30]. The third way of solving these models is the well known matrix
geometric method, first proposed by Evans [26, 41]. In this method a nonlinear
matrix equation is first formed from the system parameters and the minimal non-
negative solution R of this equation is computed by an iterative method. The
invariant vector is then expressed in terms of the powers of R. Neuts claims this
method has a probabilistic interpretation for the steps in computation. How-
ever, this method suffers from the fact that there is no way of knowing how
many iterations are needed to compute R to a given accuracy. It can also be
shown that for certain parameter values the computation requirements are un-
certain and formidably large. The fourth method is known as spectral expansion
method [5,6,39]. It is based on expressing the invariant vector of the process in
terms of eigenvalues and left eigenvectors of a certain matrix polynomial. The
generating function approach and the spectral expansion method are closely re-
lated. However, the latter computes steady state probabilities directly using an
algebraic expansion while the former provides them through a transform.

It is confirmed by a number of works that the spectral expansion method is
better than the matrix geometric method in a number of aspects [5, 32, 33, 39].
It is observed that the spectral expansion method is proved to be a mature
technique for the performance analysis of various problems [5,6,7,8,9,10,11,12,
13, 14, 15, 16, 17, 20, 21, 22, 23, 24, 25, 27, 28, 31, 32, 38, 39, 49, 50, 51, 53, 54, 52, 58].

Due to heterogeneous requirements concerning network technology and ser-
vices that next generation networks (NGN) [34] are required to support, the issue
of modeling the packet traffic and nodes in modern communication networks has
become complicated because of the existence of burstiness (time varying arrival
or service rates, arrivals or services of packets in batches) and important corre-
lations among inter-arrival times [44]. In addition the traffic arriving at a node
is often the superposition of traffic from a number of sources (homogeneous
or heterogeneous), which further complicates the analysis of the system. Self-
similar traffic models such as the FBM [43] can represent both burstiness and
auto-correlations, but they are not analytically tractable in a queuing context.

The CPP1, defined in [19] and employed in [14, 29] and the
∑K
k=1 CPPk (su-

perposition of K independent CPPs) traffic models often give a good represen-
tation of the burstiness (batch size distribution) of the traffic from one or more
sources (along with mathematical tractability), but not the auto-correlations of
the inter-arrival times (of batches) observed in real traffic. The usefulness and
applicability of these models has been validated by measurements for example
in [8, 23].

Recently, we have proposed two new queuing models, the MM
∑K
k=1

CPPk/GE/c/L G-queue [10] with homogenous servers (the Sigma queue) and

1 Throughout this paper when we refer to CPP we mean the compound Poison process
with independent and geometric batch-sizes, this is for convenience of referring.
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with heterogeneous servers (the HetSigma queue [8]). We have also developed
some transformations which, when applied to the steady state balance equa-
tions, result in QBD-M type computable form. These models do provide a large
flexibility to accommodate geometric as well as non-geometric batch sizes in
both arrivals and services, and hence are capable of emerging as generalized
Markovian node models. In these queues, the GE service time distribution is
widely used, which is motivated by the fact that only the mean and variance
may be computed reliably from the measurements. Therefore a choice of the
distributions which implies least bias is that of the GE distribution [35,47]. The
parameters of the GE distribution are estimated from the real traffic trace in
our numerical study. Moreover, the accommodation of large or unbounded batch-
sizes, with efficient steady state queuing solutions, is a definitive advantage of
our models besides the ability to accommodate negative customers.

In this paper, we present the spectral expansion methodology for the QBM-M
queue. Then we give the short overview of the HetSigma queuing model, efficient
computation of its steady state performance, possible extensions, along with
some non-trivial applications to the performance evaluation of some problems
in telecommunications networks.

The rest of the paper is organized as follows. Section 2 gives a brief overview
of the important stochastic processes and distributions used in the new queuing
model. It also presents the spectral expansion for QBD-M processes. The Het-
Sigma queue is described in Section 3. The required steady state solution and
an application are given in Sections 4 and 5, respectively. Some extensions are
discussed in Section 6. Future directions to this research and conclusions are
dealt in Section 7.

2 A Brief Overview of the Stochastic Processes and
Distributions Involved

2.1 The QBD-M Process

The QBD-M (Quasi Simultaneous-Bounded-Multiple Births and Simultaneous-
Bounded-Multiple Deaths) process is a two-dimensional Markov process on a
finite or semi-infinite lattice strip [5, 6, 39]. The state at any time t is denoted
by two integer valued random variables, I(t) and J(t). I(t) takes a finite set of
values (phases) {1, 2, . . . , N}, and J(t) takes a set of values (levels) {0, 1, . . . , L},
where L can be finite or infinite. We assume that the Markov process, Y if L is
infinite, and Y if L is finite, is denoted by {[I(t), J(t)]; t ≤ 0} and is irreducible.

The possible transitions underlying this Markov process are given by the fol-
lowing transition rate matrices, each of size N ×N :

Aj : purely lateral (phase) transitions – Aj(i, k) is the transition rate from
state (i, j) to state (k, j) (i �= k; 0 ≤ i, k ≤ N ; j = 0, 1, . . . , L).

Bj,j+s : bounded s−step upward transitions – Bj,j+s(i, k) is the transition
rate from the state (i, j) to state (k, j + s) (0 ≤ i, k ≤ N ; 1 ≤ s ≤
y1; j = 0, 1, . . . , L− 1). Bj,j+s = 0 if j + s > L.
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Cj,j−s : bounded s−step downward transitions – Cj,j−s(i, k) is the transition
rate from state (i, j) to state (k, j − s) (0 ≤ i, k ≤ N ; 1 ≤ s ≤ y2; j =
1, 2, . . . , L). Cj,j−s = 0 if j − s < 0.

There is a threshold T such that, Aj = A (j ≥ T ), Bj,j+s = Bs (j ≥ T −
y1), Cj,j−s = Cs (j ≥ T ), thus these matrices are independent of j.

The spectral expansion solution of the QBD-M process is based on the ob-
servation that the steady state balance equations can be written in the form

y∑
k=0

vj+kQk = 0 (T − y1 ≤ j ≤ L− y − 1; y = y1 + y2), (1)

where the coefficient matrices Qk can be obtained from system parameters, fol-
lowing the methodology in [6, 8, 14].

Therefore, when L is finite, the probability invariant vector vj is given by
[5, 6, 39]

vj =
y1N∑
l=1

alψlλ
j−T+y1
l +

y2N∑
l=1

blγlξ
L−1−j
l (T − y1 ≤ j ≤ L− 1), (2)

where (λk, ψk) are the left-eigenvalue and eigenvector pairs of the character-

istic, quadratic matrix-polynomial Q(l) =
y∑
k=0

Qkλ
k pertaining to the Markov

process Y , and (ξk, γk) are the left-eigenvalue and eigenvector pairs of the char-

acteristic, quadratic matrix polynomial Q(l) =
y∑
k=0

Qy−kλk. al and bl are the

constants, which can be determined with the aid of the state-dependent balance
equations [5].

When L is infinite (unbounded) and the ergodicity condition is satisfied, then
the above solution reduces to

vj =
Ny1∑
l=1

alψlλ
j−T+y1
l (j = T − y1, T − y1 + 1, . . .) . (3)

2.2 The QBD-U Process

In a QBD-M process, if y1 or y2 is unbounded, it becomes a QBD-U
process (Quasi Simultaneous-Unbounded-Multiple Births and Simultaneous-
Unbounded-Multiple Deaths). QBD-U processes are very useful in performance
modeling of NGN as we shall see in the rest of this paper. Only in certain spe-
cial cases of the QBD-U processes, there have been efficient, exact steady state
solution methods [14, 15].
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2.3 The Generalized Exponential (GE) Distribution

Excellent treatment of the GE distribution, its usefulness and applications
are available in [35, 47]. The GE distribution is versatile, possessing pseudo-
memoryless properties. This makes the solution of many queuing systems and
networks employing GE distribution analytically tractable [35]. The GE distri-
bution is given in the following form:

F (t) = P (W ≤ t) = 1− (1− φ)e−μt (t ≥ 0), (4)

where W is the GE random variable with parameters μ, φ. Thus, the GE pa-
rameter estimation can be obtained by 1/ν, the mean, and C2

coeff , the squared
coefficient of variation of the inter-event time of the sample as

1− φ = 2/(C2
coeff + 1) ; μ = ν(1 − φ) . (5)

For C2
coeff > 1, the GE model is a mixed-type probability distribution, e.g.

Hyperexponential-2 having the same mean and coefficient of variation, and with
one of the two phases having zero service time, or, a bulk type distribution with
an underlying counting process equivalent to a Batch (or Bulk) Poisson Process
(BPP) with batch-arrival rate μ and geometrically distributed batch size with
mean 1/(1−φ) and SCV (C2

coeff −1)/(1+C2
coeff) (c.f. [47]). It can be observed

that there is an infinite family of BPPs with the same GE-type inter-event
time distribution. It is shown that, among them, the BPP with geometrically
distributed bulk sizes (referred as the CPP through this paper) is the only one
that constitutes a renewal process (the zero inter-event times within a bulk/batch
are independent if the bulk size distribution is geometric [35]).

The choice of the GE distribution is often motivated by the fact that mea-
surements of actual inter-arrival or service times may be generally limited in
accuracy, and so only a few parameters (for example the mean and variance) can
be computed reliably. Typically, when only the mean and variance can be relied
upon, a choice of a distribution which implies least bias (bias means, introduction
of arbitrary and false assumptions) is that of GE-type distribution [35, 47].

2.4 The CPP, MMCPP and MM
∑K

k=1 CPPk Processes

Though BPP and CPP are synonymous, when we refer to a CPP in this paper,
we actually refer to a CPP with independent and geometric batch-sizes, for
convenience of referring.

When the parameters of a CPP are modulated by an external Markov chain,
we obtain the MMCPP (Markov modulated CPP) process. Let the generator
matrix of the modulating CTMC (continuous time Markov chain) be given by,

Q =

⎡⎢⎢⎢⎣
−q1 q1,2 . . . q1,N
q2,1 −q2 . . . q2,N
...

...
. . .

...
qN,1 qN,2 . . . −qN

⎤⎥⎥⎥⎦ ,



Generalized QBD Processes, Spectral Expansion 617

where qi,k(i �= k) is the instantaneous transition rate from phase i to phase k,
qi,i = 0 ∀i, and qi =

∑N
j=1 qi,j , (i = 1, . . . , N). Let r = (r1, r2, . . . , rN ) be the

vector of equilibrium probabilities of the modulating phases. Then, r is uniquely
determined by the equations, rQ = 0; reN = 1, where eN stands for the
column vector with N elements, each of which is unity. In the MMCPP arrival
process, the inter-arrival time distribution of customers, in phase i, is GE with
parameters (σi, θi).

The MM
∑K
k=1 CPPk is obtained by Markov modulation of the parameters of

the superposition ofK independent CPP streams. That is, all theK independent
CPPs are jointly Markov modulated.

3 The HetSigma Queuing Model

We introduce the terminology HetSigma to denote the MM
K∑
k=1

CPPk/GE/c/L

G-queue with heterogenous servers. In the queue, the effective customer arrival
process is MM

∑K
k=1 CPPk in which the superposed K CPPs are independent

and their parameters are jointly Markov modulated. The same modulating pro-
cess also modulates the parameters of the service time and those of the CPP of
the negative customers, as we shall see below in detail.

3.1 The Arrival Process

The arrival and service processes are modulated by the same continuous time,
irreducible Markov phase process with N states. Let Q be the generator ma-
trix of this process. The arrival process, in any given modulating phase, is the
superposition of K independent CPP arrival streams of customers (or packets,
in packet-switched networks) and an independent CPP of negative customers.
Customers of different arrival streams are not distinguishable. The parameters
of the GE inter-arrival time distribution of the kth (1 ≤ k ≤ K) customer ar-
rival stream, in modulating phase i, are (σi,k, θi,k), and (ρi, δi) are those of the
negative customers. That is, the inter-arrival time probability distribution func-
tion is 1 − (1 − θi,k)e−σi,kt, in phase i, for the kth stream of customers, and
1 − (1 − δi)e−ρit for the negative customers. Thus, in a given phase, all the
K + 1 arrival point-processes are Compound Poisson, with batches arriving at
each point having geometric size distribution. Specifically, in phase i, the prob-
ability that a batch is of size s is (1− θi,k)θs−1

i,k for the kth stream of customers,
and (1− δi)δs−1

i for the negative customers. Strictly during a given phase i, the
effective arrival process is

∑K
k=1 CPPi,k, where CPPi,k is the kth CPP arrival

process in the modulating phase i.
Let σi,., σi,. be the average arrival rate of customer batches and customers in

phase i respectively. Let σ, σ be the overall average arrival rate of batches and
customers respectively. Then, it can be written
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σi,. =
K∑
k=1

σi,k, σi,. =
K∑
k=1

σi,k
(1− θi,k) , σ =

N∑
i=1

σi,.ri, σ =
N∑
i=1

σi,.ri (6)

3.2 The GE Multi-server

The HetSigma queue is the extension of the Sigma queue in [10], where the
service facility has c heterogeneous servers in parallel. The servers are num-
bered just as their service priorities, i.e. 1, 2, . . . , c, without loss of general-
ity. The GE-distributed service time parameters of server n, in phase i, are
μi,n, φi,n (n = 1, 2, . . . , c). A number of scheduling policies can be thought of.
Though, in principle, a number of scheduling policies can indeed be modeled by
following our methodology, the one that we have adopted in this paper, for illus-
tration and detailed study, is as follows. A set of service priorities is chosen by
giving each server a unique service priority, 1 is the highest and c is the lowest.
This set can be chosen arbitrarily from the c! different possible ways. However,
the impact of choosing service priorities can be very high on the performance
measures, whose study is not in the scope of this paper. The optimal allocation
of service priorities can be an interesting research item for investigation.

The service discipline is FCFS (First Come First Scheduled, for service) and
each server serves at most one positive customer at any given time. Customers,
on their completion of service, leave the system. When the number of customers
in the system, j, (including those in service if any) is ≥ c, then only c customers
are served with the rest (j − c) waiting for service. When j < c, only the first
j servers, (i.e., servers numbered 1, 2, . . . , j), are occupied and the rest are idle.
This is made possible by what is known as customer switching. Thus, when
server n becomes idle, an awaiting customer would be taken up for service.
If there is no awaiting customer, then a customer that is being served by the
lowest possible priority server (i.e., among servers (c, c− 1, . . . , n+ 1)) switches
to server n. In such a switching, the (batch) service time is governed by either
resume or repeat with resampling, thus preserving the Markovian property. The
switching is instantaneous or the switching time is treated negligible. Negative
customers neither wait in the queue, nor are served.

The operation of the GE server is similar to that described above in the Sigma
case [10]. The batch size associated with a service completion is bounded by one
more than the number of customers waiting to commence service at the departure
instant. When c ≤ j < L + 1, the maximum batch size at a departure instant
obviously is j − c+ 1, only one server being able to complete a service period at
any one instant under the assumption of exponentially distributed batch-service
times. Thus, in phase i, the probability that a departing batch is of size s can

be shown as,
∑c
n=1

μi,n(1−φi,n)φs−1
i,n

μi.
for 1 ≤ s ≤ j − c and

∑c
n=1

μi,nφ
j−c
i,n

μi.
for

s = j − c + 1, where μi. =
∑c
n=1 μi,n. However, when 1 ≤ j ≤ c, the departing

batch has size 1 since each customer is already engaged by a server and there
are no customers waiting to commence service.
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3.3 Negative Customer Semantics

A negative customer removes a positive customer in the queue, according to a
specified killing discipline. A number of different killing disciplines are indeed
possible, suitable in different contexts.

The RCE killing discipline. We consider here a variant of the RCE killing
discipline (removal of customers from the end of the queue), where the most
recent positive arrival is removed, but which does not allow a customer actu-
ally in service to be removed: a negative customer that arrives when there are
no positive customers waiting to start service has no effect. We may say that
customers in service are immune to negative customers or that the service itself
is immune servicing. Such a killing discipline is suitable for modeling e.g. load
balancing, where work is transferred from overloaded queues but never work,
that is, actually in progress.

When a batch of negative customers of size l (1 ≤ l < j− c) arrives, l positive
customers are removed from the end of the queue leaving the remaining j − l
positive customers in the system. If l ≥ j − c ≥ 1, then j − c positive customers
are removed, leaving none waiting to commence service (queue length becomes
c). If j ≤ c, the negative arrivals have no effect since all customers are in service.
ρi, the average arrival rate of negative customers in phase i and ρ, the overall

average arrival rate of negative customers are given by

ρi =
ρi

1− δi ; ρ =
N∑
i=1

riρi. (7)

Other killing disciplines. Apart from the RCE with immune servicing, there
are two other popular killing disciplines, the RCE-inimmune servicing and the
RCH killing disciplines. The applicability of the killing disciplines rather de-
pends on the situation and the purpose, and hence depending on these, many
more killing disciplines are theoretically possible. Our methodology can easily
be extended to many other killing disciplines also, this is explained briefly in
this section.

The RCE-inimmune servicing - In this, the negative customer removes the most
recent positive arrival regardless of whether it is in service or waiting. This
is the traditional killing discipline suited to the modeling of killing signals in
speculative parallelism. It can also be used to model cell losses caused by the
arrival of a corrupted cell or one encountering a full buffer, when the preceding
cells of a packet would be discarded.

The RCH discipline - Another popular killing discipline is the RCH (Removal of
customers from the head of the queue) killing discipline. This is appropriate for
modeling server breakdowns, where a customer in service will be lost for sure and
may be also a portion of queue of waiting customers. The RCH killing discipline
is already applied to the case of the MM CPP/GE/c/1 G-queue in [14].
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3.4 Condition for Stability

When L is finite, the system is ergodic since the representing CTMC is irre-
ducible. Otherwise, i.e. when the queuing capacity is unbounded, the overall
average departure rate increases with the queue length, and its maximum (the
overall average departure rate when the queue length tends to ∞) can be deter-
mined as,

μ =
c∑
n=1

N∑
i=1

riμi,n
1− φi,n . (8)

Hence, the necessary and sufficient condition for the existence of steady state
probabilities is, σ < ρ+ μ.

3.5 The Markov Model

The state of the system at any time t can be specified completely by two integer-
valued random variables, I(t) and J(t). I(t) varies from 1 to N , representing the
phase of the modulating Markov chain, and 0 ≤ J(t) < L + 1 represents the
number of positive customers in the system at time t, including any in service.
The system is now modeled by a CTMC Y (Y if L is infinite), on a rectangu-
lar lattice strip. Let I(t), the phase, vary in the horizontal direction and J(t),
the queue length or level, in the vertical direction. We denote the steady state
probabilities by {pi,j}, where pi,j = limt→∞ Prob(I(t) = i, J(t) = j), and let
vj = (p1,j , . . . , pN,j). The process Y evolves due to the following instantaneous
transition rates:

(a) qi,k – purely lateral transition rate – from state (i, j) to state (k, j), for all
j ≥ 0 and 1 ≤ i, k ≤ N (i �= k), caused by a phase transition in the
modulating Markov process (qi,i = 0);

(b) Bi,j,j+s – s-step upward transition rate – from state (i, j) to state (i, j + s),
caused by a new batch arrival of size s of positive customers in phase i. For
a given j, s can be seen as bounded when L is finite and unbounded when
L is infinite;

(c) Ci,j,j−s – s-step downward transition rate – from state (i, j) to state (i, j−s),
(j − s ≥ c + 1) , caused by either a batch service completion of size s or a
batch arrival of negative customers of size s, in phase i;

(d) Ci,c+s,c – s-step downward transition rate – from state (i, c + s) to state
(i, c), caused by a batch arrival of negative customers of size ≥ s or a batch
service completion of size s (1 ≤ s ≤ L− c), in phase i;

(e) Ci,c−1+s,c−1 – s-step downward transition rate, from state (i, c − 1 + s) to
state (i, c− 1), caused by a batch departure of size s (1 ≤ s ≤ L− c+ 1), in
phase i;

(f) Ci,j+1,j – 1-step downward transition rate, from state (i, j+1) to state (i, j),
(c ≥ 2 ; 0 ≤ j ≤ c− 2), caused by a single departure, in phase i.

Notice that Y and Y (i.e., when L = ∞) are essentially QBD-U processes.
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3.6 The Transition Rate Matrices

The transition rate matrices and parameters can be obtained as [8].

Bi,j−s,j =
K∑
k=1

(1− θi,k)θs−1
i,k σi,k (∀i ; 0 ≤ j − s ≤ L− 2 ; j − s < j < L) ;

Bi,j,L =
K∑
k=1

∞∑
s=L−j

(1− θi,k)θs−1
i,k σi,k =

K∑
k=1

θL−j−1
i,k σi,k (∀i ; j ≤ L− 1) ;

Ci,j+s,j =
c∑
n=1

μi,n(1 − φi,n)φs−1
i,n + (1− δi)δs−1

i ρi

(∀i ; c+ 1 ≤ j ≤ L− 1 ; 1 ≤ s ≤ L− j)

=
c∑
n=1

μi,n(1 − φi,n)φs−1
i,n + δs−1

i ρi (∀i ; j = c ; 1 ≤ s ≤ L− c)

=
c∑
n=1

φs−1
i,n μi,n (∀i ; j = c− 1 ; 1 ≤ s ≤ L− c+ 1)

= 0 (∀i ; c ≥ 2 ; 0 ≤ j ≤ c− 2 ; s ≥ 2)

=
j+1∑
n=1

μi,n (∀i ; c ≥ 2 ; 0 ≤ j ≤ c− 2 ; s = 1) ;

Define,

Bj−s,j = Diag [B0,j−s,j , B1,j−s,j , . . . , BN,j−s,j ] (j − s < j ≤ L) ;
Bs = Bj−s,j (j < L)

= Diag

[
K∑
k=1

σ0,k(1− θ0,k)θs−1
0,k , . . . ,

K∑
k=1

σN,k(1 − θN,k)θs−1
N,k

]
;

Σk = Diag [σ0,k, σ1,k, . . . , σN,k] (k = 1, 2, . . . ,K) ;
Θk = Diag [θ0,k, θ1,k, . . . , θN,k] (k = 1, 2, . . . ,K) ;

Σ =
K∑
k=1

Σk ;

R = Diag [ρ0, ρ1, . . . , ρN ] ; Δ = Diag [δ0, δ1, . . . , δN ] ;

Mn = Diag [μ0,n, μ1,n, . . . , μN,n] (n = 1, 2, . . . , c) ;

Φn = Diag [φ0,n, φ1,n, . . . , φN,n] (n = 1, 2, . . . , c) ;
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Cj =
j∑
n=1

Mn (1 ≤ j ≤ c) ;

=
c∑
n=1

Mn = C (j ≥ c) ;

Cj+s,j = Diag [C0,j+s,j , C1,j+s,j , . . . , CN,j+s,j ] ;

E = Diag(e
′
N ) .

Then, we get,

Bs =
K∑
k=1

Θs−1
k (E −Θk)Σk ; B1 = B =

K∑
k=1

(E −Θk)Σk ;

BL−s,L =
K∑
k=1

Θs−1
k Σk ;

Cj+s,j =
c∑
n=1

Mn(E − Φn)Φs−1
n +R(E −Δ)Δs−1

(c+ 1 ≤ j ≤ L− 1 ; s = 1, 2, . . . , L− j) ;

=
c∑
n=1

Mn(E − Φn)Φs−1
n +RΔs−1 (j = c ; s = 1, 2, . . . , L− c) ;

=
c∑
n=1

MnΦ
s−1
n (j = c− 1 ; s = 1, 2, . . . , L− c+ 1) ;

= 0 (c ≥ 2 ; 0 ≤ j ≤ c− 2 ; s ≥ 2) ;
= Cj+1 (c ≥ 2 ; 0 ≤ j ≤ c− 2 ; s = 1) .

4 Steady State Solution

The method presented in this Section is done for sufficiently large L such that
L ≥ 2c+K+3. When L < 2c+K+3, then the Markov process Y can be solved
by traditional methods [48].

First, the steady state balance equations are obtained [8]. Let the term < j >
denote the vector balance equation for level j. A novel methodology is developed
to solve these equations exactly and efficiently. First these complicated equations
are transformed to a computable form by using mathematically oriented trans-
formations. The resulting transformed equations are of the QBD-M type and
hence can be solved.

Define the functions, FK,l (l = 1, 2, . . . ,K) and Hc,n (n = 1, 2, . . . , c) using
their properties and recursions as given below.
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Fk,0 = E , Fk,k =
k∏
i=1

Θi (k = 1, 2, . . . ,K);

Fk,l = 0 (k = 1, 2, . . . ,K; l < 0) ; Fk,l = 0 (k = 1, 2, . . . ,K; l > k) ;
F1,0 = E ; F1,1 = Θ1 ;
Fk,l = Fk−1,l +ΘkFk−1,l−1 (2 ≤ k ≤ K , 1 ≤ l ≤ k − 1) ; (9)

Hm,0 = E , Hm,m =
m∏
i=1

Φi (m = 1, 2, . . . , c);

Hm,n = 0 (m = 1, 2, . . . , c; n < 0) ; Hm,n = 0 (m = 1, 2, . . . , c; n > m) ;
H1,0 = E ; H1,1 = Φ1 ;
Hm,n = Hm−1,n + ΦmHm−1,n−1 (2 ≤ m ≤ c , 1 ≤ n ≤ m− 1) . (10)

Please note E is the Identity matrix of size N ×N . The parameters Θi are the
same as in [8].

Transformation 1. Modify simultaneously the balance equations for lev-
els j (L− 2− c ≥ j ≥ c+K + 1), by the transformation:

< j >(1) ←− < j >+
K∑
l=1

(−1)l< j− l >FK,l(c+K + 1 ≤ j ≤ L− 2− c);

< j >(1) ←− < j > (j > L− 2− c or j < c+K + 1).

Apply the second transformation to the resulting equations.

Transformation 2. Modify simultaneously the balance equations for lev-
els j (L− 2− c ≥ j ≥ c+K + 1), by the transformation:

< j >(2) ←− < j >(1) +
c∑
n=1

(−1)n< j + n >(1)Hc,n

(c+K + 1 ≤ j ≤ L− 2− c);
< j >(2) ←− < j >(1) (j > L− 2− c or j < c+K + 1).

Apply the third and final transformation to the resulting equations.

Transformation 3. Modify simultaneously the balance equations for lev-
els j (L− 2− c ≥ j ≥ c+K + 1), by the transformation:

< j >(3) ←− < j >(2) −< j + 1 >(2)Δ (c+K + 1 ≤ j ≤ L− 2− c);
< j >(3) ←− < j >(2) (j > L− 2− c or j < c+K + 1) .

Theorem 1. With these above three transformations, the transformed balance
equation, < j >(3)’s, for the rows (c + K + 1 ≤ j ≤ L − 2 − c), will be of the
form:

vj−KQ0 + vj−K+1Q1 + . . .+ vj+c+1QK+c+1 = 0
(j = L− 2− c, L− 1− c, . . . , c+K + 1), (11)
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where Q0, Q1, . . . , QK+c+1 are K+c+2 number of j-independent matrices which
can be derived algebraically from the system parameters

Proof. With Transformation 1, we get

< j >(1) ←− < j >+
K∑
l=1

(−1)l< j− l >FK,l. (12)

Applying Transformation 2 to the jth row, from the above (12), we get

< j >(2) ←− < j >(1) +
c∑
n=1

(−1)n< j + n >(1)Hc,n. (13)

Expanding the terms, equation (13) can be written as

< j >(2) ←− < j >+
K∑
l=1

(−1)l< j− l >FK,l

+
c∑
n=1

(−1)n
[
< j + n >+

K∑
l=1

(−1)l< j− l + n >FK,l

]
Hc,n.

(14)

Applying Transformation 3 to the jth row, and substituting from the above (14),
for < j + 1 >(2)

< j >(3) ←− < j > +
K∑

l=1

(−1)l< j − l >FK,l

+

c∑
n=1

(−1)n

[
< j + n > +

K∑
l=1

(−1)l< j − l + n >FK,l

]
Hc,n

−
[
< j + 1 > +

K∑
l=1

(−1)l< j + 1 − l >FK,l

]
Δ

−
c∑

n=1

(−1)n

[
< j + 1 + n > +

K∑
l=1

(−1)l< j + 1 − l + n >FK,l

]
Hc,nΔ.

(15)

Expanding and grouping the terms together, equation (15) can be written as

< j >(3) ←−
K∑

m=−c−1

< j−m >GK,c,m, (16)
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where

GK,c,m =
∑

l−n=m
l=−1,...,K

n=0,...,c

(−1)l+n[FK,lHc,n + FK,l+1Hc,nΔ]

=
c∑
n=0

(−1)m+2n[FK,m+n + FK,m+n+1Δ]Hc,n

= (−1)m
c∑
n=0

[FK,m+n + FK,m+n+1Δ]Hc,n (m = −1− c, . . . ,K).

(17)

The balance equations < j + c + 1 >,. . . ,< j >, . . ., < j− l >, . . ., < j−K >,
respectively are given by,

j+c+1∑
s=1

K∑
k=1

vj+c+1−sΘs−1
k (E −Θk)Σk + vj+c+1 [Q−Σ − Cj+c −R]

+
L−j−c−1∑
s=1

vj+c+1+sCj+c+1+s,j+c+1 = 0;

...

j∑
s=1

K∑
k=1

vj−sΘs−1
k (E −Θk)Σk + vj [Q−Σ − Cj −R]

+
L−j∑
s=1

vj+sCj+s,j = 0 ;

...

j−l∑
s=1

K∑
k=1

vj−l−sΘs−1
k (E −Θk)Σk + vj−l [Q−Σ − Cj−l −R]

+
L−j+l∑
s=1

vj−l+sCj−l+s,j−l = 0 ;

...

j−K∑
s=1

K∑
k=1

vj−K−sΘs−1
k (E −Θk)Σk + vj−K [Q−Σ − Cj−K −R]

+
L−j+K∑
s=1

vj−K+sCj−K+s,j−K = 0 .
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Substituting or applying the above to (16), for the coefficients (QK−m) of vj−m
in < j >(3), we get

QK−m =
m−1∑

l=−1−c

[
K∑

n=1

Θm−l−1
n (E − Θn)Σn

]
GK,c,l + [Q − Σ − Cj−m − R] GK,c,m

+

K∑
l=m+1

[Cj−m,j−l] GK,c,l

(m = j − L, . . . ,−2,−1, 0, . . . , K, . . . , j) . (18)

Also, for m = −1 − c, 0, . . . ,K, substituting Cj−m = C and Cj−m,j−l =

Cj−l+l−m,j−l =
c∑
n=1

Mn(E − Φn)Φl−m−1
n +R(E −Δ)Δl−m−1 in (18), we get

QK−m =
m−1∑
l=−1−c

[
K∑
n=1

Θm−l−1
n (E −Θn)Σn

]
GK,c,l + [Q−Σ − C −R]GK,c,m

+
K∑

l=m+1

[
c∑
n=1

Mn(E − Φn)Φl−m−1
n +R(E −Δ)Δl−m−1

]
GK,c,l

(m = −1− c, . . . , 0, . . . ,K). (19)

Using the above, the required Ql’s can be computed easily. Notice the above
Ql’s in equation (19) are j- independent. The other coefficients, i.e. those of
vj−K−1,vj−K−2, . . . ,v0 and of vj+c+2,vj+c+3, . . ., can be shown to be zero,
case wise, by using computer programs in Mathematica or other symbolic ma-
nipulation languages. A rigorous proof is indeed possible, but it is beyond the
scope of the present paper $%
It is observed that the solution of the HetSigma queue can be performed within
the framework of the QBD-M processes with the following threshold parameters
y1 = K; y = K + c+ 1;T1 = c+K + 1.

After obtaining FK,l’s and Hc,n’s thus, GK,c,k, (k = −1 − c, . . . ,K) can be
computed from (17). Then, using them directly in (19), the required Ql (l =
0, 1, . . . ,K+ c+1) can be computed. An alternate way of computing the GK,c,l’s
is by the following properties and recursion which are obtained from (9),(10) and
(17) as

Gk,n,l = Gk,n−1,l − ΦnGk,n−1,l+1

(2 ≤ k ≤ K , −1 ≤ l + c ≤ k + n ≤ k + c),
Gk,c,l = Gk−1,c,l −ΘkGk−1,c,l−1 (2 ≤ k ≤ K , −1 ≤ l ≤ k + c). (20)

Thus, the resulting equations (11) corresponding to the rows from c + K + 1
to L − 2 − c, are of the same form as those of the QBD-M processes and hence
have an efficient solution by several alternative methods such as the spectral
expansion method, Bini-Meini’s method [3] and the matrix-geometric methods
with folding and block-size enlargement. In our implementation, we have used
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the spectral expansion method. The required unknowns in the spectral expansion
solution and the steady state probabilities can be computed using the remaining
balance equations and the normalisation equation.

5 Applications

The HetSigma queue has been applied to evaluate performance problems in
telecommunication systems [8,23]. In this section, we present the application of
the HetSigma queue to the performance analysis of MPLS networks which are
being used in the backbone of IP networks.

5.1 A Model for a Multipath Routing in MPLS Networks

An example of an MPLS domain with routers and links is illustrated in Figure 1.
Traffic demands traversing the MPLS domain are conveyed along pipes called
Label Switched Paths (LSPs). When a packet arrives at the ingress router – a
Label Edge Router (LER) of the MPLS domain, the LER classifies incoming IP
(or other packets for example Ethernet or even MPLS) packets to the appropriate
FEC (Forward Equivalence Class) and encapsulates the packets within MPLS
packets. Labels are automatically assigned with the use of appropriate protocols,
though labeling can also be allocated manually by the network administrator.
A routing table (as the result of assignments of labels) in the LER is used to
switch packets in MPLS networks.

In what follows, we describe the proposed model for an ingress-egress router
pair illustrated in Figure 2. Several paths can be defined and determined between
a given ingress-egress (IE) node pair in the MPLS network according to some
predefined criteria of the MPLS traffic engineering that is applied (e.g.: paths
with disjoint edges) for a single service class. Assume that there are c paths with
different bandwidths to be established between the IE node pair for a specific
service class. We model the c distinct paths (LSPs) in the system as the c distinct
heterogeneous servers in parallel in the corresponding queuing model that we
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Fig. 1. MPLS domain
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Fig. 2. Model of an ingress node performing load balancing

are introducing here for modeling the communication between the IE pair. The
LSPs in the network and the corresponding servers in the model are numbered
in the same order. The GE-distributed service time parameters of the nth server
(n = 1, 2 . . . , c) are denoted by (μn, φn) when the server is functional. L is the
queuing capacity (finite or infinite), in all phases, including the customers in
service, if any.

The packet arrival stream is represented by the MM
∑K
k=1 CPPk arrival pro-

cess, this can accommodate traffic-burstiness, correlations among inter-arrival
times and correlations among batch sizes. It has been shown in the recent work [21,
23] that the CPP is accurate enough to model real traffic (when CPP parameters
are estimated from the captured traffic) and can be used for the performance eval-
uation of real systems. The arrival process(the MM

∑K
k=1 CPPk) is inherently

modulated by a CTMC X with N1 states, with generator matrix QX .
LSPs are prone to failures because of various reasons (e.g.: unreliable equip-

ment, hardware failures, software bugs or cable cut). Such faults and failures
may affect the operation of LSPs and cause packet losses and delays. In case of
failures, the load balancing mechanism can move packets that are queued for the
affected LSPs to the unaffected LSPs.

When the failed link is repaired, the repaired LSP can be used again. Repair
strategy defines the order of repairing failed links, when there are more failed
links than repairmen (it is assumed simultaneous repairs can happen). Repair
strategies can be preemptive or non-preemptive. However, it is not very realistic
to apply a preemptive-priority repair strategy for the operation of networks in
the case of link cuts because of the travel cost of a maintenance team. In this
paper, we assume that one maintenance team is available to repair failures in
the network. However, the analysis can be easily extended to the case of multiple
maintenance facilities as well.
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We consider four repair strategies, FCFS (First-Come-First-Served), LCFS
(Last- Come-First-Served non-preemptive) and two based on link-priorities. In
the strategies based on link-priorities, links with higher priorities should be set
into repair sooner, even if these failures have occurred later. The priority list of
links may then be constructed in a greedy way, with a view to repair earlier the
link which would fetch larger gain in performance.

We assume the LSP states (or LSP configurations) that arise due to failures
and repairs of the LSPs can be described by a CTMC called Z. These LSP con-
figurations would indeed correspond to all possible multi-server configurations
(also termed, operative states of the multi-server) with functional as well as
failed servers, in the corresponding queuing model. This can well be so when ex-
ponential or phase-type failures and repairs are assumed. Let N2, QZ denote the
number of server-configurations and the generator matrix of the arising CTMC
Z. Indeed N2 and QZ would depend on the parameters of the parallel servers,
number of repairmen and the repair strategy.

In the presence of one repair team, we would need N2 =
∑c
l=0 Pe(c, l) = 2c+1

operative states for FCFS and LCFS repair strategies, where Pe(c, l) is the
number of permutations of c distinct elements taken l at a time. Pe(c, l) = c!

(c−l)! .
Let ξk and ηk be the failure and repair rates respectively, of the kth LSP (that is,
kth server in the multi-server model). Then QZ can be determined (illustration
for c = 3 is presented below). Many other repair strategies can also be modeled,
however, that is not in the scope of the present paper.

Both the arrival and the service processes can be thought of being jointly
modulated by the same continuous time, irreducible Markov process, with N
states where N = N1 ·N2. That generator matrix of this joint modulating process
is denoted by Q where Q is determined as

Q = QZ
⊕

QX . (21)

Let the random variable I1(t) (1 ≤ I1(t) ≤ N1) represent the phase of the mod-
ulating process X at any time t. We introduce I2(t) – an integer-valued random
variable to describe the server configuration of the model (which corresponds
to the network state) at time t. We define the following function,

γ(I2(t), n) =
{

1 the nth server is functional
0 otherwise . (22)

The state I(t) (1 ≤ I(t) ≤ N ; N = N1 · N2) of the joint modulating pro-
cess is constructed by lexicographically sorting the two variables (I1(t), I2(t)) as
illustrated in Table 1.

Table 1. Order of the phase variable

I 1 2 . . . N1 N1 + 1 . . . 2N1 . . . N1N2 − N1 + 1 . . . N1N2

(I1, I2) (1, 1) (2, 1) . . . (N1, 1) (1, 2) . . . (N1, 2) . . . (1, N2) . . . (N1, N2)
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From table 1, we can write the following equations,

I(t) = I1(t) + (I2(t)− 1)N1, I2(t) = f2(I(t)) =
⌊
I(t)− 1
N1

⌋
+ 1,

I1(t) = f1(I(t)) = [(I(t)− 1) mod N1] + 1. (23)

Consequently, the parameters of the arrival process are mapped as follows. The
parameters of the GE inter-arrival time distribution of the kth (1 ≤ k ≤ K)
customer arrival stream in phase i (i = 1, ..., N) are (σf1(i),k, θf1(i),k). The service
time parameters of the nth server (n = 1, 2, ..., c) in phase i (1 ≤ i ≤ N), denoted
by (μi,n, φi,n) can be determined as,

μi,n = γ(f2(i), n)μn , φi,n = γ(f2(i), n)φn. (24)

5.2 Numerical Results

An elaborate case study is carried out to determine the performance of a spe-
cific ingress-egress node pair in an European Optical Network topology [1]. The
network in Figure 3 contains 19 nodes and 78 optical links.

Traffic to the ingress node to be carried to the egress node, shown in the
figure, is assumed follow the ON- OFF process with two states (ON − OFF ).
The ON and OFF periods are exponentially distributed with mean 0.4 and
0.5 s respectively. The distribution of inter-arrival times in state ON is GE
with parameters (σ = 150.6698990 (1/s), θ = 0.526471). In state OFF no
packets arrive. These parameters of the arrival stream are indeed derived from
the inter-arrival times of the recorded samples of the real Bellcore traffic trace
BC-pAug89 [2], by matching the mean and variance.

Assume that there are three LSPs established between node 11 (ingress) and
node 4 (egress) of the IP/MPLS network as seen in Figure 3. The first LSP is
routed through nodes 10 and 5. The second LSP goes through nodes 17 and
16, while the third one is through node 9. Thus, we have, in the model, c = 3
servers with GE service time parameters (μi, φi (i = 1, 2, 3)) given by, μ1 = 96
(1/s), μ2 = 128 (1/s), μ3 = 160 (1/s); φ1 = φ2 = φ3 = 0.109929. Note that
these parameters are obtained, based on the service capacity of the LSPs and
the packet lengths from the trace.

A specific LSP fails when a link through which the LSP is routed becomes
inoperative (e.g.: cable cut). Normally, the failure rate of each link can be as-
sumed to depend on its length. Using simple calculations, the failure rates are
obtained as ξ1 = 0.001, ξ2 = 0.001 and ξ3 = 0.0006. The repair rate values (η1,
η2 and η3) are chosen in such a way to have the availability of the connectivity
ensured by the LSPs between the ingress and egress node to be 99.9%.

Four repair strategies are compared in this section as follows. Note that after
the identifications of LSP configurations in each strategy, the corresponding QZ
matrices can be easily determined.

FCFS repairs. It can be seen that there would be 16 LSP configurations or op-
erative states represented as: (0, 0, 0)1,2,3, (0, 0, 0)1,3,2, (0, 0, 0)2,1,3, (0, 0, 0)2,3,1,
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(0, 0, 0)3,1,2, (0, 0, 0)3,2,1, (0, 0, 1)1,2, (0, 0, 1)2,1, (0, 1, 0)1,3, (0, 1, 0)3,1, (1, 0, 0)2,3,
(1, 0, 0)3,2, (0, 1, 1), (1, 0, 1), (1, 1, 0) and (1, 1, 1). Here, the kth bit from left
within the brackets, is 0 when LSP k is broken, 1 when operative. Also,
the suffix indicates the order in which the failed LSPs are to be repaired,
if they are greater than one. If the above order is numbered from 0 to 15,
then the nonzero and off- diagonal elements of matrix QZ can be given by,
QZ(0, 10) = QZ(1, 11) = QZ(6, 13) = η1, QZ(8, 14) = QZ(12, 15) = η1,
QZ(2, 8) = QZ(3, 9) = QZ(7, 12) = η2, QZ(10, 14) = QZ(13, 15) = η2,
QZ(4, 6) = QZ(5, 7) = QZ(9, 12) = η3, QZ(11, 13) = QZ(14, 15) = η3,
QZ(10, 3) = QZ(11, 5) = QZ(13, 7) = ξ1, QZ(14, 9) = QZ(15, 12) = ξ1,
QZ(8, 1) = QZ(9, 4) = QZ(12, 6) = ξ2, QZ(14, 11) = QZ(15, 13) = ξ2,
QZ(6, 0) = QZ(7, 2) = QZ(12, 8) = ξ3, and QZ(13, 10) = QZ(15, 14) = ξ3.

In the above, for example, the state (1, 0, 0)2,3 means that LSP 1 is functional,
LSPs 2 and 3 are broken, the single repairman is working on LSP 2. From this
state, the possible next states are (0, 0, 0)2,3,1 which happens by the failure of
LSP 1, or, (1, 1, 0) which happens by the repair of LSP 2. These are shown in QZ
as, QZ(10, 3) = ξ1, QZ(10, 14) = η2. All other elements of QZ can be explained
in a similar way.

LCFS. In this LCFS non-preemptive repair strategy, the repairman chooses the
failed server according to the LCFS discipline, and a repair is never preempted
by a new breakdown. Following the same representation and order as in FCFS
strategy, the non zero and off-diagonal elements of matrixQZ , in this case, can be
obtained as, QZ(0, 10) = QZ(1, 11) = QZ(6, 13) = η1, QZ(8, 14) = QZ(12, 15) =
η1, QZ(2, 8) = QZ(3, 9) = QZ(7, 12) = η2, QZ(10, 14) = QZ(13, 15) = η2,
QZ(4, 6) = QZ(5, 7) = QZ(9, 12) = η3, QZ(11, 13) = QZ(14, 15) = η3,
QZ(10, 2) = QZ(11, 4) = QZ(13, 7) = ξ1, QZ(14, 9) = QZ(15, 12) = ξ1,
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QZ(8, 0) = QZ(9, 5) = QZ(12, 6) = ξ2, QZ(14, 11) = QZ(15, 13) = ξ2,
QZ(6, 1) = QZ(7, 3) = QZ(12, 8) = ξ3, and QZ(13, 10) = QZ(15, 14) = ξ3.

Priority-based Strategy. In a LSP-priority based repair strategy, it can be
crucial to determine the priority of links according to which failed links are to
be repaired. In this section, we try to derive a decision function based on system
parameters to decide upon the priorities of the failed links.

Let fi and ri be the failure and repair rates of link i respectively and bi, its
bandwidth. The bandwidth of a link is computed from the summation of the
LSPs bandwidths passing through this particular link. This approach ensures
that links used by several LSPs may get higher priority, over the links used only
by one LSP, when the former has larger bandwidth contribution. The wi, the
weight of link i is set to

wi =
ri
fi
∗ bi. (25)

A repair strategy called Prior1 is based entirely on the failure rate of the links.
That is, when there are several failed links, the link with a smallest failure rate
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is set into repair by the single repair facility available. Another strategy called
Prior2 is based on the decision function (wi). If wi > wk, then link i is given
higher repair priority than link k in Prior2.

To compare Prior1 and Prior2, we plot the curves concerning packet loss and
average number of customers waiting in the queue are versus the arrival rate of
packets in Figure 4 and 5, respectively. We can observe that applying Prior2
repair strategy results in a better performance characteristics than Prior1. The
Prior2 strategy takes more information into account about the network links
towards the decision of repair order which can explain the better results. It
balances not only failure rates, but also the repair rates and the bandwidth
of links used by the passing-through LSPs. Therefore, we will only investigate
strategies FCFS, LCFS and Prior2 (will be referred as priority strategy) in what
follows.

We now examine the effect of the repair rate of optical links on the perfor-
mance of the system. In order to ensure that the availability of service between
the ingress and egress node to lie between 99.9% and 99.999%, it can be shown



634 T.V. Do and R. Chakka

 5e−005

 0.0002

 0.0008

 0.0032

 0.0128

 0.0512

 110  130  150  170  190

Pa
ck

et
 lo

ss
 p

ro
ba

bi
lit

y

Arrival intensity

Priority strategy
FCFS strategy
LCFS strategy

Fig. 8. Packet loss probability versus arrival rate

 1.4

 1.8

 2.2

 2.6

 3

 3.4

 3.8

 110  130  150  170  190

Q
ue

ue
 le

ng
th

Arrival intensity

Priority strategy
FCFS strategy
LCFS strategy

Fig. 9. Mean queue length versus arrival intensity

that the repair rate should be in the interval [0.0397703,0.405355]. We investi-
gate the effect of the repair rate of link within that range, on the performance.
The expected queue length was reduced only by a small extent by the increase
of repair rate (see Figure 6). The packet-loss probability varied nearly in inverse-
proportion to the repair rate (see Figure 7). Of course, the results would actually
depend on many other factors too including the load in the network. Accurate
estimation of the returns on investment that is used to increase repair rate can be
made, only if the cost-patterns involved in increasing the repair rate are known.
It may also be observed, in the considered range of experimentation, the various
repair strategies considered do not have significant impact on the performance
and the availability of the service in the network (in the range of repair rates
that are considered).

Figures 8 and 9, where the strategies are compared versus the arrival rate also
confirm an observation that the priority based repair outperforms the LCFS and
FCFS ones.
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6 Extensions

6.1 Other Killing Disciplines

Apart from the killing discipline that was used above, there are two other popular
killing disciplines, the RCE-inimmune servicing and the RCH killing disciplines.
The applicability of the killing disciplines rather depends on the situation and
the purpose, and hence depending on these, many more killing disciplines are
theoretically possible. Our methodology can easily be extended to many other
killing disciplines also, this is explained briefly in this section.

The RCE-inimmune discipline. In the RCE-inimmune servicing, the nega-
tive customer removes the most recent positive arrival regardless of whether it is
in service or waiting; thus a negative arrival has no effect only when it encoun-
ters an empty queue and all servers idle. This is the traditional killing discipline,
suited to the modeling of killing signals in speculative parallelism, for example.
It can also be used to model cell losses caused by the arrival of a corrupted cell
or one encountering a full buffer, when the preceding cells of a packet would be
discarded. In this case, the later and the upward transitions remain as before,
but the downward transition rates become [13]

Cj+s,j = C(E − Φ)Φs−1 +R(E −Δ)Δs−1

(c ≤ j ≤ L− 1 ; s = 1, 2, . . . , L− j)
= CΦs−1 +R(E −Δ)Δs−1 (c > 1 ; j = c− 1 ; 1 ≤ s ≤ L− c+ 1)
= CΦs−1 +RΔs−1 (c = 1 ; j = c− 1 = 0 ; 1 ≤ s ≤ L)
= Cj+1 +R(E −Δ) (1 ≤ j ≤ c− 2 ; s = 1)
= R(E −Δ)Δs−1 (1 ≤ j ≤ c− 2 ; 2 ≤ s ≤ L− j)
= RΔs−1 (c > 1 ; j = 0 ; 2 ≤ s ≤ L)
= C1 +R (j = 0 ; s = 1).

Thus, after obtaining the required transition rates, e.g. lateral, upward and down-
ward, and the balance equations in this case, the same procedure can be used,
perhaps with slight appropriate modifications, to transform the balance equa-
tions to a suitable form (QBD-M type equations) for solving by the existing
methods.

The RCH discipline. Another popular killing discipline is the RCH (Removal
of customers from the head of the queue) killing discipline. This is appropriate for
modeling server breakdowns, where a customer in service will be lost for sure and
may be also a portion of queue of waiting customers. Here too, the A matrices
and the B matrices remain unchanged, however the C matrices would be different
and can be determined. For example, to obtain Cj+s,j , consider the system (say,
a single server system with c = 1) in state (i, j + s), where j + s ≤ L. The rate
at which a batch of l negative customers arrives is (1 − δi)δl−1

i ρi (l = 1, 2, . . .).
If l ≥ j + s, then all the jobs will be removed by the negative customers. If
l < j + s, then the job in service plus l − 1 jobs waiting for service would be
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removed, leaving only j+s−l jobs. However, due to the nature of the generalized
exponential service times, a certain number of customers may be ’leaked out’,
i.e. serviced instantaneously just after the killing takes place. Alternatively, if
we redefine the operation of the system such that this leakage does not occur,
i.e. immediately after a negative arrival, the next customer in the queue (if any)
cannot skip service, then the equilibrium state probabilities would be same as in
the case of the RCE-inimmune servicing.

Assuming leakage, the rate matrices Cj+s,j can be derived as [13],

Cj+s,j = (E − Φ)Φs−1M + (E −Δ)R(E − Φ){ΦΔ}s−1

(1 ≤ j ≤ L− 1 ; s ≥ 1) ;
= Φs−1M + (E −Δ)R{ΦΔ}s−1 +RΔs (j = 0 ; s ≥ 2) ;
= M +R (j = 0 ; s = 1) ;

where,

{ΦΔ}s−1 =
s−1∑
k=0

Φs−1−kΔk (s ≥ 2) ;

= E (s = 1) .

This case also can be modeled following the previous procedures, perhaps with
minor modifications.

6.2 Truncated-CPP(t-CPP)

By incorporating several CPP’s and superposing them, non-geometric batch size
arrivals could be modeled, to certain extent and with certain limitations. That
flexibility can be increased, in fact greatly, by replacing the CPP’s by truncated-
CPP’s (or t-CPP’s). The method of transforming the balance equation for ef-
ficient solution may be applicable in principle, but with some modifications, to
this case as well and hence can be extended with some effort.

Let the parameters of the kth t-CPP in the ith phase be (σi,k, θi,k, bi,k, di,k),
which means the batch size is geometrically distributed and bounded by bi,k as
the minimum batch size and di,k as the maximum. Also, the inter-arrival time
between successive batches, during that modulating phase, is exponential with
parameter σi,k. The probability of batch size being s of this t-CPP is then given

by
(1−θi,k)θs−1

i,k

θ
bi,k−1
i,k −θdi,k

i,k

if bi,k ≤ s ≤ di,k, 0 otherwise. Hence, the overall batch size

distribution in phase i arrivals is then modified as

πl/i =
K∑
k=1

σi,k
σi,.

(1− θi,k)θl−1
i,k

θ
bi,k−1
i,k − θdi,k

i,k

fi,k,l, (26)

where fi,k,l = 1 if bi,k ≤ l ≤ di,k, else 0. And, the overall batch size distribution
of arrivals is

πl/. =
N∑
i=1

riπi,l. (27)
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Clearly, the superposition of t-CPP’s (26, 27), because of larger number of pa-
rameters and batch size bounds, offers much more flexibility than the superpo-
sition of CPP’s in order to generate/model certain given non-geometric batch
size distributions, by parameter tuning.

6.3 GE with Batch Size Truncation (GE-t)

The service time distribution, GE-t (General Exponential with batch size trun-
cation), is essentially a batch-exponential service, with geometric and bounded
batch size distribution. This is quite analogous to the t-CPP. In the case of
homogeneous servers the parameters of the GE-t, in phase i, are of the form
(μi, φi, gi, hi) where μi is the batch-service rate, gi, hi respectively are lower and
upper bounds of the batch size which is geometrically distributed with parameter
φi. However, as far as the service is concerned, the actual batch size served also
depends on c, j, where j is the number of jobs in the system. If j < gi, then there
will not be any services. If j ≥ hi, then the probability that the size of the batch
being served is s would be (1−φi)φ

s−1
i

φ
gi−1
i −φhi

i

where gi ≤ s ≤ hi. If gi < j < hi, then

the batch size distribution of the served batch can be estimated if the service
is clearly defined in such a case. Using these expressions and the steady state
probabilities in this case, it is possible to estimate the effective batch size distri-
bution of the served batches. This extension can be incorporated into the main
model with a viable solution following same procedures as before, perhaps with
minor modifications. This modification can result in, by appropriate parameter
tuning, incorporating certain given non-geometric batch size services.

That flexibility can be enhanced even further if we use heterogeneous
servers. In such a case, let the parameters of server n (n = 1, 2, . . . , c)
in phase i be, (μi,n, φi,n, gi,n, hi,n). Extrapolating the earlier analyis to this
case, there are no services in phase i if j < Min(gi,1, gi,2, . . . , gi,c). When
j ≥ Max(hi,1, hi,2, . . . , hi,c) in phase i, then the probability that the batch

size is s for the next service can be derived as
∑c
n=1

μi,n(1−φi,n)φs−1
i,n

μi.(φ
gi,n−1
i,n −φhi,n

i,n )
where

Min(gi,1, gi,2, . . . , gi,c) ≤ s ≤Max(hi,1, hi,2, . . . , hi,c), and μi. =
∑c
n=1 μi,n. For

all other ranges or values of s, the expressions for the probability distribution
can be obtained.

6.4 Towards Abritrary Batch Size Distributions

The consideration of abritrary batch size distributions is most desirable in the
performance evaluation of modern telecommunication networks. To achieve this
now, is not a very far off thing, owing to the above suggested viable extensions.
And thus, we arrive at a much more general and useful model, that is, the MM∑K
k=1 t− CPPk/GE-t/c/L G-queue with heterogeneous servers. Further work is

being carried out on this model.
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7 Conclusions

The HetSigma queuing model is developed as a generalization of the QBD pro-
cesses. In this queue, it is possible to accommodate inter-arrival time corre-
lations, service time correlations, batch-size correlations, large and unbounded
batch sizes. All these aspects are useful in order to model emerging communica-
tion systems. Certain non-trivial transformations are conceived on the balance
equations. The transformed balance equations are of the QBD-M type, hence
there is a fast solution using the spectral expansion method. The queue is ap-
plied for the performance evaluation of MPLS networks with unreliable nodes
and can be used to model various problems in telecommunication network as
well. It is possible to extend or further generalize these models to develop highly
generalized Markovian node models for the emerging Next Generation Networks.
That work is underway.

Acknowledgement. Ram Chakka thanks the Chancellor of Sri Sathya Sai Uni-
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inspiration throughout this work.
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Abstract. A new queueing model is proposed, namely the
MM

∑K
k=1 CPPk/GE/c/L G-Queue, also known as the Sigma

queue. A steady state solution for this queue in a computable form
is presented, based on an analytic methodology applying certain non-
trivial transformations on the balance equations, which turn out to be of
the QBD-M (Quasi Simultaneous-Multiple-Bounded Births and Deaths)
type. As a consequence, existing methods such as the spectral expansion
method or the matrix-geometric method can be used to obtain the
steady state probabilities. The utility of this queue is demonstrated
through the performance analysis of an optical burst switching (OBS)
node. Numerical results show the impact of the burstiness of arrival
process on the performance of the OBS multiplexer.

1 Introduction

It is well known that the traffic in today’s telecommunication systems often ex-
hibits burstiness, that is batches of transmission units (e.g. packets) arriving
together, with correlations among the inter-arrival times. Several models have
been proposed to model such arrival, service processes and the queues and net-
works with these processes. These include the compound Poisson process (CPP)
in which the inter-arrival times have generalized exponential (GE) probability
distribution [4], the Markov modulated Poisson process (MMPP) and the self-
similar traffic models such as the Fractional Brownian Motion (FBM) [15]. The
CPP and the

∑K
k=1 CPPk traffic models often give a good representation of the

burstiness (batch size distribution) of the traffic from one or more sources [9],
but not the auto-correlations of the inter-arrival times observed in real traffic.
Conversely, the MMPP models can capture the auto-correlations but not the
burstiness [11,16]. The self-similar traffic models such as the FBM can represent
both burstiness and auto-correlations, but they are analytically intractable in
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a queuing context. The arriving traffic to a node is often the superposition of
traffic from a number of sources, which complicates the system analysis further.

In order to make the modeling capability vastly flexible and also to accom-
modate the superposition of multiple arrival streams, a new traffic and queuing
model, the Markov modulated

∑K
k=1 CPPk/GE/c/LG-queue is introduced in

this paper. This is a homogeneous multi-server queue with c servers, GE service
times and with the superposition of K independent positive and an indepen-
dent negative1 customer arrival streams each of which is a CPP, i.e. a Pois-
son point process with batch arrivals of geometrically distributed batch size.
In other words, inter-arrival times of each of these K + 1 arrival streams are
also independent GE random variables. Also, all the K + 2 GE distributions
(K positive and 1 negative customer inter-arrival times, and the service time)
are jointly modulated by a continuous time Markov chain (CTMC), also termed
as the modulating process. The notational representation of this new queue is
the MM

∑K
k=1 CPPk/GE/c/LG-queue. It is also termed as the Sigma queue,

for easier reference. Thus, the Sigma queue and its extensions can capture a
large class of traffic and queuing models applicable to todays Internet in the
Markovian framework.

We propose the MM
∑K
k=1 CPPk/GE/c/LG-Queue and present a method-

ology for the solution of the new queue. The new methodology applies certain
transformations to the balance equations to produce a computable form (of
the QBD-M type). As a consequence, the steady state solution is possible by
the spectral expansion method [3,12] or an appropriate extension of Naoumov’s
method [13] for QBD-M processes, based on the matrix-geometric solution [14].

The queuing model and its variants were successfully used to model [5,6] High-
speed Downlink Packet Access (HSDPA [1]) terminal categories. In this paper,
we demonstrate the utility of this new queue through the performance analysis
of an optical burst switching (OBS) node. We revisit the problem of performance
analysis of an OBS multiplexer that was attempted by Turner [18]. Briefly, the
multiplexer assigns arriving bursts to channels in a link with c available data
channels (known as wavelengths, in OBS terminology) and storage locations for
L − c bursts. An arriving burst is diverted to a storage location if all c data
channels are in use when it arrives. A burst will be discarded when it arrives if
all c channels are busy and all L − c burst storage locations are being used by
bursts that have not yet been assigned a channel. However, once a stored burst
has been assigned to an output channel, its storage location becomes available
for use by an arriving burst, since the stored burst will vacate space. Turner has
proposed a birth-death process to analyze this problem [18]. However, Turner’s
model has some limitations like the assumption of exponential inter-burst arrival
process and constant burst size. The use of the proposed new queue overcomes
those limitations. Extensive numerical study is carried out with the use of the

1 Negative customers remove (positive) customers from the queue and have been used
to model random neural networks, task termination in speculative parallelism, faulty
components in manufacturing systems and server breakdowns [8].
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new model. The results quantitatively show the impact of the burstiness of the
arrival process on the performance of an optical burst switching multiplexer. It
is worth emphasizing that the performance analysis of an optical burst switching
node is only one of many applications for the new generalized queuing model.

The rest of the paper is organized as follows. We propose the
MM

∑K
k=1 CPPk/GE/c/LG-queue in section 2. Next, we present a solution

technique for the steady state joint probability distribution in section 3. We de-
rive the departure size distribution in section 4. We show some numerical results
in 5. The paper then concludes in section 6.

2 The MM
∑K

k=1 CPPk/GE/c/L G-Queue

2.1 The Arrival Process

The arrival and service processes are modulated by the same continuous time,
irreducible Markov phase process with N states. Let Q be the generator matrix
of this process, given by

Q =

⎡⎢⎢⎢⎣
−q1 q1,2 . . . q1,N
q2,1 −q2 . . . q2,N
...

...
. . .

...
qN,1 qN,2 . . . −qN

⎤⎥⎥⎥⎦ ,

where qi,k(i �= k) is the instantaneous transition rate from phase i to phase k,
and

qi =
N∑
j=1

qi,j (i = 1, . . . , N).

In the above, qi,i = 0. Let r = (r1, r2, . . . , rN ) be the vector of equilibrium
probabilities of the modulating phases. Then, r is uniquely determined by the
equations:

rQ = 0 ; reN = 1 ,

where eN stands for the column vector with N elements, each of which is unity.
The arrival process of the customers (positive customers) (MM

∑K
k=1 CPPk)

is the superposition of K independent CPP arrival streams of packets (cus-
tomers) in any given modulating phase. Also, in each modulating phase, there
is a CPP arrivals of negative customers. The packets of different arrival streams
are not distinguishable. The parameters of the GE inter-arrival time distribution
of the kth (1 ≤ k ≤ K) positive customer arrival stream in phase i are (σi,k, θi,k),
and (ρi, δi) are those of the negative customers. That is, the inter-arrival time
probability distribution function is 1 − (1 − θi,k)e−σi,kt, in phase i, for the kth

stream of positive customers and 1 − (1 − δi)e−ρit for the negative customers.
Thus, all the K + 1 arrival point-processes are Poisson, with batches arriving at
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each point having geometric size distribution. Specifically, the probability that
a batch is of size s is (1 − θi,k)θs−1

i,k , in phase i, for the kth stream of positive
customers, and (1− δi)δs−1

i for the negative customers.
Let σi,., σi,. be the average arrival rate of customer batches and customers in

phase i respectively. Let σ, σ be the overall average arrival rate of batches and
customers respectively. Then, we get

σi,. =
K∑
k=1

σi,k, σi,. =
K∑
k=1

σi,k
(1 − θi,k) , σ =

N∑
i=1

σi,.ri, σ =
N∑
i=1

σi,.ri.

(1)
Because of the superposition of many CPP’s, the overall arrivals in phase i can
be considered as bulk-Poisson (M [x]) with arrival rate σi,. and with a batch size
distribution {πi,l}, that is, more general than mere geometric. The probability
that the batch size is l (πi,l) and the overall batch size distribution (π.,l), can be
given by

πi,l =
K∑
k=1

σi,k
σi,.

(1− θi,k)θl−1
i,k , π.,l =

N∑
i=1

riπi,l. (2)

Clearly, by choosing K and other parameters appropriately, it may then be pos-
sible to approximate {πi,l} or {π.,l} to suit certain given classes of batch size
distribution, however this is a matter for further research only.

2.2 The GE Multi-server

The service facility has c homogeneous servers in parallel, each with GE-
distributed service times with parameters (μi, φi) in phase i. The service disci-
pline is FCFS and each server serves at most one positive customer at any given
time. Negative customers neither wait in the queue, nor are served. The opera-
tion of the GE server is similar to that described for the CPP arrival processes
above. L denotes the queuing capacity, in all phases, including the customers
in service, if any. L can be finite or infinite. We assume, when the number of
customers is j and the arriving batch size of positive customers is greater than
L − j (assuming finite L), that only L − j customers are taken in and the rest
are rejected.

However, the batch size associated with a service completion is bounded by one
more than the number of customers waiting to commence service at the departure
instant. For queues of length c ≤ j < L+ 1 (including any customers in service),
the maximum batch size at a departure instant is j − c+ 1, only one server being
able to complete a service period at any one instant under the assumption of expo-
nentially distributed batch-service times. Thus, the probability that a departing
batch has size s is (1 − φi)φs−1

i for 1 ≤ s ≤ j − c and φj−ci for s = j − c + 1. In
particular, when j = c, the departing batch has size 1 with probability one, and
this is also the case for all 1 ≤ j ≤ c since each customer is already engaged by a
server and there are then no customers waiting to commence service.



646 R. Chakka and T.V. Do

It is assumed that the first positive customer in a batch arriving at an instant
when the queue length is less than c (so that at least one server is free) never
skips service, i.e. always has an exponentially distributed service time. However,
even without this assumption the methodology described in this paper is still
applicable.

2.3 Negative Customer Semantics

A negative customer removes a positive customer in the queue, according to a
specified killing discipline. We consider here a variant of the RCE killing disci-
pline (removal of customers from the end of the queue), where the most recent
positive arrival is removed, but which does not allow a customer actually in ser-
vice to be removed: a negative customer that arrives when there are no positive
customers waiting to start service has no effect. We may say that customers in
service are immune to negative customers or that the service itself is immune ser-
vicing. Such a killing discipline is suitable for modeling of load balancing where
work is transferred from overloaded queues but never work, that is, actually in
progress.

When a batch of negative customers of size l (1 ≤ l < j− c) arrives, l positive
customers are removed from the end of the queue leaving the remaining j − l
positive customers in the system. If l ≥ j − c ≥ 1, then j − c positive customers
are removed, leaving none waiting to commence service (queue length equal to
c). If j ≤ c, the negative arrivals have no effect.
ρi, the average arrival rate of negative customers in phase i and ρ, the overall

average arrival rate of negative customers are given by

ρi =
ρi

1− δi ; ρ =
N∑
i=1

riρi. (3)

2.4 Condition for Stability

When L is finite, the system is ergodic since the representing Markov process
is irreducible. Otherwise, i.e. when L = ∞, the overall average departure rate
increases with the queue length, and its maximum (the overall average departure
rate when the queue length tends to ∞) can be determined as

μ = c

N∑
i=1

riμi
1− φi . (4)

Hence, the necessary and sufficient condition for the existence of steady state
probabilities is

σ < ρ+ μ . (5)
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2.5 The Steady State Balance Equations

The state of the system at any time t can be specified completely by two integer-
valued random variables, I(t) and J(t). I(t) varies from 1 to N , representing the
phase of the modulating Markov chain, and 0 ≤ J(t) < L + 1 represents the
number of positive customers in the system at time t, including any in ser-
vice. The system is now modeled by a continuous time discrete state Markov
process, Y (Y if L is infinite), on a rectangular lattice strip. Let I(t), the
phase, vary in the horizontal direction and J(t), the queue length or level, in
the vertical direction. We denote the steady state probabilities by {pi,j}, where
pi,j = limt→∞ Prob(I(t) = i, J(t) = j), and let vj = (p1,j , . . . , pN,j).

The process Y evolves due to the following instantaneous transition rates:

(a) qi,k – purely lateral transition rate – from state (i, j) to state (k, j), for all
j ≥ 0 and 1 ≤ i, k ≤ N (i �= k), caused by a phase transition in the Markov
chain governing the arrival phase process (qi,i = 0);

(b) Bi,j,j+s – s-step upward transition rate – from state (i, j) to state (i, j + s),
for all phases i, caused by a new batch arrival of size s positive customers.
For a given j, s can be seen as bounded when L is finite and unbounded
when L is infinite;

(c) Ci,j,j−s – s-step downward transition rate – from state (i, j) to state (i, j−s),
(j − s ≥ c+ 1) for all phases i, caused by either a batch service completion
of size s or a batch arrival of negative customers of size s;

(d) Ci,c+s,c – s-step downward transition rate – from state (i, c + s) to state
(i, c), for all phases i, caused by a batch arrival of negative customers of size
≥ s or a batch service completion of size s (1 ≤ s ≤ L− c);

(e) Ci,c−1+s,c−1 – s-step downward transition rate, from state (i, c − 1 + s) to
state (i, c − 1), for all phases i, caused by a batch departure of size s (1 ≤
s ≤ L− c+ 1);

(f) Ci,j+1,j – 1-step downward transition rate, from state (i, j+1) to state (i, j),
(c ≥ 2 ; 0 ≤ j ≤ c− 2), for all phases i, caused by a single departure;

where

Bi,j−s,j =
K∑
k=1

(1− θi,k)θs−1
i,k σi,k

(∀i ; 0 ≤ j − s ≤ L− 2 ; j − s < j < L) ;

Bi,j,L =
K∑
k=1

∞∑
s=L−j

(1− θi,k)θs−1
i,k σi,k =

K∑
k=1

θL−j−1
i,k σi,k

(∀i ; j ≤ L− 1) ;
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Ci,j+s,j = (1− φi)φs−1
i cμi + (1− δi)δs−1

i ρi

(∀i ; c+ 1 ≤ j ≤ L− 1 ; 1 ≤ s ≤ L− j) ;
= (1− φi)φs−1

i cμi + δs−1
i ρi

(∀i ; j = c ; 1 ≤ s ≤ L− c) ;
= φs−1

i cμi

(∀i ; j = c− 1 ; 1 ≤ s ≤ L− c+ 1) ;
= 0 (∀i ; c ≥ 2 ; 0 ≤ j ≤ c− 2 ; s ≥ 2) ;
= (j + 1)μi

(∀i ; c ≥ 2 ; 0 ≤ j ≤ c− 2 ; s = 1) .

Define,

Bj−s,j = Diag [B1,j−s,j , B2,j−s,j , . . . , BN,j−s,j ]
(j − s < j ≤ L) ;

Bs = Bj−s,j (j < L)

= Diag

[
. . . ,

K∑
k=1

σi,k(1− θi,k)θs−1
i,k , . . .

]
;

Σk = Diag [σ1,k, σ2,k, . . . , σN,k] (k = 1, 2, . . . ,K) ;
Θk = Diag [θ1,k, θ2,k, . . . , θN,k] (k = 1, 2, . . . ,K) ;

Σ =
K∑
k=1

Σk ;

R = Diag [ρ1, ρ2, . . . , ρN ] ;
Δ = Diag [δ1, δ2, . . . , δN ] ;
M = Diag [μ1, μ2, . . . , μN ] ;
Φ = Diag [φ1, φ2, . . . , φN ] ;
Cj = jM (0 ≤ j ≤ c) ;

= cM = C (j ≥ c) ;
Cj+s,j = Diag [C1,j+s,j , C2,j+s,j , . . . , CN,j+s,j ] ;

E = Diag(e
′
N ) .

Then, we get,

Bs =
K∑
k=1

Θs−1
k (E −Θk)Σk ;

B1 = B =
K∑
k=1

(E −Θk)Σk ;
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BL−s,L =
K∑
k=1

Θs−1
k Σk ;

Cj+s,j = C(E − Φ)Φs−1 +R(E −Δ)Δs−1

(c+ 1 ≤ j ≤ L− 1 ; s = 1, 2, . . . , L− j) ;
= C(E − Φ)Φs−1 +RΔs−1

(j = c ; s = 1, 2, . . . , L− c) ;
= CΦs−1

(j = c− 1 ; s = 1, 2, . . . , L− c+ 1) ;
= 0 (c ≥ 2 ; 0 ≤ j ≤ c− 2 ; s ≥ 2) ;
= Cj+1 (c ≥ 2 ; 0 ≤ j ≤ c− 2 ; s = 1) .

The steady state balance equations are

– for the Lth row or level:
L∑
s=1

vL−sBL−s,L + vL [Q− C −R] = 0 ; (6)

– for the jth row or level:
j∑
s=1

vj−sBs + vj [Q−Σ − Cj −RIj>c] +

L−j∑
s=1

vj+sCj+s,j = 0 (0 ≤ j ≤ L− 1) ; (7)

– normalization
L∑
j=0

vjeN = 1 . (8)

Note that Ij>c = 1 if j > c else 0, and eN is a column vector of size N with all
ones.

2.6 Performance Measures

Some performance measures can be derived as follows:

– Average number of bursts in the system

E(j) =
L∑
j=0

jvje. (9)

– Burst loss probability
N∑
i=1

L∑
j=0

∞∑
l=L−j+1

pi,jπi,l
(l − (L− j))σi,.

σ
. (10)
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3 Solution Methodology and Technique

3.1 Transforming the Balance Equations

When L < c +K + 4, then the number of the states of the Markov process Y
is not large and can be solved by traditional methods [17]. However, when L is
large, computationally more efficient other methods are available.

In this Section the balance equations are essentially transformed into a com-
putable form (of QBD-M type). The necessary mathematical transformations
are based on profound theoretical analysis and proofs. Moreover, they are very
convenient for (software or program) implementation.

Let the balance equations for level j be denoted by < j >. Hence, < 0 >,
< 1 >, . . ., < j >, . . ., < L > are the balance equations for the levels
0, 1, . . . , j, . . . , L respectively. Substituting BL−s,L =

∑K
k=1Θ

s−1
k Σk and Bs =∑K

k=1Θ
s−1
.k (E −Θk)Σk in (6, 7), we get the balance equations for level L and

for all the other levels as:

< L > :
L∑
s=1

K∑
k=1

vL−sΘs−1
k Σk + vL [Q− C −R] = 0;

< L− 1 > :
L−1∑
s=1

K∑
k=1

vL−1−sΘs−1
k (E −Θk)Σk + vL−1 [Q−Σ − CL−1 −R] +

vLCL,L−1 = 0;

< L− 2 > :
L−2∑
s=1

K∑
k=1

vL−2−sΘs−1
k (E −Θk)Σk + vL−2 [Q−Σ − CL−2 −R]

+
2∑
s=1

vL−2+sCL−2+s,L−2 = 0;

< L− 3 > :
∑L−3
s=1

∑K
k=1 vL−3−sΘs−1

k (E −Θk)Σk + vL−3 [Q−Σ − CL−3−R]

+
∑3
s=1 vL−3+sCL−3+s,L−3 = 0;

...

< j > :
j∑
s=1

K∑
k=1

vj−sΘs−1
k (E −Θk)Σkvj [Q−Σ − Cj −R]

+
L−j∑
s=1

vj+sCj+s,j = 0 (j = L− 4, L− 5, . . . , c+K + 2);
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< c + K + 1 > :
c+K+1∑
s=1

K∑
k=1

vc+K+1−sΘs−1
k (E −Θk)Σk +

vc+K+1 [Q−Σ − Cc+K+1 −R] +
L−c−K−1∑
s=1

vc+K+1+sCc+K+1+s,c+K+1 = 0;

...

< j > :
j∑
s=1

K∑
k=1

vj−sΘs−1
k (E −Θk)Σk + vj [Q−Σ − Cj −RIj>c]

+
∑L−j
s=1 vj+sCj+s,j = 0 (j = c+K, c+K − 1, . . . , 0).

Define the functions, FK,l , (l = 1, 2, . . . ,K) as,

FK,l =
∑

1≤k1,k2,...,kl≤K

k1 �=k2 �=...�=kl

Θk1Θk2 . . . Θkl
(l = 1, 2, . . . ,K)

= E if l = 0
= 0 if l ≤ −1 or l > K (11)

From the above, for example,

K = 1 : F1,0 = E;F1,1 = Θ1

K = 2 : F2,0 = E;F2,1 = Θ1 +Θ2;F2,2 = Θ1Θ2

K = 3 : F3,0 = E;F3,1 = Θ1 +Θ2 +Θ3;
F3,2 = Θ1Θ2 +Θ2Θ3 +Θ3Θ1;F3,3 = Θ1Θ2Θ3.

The required FK,l’s can be computed easily using the following properties and
the recursion which also can be considered as an alternate definition for FK,l’s.
Let the arrival streams be numbered as 1, 2, . . . ,K in any order. Define Fk,l be
the function in equation (11) when only the first k streams of customer arrivals
are present and the rest are absent. Then, we get

Fk,0 = E , Fk,k =
k∏
n=1

Θn (k = 1, 2, . . . ,K);

Fk,l = 0 (k = 1, 2, . . . ,K; l < 0)
Fk,l = 0 (k = 1, 2, . . . ,K; l > k) (12)

The recursion, then, is

F1,0 = E ; F1,1 = Θ1 ;
Fk,l = Fk−1,l +ΘkFk−1,l−1

(2 ≤ k ≤ K , 1 ≤ l ≤ k − 1) . (13)
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Transformation 1. Modify simultaneously the balance equations for lev-
els j (L− 1 ≥ j ≥ K), by the transformation:

< j >(1) ←− < j >+
K∑
l=1

(−1)l< j− l >FK,l

(K ≤ j ≤ L− 1)
< j >(1) ←− < j > (j = L or j < K).

Apply the following transformation to the resulting equations.

Transformation 2. Modify simultaneously the balance equations for lev-
els j (L− 3 ≥ j ≥ c+K + 1), by the transformation:

< j >(2) ←− < j >(1) −
< j + 1 >(1)(Φ+Δ) +< j + 2 >(1)ΦΔ

(c+K + 1 ≤ j ≤ L− 3)
< j >(2) ←− < j >(1)

(j > L− 3 or j < c+K + 1).

With these above two transformations, the transformed balance equation,
< j >(2)’s, for the rows (c+K + 1 ≤ j ≤ L− 3), will be of the form:

vj−KQ0 + vj−K+1Q1 + . . .+ vj+2QK+2 = 0
(j = L− 3, L− 4, . . . , c+K + 1), (14)

where Q0, Q1, . . . , QK+2 areK+3 number of j-independent matrices and can be
easily derived algebraically from the system parameters by following the above
mentioned transformation procedures.

Thus, the resulting equations (14) corresponding to the rows from c+K + 1
to L− 3, are of the same form as those of the QBD-M processes and hence have
an efficient solution by several methods such as the spectral expansion method,
Bini-Meini’s method or the matrix-geometric method with folding or block size
enlargement [10].

3.2 Spectral Expansion Solution of the Balance Equations

The set of equations (14) concerning the levels c + K + 1 to L − 3 have
the coefficient matrices Q0, Q1, . . . , QK+2 that are independent of j and hence
have an efficient solution by the spectral expansion method [12]. These Ql’s
(l = 0, 1, . . . ,K + 2) can be obtained quite easily following the computational
procedure in Appendix A, A.1.

Define the matrix polynomials Z(λ) and Z(ξ) as,

Z(λ) = Q0 +Q1λ+Q2λ
2 + . . .+QK+2λ

K+2, (15)
Z(ξ) = QK+2 +QK+1ξ +QKξ2 + . . .+Q0ξ

K+2 . (16)
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Then, the spectral expansion solution for vj (c+ 1 ≤ j ≤ L− 1) is given by

vj =
KN∑
l=1

alψlλ
j−c−1
l +

2N∑
l=1

blγlξ
L−1−j
l (c+ 1 ≤ j ≤ L− 1), (17)

where λl (l = 1, 2, . . . ,KN) are the KN eigenvalues of least absolute value of
the matrix polynomial Z(λ) and ξl (l = 1, 2, . . . , 2N) are the 2N eigenvalues
of least absolute value of the matrix polynomial Z(ξ). ψl and γl are the left-
eigenvectors of Z(λ) and Z(ξ) respectively, corresponding to the eigenvalues λl
and ξl respectively. al’s and bl’s are arbitrary constants to be determined later.

It can be proved that the matrix
∑K+2
l=0 Ql is singular, so that λ = 1 is

an eigenvalue on the unit-circle for both Z(λ) and Z(ξ). If (5) is satisfied, the
number of eigenvalues of Z(λ) that are strictly within the unit circle is KN .
If (5) is not satisfied, that number is KN − 1.

These and also certain other properties of these eigenvalues, Eigenvectors, also
the relevant spectral analysis are dealt with (some of them are proved, others
explained in detail) in [12,2]. Some of them are summarized below. Let the rank
of Q0 be N − n0 and that of QK+2 be N − nK+2. Then,

(a) Z(λ) would have d = (K + 2)N − nK+2 eigenvalues of which n0 are zero
eigenvalues (also referred to as null eigenvalues), whereas Z(ξ) would have
nK+2 zero eigenvalues and (K + 2)N − n0 − nK+2 non-zero eigenvalues.

(b) If (λ �= 0,ψ) is a non-zero eigenvalue-eigenvector pair of Z(λ), then there
exists a corresponding non-zero eigenvalue-eigenvector pair, (ξ = 1

λ ,γ = ψ)
for Z(ξ). Thus, the non-zero eigenvalues of these two matrix polynomials are
mutually reciprocal.

(c) The KN eigenvalues of least absolute value of Z(λ) and the 2N eigenvalues
of least absolute value of Z(ξ) lie either strictly inside, or on, their respective
unit-circles, but not outside.

(d) There is no problem posed by multiple eigenvalues, i.e. independent eigen-
vectors having coincident eigenvalues, since each pair (λ,ψ) is distinct.

If the unknowns al’s and bl’s are determined in such a way that all the balance
equations are satisfied, then the vectors vj (c + 1 ≤ j ≤ L − 1) can be com-
puted from the steady state solution (17). Hence, the unknowns are the scalars,
a1, a2, . . . , aK·N , b1, b2, . . . , b2N , and the vectors v0,v1, . . . ,vc,vL. These are to-
tally, (c+ 2)N +K ·N + 2N = (c+K + 4)N scalar unknowns. In order to solve
for them, we still have the transformed balance equations concerning the levels
0, 1, . . . , c+K,L−2, L−1, L and also the equation (8). These are (c+K+4)N+1
linear simultaneous equations in the above (c + K + 4)N scalar unknowns. Of
these equations only (c+K + 4)N equations (including equation (8)) are inde-
pendent. Hence, all these unknowns can be solved for.

As far as the computational complexity is regarded the solution of (c+K+4)N
equations requires O(c3N3 + K3N3) work and a generalized nonsymmetric
eigenvalue-problem of dimension (K+2)N is solved at the expense of O(K3N3)
amount of work. Therefore, the computational complexity of the proposed
method is O(c3N3 +K3N3).
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3.3 System with Infinite Queuing Capacity

So far the analysis has been for the case of finite L. A corresponding analysis
for the case of infinite queuing capacity yields the spectral expansion solution as
follows:

vj =
KN∑
l=1

alψlλ
j−c
l (j = c+ 1, c+ 2, . . .) . (18)

Here, we need only the KN relevant eigenvalues-eigenvectors of Z(λ), and the
KN ak’s (which exist as real or complex conjugate pairs) are to be computed.
Notice that the equation (18) is the same as (17) when the limit L → ∞ is
taken. Notice also that the computation time for this case would be much less
than that for finite L.

4 Notes on the Departure Process

4.1 Departure Batch Size Distribution

From Sect. 3.2, we have the solution for the steady state probabilities, pi,j . The
marginal probabilities, pi. and p.j are then defined as:

pi. =
L∑
j=0

pi,j ; p.j =
L∑
i=0

pi,j . (19)

Now consider the system in the state (i, j), where j > c. Here, all the c servers
are busy, with j−c unattended positive customers in the queue. In this state, the
departure rate associated with a batch size of s is (1−φi)φs−1

i cμi for 1 ≤ s ≤ j−c
and for s = j − c + 1. Hence, the average rate at which batches of size n, for
2 ≤ n ≤ L− c+ 1, depart from the queue is

νn =
N∑
i=1

L∑
j=c+n

pi,j(1−φi)φn−1
i cμi+

N∑
i=1

pi,c+n−1φ
n−1
i cμi (n = 2, . . . , L− c+1).

(20)
The average rate of single departures is

ν1 =
N∑
i=1

c∑
j=1

pi,jjμi +
N∑
i=1

L∑
j=c+1

pi,j(1− φi)cμi. (21)

Thus, by the Law of Large Numbers for Markov chains, νn∑L−c+1
s=1 νs

is the equi-

librium probability that the batch size is n (n = 1, 2, . . . , L− c+ 1).
The number of batch departures per unit time ν is

ν =
L−c+1∑
s=1

νs, (22)

and the average departure rate of positive customers ν
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ν =
L−c+1∑
s=1

sνs. (23)

Hence the loss rate of positive customers due to either overflow or being killed
by negative customers is σ − ν.

4.2 System at Departure Epochs

Let βi,j be the probability that the state of the system is (i, j) immediately after
a (batch) departure epoch. Then, βi,j is proportional to the probability flux into
state (i, j) due to a departure, i.e. βi,j ∝ fi,j where, for 1 ≤ i ≤ N ,

fi,j =
L−j∑
n=1

pi,j+ncμi(1− φi)φn−1
i (j ≥ c)

fi,c−1 =
L−c+1∑
n=1

pi,c−1+ncμiφ
n−1
i

fi,j = pi,j+1(j + 1)μi (0 ≤ j ≤ c− 2).

The normalisation constant is the reciprocal of the sum of all the fi,j , i.e. the
reciprocal of

N∑
i=1

[ ∞∑
j=c

L−j∑
n=1

pi,j+ncμi(1 − φi)φ
n−1
i +

L−c+1∑
n=1

pi,c−1+ncμiφ
n−1
i +

c−2∑
j=0

pi,j+1(j + 1)μi

]
.

5 Numerical Results

5.1 Case Study

In this section we present some numerical results to demonstrate the capabilities
of the proposed model. We consider an optical burst switching2 multiplexer
that assigns arriving bursts to channels in a link with c available data channels
(wavelengths) and storage locations for L−c bursts. An arriving burst is diverted
to a storage location if all c data channels are in use when it arrives. A burst will
be discarded if it arrives when all c channels are busy and all L− c burst storage
locations are being used by bursts that have not yet been assigned a channel.
However, once a stored burst has been assigned to an output channel, its storage
location becomes available for use by an arriving burst, since the stored burst will
vacate space at the same rate that the arriving burst occupies it. It is apparent

2 Packet and burst switching have been proposed for optical networks because they
are better to accommodate bursty traffic generated by IP applications. Optical burst
switched (OBS) networks switch packets of constant or variable length while the
payload data stays in the optical domain [18,19,21,7,18,20].
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that an optical burst switching multiplexer can be modeled as a queue of c servers
and a buffer of size L−c. In the literature, Turner has proposed one dimensional
birth-death process to analyze this problem [18]. However, Turner’s model has
some limitations like the assumption of exponential burst arrival process and
constant burst size. Our model overcomes these limitations.

The aim is to show the impact of the burstiness of the offered traffic on the
performance of the multiplexer. To compare with Turner’s model, we produced
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the similar figure as presented in [18]. However, the numerical results are ob-
tained with different arrival and serving processes, and the assumption of no
negative customers. The following system parameters were used:

[
qi,j

]
=
[−0.2 0.2

0.9 −0.9

]
;

[
σi,k

]
=
[
1 2
2 2.5

]
;

[
θi,k

]
=
[
0.65 0.7
0.65 0.7

]
;[

φi
]

=
[
5 5

]
;

[
μi
]

=
[
0.5 0.5

]
,

where all σi,k was scaled as appropriate to set the system load to the examined
values and the number of positive sources (K) was chosen to be 2. The batch
size distribution was chosen to be geometric (see Fig. 1).

The departure batch size, however, is a function of steady-state system be-
haviour, and thus all system parameters. Its distribution has a finite support set
consisting of the states {1, 2, ..., L− c+ 1} as illustrated in Figure 1.

Figure 2 plots the burst discard probabilities for different channel numbers
with different space available for burst storage. Space allocated for burst stor-
age is printed on the lines in the figure. It can be observed that batch arrivals
can be better handled by increasing the storage space (at the expense of some
queuing delay) than by increasing the number of channels. The performance of
256 channels with no burst storage space is worse than that of 32 channels with
a storage space for 8 bursts in our example for relative load values above 0.4.
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Figure 3 depicts the results obtained with Turner’s model and our model in the
case of 32 channels. Turner’s model shows that burst discard probability may be
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kept under 10−6 for load values almost as high as 0.7 with a buffer of adequate size.
However, batch arrivals make the situation worse (high utilization is very hard to
be realized). The impact of burst arrival is further demonstrated in Figures 4 and
5, where different burst arrival distributions are used. The figures show that when
the higher the probability of long batches is, the more significant performance loss
is encountered at the same system for the same load values.

Figure 6 demonstrates the trade-off between the two solution methods. The
implementations were run on a SUN Ultra 60 Workstation for different values
of L and K, while c was always 3. The displayed times were averaged over five
runs. It can be observed that the performance of the spectral expansion method
overcomes the traditional method in a large ranges of parameters, moreover and
it does not depends on the buffer size. Moreover, it takes even less time in the
case of infinite buffer.

Further reduction in the computation complexity can be obtained for
the new method based on the spectral expansion if we express the vectors
v0,v1, . . . ,vc,vL as the functions of the unknowns al’s and bl’s. At the present
the implementation of this idea is in progress.

6 Conclusions

One of the research aims in the performance evaluation of telecommunications
networks is to find analytically tractable queuing models with the capability of
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capturing the burstiness and correlation of the traffic. In this context, the first
contribution of this paper is the derivation of the exact result for the equilib-
rium state probabilities of the MM

∑K
k=1 CPPk/GE/c/LG-queue, which can

capture the burstiness and correlation of the traffic and take into account envi-
ronmentally sensitive service times. We also provide ideas to extend the modeling
capability of the new queue.

The queuing model and its variants were successfully used to model [5,6]
High-speed Downlink Packet Access HSDPA terminal categories. In this paper,
we have applied the new queue for the performance analysis of multiplexers in
optical burst switching networks.
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Appendix

A Obtaining the Matrices Ql’s

Consider any row j where c+K+1 ≤ j ≤ L−3. With Transformation 1, we get

< j >(1) ←− < j >+
K∑
l=1

(−1)l< j− l >FK,l

< j + 1 >(1) ←− < j + 1 >+
K∑
l=1

(−1)l< j + 1− l >FK,l

< j + 2 >(1) ←− < j + 2 >+
K∑
l=1

(−1)l< j + 2− l >FK,l. (24)

Applying Transformation 2 to the jth row, and substituting from the above (24)
for < j + 1 >,< j + 2 >, we get

< j >(2) ←− < j >+
K∑
l=1

(−1)l< j− l >FK,l

−
[
< j + 1 >+

K∑
l=1

(−1)l< j + 1− l >FK,l

]
(Φ+Δ)

+

[
< j + 2 >+

K∑
l=1

(−1)l< j + 2− l >FK,l

]
ΦΔ. (25)

Expanding and grouping the terms together, equation (25) can be written as

< j >(2) ←−
K∑
l=−2

< j− l >GK,l, (26)

where

GK,l = (−1)l[FK,l + (Φ+Δ)FK,l+1 + ΦΔFK,l+2] (l = −2,−1, . . . ,K). (27)

The balance equations < j + 2 >, < j + 1 >, < j >, . . ., < j− l >, . . .,
< j−K >, respectively are given by,

j+2∑
s=1

K∑
k=1

vj+2−sΘs−1
k (E −Θk)Σk + vj+2 [Q−Σ − Cj+2 −R]

+
L−j−2∑
s=1

vj+2+sCj+2+s,j+2 = 0 ;
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j+1∑
s=1

K∑
k=1

vj+1−sΘs−1
k (E −Θk)Σk + vj+1 [Q−Σ − Cj+1 −R]

+
L−j−1∑
s=1

vj+1+sCj+1+s,j+1 = 0 ;

j∑
s=1

K∑
k=1

vj−sΘs−1
k (E −Θk)Σk + vj [Q−Σ − Cj −R]

+
L−j∑
s=1

vj+sCj+s,j = 0 ;

...
j−l∑
s=1

K∑
k=1

vj−l−sΘs−1
k (E −Θk)Σk + vj−l [Q−Σ − Cj−l −R]

+
L−j+l∑
s=1

vj−l+sCj−l+s,j−l = 0 ;

...
j−K∑
s=1

K∑
k=1

vj−K−sΘs−1
k (E −Θk)Σk + vj−K [Q−Σ − Cj−K −R]

+
L−j+K∑
s=1

vj−K+sCj−K+s,j−K = 0 ;

Substituting or applying the above to (26), for the coefficients (QK−m) of vj−m
in < j >(2), we get

QK−m =
m−1∑
l=−2

[
K∑
n=1

Θm−l−1
n (E −Θn)Σn

]
GK,l + [Q−Σ − Cj−m −R]GK,m

+
K∑

l=m+1

[Cj−m,j−l]GK,l

(m = j − L, . . . ,−2,−1, 0, . . . ,K, . . . , j) . (28)

Also, for m = −2,−1, 0, . . . ,K, substituting Cj−m = C and Cj−m,j−l =
Cj−l+l−m,j−l = C(E − Φ)Φl−m−1 +R(E −Δ)Δl−m−1 in (28), we get
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QK−m =
m−1∑
l=−2

[
K∑
n=1

Θm−l−1
n (E −Θn)Σn

]
GK,l + [Q−Σ − C −R]GK,m

+
K∑

l=m+1

[
C(E − Φ)Φl−m−1 +R(E −Δ)Δl−m−1

]
GK,l

(m = −2,−1, 0, . . . ,K). (29)

Using the above, the required Ql’s can be computed easily as described in the
subsection below. Notice the above Ql’s in equation (29) are j- independent.

The other coefficients, i.e. those of vj−K−1,vj−K−2, . . . ,v0 and of
vj+3,vj+4, . . ., can be shown to be zero. This is elaborated in the next section
for a numerical value of K, and a general proof is given later on.

A.1 Computation

After obtaining FK,l’s thus, GK,l (l = −2,−1, . . . ,K) can be computed
from (27). Then, using them directly in (29), the required Ql (l = 0, 1, . . . ,K+2)
can be computed.

An alternate way of computing the GK,l’s is by the following properties and
recursion which are obtained from (12,13,27)

G1,−2 = ΦΔ ; G1,−1 = −(Φ+Δ)− ΦΔΘ1 ;
G1,0 = E + (Φ+Δ)Θ1 ; G1,1 = −Θ1 ;
Gk,l = 0 (l ≤ −3) ; Gk,l = 0 (l ≥ k + 1) ;
Gk,l = Gk−1,l −ΘkGk−1,l−1 (2 ≤ k ≤ K , −2 ≤ l ≤ k). (30)

Another interesting property of Gk,l’s is

k∑
l=−2

Gk,l =
k∑

l=−2

Gk−1,l −Θk
k∑

l=−2

Gk−1,l−1

=
k−1∑
l=−2

Gk−1,l −Θk
k−1∑

l−1=−2

Gk−1,l−1

(since Gk−1,k = Gk−1,−3 = 0)

=

[
k−1∑
l=−2

Gk−1,l

]
(E −Θk). (31)

Also, from (30), we have
∑1
l=−2G1,l = (E −Φ)(E −Δ)(E −Θ1). Hence, we get

the following result combining the above results:

k∑
l=−2

Gk,l = (E − Φ)(E −Δ)
k∏
n=1

(E −Θn). (32)
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Abstract. This chapter presents a detailed review of existing handover schemes 
and focuses on an analytical model developed for a Dynamic Guard Channel 
Scheme (DGCS), which manages adaptively the channels reserved for handover 
calls depending on the current status of the handover queue. The Poisson process 
and Markov-Modulated-Poisson-Process (MMPP) are used to model the arrival 
processes of new and handover calls, respectively. The accuracy of this model is 
demonstrated through the extensive comparisons of the analytical results against 
those obtained from discrete-event simulation experiments. Moreover, the ana-
lytical model is used to assess the effects of the number of channels originally 
reserved for handover calls, the number of dynamic channels and the burstiness 
of handover calls on the performance of the DGCS scheme. 

Keywords: Wireless Cellular Networks, Handover, Guard Channel Scheme, 
Performance Modelling, Markov-Modulate-Poisson-Process (MMPP). 

1   Introduction 

In communication industry, wireless networks have undergone the fastest growth in 
the past decades. Mobile cellular systems have evolved from the first generation ana-
logue system, e.g. Advanced Mobile Phone System (AMPS) and European Total Ac-
cess Cellular System (ETACS), to the second generation digital systems, e.g. Global 
System for Mobile (GSM) and IS-95 cdmaOne. The increasing demands for parallel, 
rapid internet-based services drives the development of third generation mobile sys-
tems (3G). With the deployment of increasing wireless applications and access con-
straints, a tremendous development to improve the efficient usage of the limited radio 
spectrum resources in academic and industry fields is required. The reason for the 
cellular network topology is to enable frequency reuse. 

Cellular networks deploy smaller cells in order to achieve high system capacity due 
to the limited spectrum. The frequency band is divided into smaller bands which are 
reused in non interfering cells [1-3]. Smaller cells cause an active mobile station (MS) 
to cross several cells during an ongoing conversation. This active call should be trans-
ferred from one cell to another in order to achieve call continuation during boundary 
crossing. 
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Handover represents a process of changing the channel associated with the current 
connection while a call is in progress. Handover is an essential component of cellular 
communication systems since it enables two adjacent base stations (BS) to guarantee 
the continuity of a conversation. A well designed handover scheme should minimize 
the probability of dropped handover calls because forced termination of new calls is 
more favoured than termination of handover calls in the point view of mobile users. 
Therefore, the design of an efficient handover scheme requires to minimize the hand-
off call blocking probability as well as to maintain the new call blocking probability 
and the utilisation of precious wireless resources at acceptable levels. 

Prioritizing handover calls is an effective strategy towards these goals. There are 
two popular schemes for handover prioritization: Guard Channel Scheme (GCS) and 
Handover Queueing Scheme (HQS) [1]. The basic idea behind GCS is to give high 
priority to handover calls by exclusively reserving a number of dedicated (or, guard) 
channels. In HQS, the forced termination probability of handover calls can be reduced 
by allowing handover requests to be queued temporarily. Both schemes can reduce 
the handover call dropping probability effectively in wireless mobile networks [4]. 

The existing GCS and HQS schemes often reduce the blocking probability of 
handover calls at the expense of increasing the blocking probability of new calls and 
the delay of handover calls. With the aim of reducing the deteriorating effects of GCS 
and HQS on the blocking probability of new calls and the delay of handover calls, this 
chapter firstly presents an efficient handover scheme, referred to as Dynamic GCS 
(DGCS) which can dynamically manage the channels reserved for handover calls de-
pending on the current status of the handover queue. Secondly, a three-dimensional 
Markov model is developed for performance analysis of this dynamic handover 
scheme. The new and handover call arrivals are modelled by the non-bursty Poisson 
process and bursty Markov-Modulate-Poisson-Process (MMPP), respectively. More-
over, the effects of users’ mobility are taken into consideration by modelling the 
dwell times of both calls spent in a cell by an exponential distribution. Thirdly, the 
analytical mode is used to investigate the effects of the number of channels originally 
reserved for handover calls, the number of dynamic channels, and burstiness of hand-
over calls on the performance of the DGCS scheme. 

The rest of the chapter is organized as follows. Section 2 provides a review of 
handover schemes. Section 3 presents the analytical model and derives the expres-
sions of the performance measures including the mean number of calls in the system, 
aggregate response time, aggregate call blocking probability, handover call blocking 
probability, new call blocking probability and handover delay. Section 4 validates the 
model and conducts extensive performance evaluation. Finally, conclusions are drawn 
in Section 5. 

2   Review of Handover Schemes 

Handover presents a process of changing channels associated with an existing connec-
tion which is always initiated either by a worse quality of received signal on the cur-
rent channel or by crossing a cell boundary [1-4]. A detailed and comprehensive 
overview of handover is presented in this section.  
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2.1   Handover Type 

Handovers can be categorized as hard and soft handovers according to the number of 
connections [5]. In the process of hard handover, a radio link is established to the new 
base station and the radio link of the old base station is released. This means that a 
mobile node is only allowed to maintain connection to one base station at one time. 
The handover is initiated based on a hysteresis imposed on the current link. Based on 
the link measurements, the target BS is selected and executes the handover, and the 
active connection is transferred to the target BS instantly. The connection experiences 
a brief interruption during the actual transfer because MS can only connect to one BS 
at a time. Hard handover does not have advantage of diversity gain opportunity during 
the process of handover where the signals from two or more BSs arrive at comparable 
strengths. However, it is a simple and inexpensive way to implement handover. 

On the contrary, a soft handover enables a mobile node to maintain radio connec-
tions with more than two base stations simultaneously while it does not release any 
radio links unless the signal strength drops below a specified threshold value [5]. Soft 
handover completes when the MS selects the best available candidate BS as the target 
cell. Soft handover is a type of mobile assisted handover. The disadvantage of soft 
handover is that it is complex and expensive to implement. Moreover, forward inter-
ference actually increases since several BSs are used in soft handover simultaneously 
to connect the MS. The increase in forward interference can become a problem if the 
handover region is large such that there are many MSs in soft handover mode. 

2.2   Channel Assignment 

Channel assignment is a key phase of handover process and consists of the allocation 
of resources to calls in the new base station. When a call is admitted to access the 
network, in order to, make a decision of acceptance or rejection by a call admission 
control (CAC) algorithm, several characters including QoS of the existing connection, 
and the amount of available resource versus QoS requirements [7] should be consid-
ered. The success of handover process is also affected by the radio technology of the 
channel assignment process. Various channel assignment strategies (e.g. non-
prioritized scheme, the guard channel scheme, and queuing priority scheme) have 
been proposed to reduce the forced termination of calls at the expense of increasing 
the number of dropped or blocked calls. 

Channel assignment strategy can either be fixed or dynamic. Fixed channel as-
signment strategy allows each cell to contain a specific and fixed number of channels. 
New arriving calls are served by unused channels in that cell. If all the channels are in 
use, any new arriving calls will be blocked. Several variations of the fixed assignment 
strategies are available. One approach, referred to as channel borrowing strategy, al-
lows a cell to borrow channels from a neighbouring cell if all of its own channels are 
in use. The MSC controls the borrowing procedures and ensures that this procedure 
does not disrupt or interfere with services in the donor cell. 

Dynamic channel assignment strategy does not assign channels to any cells perma-
nently. Instead, when a call arrives, the serving BS requests a channel from the MS. 
The MS then allocates that channel to the cell and uses an algorithm to calculate the 
likelihood of future blocking within the cell, the reuse distance of the channel, and 



668 L. Wang et al.  

 

other cost functions. The MS only assigns a channel if that channel is not in use in the 
cell or any other cells which falls within the minimum restricted distance of channel 
reuse to avoid co-channel interference [8]. Dynamic channel assignment strategies 
decrease the likelihood of blocking and increase the trunking capacity of the system. 
Dynamic channel assignment strategy requires the MS to collect real time data on 
channel occupancy, traffic distribution, and radio signal strength indications (RSSI) of 
all channels on a continuous basis. This increases the storage and computational loads 
on the system but increases the channel utilization and decreases the blocking prob-
ability of calls. 

2.3   Handover Schemes 

Since ongoing communications are very sensitive to interruption, the handover drop-
ping probability must be minimized. In what follow, two well-known prioritization 
schemes [9] are presented. 

Guard Channel Scheme. GCS is the most popular way of assigning priority to hand-
over calls by reserving a fixed number of channels out of the total number of available 
channels for handover calls [6, 10-15]. The high priority is assigned to handover calls 
over calls originated from the serving cell in GCS, e.g. h channels are assigned to 
handover calls only from a total of N channels in a cell. New calls and handover calls 
share the remaining n=N-h channels together. If the number of available channels in 
the cell is less than or equal to h, any arrivals of new calls are rejected/blocked be-
cause the remaining idle channels are used by handover calls exclusively. A handover 
call is blocked if there is no channel available in the cell at all. The flowchart for GCS 
is show in Fig. 1. 
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Fig. 1. Flowchart of Guard Channel Scheme 
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Fig. 2. System Model with Priority and Handover Queueing Scheme 

Handover Queueing Scheme. In the queuing handover calls prioritization scheme, if 
all of the channels are occupied in a cell, arrival handover calls are stored in a queue 
[9, 16-20]. The handover calls stored in the queue can be served whenever a channel 
becomes idle. In order to decrease the blocking probability of new calls, queuing 
scheme can also be applied to new calls. Fig. 2 shows the queuing scheme that store 
newly arriving handover calls when all channels are not available. 

2.4   Existing Analytical Models of Handover Schemes 

One of the earliest analytical frameworks for GCS has been developed by Guerin in 
[21]. Zhang, Soong and Ma [22] have proposed a novel approximation approach us-
ing a simplified one-dimensional Markovian model to evaluate the performance of a 
guard channel scheme. Vazuqez-Avila, Cruz-Perez and Ortigoza-Guerrero [23] have 
developed a Markovian model for Fractional Guard Channel (FGC) which accepts an 
arriving new call with a probability calculated on the base of the number of busy 
channels but accepts an arriving handover call unless there are no channels available. 
Ogbonmwan and Li [24] have extended GCS to support voice traffic by using three 
dynamic thresholds to, respectively, provide priority to handover data calls, new voice 
calls and handover voice calls. They have developed a two-dimensional Markov chain 
to analyze this new bandwidth allocation scheme, namely, multi-threshold bandwidth 
reservation scheme.  

In addition to the fixed channel allocation schemes, GCS and its variants have also 
been analyzed with the dynamic allocation schemes in [25]. Moreover, several recent 
studies [26-29] have investigated the performance of GCS with a First-In-First-Out 
(FIFO) queue of handover calls via simulation or analytical modelling. Louvros, Py-
larinos and Kotsopoulos [30] have proposed a multiple queue model for handover in 
microcellular networks with a dedicated queue for each transceiver in the cell. Xhafa 
and Tonguz [14] have presented an analytical framework which employs two queues 
for the two priority classes of handover calls and incorporates a priority transition 
between handover calls in the queue. However, the arrivals of both new calls and 
handover calls were modelled by the traditional non-bursty Poisson process in the 
aforementioned references. Only a few studies [10, 31] have adopted the Markov-
Modulated-Poisson-Process (MMPP) [32] to capture the bursty properties of hand-
over call arrivals.  
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3    Analytical Model 

3.1   System Description 

The dynamic handover scheme, DGCS, is illustrated in Fig. 3. An FIFO finite capac-
ity queue is adopted to accommodate handover calls waiting for a free channel. Let 
N  be the total number of channels available in a cell and k  be the buffer capacity. 
When the buffer is empty, as shown in Fig. 3(a), the maximum number of channels, 
which can be used to transmit new calls, is n  )( Nn ≤ . Consequently, all remaining 

channels, h  ( nNh −= ), are reserved for handover calls. In the dynamic handover 
scheme, the number of channels allocated to handover calls, h, changes according to 
the queue status. Specifically, when the buffer of handover calls is not empty, t  more 
channels are allocated to handover calls in order to reduce the delay and loss probabil-
ity of handover calls. In this case, the maximum numbers of channels which can be 
used for new calls and handover calls are changed to )(' tnn −=  and )(' thh += , re-

spectively, as shown in Fig. 3(b). 

a) Handover buffer empty
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b) Handover buffer non-empty
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2 
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Fig. 3. The dynamic guard channel scheme 

The arrivals of new calls follow a Poisson process with average arrival rate λ . The 
arrivals of handover calls are modelled by a two-state MMPP with the infinitesimal 

generator ⎥
⎦

⎤
⎢
⎣

⎡
−

−
=

22

11

δδ
δδ

Q  and rate matrix ⎥
⎦

⎤
⎢
⎣

⎡
=

2

1

0

0

λ
λ

Λ  , respectively, where 

mλ )2 ,1( =m  is the arrival rate when the MMPP is at state m and mδ  is the intensity 

of transition from state m  to the other. The call duration time, which is the amount of 
time that the call remains in progress without forced termination, is assumed to be 

exponentially distributed with mean 1−
duμ . Moreover, the cell dwell time, i.e., the time 

duration that a mobile user resides in the cell before crossing the cell boundary, fol-

lows an exponential distribution with mean 1−
dwμ . Therefore, the channel holding time 



 Modelling and Analysis of a Dynamic Guard Channel Handover Scheme 671 

 

defined as the time spent in a cell follows an exponential distribution with mean 
11 )( −− += dwdu μμμ . Furthermore, a handover call waiting in the queue is forced to 

terminate if the mobile station moves out of the radio coverage of the handover area. 

The corresponding handover dwell time is exponentially distributed with mean 1−d . 

3.2   System State Transition Diagram 

This section presents the state transition diagram of the system with the dynamic 
handover scheme. As shown in Figure 4, the three-dimensional Markov chain is con-
structed from two 2-dimensional Markov chains with one in the front layer and the 
other in the back (shaded) layer. The transition between the corresponding states from 
one layer to the other represents the change between the two states of the MMPP. 

μ

kh +μ'

kh +μ'

kh +μ'

tkh (' +−+μ

tkh (' +−+μ

tkh (' +−+μ

tkh 1(' +−+μ

kh (' +μ

kh (' +μ

kh (' −+μh +μ'

h +μ'

h +μ'

kdh +μdth )1( ++μtdh +μdh +μ

)1( +h

)1'( +nμ)1'( +n
μ'n

μ

μn

μn

μn

μn μn

μn

μn

μn

)1'( +n

)1'( +n )1'( +n

)1'( +n

)1'( +n )1'( +n

μ'n μ'n

μ'n μ'n

μ'n

μ'n

μ'n

μ'n μ'n

kh +μ'kh (' +μh +μ'

μ'h

μ'h

μ'h

)1( +h

)1( +h

)1( +h

tdh +μ kdh +μdth )1( ++μdh +μ

μh

μh

μh

μh

0,0,1

0,n,1

0,n,2

  h,0,1 

  h,n,1 

h,n,2

 h’,0,1 

  h’,n,1 

h’+k,0,1 

0,n’,1   h,n’,1  h’,n’,1  h+k,n’,1  h’+k,n’,

λ

λ

λ

λ

λ

λ

λ

λ

λ

λ

λ

λ

λ

λ

λ

λ

λ

λ

λ

λ

λ

λ

λ

λ

λ

λ

λ

λ

1λ 1λ1λ 1λ 1λ 1λ 1λ λ

1λ 1λ 1λ 1λ
1λ 1λ 1λ 1λ

1λ 1λ 1λ 1λ 1λ

λ

1δ

1δ

2δ

2δ

μ μ μ μ μ

μ μ

μ

μ

μ

μ

μ
2λ

1δ
2δ1δ

2δ

λ

 0, 0, 2

2λ

 h,0,2

2λ
 h’,0,2  h’+k,0,2 

h’+k,n’,

2λ2λ

1δ
2δ

2λ

1δ
2δ

μ

λ
 0,n’,2

μh

2λ

1δ
2δ

μ'h

2λ

1δ δ

λ

1δ
2δ

2λ

1δ
2δ

2λ2λ

 h’,n’,2 h +k,n’,2 

2λ

 h,n’,2

1δ

2δ

μ

λ

μh

2λ

1δ
2δ

2λ λ

1δ
2δ

2λ

1δ
2δ

λ
 h’,n,2

1λ

 

Fig. 4. State transition diagram of a three dimensional Markov chain for modelling the hand-
over scheme  

Each state ),,( mji  in the three-dimensional Markov chain corresponds to the case 

where there are i , )k)'(0( +≤≤ hi , handover calls and j , )0( nj ≤≤ , new calls in 

the system and the two-state MMPP is at state m , )2,1( =m . The transitions from 

state ),,( mji  to ),,1( mji + , ,'0( khi +<≤  ),2,1,0 =≤≤ mnj  and from state 

),,( mji  to ),,1,( mji +  )2,1,0   ,'0( =<≤+≤≤ mnjkhi  imply that a handover call 

and a new call enters into the system, respectively. Therefore, the transition rates out 
of state ),,( mji  to ),,1( mji +  and to ),1,( mji +   are mλ  and λ , respectively. On the 

other hand, the transitions from state ),,( mji  to ),,1( mji − , 

),2,1  ,0  ,'1( =≤≤+≤≤ mnjkhi  and from state ),,( mji  to ),,1,( mji −  

)2,1,1   ,'0( =≤≤+≤≤ mnjkhi  represents that a handover call and a new call  

departs from the system, respectively. Therefore, the transition rate out of state 
),,( mji  to ),1,( mji −  is μ×j . If a state ),,( mji  indicates that the buffer is empty 
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(i.e., 'hi ≤  and Nji ≤+ ), the transition rate from ),,( mji  to ),,1( mji −  is μ×i . 

Otherwise, the transition rate is djNijN ×+−+×− )()( μ  and dhih )'(' −+μ   

when njn ≤≤'  and 'nj < , respectively. 

Let ijmp  denote the joint probability of state ),,( mji  in the three-dimensional 

Markov chain. Let P  be the steady-state probability vector of this Markov chain, 
) , , , , , , , , , , ,( 200021')'(01)'(10001 nnkhkhn pppppp ++=P . The infinitesimal 

generator matrix, Z , of this Markov chain is of size 
×+−+×++× ))2/)1()1()1'((2( ttnkh  ))2/)1()1()1'((2( +−+×++× ttnkh  and can 

be given according to the state transition rates of the Markov chain presented in the 
previous paragraph. The steady-state probability vector, P , satisfies the following 
equations. 

⎩
⎨
⎧

=
=
1Pe

0PZ
. (1) 

where T)1 ,  ,1 ,1( ⋅⋅⋅=e  is a unit column vector of length 

))2/)1()1()1'((2( +−+×++× ttnkh . Solving Equation (1) using the approach pre-

sented in [32-34] yields the steady-state probability vector, P , as 

1)( −+−= eαXΙαP . (2)

where matrix β/QΙX += , }min{ iiQ≤β  and α  is an arbitrary row vector of X . 

The aggregate and marginal state probabilities, xp  and q
xp , that there are x  calls 

in the system and in the queue, respectively, can be calculated based on the joint state 

probability ijmp . The probabilities xp  and q
xp  can be written as.  
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The probabilities, xp  and q
xp , are essential for the derivation of the aggregate and 

marginal performance metrics below. 
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3.3   Derivation of Performance Metrics 

Analytical expressions are derived to evaluate the mean number of calls in the system 

L , aggregate response time R , aggregate call blocking probability CLP , handover 

call blocking probability HCLP , handover delay D  and new call blocking probabil-

ity NCLP .  

The mean number of calls in the system L  can be calculated as follows 

∑ ×=
+

=

kN

x
xpxL

0
)( . (5)

The expressions for the mean aggregate response time can be derived using Little’s 
Law [35]. 

T

L
R = . (6)

where T  is the aggregate throughput and is equal to the sum of the throughput of 

handover calls and new calls, HT  and NT . Due to the equilibrium of the rates of in-

coming flows and outgoing flows in the steady state, the mean marginal throughputs 

HT  and NT  are equal to the corresponding arrival rate multiplied by the probability 

that a handover or new call are not lost. 

HN TTT += . (7)
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As a blocked call does not contribute to the throughput, the call blocking probability 
is calculated by 

λλ
λλ
+

−+=
H

H T
CLP . (10)

The average arrival rate, Hλ , of handover calls, modelled by an MMPP-2 can be 

given by 

21

1221

δδ
δλδλλ

+
+=H . (11)
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Similarly, the handover call blocking probability and new call blocking probability 
can be written as 

H

HH
H

T
CLP

λ
λ −= . (12)

λ
λ N

N
T

CLP
−= . (13)

Moreover, the expression for the handover delay D  can also be derived using Little’s 
Law and is given by [35]. 

H

q

T

L
D = . (14)

Finally, the mean number of handover calls in the queue can be easily calculated us-

ing the probability q
xp  

∑ ×=
=

k

x

q
xq piL

0
)( . (15)

4   Model Validation and Performance Analysis 

To investigate the accuracy of the above developed performance model, a discrete-
event simulator has been developed for the dynamic handover scheme using JAVA 
programming language. Extensive numerical experiments have been performed for 
several combinations of different degrees of burstiness of handover calls, various 
numbers of channels ( h ) originally reserved for handover calls and numbers of dy-
namic channels ( t ).  The figures presented below in this section reveal that the simu-
lation results closely match those predicted by the analytical model. Moreover, we 
investigate the effects of the number of channels originally reserved to handover calls, 
the number of dynamic channels and the burstiness of handover calls on the system 
performance. 

Figs. 5-10 illustrate, respectively, the mean number of calls in the system, aggre-
gate response time, aggregate call blocking probability, handover call blocking prob-
ability, handover delay and new call blocking probability against the number of  
dynamic channels t  with different degrees of burstiness of handover calls and the 
original number of channel reserved for handoff calls 15,10=h . Performance results 

depicted in Figs. 5-10 are presented for the following cases:  The total number of 
available channels in the cell is 30=N . The buffer capacity, k , is set to be 10. Addi-
tionally, the call duration time, cell dwell time and handover dwell time are exponen-

tially distributed with mean 1−
duμ = 0.67, 1−

dwμ  = 10, and 1−d  = 100, respectively. The 

mean arrival rate of new calls λ  is set to be 20. Furthermore, handover calls with 
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high burstiness is generated using the infinitesimal generator matrix 
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Fig. 5. Mean number of calls in the system vs. the number of dynamic channels t  with the 
number of channels reserved for handover calls 15,10=h  and different burstiness of handover 

calls  

As the number of dynamic channels ( t ) increases, more and more handover calls are 
accepted whilst more and more new calls are denied. The decrease in the mean num-
ber of calls in the system, on condition that the burstiness of handoff calls is low  
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Fig. 6. Mean aggregate response time vs. the number of dynamic channels t  with the number 
of channels reserved for handover calls 15,10=h  and different burstiness of handover calls  

or on condition that h  is small (i.e., 10=h ) and the burstiness of handover calls is 
high, indicates that the decrease of the number of new call arrivals holds the leading 
position in affecting the aggregate number of calls in the system. However, Fig. 5 
depicts that when the burstiness of handover calls and h  are high (i.e., 10=h ), the 
mean number of calls that can be accommodated in the system tends to increase be-
fore it reaches a maximum value as t  increases. This trend represents that the system 
accepts more handover calls although the number of accepted new calls decreases. 
When the number of calls in the system reaches its maximum value, the number of 
handover calls in the system is at the saturation point and the decrease of the number 
of new call arrivals consequently holds the leading position in affecting the aggregate 
number of calls in the system. 

Furthermore, Fig. 5 shows the negative effect of high burstiness of handover calls, 
for instance, when h  is fixed as 10, high burstiness results in an increased mean  
aggregate number of calls in the system if t  is smaller than 4. Once the number of 
dynamic channels t  exceeds 4 the decrease in the number of new calls plays more 
important role than burstiness in affecting the aggregate number of calls in the sys-
tem. Moreover, the mean aggregate number of calls in the system when the h  is small 
(i.e., 10=h ) is larger than that when h  is big (i.e., 15=h ).  

Figs. 6-9 reveal that, respectively, the increase of t  remarkably reduces the mean 
aggregate response time, aggregate call blocking probability, handover call blocking 
probability and handover delay, in particular, with high burstiness and less number of 
channels originally reserved for handover calls (i.e., 10=h ), in that more channels 
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Fig. 7. Mean aggregate call blocking probability vs. the number of dynamic channels t  with 
the number of channels reserved for handover calls 15,10=h  and different burstiness of hand-
over calls  
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Fig. 8. Mean handover call blocking probability vs. the number of dynamic channels t  with the 
number of channels reserved for handover calls 15,10=h  and different burstiness of handover 
calls  
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Fig. 9. Mean handover delay vs. the number of dynamic channels t  with the number of chan-
nels reserved for handover calls 15,10=h  and different burstiness of handover calls  
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Fig. 10. Mean new call blocking probability vs. the number of dynamic channels t  with the 
number of channels reserved for handover calls 15,10=h  and different burstiness of handover 
calls  
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are allocated to handover calls. In addition, long aggregate response time, high aggre-
gate call blocking probability, high handover call blocking probability and long hand-
over delay are demonstrated in Figs. 6-9, respectively, as a result of increasing the 
burstiness of handover calls. On the other hand, it is easily understandable that the 
increase of h  reduces the number of handover calls in the buffer, consequently de-
creases the aggregate response time, handover call blocking probability and handover 
delay. Meanwhile, Fig. 7 denotes that, when t  is small (i.e., 2≤t  under low bursti-
ness, 5≤t  under high burstiness), the aggregate call blocking probability increases as 
h  grows. However, for a large t , the aggregate call blocking probability with a big 
h  (i.e., 15=h ) is higher than that with small one (i.e., 10=h ). 

As more and more handover calls are accepted, Fig. 10 illustrates that the new call 
blocking probability increases as t  rises. High burstiness results in the growth of new 
call blocking probability. Such a trend becomes remarkable as t  increases. Finally, as 
shown in Fig. 10, if more channels is originally reserved for handover calls (i.e., 

15=h ), new call blocking probability, the number of channels used for new call 
transmission decreases and consequently, more arriving new calls are to be blocked. 

5   Conclusions 

This chapter presented a detailed review of existing handover schemes for wireless 
communication networks. Particular emphasis was given to a proposed handover 
scheme DGCS, which can assign dynamically the reserved channels in order to re-
duce both the handover call blocking probability and mean handover delay. In this 
context, an analytical model was devised to assess the performance of this handover 
scheme and the MMPP was used to capture the impact of bursty and correlated arrival 
patterns of handover calls. The credibility of the model was illustrated by comparing 
favourably the analytic results against those obtained through extensive simulation 
experiments. Moreover, it was shown that the proposed handover scheme can effec-
tively reduce the handover blocking probability and mean handover delay.   

The analytical model can be employed to obtain a desirable number of dynamic 
channels in order to establish an optimal trade-off amongst the blocking probabilities 
of new calls and handover calls as well as the aggregate blocking probability of all 
calls.  
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Abstract. The DOCSIS protocol defines the MAC and physical layer opera-
tions governing two-way transmission of voice, video and multimedia data over 
HFC cable networks, thus constituting a complex system with many interde-
pendent parameters.  This tutorial employs simulation and analytic methodolo-
gies for the performance modelling and optimisation of DOCSIS 1.1/2.0 HFC 
networks with particular focus on the contention resolution algorithm, upstream 
bandwidth allocation strategies, flow-priority scheduling disciplines, QoS pro-
visioning and TCP applications.  In this context two performance evaluation 
case studies are reviewed in detail - based respectively on two open queueing 
network models of DOCSIS 1.1/2.0 HFC networks.  The first study evaluates, 
via ‘ns’ simulation, the effect of carrying TCP/IP traffic on network perform-
ance whilst the second optimises analytically the upstream network bandwidth 
allocation.  It is expected that many of the performance affecting operational 
behaviours exhibited by former releases of DOCSIS-based HFC networks will 
also exist under the latest DOCSIS 3.0 protocol and future extensions. 

Keywords: Data-over-cable service interface specification (DOCSIS), hybrid 
fibre coax (HFC), Media Access Control (MAC), Quality of Service (QoS), 
broadband access, scheduling, contention resolution algorithms, bandwidth al-
location, Transmission Control Protocol (TCP), performance modelling and 
evaluation, queueing network models (QNM’s), network decomposition. 

1   Introduction 

Community antenna television (CATV) systems were introduced as a way to deliver 
television content to households located in hilly terrain that could not receive broad-
cast television. Over the years CATV companies began offering Internet access, data 
and telephony services to their customers in addition to television channels as a means 
of increasing revenue.  Initially cable operators deployed proprietary systems. To stay 
competitive with other access technologies such as the digital subscriber line (DSL), it 
was decided to open the cable modem (CM) market by creating a single standard  
hoping to make CM’s commodity items.  The industry converged on the DOCSIS 
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standard [1] which defines the MAC and physical layers that are used to provide high 
speed data communication over HFC cable networks.  By pushing fibre further to the 
subscriber, fewer amplifiers are needed, noise is less of a problem and two-way data 
communication is possible. 

In the early 1990’s, the cable industry developed a large number of schemes for 
supporting two-way data over cable and several competing standards emerged: 

1.1   IEEE 802.14   

In 1994 the IEEE 802.14 working group was chartered to develop a MAC layer that 
would support both the asynchronous transfer mode (ATM) and IP over HFC net-
works.  This working group has since disbanded.  The upstream channel was time-
slotted to enable multiple access with a slot size of 8 bytes.  ATM’s constant bit rate 
(CBR), variable bit rate (VBR), available bit rate (ABR) and unspecified bit rate 
(UBR) services were supported over the HFC network.  Primarily due to time con-
straints, the standard did not obtain vendor support. 

1.2   Multimedia Cable Network System’s (MCNS’s) DOCSIS 

In response to competition from DSL, key multiple system operators (MSO’s) in the 
early 1990s formed the MCNS to define a standard system for providing data and 
services over a CATV infrastructure.  In 1997 MCNS released version 1 of DOCSIS 
(DOCSIS 1.0).  The upstream channel was time-slotted with a configurable slot size 
(referred to as a minislot).  This standard was quickly endorsed by the cable industry.  
The DOCSIS standard is now managed by CableLabs, a non-profit research and de-
velopment group funded by cable industry vendors and providers. 

1.3   DAVIC/DVB 

The non-profit Swiss organisation Digital Audio Visual Council (DAVIC) was 
formed in 1994 to promote the success of digital audio-visual applications and ser-
vices. The organisation produced the DAVIC 1.2 and the very similar Digital Video 
Broadcast Return Channel for Cable (DVB-RCC) radio frequency (RF) CM standards 
that defined the physical and MAC layers for bidirectional communications over 
CATV HFC networks.  The DVB-RCC standard was popular in Europe for several 
years.  However, to benefit from the economies of scale, the European cable industry 
moved towards the EuroDOCSIS standard. 

Fig. 1 illustrates a simplified DOCSIS cable network.  A Cable Modem Termina-
tion System (CMTS) interfaces with hundreds or possibly thousands of CM’s. A  
Cable Operator allocates a portion of the RF spectrum for data usage and assigns a 
channel to a set of CM’s1.  A downstream RF channel of 6MHz (8MHz in Europe) is 
shared by all CM’s in a one-to-many bus configuration (i.e. the CMTS is the only 
sender). 

 

                                                           
1  A group of CM’s that share an RF channel connect to an Optical/Electrical (O/E) node with a 

coaxial cable using a branch-and-tree topology. 
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The cable industry is undergoing a period of rapid change.  Fuelled primarily by 
demand for voice over IP (VoIP) (requiring a more symmetric service) and IPTV ser-
vices (requiring greater downstream bandwidth), the operations support systems of 
MSO’s are being upgraded.  In DOCSIS 1.0, only one QoS class was supported, that 
is, ‘best effort’ (BE), for data transmission in the upstream direction.  Upstream data 
rates were limited to 5.12Mbps.  DOCSIS 1.1 provides a set of ATM-like QoS guar-
antees. In addition, the physical layer supports an upstream data rate of up to 10.24 
Mbps. DOCSIS 2.0 further increases upstream capacity to 30.72 Mbps through more 
advanced modulation techniques and by increasing the RF channel allocation to 
6.4MHz.  DOCSIS 3.0 supports hundreds of Mbps in both the upstream and down-
stream channels through channel bonding techniques. 

 

Fig. 1. Simplified DOCSIS cable network 

In DOCSIS HFC networks, there are many configuration parameters and it is diffi-
cult to know a priori how particular combinations of parameters and different traffic 
mixes impact the network performance.  This tutorial is a development of [2] and is 
motivated by the need to unveil the aforementioned mysteries by solving the numer-
ous intriguing operational design, bandwidth allocation and performance evaluation 
problems and opportunities presented by HFC networks particularly under the com-
plex DOCSIS protocol.  The performance modelling reviewed herein relates to HFC 
cable networks operating under the DOCSIS 1.1 or 2.0 protocols (shortened to 
‘DOCSIS 1.1/2.0 HFC networks’ throughout the manuscript) and it is expected that in 
many situations the models and their solutions will be applicable to the cases of 
DOCSIS 3.0 and future releases.  In addition to performance modelling characterised 
by the underlying aims of response, throughput and/or utilisation improvement, 
DOCSIS has received attention in the context of monetary cost-reduction efforts.  
This has occurred via proposals to couple cable broadband networks to fixed wireless 
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networks in order to eliminate last mile cabling or couple mobile communication sys-
tems such as 3G UMTS networks with these wired networks to minimise the need to 
build backhaul networks for the mobile systems [3, 4]. 

This tutorial is organised as follows: An overview of the DOCSIS 1.1/2.0 protocol 
is presented in Section 2.  A review of selected DOCSIS HFC network performance 
models and their solutions is carried out in Section 3.  Two quantitative DOCSIS HFC 
network performance evaluation studies (simulation and analytic) are detailed in  
Section 4.  Conclusions and areas of future work follow in Section 5. Finally a list of 
the acronyms used throughout the manuscript is provided in Appendix I after the  
references. 

2   The DOCSIS 1.1/2.0 Protocol 

DOCSIS 1.1/2.0 is presented successively through descriptions of its general opera-
tion, QoS provision and security issues and finally an illustration of its MAC trans-
mission layer through a QNM. 

2.1   General Operation 

Once powered on, the CM establishes a connection to the network and maintains this 
connection until the power to it is turned off.  Registration of the CM onto the net-
work involves acquiring upstream and downstream channels and encryption keys 
from the CMTS and an IP address from the ISP.  The CM also determines propaga-
tion time from the CMTS in order to synchronise itself with the CMTS (and in effect 
the network) and finally logs in and provides its unique identifier over the secure 
channel.  Due to the shared nature of these cable networks, transmissions are en-
crypted in both the upstream and downstream directions [5]. 

DOCSIS 1.1/2.0 specifies an asymmetric data path with downstream and upstream 
data flows on two separate frequencies.  The upstream and downstream carriers pro-
vide two shared channels for all CM’s.  On the downstream link the CMTS is a single 
data source and all CM’s receive every transmission.  On the upstream link all CM’s 
may transmit and the CMTS is the single sink.   

Packets sent over the downstream channel are broken into 188 byte MPEG frames 
each with 4 bytes of header and a 184 byte payload. Although capable of receiving all 
frames, a CM is typically configured to receive only frames addressed to its MAC 
address or frames addressed to the broadcast address. In addition to downstream user 
data, the CMTS will periodically send management frames.  These frames control 
operations such as ranging, channel assignment, operational parameter download, CM 
registration and so on.  Additionally, the CMTS periodically sends MAP messages 
over the downstream channel that identify future upstream time division multiple ac-
cess (TDMA) slot assignments over the next MAP time.  The CMTS makes these 
upstream CM bandwidth allocations (bandwidth grants) based on CM requests and 
QoS policy requirements.  

The upstream channel is divided into a stream of time division multiplexed ‘minis-
lots’ which, depending on system configuration, normally contain from 8 to 32 bytes 
of data. The CMTS must generate the time reference to identify these minislots. Due 
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to variations in propagation delays from the CMTS to the individual CM’s, each CM 
must learn its distance from the CMTS and compensate accordingly such that all 
CM’s will have a system wide time reference to allow them to accurately identify the 
proper location of the minislots.  This is called ranging and is part of the CM initiali-
sation process. 

Ranging involves a process of multiple handshakes between the CMTS and each 
CM.  The CMTS periodically sends sync messages containing a timestamp.  The 
CMTS also sends periodic bandwidth allocation MAPs.  From the bandwidth alloca-
tion MAP the CM learns the ranging area from the starting minislot number and the 
ranging area length given in the message.  The CM will then send a ranging request to 
the CMTS.  The CMTS, after evaluating timing offsets and other parameters in the 
ranging request, returns to the CM a ranging response containing adjustment parame-
ters.  This process allows each CM to identify accurately the timing locations of each 
individual minislot. 

In addition to generating a timing reference so that the CM’s can accurately iden-
tify the minislot locations, the CMTS must also control access to the minislots by the 
CM’s to avoid collisions during data packet transmissions.  Fig. 2 illustrates a hypo-
thetical MAP allocation that includes allocated slots for contention requests, user data 
and management data.  For BE traffic, CM’s must request bandwidth for upstream 
transmissions.  There are several mechanisms available: contention bandwidth re-
quests, piggybacked bandwidth requests and bandwidth requests for concatenated 
packets. 

Contention Slots Data Slots Maintenance  slots

 

Fig. 2. Example upstream MAP allocation 

Contention Bandwidth Requests. The CMTS must periodically provide transmis-
sion opportunities for CM’s to send a request for bandwidth to the CMTS.  As in slot-
ted Aloha networks [6], random access bandwidth request mechanisms are inefficient 
as collisions will occur if two (or more) CM’s attempt to transmit a request during the 
same contention minislot.  Most implementations will have a minimum number of 
contention minislots to be allocated per MAP time, and in addition, any unallocated 
minislot will be designated as a contention minislot. 

DOCSIS 1.1/2.0 specifies a truncated binary exponential backoff (tBEB) collision 
resolution algorithm (CRA) and it can be described as follows.  When a packet arrives 
at the CM that requires upstream transmission, the CM prepares a contention-based 
bandwidth request by computing the number of minislots that are required to send the 
packet including all framing overhead. The contention algorithm requires the CM to 
randomly select a number of contention minislots to skip before sending this request 
(an initial backoff).  This number is drawn from a range between 0 and a value that is 
provided by the CMTS in each MAP.  The values sent are assumed to be a power of 2, 
so that a 5 would indicate a range of 0 – 31.  After transmission, if the CM does not 
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receive an indication that the request was received, the CM must randomly select  
another number of contention minislots to skip before re-sending the request.  The CM 
is required to exponentially backoff the range following each collision with the maxi-
mum backoff specified by a maximum backoff range parameter contained in each 
MAP.  The CM drops the packet after it has attempted to send the request 16 times. 

As an example of tBEB, assume that the CMTS has sent an initial backoff value of 
4, indicating a range of 0 – 15, and a maximum backoff value of 10, indicating a 
range of 0 – 1023.  The CM, having data to send and looking for a contention minislot 
to use to request bandwidth, will generate a random number within the initial backoff 
range.  Assume that an 11 is randomly selected.  The CM will wait until eleven avail-
able contention minislots have passed.  If the next MAP contains 6 contention minis-
lots, the CM will wait.  If the following MAP contains 2 contention minislots, a total 
of 8, the CM will still continue to wait.  If the next MAP contains 8 contention minis-
lots the CM will wait until 3 contention minislots have passed, 11 in total, and trans-
mit its request in the fourth contention minislot in that MAP. 

The CM then looks for either a Data Grant from the CMTS or a Data Acknowl-
edge. If neither is received, the CM assumes a collision has occurred.  The current 
backoff range is then doubled, i.e. the current value is increased from 4 to 5 making 
the new backoff range 0 – 31, and the process is repeated.  The CM selects a random 
value within this new range, waits the required number of contention minislots, and 
resends its request.  The backoff value continues to be incremented, doubling the 
range, until it reaches the maximum backoff value, in this example 10, or a range of 0 
– 1023.  The current backoff range will then remain at this value for any subsequent 
iterations of the loop.  The process is repeated until either the CM receives a Data 
Grant or Data Acknowledge from the CMTS, or the maximum number of 16 attempts 
is reached. 

Piggybacked Bandwidth Requests. To minimise the frequency of contention-based 
bandwidth requests, a CM can piggyback a request for bandwidth on an upstream data 
frame. For certain traffic dynamics, this can completely eliminate the need for conten-
tion-based bandwidth requests.  This takes place via the Extended Header field in the 
MAC frames which can be used to request bandwidth for additional upstream trans-
missions during the current data transmission.  Thus requests for bandwidth can be 
made outside of the contention process thereby reducing the frequency of collisions 
and consequently the access delay. 

Bandwidth Requests for Concatenated Packets. DOCSIS 1.1/2.0 provides both 
Fragmentation MAC Headers, for splitting large packets into several smaller packets, 
and Concatenation MAC Headers, to allow multiple smaller packets to be combined 
and sent in a single MAC burst.  One bandwidth request is presented to the CMTS for 
the group of packets undergoing concatenation.  Concatenation can also be used to 
reduce the occurrence of collisions by reducing the number of individual transmission 
opportunities needed.  Concatenation is the only method for transmitting more than 
one data packet in a single transmission opportunity.  The CMTS, receiving the Con-
catenation MAC Header, must then ‘unpack’ the user data correctly.  The Concatena-
tion MAC Header precludes the use of the Extended Header field and therefore pig-
gybacking of future requests cannot be done in a concatenated frame. 



688 N.P. Shah et al. 

2.2   Quality of Service (QoS) 

DOCSIS 1.1/2.0 manages bandwidth in terms of service flows that are identified by 
service flow IDs (SID’s).  Traffic arriving at either the CMTS or the CM for transmis-
sion over the DOCSIS 1.1/2.0 network is mapped to an existing SID and treated based 
on the profile.  A CM will have at least 2 SID’s allocated, one for downstream BE 
traffic and a second for upstream BE traffic.  The upstream SID’s at the CM are im-
plemented as FIFO queues.  Traffic-types extra to BE, such as VoIP, might be as-
signed to a different SID that supports a different scheduling service e.g. Unsolicited 
Grant Service (UGS) for toll quality telephony.  The DOCSIS 1.1/2.0 protocol pur-
posely does not specify the upstream bandwidth allocation algorithms so that vendors 
are able to develop their own solutions.  DOSCIS requires CM’s to support the fol-
lowing set of scheduling services: UGS, real-time polling service (rtPS), unsolicited 
grant service with activity detection (UGS-AD), non-real-time polling service (nrtPS) 
and BE service. 

Unsolicited Grant Service (UGS). Designed to support real-time data flows generat-
ing fixed size packets on a periodic basis.  For this service the CMTS provides fixed-
size grants of bandwidth on a periodic basis.  The CM is prohibited from using any 
contention requests.  Piggybacking is prohibited.  All CM upstream transmissions 
must use only the unsolicited data grants. 

Real-Time Polling Service (rtPS). Designed to support real-time data flows generat-
ing variable size packets on a periodic basis.  For this service the CMTS provides 
periodic unicast request opportunities regardless of network congestion.  The CM is 
prohibited from using any contention requests.  Piggybacking is prohibited.  The CM 
is allowed to specify the size of the desired grant. These service flows effectively  
release their transmission opportunities to other service flows when inactive [1], dem-
onstrating more efficient bandwidth utilisation than UGS flows at the expense of  
delay, which is worse. 

Unsolicited Grant Service with Activity Detection (UGS-AD). Designed to support 
UGS flows that may become inactive for periods of time.  This service combines 
UGS and rtPS with only one being active at a time.  UGS-AD provides unsolicited 
grants when the flow is active and reverts to rtPS when the flow is inactive. 

Non-Real-Time Polling Service (nrtPS). Designed to support non real-time data 
flows generating variable size packets on a regular basis.  For this service the CMTS 
provides timely unicast request opportunities regardless of network congestion.  The 
CM is allowed to use contention request opportunities. 

BE Service. Designed to provide efficient service for the remaining flows.  The CM 
is allowed to use contention or piggybacking to transmit bandwidth requests. 

In the downstream direction, arriving packets are classified into a known SID and 
treated based on the configured service definition.  For BE traffic, the service defini-
tion is limited to a configured service rate. For downstream traffic, the CMTS  
provides prioritisation based on SID profiles, where each SID has its own queue. 
Management frames, in particular MAP frames, are given highest priority.  Telephony 
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and other real-time traffic would be given next priority.  BE traffic would share the 
remaining available bandwidth.  There is also a single downstream transmission 
queue.  Queuing occurs at the SID queues only if downstream rate control is enabled.  
All downstream queues are FIFO with the exception that MAP messages are inserted 
at the head of the transmission queue. 

2.3   Security 

Historically, cable systems have had an image as being insecure.  The ‘always-on’ 
capability attracts attacks on subscriber networks.  Subscriber networks with ma-
chines running Microsoft Windows with improper security settings have caused sig-
nificant problems2.  The security of cable networks has also been questioned since, as 
in a bus-based Ethernet LAN, data is received by all CM’s.  By default, a CM is 
placed in non-promiscuous mode; however it is possible for a subscriber to change the 
configuration and to have the CM receive all data sent over the RF channel.  Further, 
it is possible to increase the provisioned service rates by modifying the configuration. 
To counter the theft of service, CableLabs extended the Baseline Privacy Interface 
(BPI) security service described in the DOCSIS 1.0 specification to Baseline Privacy 
Interface Plus (BPI+) in the DOCSIS 1.1/2.0 releases. 

BPI+ addresses two areas of concern: securing the data as it travels across the net-
work and preventing the theft of service.  Both BPI and BPI+ require encryption of the 
frames essentially forming a virtual private network for all transmissions between the 
CMTS and the CM, in order to protect the customer’s data as it traverses the coaxial 
cable.  The Data Encryption Standard cipher algorithm is specified to be used in cipher 
block chaining mode for encryption of both the upstream and downstream MAC 
frame’s packet data in both the BPI and BPI+ security services.  Public key encryption 
is used by the CM to securely obtain the required keys from the CMTS.  Each CM 
must contain a key pair for the purpose of obtaining these keys from the CMTS. 

To prevent the theft of service BPI+ requires the use of secure modem authentica-
tion procedures to verify the legitimacy of a particular CM.  CM’s download their 
firmware from the service provider each time they boot.  BPI+ requires the CM to 
successfully boot only if the downloaded code file has a valid digital signature.  When 
a CM makes an authorisation request to the CMTS it must provide a unique X.509 
digital certificate.  After receiving a properly signed X.509 certificate and verifying 
the 1024 bit key pair the CMTS will encrypt an authorisation key using the corre-
sponding public key and send it to the CM.  A trust chain is developed by using a 
three level certificate hierarchy.  At the top level is the root certification authority 
(CA) which belongs to CableLabs.  The root CA uses its certificate to sign a manufac-
turer’s CA certificate at the second level.  The manufacturer CA certificates are then 
used to sign individual certificates for each CM produced by that particular manufac-
turer.  This process ensures that a given CM is legitimate and that the keys for en-
crypting the user’s data are only distributed to trusted CM’s. 

Although DOCSIS 1.1/2.0 specifies the use of these security procedures to protect 
both the service provider and the customer, like all security measures, the system’s 

                                                           
2  The security vulnerability occurs when a subscriber configures his/her network with file or 

print sharing. There are many reports of how dangerous this can be for example http://cable-
dsl.navasgroup.com/netbios.htm#Scour. 
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defence is jeopardised if they are not used.  Prior to 2005, polls and press reports indi-
cated that the majority of cable network operators had not enabled the security meth-
ods required by DOCSIS 1.1/2.0. 

2.4   A Queueing Network Model (QNM) 

This section presents a QNM of a general DOCSIS 1.1/2.0 HFC network.  The main 
contributors to the delay experienced by data that arrives to the CM’s and requires 
onward routing from the DOCSIS network are the buffering delay at the CM, conten-
tion delay via the CRA, scheduling delay at the CMTS (bandwidth requests or peri-
odic grants) and transmission delay (of the bandwidth requests (when applicable) and 
data transmissions). 

The QNM draws on modelling aspects from a QNM of part of a DOCSIS 1.1/2.0 
HFC network given in [7] and an open QNM of a DOCSIS 1.1/2.0 HFC network in 
[8].  It models transmission in both the upstream and downstream channels. 
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Fig. 3. QNM of a general DOCSIS 1.1/2.0 HFC network 

The QNM illustrates that the bottleneck in a DOCSIS HFC network is upstream 
transmission due to the many-to-one access topology.  In addition the upstream chan-
nels are restricted in their capacity to transport packets at high rates.  This upstream 
packet rate limitation impacts both downstream and upstream throughput. 

Most of this QNM (Fig. 3) is considered to be comprehensible in light of the over-
view of the protocol operation given in the previous sub-sections and the DOCSIS 
specification.  The blocking at the CM schedulers represents contention and/or  



 On the Performance Modelling and Optimisation of DOCSIS HFC Networks 691 

scheduling delay of data packets at the CM service station while they await an alloca-
tion of a transmission opportunity either in response to an (aperiodic) bandwidth re-
quest sent to the CMTS by the CM scheduler or via a pre-arranged periodic grant. 

3   Performance Modelling of DOCSIS HFC Networks 

This section summarises existing approaches and results of the performance model-
ling and evaluation of DOCSIS networks and centres on the following operational 
aspects among others: CRA’s, upstream bandwidth/slot allocation algorithms, flow-
priority scheduling disciplines and QoS provisioning.  Finally an overview of research 
on the effect on DOCSIS network performance of running TCP applications is pre-
sented.  Corresponding research surrounding HFC networks under the IEEE 802.14 
protocol is included on some occasions due to its conceptual and operational similar-
ity to DOCSIS in many respects and the implied opportunities for the cross-
pollination of modelling approaches and their solutions between the two transmission 
technologies.  Performance models of DAVIC/DVB HFC networks were not re-
viewed due to time limitations. 

Similarities can be expressed as the existence of the following in both protocols: 
data encryption in both directions, CM ranging, time-slotted upstream channel, the 
use of random access methods for registering with and requesting bandwidth from the 
headend and employment of request-grant procedures for upstream bandwidth alloca-
tion.  Piggybacking may be used by stations to make bandwidth requests.  QoS sup-
port to differentiated flows by enabling the assignment of a subset of contention slots 
to a particular class of CM’s and for reduced access delay both allow use of conten-
tion slots for short information transfers (immediate access).  In addition both use the 
MPEG-2 format for downstream packet transmission.  One of the major differences is 
in the variability of transmitted packet size and others include the implementation of 
the above algorithms for example the CRA, security and transport mechanisms and 
QoS support.  The reader is directed to the following publications for detailed com-
parisons between these two protocols as well as the DAVIC/DVB standard and all 
their implementations: [9-11]. 

Overall, it was found that for DOCSIS-compliant HFC networks, performance was 
evaluated predominantly using simulation as opposed to analysis and little queue  
modelling has been carried out.  This can be attributed to its inherently complex archi-
tecture and operation characterised by interdependence between several system-
parameters.  It was found that in all the cases of performance modelling i.e. simulation 
and analysis, simplifying assumptions were made to aid evaluation.  Verification of 
models against real network data was starkly atypical. 

3.1   Collision Resolution Algorithms (CRA’s) 

In order to control the performance experienced by packets arriving to the CM’s due to 
the CRA, DOCSIS allows dynamic adjustment of the initial and maximum backoff 
range parameters.  Therefore CRA performance models must essentially include these 
two parameters.  If the initial backoff parameter is too low, then the frequency of 
collisions rises resulting in repeated attempts and hence greater delays whereas if either 
or both of the parameters are too large then minislots and thus bandwidth is wasted. 
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A great amount of analysis on the performance bounds experienced by contention 
requests under tBEB has been carried out in the literature and this has been helpfully 
summarised in [12].  Kwak et al carried out throughput and mean delay analysis of 
contention requests under a generalised exponential backoff CRA (where tBEB arose 
as a special case of the general version) [12].  The performance metrics were 
evaluated in terms of the above two backoff parameters for a fixed number of stations 
in a saturated network (i.e. one where each CM always has a packet to transmit) and 
where the collision resolution process was taken to be in equilibrium.  Independence 
between successive collisions was assumed facilitating tractable mathematical 
analysis which was dominated by probabilistic arguments.  The mean contention 
delay of requests in contention was taken as the mean total number of backoff time 
slots that a customer tarries while contending for transmission.  Wang and Qiu [13] 
evaluated via simulation a proposed improvement to the tBEB algorithm that was 
claimed to offer improved delays to requests in contention. 

The 802.14 CRA is based on a sophisticated n-ary tree splitting algorithm and 
analogous to tBEB it too has faced proposed extensions for example that by van den 
Broek et al [14].  Of the few queueing models encountered during the literature 
review on the performance modelling of HFC networks, one involved modelling two 
variants of a ternary tree-splitting contention algorithm using queueing models by 
Boxma et al [15].  The authors found that the first two moments of the contention 
delay in the free access contention tree algorithm are closely modelled by the sojourn 
time of a conventional finite-capacity machine repair network model with Random 
Order of Service (ROS)3 whereas those of the blocked-access variant were found to 
match the sojourn time moments of the aforementioned network with a delay prior to 
the ROS queue.  Noteworthy is the observation that unlike tBEB, the ternary-tree 
algorithm cannot be relied upon to preserve priority assignments when resolving 
collisions [16]. 

Lin et al [17] compared via simulation the request access delay (RAD) and 
throughput of HFC networks operating under early versions of the 802.14 (draft 2) 
and DOCSIS protocols.  RAD was defined as the time from arrival of a data customer 
to the CM to the receipt of CMTS acknowledgement of the request for bandwidth and 
thus it is a measure of the CRA efficiency.  Fair comparison was achieved by 
examining the performance measures of the network operating under the fine-tuned 
parameter settings and the same minislot allocation strategy of the respective 
protocols.  Throughput was found to be very similar and RAD was at most about 22% 
longer in the DOCSIS network with notable differences occurring in the load range of 
about 40 – 75%.  For the rest of the load range, the delay was very similar.  This 
difference in network performance during moderate load was attributed to the more 
efficient first transmission policy in 802.14 which reduces the numbers of requests 
contending the same minislot cluster. 

3.2   Bandwidth/Slot Allocation 

As mentioned previously in Section 2.4, the performance bottleneck in DOCSIS 
1.1/2.0 HFC networks is the uplink and the upstream throughput is highly dependent 

                                                           
3  They assert that indeed any work-conserving service discipline produces the same results as 

the ROS scheduling discipline as shown by a prior result employing the PS service discipline. 
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on the ratio of contention capacity to total upstream channel capacity [18].Too high a 
ratio and the transmission capacity is limited resulting in reduced upstream bandwidth 
utilisation.  On the other hand, too low a ratio and the opportunities to gain 
transmission grants decrease resulting in longer delays at the CM’s.  Several 
mechanisms have been proposed to alleviate these limitations and to this end studies 
(both analytic and simulation) have also been carried out to determine the optimum 
ratio.  It can be seen intuitively that allocating unused minislots for contention 
(corresponding to periods of light loading) and maintaining a minimum number of 
minislots for contention during periods of high load helps to reduced contention delay 
[2, 18]. 

Lambert et al [8, 19] modelled the upstream transmission (i.e. contention and 
reservation) in DOCSIS 1.1/2.0 HFC networks by an open QNM comprising two 
processor share (PS) queues in tandem and employed a decomposition technique to 
solve the network.  It was found that a ratio of between 10%-15% yielded the least 
access delay for a wide range of inter-arrival time correlation levels in the arrival 
processes of data packets to the CM’s.  The work of Lambert et al is detailed in 
Section 4.2. 

Cho et al [20] observed from simulation experimentation using the common 
simulation framework4 version 13.0 (CSF v13) that the optimal ratio of contention to 
total upstream capacity, resulting in the highest throughput and least access delay was 
0.15 for a MAP size of 2ms.  It must be pointed out that though the assumed arrival 
process of customers to the CM’s was not stated in [20], their result is accepted here 
because of support from Lambert et al’s observed invariance of the ratio to 
correlation-levels in the arrival process [19] and thus it is thought invariance to the 
arrival process. 

3.3   Flow-Priority Scheduling and Quality of Service (QoS) Provisioning 

The scheduling of the DOCSIS-defined priority-services in networks is open to 
vendor-implementation.  Several scheduling mechanisms have been designed and 
evaluated in the literature and feature priority queueing mechanisms such as the 
weighted fair queueing (WFQ) policy or its variants, Pre-emptive Resume (PR) 
priority scheduling and the earliest deadline first (EDF) policy among others.  
Existing works pertaining to the provision of QoS in DOCSIS HFC networks are 
summarised below. 

It was found by Xiao and Bing [21] in a very sparsely-populated experimental 
DOCSIS network implemented using ArrisTM CM’s and CMTS that for CBR traffic 
flows to the CM’s, the network performance varied with packet length in the 
following way: in both upstream and downstream directions the larger the packet, the 
greater the throughput and the less the delay and packet loss. This expected 
observation is attributable to the lower ratio of overhead to transmitted data for larger 
packets compared to that when smaller packets are being transmitted.  Additionally, 
as expected, loss began to occur in both directions when the rate of sending of packets 
reached the corresponding link capacity and this coincided with levelling off of 
throughput and delay. It was found that the level of network performance experienced 

                                                           
4 A DOCSIS simulation program created by OPNET Technologies Inc. in conjunction with 

CableLabs. 
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by customers to different CM’s belonging to a particular priority-class was the same.  
For fixed packet lengths, all classes of CM’s experienced the same level of network 
performance for increasing sending rates until they approached to within a close 
margin of a ‘breakout’ value, after which the throughputs levelled-off, loss rates 
ramped at different speeds and delay rose extremely quickly to different maximum 
values.  Finally a simulation of the experimental DOCSIS network was carried out in 
OPNET with a standard WFQ CMTS scheduling mechanism where priorities were 
implemented by setting appropriate probabilities of being served.  The simulation 
revealed that in the context of performance this scheduling discipline accurately 
modelled the behaviour shown by the ArrisTM CMTS. 

Hawa and Petr [22] proposed a preliminary new CMTS scheduling architecture to 
enable the five DOCSIS-defined QoS services satisfy the bandwidth and delay 
guarantees of CBR, VBR and BE traffic.  The complex queueing station design had 
multiple buffers and grouped the five flows into three classes: Type 1 represented 
UGS data grants and unicast requests for rtPS and nrtPS flows, Type 2 represented 
flows with minimum bandwidth reservations and Type 3 related to flows with no 
bandwidth reservations.  Type 1 flows were prioritised over Types 2 and 3 flows via a 
semi-pre-emptive mechanism (whereby customers were allowed to complete service 
when their deadlines preceded those of new arrivals to the queue).  Flows within the 
latter two classes were differentiated through a priority WFQ system.  Both random 
early detection (RED) and multi-priority RED were proposed for use in buffer 
management due to their support for TCP traffic.  The authors stated that they were in 
the process of evaluating the scheduler’s performance via simulation and analysis5. 

Zhenglin and Chongyang [23] modelled scheduling at the CMTS analytically un-
der various simplifying assumptions including two traffic flows namely real-time 
CBR traffic and non-real-time data traffic under UGS and BE DOCSIS contention 
services respectively.  The authors considered the real-time flow having higher prior-
ity over data and implemented this prioritisation using the PR scheduling discipline. 
The arrivals of the bandwidth requests of the two classes to the CMTS scheduler were 
assumed to be independent Poisson processes with different rates and the service 
times of these two classes were assumed to be independent and generally distributed 
with different means.  Concatenation and immediate access were not modelled. The 
fixed contention slot allocation scheme was used with contention slots grouped at the 
end of each MAP. Mean performance metrics at the CMTS were derived via the cele-
brated P-K formula and stochastic and queueing theoretic arguments. Neither the  
analytic model nor formulae were verified against simulation or actual measurement. 
The experiments carried out showed, as expected, that the use of the PR scheduling 
discipline in this specific context enabled the CBR real-time traffic to meet its strin-
gent time constraints obviously at the expense of non-real-time traffic whose requests 
could be timed-out.  Finally it was shown that larger packets exhibited better band-
width utilisation efficiency.  This was attributed to the fact that larger packets use a 
relatively smaller physical overhead. 

Lin and Lee [24] designed and evaluated an admission control policy at the CMTS 
to service time-sensitive flows. This QoS scheduling mechanism permitted flows 

                                                           
5 At the time of publication of this tutorial, a later publication by Hawa and Petr presenting 

performance evaluation of their CMTS scheduling queueing architecture was not found after 
a brief search of the internet. 
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based on available bandwidth and delay guarantee provision using the tolerated jitter 
parameter.  The EDF policy was employed at the CMTS scheduler and it was claimed 
via analysis and simulation that both delay and throughput were enhanced in this 
admission control policy compared to several existing scheduling schemes. 

Unfortunately these performance gains come at the expense of rejection of flows 
whose QoS requirements cannot be fulfilled. 

Droubi et al [25] proposed a CMTS architecture that provided bandwidth guarantees 
using the existing self-clocked weighted fair queueing (SCFQ) scheme. This scheme 
was chosen because it provides the least computation and implementation complexity 
among the WFQ algorithms.  The SCFQ scheme can be implemented as a head of the 
line queue where customer priorities are their finish times calculated using the 
negotiated transmission rates thus incorporating bandwidth guarantees. In addition an 
implementation was proposed for providing the UGS service for delay-sensitive CBR 
traffic. The architectures were verified via simulation using the CSF package. Two sets 
of experiments were conducted over a sparsely populated network of 15 CM’s 
characterised by Poisson then Markov-modulated Poisson process (MMPP) arrivals 
respectively. 

Bushmitch et al [26] proposed a new upstream service flow scheduling service, 
UGS with piggybacking and showed via simulation, using real video traces, that it 
improved both the overall upstream bandwidth utilisation and delay experienced by 
real-time upstream VBR video packets when compared to the existing UGS (low de-
lay, CBR allocation) and rtPS (good bandwidth utilisation for both CBR and VBR but 
higher delay) service flow provisioning.  This came at the expense of more complex 
implementation and the degraded QoS experience of lower priority SID flows e.g. BE 
flows.  It must be noted that in DOCSIS 1.1/2.0 piggybacking is not permitted with 
UGS nor are any other contention mechanisms and therefore the aim of this proposal 
was to highlight possible areas of improvement to the DOCSIS 1.1/2.0 specification.  
The application of the proposed scheduling service assumed that the real-time VBR 
traffic had been ‘smoothed’ to reduce burstiness.  The authors referred to works 
which state that compressed digital video and other types of video streams are long 
range dependent exhibiting burstiness over multiple time scales.  Several ‘smoothing’ 
techniques of video streams were described, most of which result in video streams 
comprising a significant CBR component and an additional bursty component which 
cannot be avoided.  It is this CBR component that was supported by the UGS part of 
the scheduling discipline and the piggyback requests accommodated the extra band-
width required for the bursts, while maintaining better delay constraints than when 
using rtPS. 

Golmie et al [16] on the other hand proposed facilitating differentiated service by a 
three-pronged approach.  Firstly priorities were assigned to contention slots such that 
a flow with a new request waited for a group of contention slots with its own priority 
in order to transmit and did so with probability one within this range of slots. The 
second scheme involved customising the tBEB backoff range offering such that for 
high priority requests the maximum backoff parameter was set to the number of 
contention slots reserved for that priority.  Thus high priority customers retransmitted 
in the assigned contention slots in the next available MAP with probability one and 
this way delays were minimised.  Finally the ratio of data to contention slots was 
adjusted dynamically according to an algorithm that was a slight modification of an 
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existing one.  The authors evaluated via simulation a DOCSIS network comprising up 
to 200 CM’s servicing Poisson arrivals and it was clearly observed that indeed 
differentiated service was provided in terms of access delays to the different classes of 
customers.  This occurred however at the expense of the delays experienced by the 
lower priority classes and extra processing at the CMTS and CM’s. 

Sdralia et al [27] evaluated via simulation using CSF v12, a priority-FCFS schedul-
ing mechanism at the CMTS in the interest of providing reference statistics against 
which the performance of the CMTS under other scheduling mechanisms could be 
compared.  Here requests for bandwidth that arrived at the CMTS were queued in 
their respective priority buffers.  The authors simulated a network comprising 200 
CM’s and eight priorities while ignoring concatenation.  It was found that the maxi-
mum upstream throughput efficiency was about 77% with larger packet sizes of 1.5 
kB and only 61% for smaller packet sizes of 100 bytes.  These conservative maxima 
are due to MAC and physical layer overheads, unused capacity and the MAP struc-
ture.  The authors also found that small packet sizes exhibited high access delay 
which could be reduced with concatenation.  They asserted that large packet sizes 
make more efficient use of bandwidth but under saturation even large packets suffer 
and thus justified the inclusion of prioritisation. 

A proposal for network-wide QoS provisioning via a QoS management device 
connected to the CMTS on the one hand and to proposed QoS controllers in the CM’s 
on the other was made by Adjih et al [28].  The QoS management device was 
designed to fulfil QoS levels to requesting subscribers by logging the network usage 
statistics and when bandwidth is limited, negotiating with the QoS controllers more 
suitable traffic demands. In this case the authors proposed a network of adaptable 
CM’s sensitive to bandwidth availability. 

This QoS support however, comes at the expense of implementation complexity 
and increased network traffic due to the additional management packets traversing the 
network. 

Lin et al [17] compared via simulation the performance of a DOCSIS HFC 
network under three upstream scheduling disciplines: shortest job first (SJF), longest 
job first (LJF) and modified-SJF.  Here the size of job (i.e. short or long) refers to the 
amount of bandwidth requested by the CM. The SJF discipline showed poorer RAD 
but lower data transfer delay (DTD), a measure of the efficiency of the upstream 
transmission scheduling algorithm and defined as the time between receipt of 
bandwidth request at the CMTS and subsequent receipt of full data packets there.  The 
larger RAD was attributed to the shorter DTD that results in larger proportions of 
time that the CM is empty and consequently a larger proportion of arrivals to the CM 
having to contend for channel transmission via the CRA. The modified-SJF was 
sought to help to alleviate this limitation by splitting data grants allocated to a single 
CM into smaller sizes and distributing these across several minislots.  The network 
running under the modified-SJF scheduling discipline exhibited the most balanced 
performance of the three disciplines. 

3.4   TCP Applications over DOCSIS HFC Networks 

The intended use of DOCSIS cable networks for IP transmission necessitates the 
study of the behaviour of TCP traffic over the DOCSIS network as this transmission 
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service forms a major proportion of Internet traffic.  Further, the behaviour of TCP 
over asymmetric paths in other infrastructures such as wireless systems [29-32] has 
implications on its effect on the performance of DOCSIS networks. 

A network exhibits bandwidth asymmetry when running TCP applications if 
achieved throughput is not solely a function of the link and traffic characteristics of 
the forward direction but in fact depends on the impact of transmission in the reverse 
direction too.  Most of the prior work focused on highly asymmetric paths with re-
spect to bandwidth where the normalised asymmetry level (the ratio of raw band-
widths to the ratio of packet sizes in both directions) typically would be of the order 
of 2-4 [29].  In DOCSIS HFC networks the upstream channel exhibits packet rate 
asymmetry due to low upstream packet rates with respect to downstream capacity.  
However the problem symptoms are similar.  Various methods have been proposed to 
alleviate the TCP over asymmetric path problems including header compression and 
modified upstream queue policies (drop-from-front, TCP acknowledgement prioritisa-
tion, TCP acknowledgement filtering).  Some of these ideas can be applied to DOC-
SIS networks.  For example, a CM that supports TCP acknowledgement filtering 
could drop ‘redundant’ TCP acknowledgements that are queued.  While this would 
increase the TCP acknowledgement rate, it would also increase the level of TCP ac-
knowledgement compression.  TCP acknowledgement reconstruction could be im-
plemented in the CMTS to prevent the increased level of TCP acknowledgement 
compression from affecting network performance. 

Liao and Ju [33] designed and evaluated two novel mechanisms to improve TCP 
transmission that is downstream-heavy via an ns-2 simulation of a small DOCSIS 
network comprising 30 CM’s.  In the first, bandwidth requests were sent faster in 
order to reduce the asymmetry ratio thereby helping to reduce upstream access delay 
while maintaining TCP downstream data transmission rates.  In the mechanism 
‘piggybacked’ bandwidth requests were sent in reserved unicast minislots at the front 
of the MAP if the data grant was at the backend of its MAP and the new transmission 
cycle had not yet started.  If the new packet arrived before the start of the data grant 
but after the start of the reserved minislot, the CM would send the request via 
piggybacking in the normal way. 

Naturally, this can be seen to occur at the expense of additional contention delay 
for new stations attempting to begin transmitting and additional implementation 
complexity. 

In the second mechanism, upstream TCP acknowledgements were prioritised by 
reducing the sending rates of the larger data packets compared to those of the (smaller) 
TCP acknowledgements. This had an adverse effect on upstream TCP transfer latency 
though not significantly, it was claimed, and additional implementation complexity at 
the CMTS (only). 

Elloumi et al [34] found that TCP throughput over an 802.14 network was low 
primarily due to TCP acknowledgement compression. The authors proposed two solu-
tions: one involving piggybacking and a second involving TCP rate smoothing by 
controlling the TCP acknowledgement spacing. It was found that piggybacking 
helped reduce the burstiness associated with the TCP acknowledgement stream in 
certain situations.  However it was limited in its ability to effectively match offered 
load over a range of operating conditions. The authors’ second solution was to  
control the TCP sending rate by measuring the available bandwidth and calculating an 
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appropriate TCP acknowledgement rate and allowing the CM to request a periodic 
grant that would provide sufficient upstream bandwidth to meet the required TCP 
acknowledgement rate. 

Cohen and Ramanathan observed that an HFC network presents difficulties for TCP 
due to the asymmetry between upstream and downstream bandwidth’s and due to high 
loss rates (the authors assumed channel loss rates as high as 10-50%) [35].  Because of 
the known problems associated with TCP/Reno in these environments [36-38], the 
authors proposed a ‘faster than fast’ retransmit operation where a TCP sender assumes 
that a packet is dropped when the first duplicate TCP acknowledgement is received 
(rather than the usual triple duplicate TCP acknowledgement indication). 

4   Case Studies 

In this section, two performance modelling studies of DOCSIS 1.1/2.0 HFC networks, 
based on open QNM’s and evaluated via simulation and analysis respectively are  
detailed. 

The first study evaluates the performance of a DOCSIS 1.1/2.0 HFC network via 
and ‘ns’ simulation [2].  In light of the previously observed impact of DOCSIS net-
work configurations on performance [39, 40], two sets of experiments were conducted 
to investigate the impact of different network configurations and those of different 
upstream bandwidth allocation strategies on the network performance when carrying 
TCP/IP traffic.  Parameter values were discovered that showed a marked improve-
ment in the network performance characterised by almost perfect downstream utilisa-
tion, significantly reduced access delay and lower collision rates and web response 
times (WRT’s). 

The second performance model is a high level abstraction of a DOCSIS 1.1/2.0 
HFC network represented by an open QNM with blocking [8].  This was solved ap-
proximately by decomposing the QNM into two dependent sub-models: a closed 
QNM and a group of single-server queues.  An optimum range of ratios of contention 
channel capacity to entire uplink channel capacity that minimised the mean time for 
packets to exit the cable network (equal to the mean time to access the wide area  
network/Internet) was derived. 

4.1   Simulation 

The simulation modelled the behaviour of the DOCSIS 1.1/2.0 MAC and physical 
layers as defined in [1] over a cable network which is illustrated in Fig. 4.  A detailed 
discussion of the validation of the model is presented in [41].  The implementation of 
the simulation network model and associated web traffic models were based on the 
“flexbell” model with user-session variables characterised by heavy-tailed distribu-
tions with infinite variance as defined in [42].  These user-session variables include 
inter-arrival times of web pages, number of objects per webpage and the size of ob-
jects and so on.  Withstanding the challenges of simulating real networks with web 
traffic characterised by not only self-similar (mono-fractal) but also multi-fractal 
properties at small time-scales, the flexbell model with session variables satisfying 
different Pareto distributions has been found to provide reasonable estimates to real  
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Fig. 4. Simulation network model 

network behaviour, exhibiting self-similar properties despite not convincingly bearing 
multi-fractal scaling [42].  This makes such a model an attractive basis for use in 
studying network transmission technologies with current multimedia traffic profiles. 

The “flexbell” topology represents numerous clients (which in the case of DOCSIS 
networks are the CM’s) at one end of the network connected via a single bottleneck 
link to numerous sets of servers at the other.  Transmission to a particular set of serv-
ers is through a single node as illustrated at the right-hand side of the simulation net-
work model in Fig. 4 [42]. 

The simulation modelled the CM contention process, TDMA upstream bandwidth 
allocation and upstream and downstream packet transmission with all the nodes in the 
simulation network model (Fig. 4) acting as delay-stations, modelled as finite-
capacity queues.  The maximum size of each queue was a simulation parameter. 

All experiments involved a variable number of CM’s (i.e. CM-1 through CM-n in 
the simulation network model) that interacted with a set of servers (S-1 through S-n). 
The RTT from the CM’s to the servers was randomly selected in the range between 
42 – 54 ms. 

Downstream web traffic was simulated via a four-dimensional traffic model where 
each constituent component (i.e. each dimension) modelled a different user-session 
variable satisfying a heavy-tailed infinite variance distribution.  These variables were 
simulated using different Pareto distributions whose parameters values are given be-
low.  In addition to downstream web traffic, 5% of the CM’s were configured to gen-
erate downstream low speed UDP streaming traffic (i.e. a 56Kbps audio stream), 2% 
of the CM’s downstream high speed UDP streaming traffic (i.e. a 300Kbps video 
stream) and 5% of the CM’s to generate downstream P2P traffic.  The P2P model 
(based on [43]) incorporated an exponential on/off TCP traffic generator that periodi-
cally downloaded on average 4MB of data with an average idle time of 5s between 
each download. 

The limitations of the simulation were as follows: i) CM’s were confined to a sin-
gle default BE service flow and a single UGS or rtPS flow; ii) the model was limited 
to one upstream channel for each downstream channel; iii) the model did not support 
dynamic service provisioning; iv) physical layer impairments were not modelled; v) 
the model assumed that the CMTS and the CM clocks were synchronised. 
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The model accounted for MAC and physical layer overhead including forward er-
ror correcting (FEC) data in both the upstream and downstream directions. For the 
simulations an FEC overhead of 4.7% (8% in the upstream direction) was assumed 
and this was modelled by reducing channel capacity accordingly6. The downstream 
and upstream channels supported an optional service rate.  Service rates were imple-
mented using token buckets where the rate and maximum token bucket size were 
simulation parameters. 

Traffic arriving at either the CMTS or the CM for transmission over the DOCSIS 
1.1/2.0 HFC network was mapped to an existing SID and treated based on the profile.  
In this DOCSIS HFC network model, when a CM session began, it registered itself 
with the CMTS which established the default upstream and downstream SID.  A CM 
had an upstream FIFO queue for each SID.  In the downstream direction there were 
per SID queues as well as a single transmission queue.  Queuing occurred at the SID 
queue only if downstream rate control was enabled.  All downstream queues were 
FIFO with the exception that MAP messages were inserted at the head of the trans-
mission queue. 

The scheduler had a configured MAP time (through a MAP_TIME parameter) 
which was the amount of time covered in a MAP message.  The MAP_FREQUENCY 
parameter specified how often the CMTS sent a MAP message.  Usually these two 
parameters were set between 1 – 10 ms.  The scheduling algorithm supported dy-
namic MAP times through the use of a MAP_LOOKAHEAD parameter which speci-
fied the maximum MAP time the scheduler could ‘look ahead’.  If this parameter was 
0, MAP messages were limited to MAP_TIME amount of time in the future.  If set to 
255 the scheduler could allocate up to 255 slots in the future.  This was only used on 
BE traffic and only if there were no conflicting periodic UGS or rtPS allocations. 

The grant allocation algorithm (i.e. the scheduling algorithm) modelled requests as 
jobs of a non-pre-emptive soft real-time system [44].  The system could hold two types 
of jobs: periodic and aperiodic.  Periodic jobs resulted in UGS periodic data grants and 
rtPS periodic unicast request grants.  Aperiodic jobs were in response to rtPS and BE 
requests for upstream bandwidth.  Every job had a release time, a deadline and a pe-
riod.  The release-time denoted the time after which the job could be processed. The 
deadline denoted the time before which the job had to have been processed.  For peri-
odic jobs, the period was used to determine the next release time of the job. 

The scheduler maintained four queues of jobs where a lower number queue had 
priority over a higher number queue.  The first and second queues contained UGS and 
rtPS periodic jobs respectively both operating under the EDF policy.  UGS jobs were 
unsolicited grants and rtPS jobs were unsolicited polls to CM’s for bandwidth re-
quests.  The third queue contained all the bandwidth requests that were in response to 
previous unicast request grants.  Similarly, the fourth queue contained the bandwidth 
requests that arrived successfully from the contention request process with the latter 
two queues serviced according to the FIFO discipline.  The CMTS processed jobs 
from the four queues in strict priority order with no pre-emption. 

                                                           
6 To account for FEC overhead the upstream channel capacity was reduced by 8%.  This ap-

proximation was suggested by CISCO Systems Inc. (www.cisco.com).  The DOCSIS 1.1/2.0 
framing overhead adds an additional 30 bytes to an IP packet.  A system tick of 6.25 µs and 
an effective channel capacity of 4.71Mbps lead to 18 bytes of data per slot for a total of 85 
slots required for a 1500 byte IP packet. 
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The parameters associated with a UGS service flow included the grant size, the 
grant interval and the maximum tolerated jitter.  When a CM registered a UGS flow 
with the CMTS, the CMTS released a periodic job in the system with release time set 
to the current time and the deadline set to the release time plus maximum tolerated 
jitter.  Finally, the period was set to the grant interval.  After every period, a new in-
stance of the job was released. 

The same algorithm was used for rtPS except that the maximum poll jitter  
was used to determine the deadline.  Requests for bandwidth allocations from BE 
contention or from rtPS polling were treated as aperiodic jobs.  Periodic jobs with the 
earliest deadline were serviced first.  Remaining bandwidth was then allocated to ape-
riodic jobs.  The scheduler had an additional parameter PROPORTION that was used 
to establish a relative priority between rtPS allocations and BE allocations. 

The two sets of simulation experiments (I and II) were based on the network  
depicted in Fig. 4 and the respective simulation delay model in Fig. 5 below. The  
second set differed from the first set in several significant ways: i) the scheduler allo-
cated unused slots for contention requests; ii) the number of IP packets allowed in a 
concatenated frame was no longer limited to two; iii) the buffer size at the CMTS 
downstream queue was increased from 50 to 300 packets; iv) the number of system 
ticks per slot was increased from 4 to 5 which decreased the number of slots per map 
from 80 to 64. 

The underlying simulation delay model is illustrated below in Fig. 5. 
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The simulation model and downstream traffic parameter-values are given, respec-
tively, in Table 1 and Table 2 below.  Both sets of experiments were conducted over a 
range of settings of MAP_TIME and for a given MAP_TIME setting the number of 
CM’s was varied from 100 to 5007.  This was carried out over six MAP_TIME set-
tings ranging from .001 to .01 s.  The default MAP time setting was 2 ms (80 minislots 
per MAP). 

Table 1. Simulation model parameter settings 

Parameter Value 
upstream bandwidth 5.12 Mbps 

downstream  
bandwidth 

30.34 Mbps 

Preamble 80 bits 
Ticks per minislot 4 

Fragmentation OFF 
Concatenation ON 

MAP_LOOKAHEAD 255 slots 
Backoff Start 8 slots 
Backoff stop 128 slots 

Contention slots 12 
Management slots 3 
Simulation time 1000 s 

Table 2. Downstream web traffic model parameter values 

Traffic component Pareto Mean Pareto Shape 
Parameter 

Inter-page interval 10 2 
Objects per page 3 1.5 

Inter-object interval 0.5 1.5 
Object size 12 (segments) 1.2 

For each experiment the following statistics were obtained: 

Collision rate. Each time a CM detected a collision it incremented a counter.  The 
collision rate was the ratio of the number of collisions to the total number of upstream 
packet transmissions attempted. 

Downstream and upstream channel utilisation. At the end of a run, the CMTS com-
puted the ratio of the total bandwidth consumed to the configured raw channel band-
width. The utilisation value reflects the MAC and physical layer overhead including 
FEC bits. 

Average upstream access delay. All CM’s kept track of the delay from when an IP 
packet arrived at the CM in the upstream direction until it got transmitted.  This statis-
tic is the mean of all of the samples. 

                                                           
7  Many providers provision a downstream RF channel by assigning 2000 households per chan-

nel which made this range of active CM’s reasonable.  
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Web response time (WRT).  A simple TCP client server application was run between 
Test Client 1 and the Test Server 1.  Test Server 1 periodically sent 20KB of data to 
Test Client 1.  With each iteration the client obtained a response time sample.  The 
iteration delay was set to 2 s.  At the end of the test, the mean of the response times 
was computed.  The mean WRT was linked to end user perceived quality by using a 
very coarse rule of thumb which proposes that end users are bothered by lengthy 
download times characterised by WRT > 1s.  This value was not advocated to be an 
accurate measure of end user quality of experience but rather it was used to simply 
provide a convenient network performance reference. 

Experiment Set I. When the dominant application is web browsing (which uses the 
TCP service of TCP/IP’s Transport Layer) the majority of data travels in the down-
stream direction.  However, for certain configurations, the system can become packet 
rate bound in the upstream direction which can limit downstream throughput due to a 
reduced TCP acknowledgement rate.  For the first set of experiments, piggybacking 
and concatenation were enabled however the maximum number of packets that could 
be concatenated into a single upstream transmission was limited to two. 

Fig. 6 shows that the collision rates got extremely high as the number of active 
CM’s increased.  When only 100 users were active, the collision rate was about 50%. 
As the load increased, the collision rate approached 90-100% depending on the 
MAP_TIME setting.  The behaviour of the system was influenced by several MAC 
protocol parameters.  First, the number of contention slots assigned per map (i.e. the 
CONTENTION_SLOTS) directly impacted the collision rates at high loads. This set 
of experiments used a fixed number of contention slots, 12 per MAP which, as illus-
trated in Fig. 6, was insufficient at high loads.  The set of curves in Fig. 6 illustrate the 
collision rate at different MAP_TIME settings. The collision rate was roughly 10 per-
cent higher for the largest MAP_TIME than for the smallest MAP_TIME. This was a 
direct result of the MAP allocation algorithm which allocated a fixed number of con-
tention slots each map time.  If the scheduler’s behaviour was altered so as to assign 
all unused data slots for contention, the collision rate would have been significantly 
lower.  As the MAP_TIME was increased the bandwidth allocated for contention  
requests was effectively reduced. 
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Fig. 6. Upstream collision rates as the number of CM’s increase. (Experiment set I). 
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Fig. 7 a and b plot the channel utilisation as the load (i.e. number of active CM’s) 
was increased.  The downstream utilisation reached a maximum of about 64% with a 
MAP_TIME setting of .001 s.  In this case, 12 contention slots per MAP were suffi-
cient.  For smaller MAP_TIME values, the downstream utilisation ramped up to its 
maximum value and then decreased at varying rates as the load was increased.  As the 
collision rate increased, downstream TCP connection throughput decreased.  Larger 
MAP_TIME values resulted in fewer contention-slot allocations leading to higher 
collision rates and reduced downstream utilization. 
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Fig. 7a. Downstream channel utilisation. 
(Experiment set I).  

Fig. 7b. Upstream channel utilisation 

Further illustrating this behaviour, Fig. 8 a shows that the average upstream access 
delay became very large at high loads when configured with large MAP_TIME set-
tings.  Even for lower MAP_TIME values, the access delay was significant.  For a 
MAP_TIME of .002 s, the access delay exceeded .5s at the highest load level.  To 
assess the end-to-end cable network performance WRT’s were monitored.  Using the 
rule of thumb described earlier, Fig. 8 b indicates that for MAP_TIME settings less 
than .005, up to 300 active users were accommodated before performance became 
bothersome.  This result is clearly not generally applicable as it depends on the spe-
cific choice of simulation parameters. 

Rather than making the full channel capacity available to subscribers, MSO’s typi-
cally offer different service plans where each plan is defined by a service rate.  For 
example, Charter communications offers a 3Mbps downstream rate and 512Kbps up-
stream rate [45].  While reduced service rates prevent customers from consuming 
more than their fair share of bandwidth at the expense of other customers, they offer 
little benefit when the network becomes congested.  Fig. 9 a and b illustrate the results 
of an experiment that was identical to the web congestion scenario of Fig. 8 a and b 
except that CM’s were restricted to a 2Mbps downstream service rate.  Fig. 9 a shows 
the average upstream access delay was almost identical to that observed in the sce-
nario without rate control.  The WRT results shown in Fig. 9 b further suggest that a 
2Mbps downstream service rate limit was of little use. 
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Fig. 8a. Upstream access delay (no rate  
control) (Experiment set I).  

Fig. 8b. WRT 
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Fig. 9a. Upstream access delay (with rate 
control) (Experiment set I).  

Fig. 9b. WRT 
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Fig. 10. Upstream collision rates. (Experiment set II). 
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Fig. 11a. Downstream channel utilisation 
(Experiment set II)  

Fig. 11b. Upstream channel utilisation 

Experiment Set II. In the second set of experiments, the change that had the most 
impact was the increased bandwidth allocated for upstream contention requests.   
Fig. 10 shows that the collision rate ranged from 2% - 37% compared to 50% - 100% 
for set I.  Collision rates were lowest for the runs with smaller MAP times.  As the 
offered load to the system increased, the number of unused slots became smaller con-
sequently reducing the number of contention slots.  Hence the proportion of band-
width allocated for contention slots was greater for small MAP times. 

Fig. 11 a and b show that the utilisations in both directions were higher with a 
marked increase in the downstream utilisation and both were not affected by MAP 
times, unlike the first set of experiments.  The invariance of upstream utilisation to  
MAP size was attributed to the profitable use of piggybacking by the runs with larger 
MAP times thus countering the adverse impact of their larger collision rates.  The up-
stream rates of TCP acknowledgement packets in turn correspondingly affect the down-
stream rates, explaining the invariance to MAP times in the downstream direction. 

The increased upstream utilisation was attributed to the increase in number of 
packets permitted to be concatenated and the greater number of transmission grants as 
a consequence of more slots available for bandwidth requests.  Higher upstream TCP 
acknowledgement rate in turn has a positive effect on the downstream utilisation as 
does the larger downstream buffer.  The increased downstream efficiency in turn 
leads to greater upstream utilisation. 

Fig. 12 illustrates that from 40% - 90% of all packets sent upstream used a piggy-
back bandwidth request depending on the MAP size used.  The runs with large MAP 
times were able to take advantage of piggybacking more than the runs with small 
MAP times because there was more time for packets to accumulate while waiting for 
a data grant. 

The experiments were repeated with the concatenation limit relaxed and similar  
results were obtained with the exception that extreme levels of TCP acknowledgement-
packet compression occurred.  It has been shown that TCP acknowledgement compres-
sion leads to higher loss rates and that it makes it difficult for protocols that estimate  
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bottleneck bandwidth’s or that monitor packet delays to operate correctly [46-48].  
Also, concatenation significantly increases access delay experienced by packets at 
other CM’s therefore it is avoided by MSO’s.  However since all nodes in the network 
model were configured with adequate buffers in the simulation, network performance 
was not adversely impacted by the bursty traffic profiles caused by the TCP acknowl-
edgement compression. 

Piggybacking is less effective than concatenation for primarily downstream TCP 
traffic.  It tends to be more advantageous for scenarios involving constant upstream 
traffic or backlogged upstream flows as it ensures that one packet is transmitted every 
cycle. 
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Fig. 12. Proportions of packets delivered by concatenation or due to piggybacked requests. 
(Experiment set II). 
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Fig. 13a. Upstream access delay  
(Experiment set II)  

Fig. 13b. WRT 
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The upstream access delay was an order of magnitude lower than the first set of 
experiments, attributable to the lower collision rate which was in turn due to more 
bandwidth available for contention.  The WRT too, was around one order of magni-
tude lower because of less frequent TCP retransmissions due to reduced packet-loss, 
which in turn was a direct consequence of the larger downstream buffer (Fig. 13). 

The network performance improvements gained by transitioning from the parame-
ter-settings of experiment set I to II were dramatic and they can be summarised as 
follows: 

• As expected, the collision rate decreased dramatically due primarily to higher 
levels of bandwidth allocated for contention. 

• The utilisation in both directions was higher with a marked increase in the down-
stream utilisation and both were not affected by MAP times, unlike the first set of 
experiments due to concatenation restriction relaxation and the dynamic conten-
tion bandwidth allocation. 

• The access delay is more than an order of magnitude lower because of the re-
duced collision rate. 

• The WRT metric was also around one order of magnitude lower because of fewer 
TCP retransmissions due to lower packet loss. 

These performance gains can be seen to be achieved at the expense of increased  
implementation complexity and at the cost of providing greater downstream buffer 
capacity. 

4.2   Analysis 

In this section an overview is given of the optimisation of the upstream bandwidth 
allocation in DOCSIS 1.1/2.0 HFC networks via an open QNM and its approximate 
analytic solution [8].  Lambert et al [8] abstracted the upstream contention and trans-
mission processes as an open QNM and derived the optimum ratio of contention to 
total uplink channel capacity that minimised the sum of the mean access and mean 
transmission times.  The authors also assessed the effect of varying several system 
parameters on this ratio, for example the number of CM’s, initial backoff parameter 
and so on. 

The open QNM operates with blocking and comprises a group of single server fi-
nite-capacity queues (modelling the CM’s) connected to the first of two single-server 
finite-capacity PS queues in tandem.  The first PS queue (referred to as the contention 
queue) models the contention delay and the second (referred to as the reservation 
queue) models the transmission time of the data packets.  The latter queue models the 
complement of the contention channel capacity, called the reservation channel and in 
this case the PS service discipline is chosen for its ability to appropriately capture the 
DOCSIS MAC design principle of distributing the transmission capacity fairly among 
active stations.  The service rate of the contention queue was taken to be the satura-
tion throughput of tBEB at equilibrium according to established modelling practice 
within the 802.11 environment and this was derived analytically. 

The following network diagram (Fig. 14) has been inferred from the open QNM’s 
textual description in [8]: 
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Fig. 14. DOCSIS HFC network abstracted open QNM 

The QNM is constrained by the condition that there is only one customer per CM 
in either the contention or reservation queues at any one time therefore a customer at 
the head of the waiting line in a CM queue is blocked until its previous counterpart 
leaves the open network. 

The arrival process to the network i.e. to the CM’s was modelled as Poisson with 
rate λ packets/ms.  It was claimed in [8] that Poisson arrivals to the CM queues result 
in a pessimistic prediction for the amount of contention channel needed because such 
arrivals operating with piggybacking forfeit a significant amount of performance gain 
experienced by bursty arrivals sending bandwidth requests via piggybacking.  All 
arriving packets to nonempty CM’s rely on piggybacking to send their bandwidth 
request and thus they bypass the contention process. 

The solution involved decomposing this open QNM into two interdependent sub-
models (a closed QNM and a collection of independent single-server queues) and then 
evaluating these sub-models in repeated succession of each other whereby certain 
input values required for the solution of one of the sub-models was taken from the 
most recent solution of the other.  Thus the intermediate solutions converge and the 
iterative solution process stopped when the desired level of accuracy is achieved. 

Sub-Model I. The closed QNM was obtained by removing the buffers (waiting 
rooms) of the CM queues and forming an unbroken loop as shown in Fig. 15 below.  
The packet length distribution is irrelevant as the performance measures of such a 
network are insensitive to the service-time distribution of its constituent PS service 
centres.  The mean residence times at the contention and reservation queues E[RCont] 
and E[RRes] respectively are required for solving the second subsystem and they can 
be calculated using any algorithm used to solve closed QNM’s with a fixed level of 
multiprogramming.  Here p0 is the probability of having an empty CM queue. 
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Fig. 15. Sub-model I: closed QNM 
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Fig. 16. Sub-model II: Collection of single-server queues 

Sub-Model II. The independent single-server queues comprising this sub-model are 
standard M/M/1/N queues operating under the FCFS scheduling discipline and they 
represent the CM’s (Fig. 16.). In a later publication in order to assess the impact of a 
correlated arrival process on the optimal fraction, the authors employed a multiple 
class Markovian arrival process with marked transitions (the MMAP process).  The 
MMAP arrival process is a non-renewal point-process capable of modelling correla-
tion with analytic tractability and it generalises a large group of inter-arrival time dis-
tributions for example those characterising the MMPP, the phase-type renewal proc-
ess and their respective superpositions [19]. 



 On the Performance Modelling and Optimisation of DOCSIS HFC Networks 711 

The mean service time of each queue, 1/μCM is the mean time spent by the cus-
tomer contending for access and transmitting its data and it is calculated as follows: 

 

Subsequently p0 is updated via the steady-state probability distribution for an 
M/M/1/N queue and this new value of p0 is fed into the evaluation of the first subsys-
tem.  This iterative process continues till the desired accuracy of p0 is achieved. 

It was found that the analytic results of the saturation throughput and mean access 
and transmission times of the network compared reasonably with the simulation of the 
original open QNM with increasing numbers of CM’s and arrival rates as well as in-
creasing ratio of contention to total upstream channel capacity.  This implies that the 
decomposition technique used provides a good means for solving complex open 
QNM’s of this kind. 

It was deduced that assigning 10 – 15% of the upstream minislots for contention 
yields near optimum results.  Interestingly an identical range was discovered as opti-
mal in the advanced system with a wide range of levels of correlation in the arrival 
process. In other words the fraction of contention to total upstream channel capacity 
was found to be invariant to the level of correlation in the arrival process at the CM’s 
[19].  The exact value (within this range) depends on the specific system-parameter 
values such as data load level, minimum contention window and number of CM’s 
among others. 

It would be interesting to discern the level of accuracy of the open QNM by say 
comparing its simulation against actual network measurements or another independ-
ently constructed simulation. 

5   Conclusions and Future Work 

The DOCSIS 1.1/2.0 protocol over HFC cable networks constitute a complex system 
with many interdependent parameters, the intricacies of which are further heightened 
by the presence of bursty and/or self-similar input traffic flows characteristic of  
current internet traffic.  This has often necessitated the performance evaluation of 
DOCSIS 1.1/2.0 HFC networks via simulation rather than analytic modelling espe-
cially when the nature and extent of the interdependence among several network 
characteristics is being studied. On the other hand analytic methodologies provide a 
cost-effective means to derive optimal (or optimal narrow ranges of) parameter-
estimates for dimensioning a limited number of operational aspects of DOCSIS HFC 
networks. This tutorial has shown how both simulation and analytic approaches can 
successfully be used to optimise the performance of DOCSIS 1.1/2.0 HFC network 
configurations. Moreover the respective tradeoffs encountered as a consequence of 
performance improvements to DOCSIS networks were identified. 

The DOCSIS protocol continues to evolve and cable network equipment imple-
menting the latest DOCSIS 3.0 standard is now being deployed.  This latest version 
supports Internet Protocol version 6 and achieves much higher service rates in both 
the upstream and downstream directions as multiple channels can be ‘bonded’ to-
gether and thus deliver more packets simultaneously [49]. While channel bonding can 
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greatly increase raw capacity, limitations may still be experienced say in downstream 
DOCSIS network throughput of TCP traffic, which is directly affected by the rate at 
which TCP acknowledgements can be transported upstream by the cable modems. 
DOCSIS 3.0 does take steps to reduce this bottleneck by for example allowing indi-
vidual cable modems to have multiple requests outstanding at any given time [49]. 

It is expected that many of the performance impacting behaviours observed in the 
former releases of DOCSIS over HFC networks will also broadly exist under DOC-
SIS 3.0 [49] and future extensions.  In this context the performance models and their 
quantitative analyses reviewed in this tutorial could also be used, with appropriate 
enhancements to evaluate and predict the performance of new and future releases of 
DOCSIS protocols over HFC networks. 
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Appendix I: List of Acronyms 

ABR Available bit rate 
ATM Asynchronous transfer mode 
BE Best effort 
BPI Baseline privacy interface 
BPI+ Baseline privacy interface plus 
CA Certification authority 
CATV Community antenna television 
CBR Constant bit rate 
CM Cable modem 
CMTS Cable modem termination system 
CRA Collision resolution algorithm 
CSF vX.Y Common simulation framework version X.Y 
DAVIC Digital Audio Visual Council 
DOCSIS Data-over-cable service interface specification 
DSL Digital subscriber line 
DTD Data transfer delay 
DVB-RCC Digital video broadcast return channel for cable 
EDF Earliest deadline first 
FEC Forward error correcting 
HFC Hybrid fibre coax 
LJF Longest job first 
MAC Media Access Control 
MCNS Multimedia cable network system 
MMAP Markovian arrival process with marked transitions 
MMPP Markov-modulated Poisson process 
MSO Multiple system operator 
nrtPS Non-real-time polling service 
PR Pre-emptive resume 
PS Processor share 
QNM Queueing network model 
QoS Quality of Service 
RAD Request access delay 
RED Random early detection 
RF Radio frequency 
ROS Random order of service 
rtPS Real-time polling service 
SCFQ Self-clocked weighted fair queueing 
SID Service flow ID 
SJF Shortest job first 
tBEB Truncated binary exponential backoff 
TCP Transmission Control Protocol 
TDMA Time division multiple access 
UBR Unspecified bit rate 
UGS Unsolicited grant service 
UGS-AD Unsolicited grant service with activity detection 
VBR Variable bit rate 
VoIP Voice over IP 
WFQ Weighted fair queueing 
WRT Web response time 
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Abstract. The main goals of today’s wireless mobile telecommunication
systems are to provide both, mobility and ubiquity to mobile terminals
(MTs) with a required quality of service. By ubiquity we understand
the ability of a MT to be connected to the network anytime, anywhere,
regardless of the access channel’s characteristics. In this chapter we deal
with mobility aspects. We provide some basic background on mobility
models that are being used in performance evaluation of relevant mo-
bility management procedures, such as handover and location update.
For handover, and consequently for channel holding time, we revisit the
characterization of the cell residence time. Then, based on those previ-
ous results, models for the location area residence time are built. Cell
residence time can be seen as a micro-mobility parameter while the lat-
ter can be considered as a macro-mobility parameter; and both have a
significant impact on the handover and location update algorithms.

1 Introduction

Mobility models play an important role in the performance evaluation of wireless
communication systems. They are needed in the planning and design of wire-
less networks, including a plethora of technologies such as Local Area Networks
(WLAN), Mobile Ad-hoc Networks (MANET), Vehicular Networks (VANET),
Cellular, Cordless and Satellites. The main purpose of mobility models is the
characterization of terminal movements that could help in the prediction of its
position within the coverage area of the wireless network. Good mobility models
are required to cope many fundamental issues such as handover, location update,
registration, paging, management, and the like.

Attached mobile terminals (MTs) that are roaming in a wireless service area
can be in-session or out-of-session [56]. In the first case a call is in progress and
handover procedures are needed in order to maintain the continuity of the service
with a certain QoS. In the second case no call is in progress that is, the MT is in
idle period but it must be aware of possible incoming sessions by permanently
listening to the control channel of the cell at which the MT is camped. For this
second case, location management procedures are necessary.

� Correspondence to: Vicente Casares-Giner, Departamento de Comunicaciones, Uni-
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D. Kouvatsos (Ed.): Next Generation Internet, LNCS 5233, pp. 716–745, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



Mobility Models for Mobility Management 717

Handover is the procedure by which a call in progress is switched from its
current bearer radio resource, a frequency (FDMA), a time slot (TDMA) or an
spreading code (CDMA) to a new bearer radio resource that offers better quality
of connection than the old radio resource (the terms radio resource and radio
channel are used without distinction). Handover procedure is initiated when the
quality of the call in progress deteriorates below certain threshold [21]. Han-
dovers can be classified as intra-handover and inter-handover. By intra-handover
it is understood as the change of a radio resource within the same cell that is
handling the call in progress. By inter-handover it is understood as the ac-
tion to switch from an old radio resource to a new one that is associated to a
new base station. Then, handover management procedures allows to maintain
the quality of an ongoing connection as the MT moves along the wireless ser-
vice area. Several handovers in succession may be necessary while a call is in
progress.

By location management it is understood as the set of procedures by which the
system keeps track the geographical position of the MT. These procedures are
called location update (LU) and call delivery (CD). For LU the MT must report
to the system database its current position in the cell coverage area and from
time to time it must be maintained up to date while the MT is attached. Then,
location management procedure allows to locate the MT at anytime, anywhere,
to deliver incoming calls.

Both, handoff management and location management are mobility manage-
ment procedures. The aim of this chapter is to provide an overview of some
mobility models that can be of great help in the design of suitable inter-handoff
and location management procedures. Of course, it is not the author’s intention
to overview the huge amount of excellent contributions in this field. For sure
this is rather prohibitive, therefore many valuable publications are not cited un-
intentionally; we apologize for that. Being aware of that, the author’s intention
is to provide some basic backgrounds on mobility models that could helps as an
initiating or starting point in the subject.

The structure of the chapter is as follows. In section 2 we present a clas-
sification of scenarios and mobility modes with major use in the literature. It
is followed by the analysis of the cell residence time in arbitrary geographi-
cal areas, section 3. The terms residence, sojourn and dwell times are used
indistinctly. In section 4 analytical results about classical studies on cell res-
idence time are revisited. In many cases, closed form expressions from those
analytical models are not possible. Then, in section 5 some numerical meth-
ods are sketched. Analytical expressions of probability density functions (pdf)
or numerical methods to obtain these pdfs must be approximated by manage-
able fitting distribution. This task is discussed in section 6. In section 7 we
review basic concepts about synthetic mobility models. The chapter concludes
in section 8 with an overview of some key elements of transportation theory
that are close related to the mobility management for wireless communication
networks.
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2 Scenarios and Mobility Models

2.1 Type of Cells

A wireless cellular networks is composed by a group of cells covering a certain
geographical area. Each cell is covered by a base station with omnidirectional or
sectorial antennas. In the first case we assume cells with circular shape although
the approach with hexagonal or square cells is also been used. In the second case
a single base station serves to more than one cell, since antennas can radiate
over circular sectors of, for instance, 60o or 120o. Then, we assume cells with
circular sector shape as a portion of a circle enclosed by two radii and an arc,
although triangular shape can also been considered. Other coverage areas are
segments of streets, main road and highways. In these geographical scenarios,
cells can adopt the form of rectangular cells, some times quite narrow and hence
the name of cigar cells because of the beam along the coverage area.

According to the size, cells are classified as macro, micro and pico cells. Macro-
cells are circular in shape, between 1 and 40 Km; typically they are covering big
rural areas and are used as umbrellas in urban areas. Micro-cells, between 100
m and 1 Km, serves streets, main roads, avenues, adopting the so called cigar
shape. Pico-cells, between 10 and 100 meters are less regular in shape. In general
they are for indoors areas, installed in airports, railway stations, business and
residential areas. In practice, cell have irregular shapes due to main features such
as propagation, shadowing, etc. For modeling and performance analysis regular
shapes are considered quite often: triangle, rectangle, hexagon and circle cells.
In this chapter the circular shape for cells is mostly considered but also some
comment about rectangular and other special shapes found in the handover area
are reported.

2.2 Mobility Models

In addition to geographical environment and cell geometry, cell residence time
depends on other movement related parameters such as speed and trajectory of
the mobile user. These parameters, among others are related to mobility models.
Mobility models are widely used in the simulation -based performance analysis
of mobile networks [52]. Currently, they are classified in two types: traces and
synthetic; see the excellent work by Camp et al. in [40]. Traces are mobility
patterns that are captured from the observation of realistic human trip move-
ments in the daily life behaviors. Traces are quite complex to parameterize and
their results are rather difficult to compare. Synthetic models attempt to real-
istically represent the behaviors of mobile terminals. They are based on simple
driven-parameters, then easier to manage compared with trace models [37].
Random Walk (RW), Random Waypoint (RWP), Random Direction (RD) and
Gauss-Markov (GM) mobility models are of most common use.

Also, mobility models can be classified according to the cell size and geograph-
ical scenario under study. Then we talk about both, microscopic or macroscopic
levels. In the first case the studies are carried out at cell level and they become
very useful in the design of handoff algorithms. Microscopic models are mostly
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related with the characterization of individual movement behavior. Without ex-
clusions, RW, RWP, RD and GM are good representative tools used in those
scenarios. On the other hand, macroscopic models mainly concern with the flow
of vehicles and person that moves in between medium and large geographical
areas. In other words, macroscopic models attempt to characterize the aggre-
gated traffic of people moving on their own car or by public transportation. In
the analysis of macroscopic scenarios the gravity model as a representative com-
ponent of transportation theory [26], [28] is a very useful tool in the planning
and design of location and paging areas.

At this point it is worth mentioning that there is no exclusive use of certain
mobility model for specific scenarios. For instance, fluid flow can be used at cell
level in the calculus of handover rates by using the model described in section
3.2. Also, Markovian tools can be used at macroscopic level, for instance in the
evaluation of location update rates and paging load of cellular systems under
certain mobility patterns assumptions [58].

3 Residence Time in Arbitrary Geographical Areas

3.1 Memoryless Model

Exponential residence time is the most simple model used in one-dimensional
(1-D) and two-dimensional (2-D) scenarios. Its pdf, fT (t), is

fT (t) = μe−μt. (1)

Due to its memoryless property, the exponential pdf has been used in many
performance studies on wireless networks. To name a few, in [3] Hong and Rap-
paport proposed prioritized and non prioritized handoff procedures and consider
exponential residence time for both sojourn times, in the cell and in the hand-
off area. In [10] McMillan considers exponential cell residence time in the open
queuing network model that takes into account the mobility of users and hence
handover requirements. Also, in [19] Bar-Noy et al. use the exponential distri-
bution as cell residence time, in the performance evaluation of dynamic location
update algorithms.

3.2 Fluid Flow Model

In 1987 [6], Morales-Andrés and Villen-Altamirano derived a fluid flow model
of subscriber mobility for cellular radio networks. Considering that v(x, y) is the
velocity magnitude in a point (x, y) of the plane, then the normal velocity vn(x, y)
when point (x, y) lies in a specific closed contour C is vn(x, y) = v(x, y) cosω,
being ω the angle between the velocity and the normal vector to the tangent
to the closed contour at point (x, y). Then, the total number of subscribers
crossing this point that are leaving the area contained in the closed contour C,
(ω ∈ (−π/2, π/2)), is

vn(x, y) =
∫ π/2

−π/2
v(x, y) cosω

1
2π

dω =
v(x, y)
π
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where it is assumed that direction or angle of mobile’s trajectory is uniformly
distributed in the interval ω ∈ (−π, π).

Then, the rate of users leaving the given area is

vn(x, y) =
∫
C

σ(x, y)vn(x, y)dl =
∫
C

σ(x, y)
v(x, y)
π

dl

where C is the closed contour that limits the area under consideration. If the den-
sity and the velocity are constants in the closed contour C, σ(x, y) = σ, v(x, y) =
v and being L the length of the perimeter, the above expression is reduced to

h =
σvL

π
(2)

Later in 1988 [7], Thomas et al. took into account the distribution of the ve-
locity of the subscribers and obtain a slight generalized result. They consider
an infinitesimal element of the border of the cell, dl and the traffic flow moves
from inside to outside of the cell. Let ω be the angle formed by the velocity
vector v(x, y) and the perpendicular to the border element dl. Then, assuming
a general pdf fV (v(x, y)) for v(x, y), the number of mobile users crossing this
border element is

dM((x, y), dt, dl, dv, dω) = fV (v(x, y))σ(x, y)v(x, y) cos ωdtdldv
dω
2π

(3)

dM((x, y), dt, dl) =
∫ ∞

0

∫ π/2

−π/2
dM((x, y), dt, dl, dv, dω)dvdω

= σ(x, y)E[V (x, y)]
π dtdl.

(4)

If σ(x, y) and E[V (x, y)] are independent of the coordinates (x, y), σ(x, y) = σ
and E[V (x, y)] = E[V ], we have

h =
dM
dt

=
∫
C

σ(x, y)E[V (x, y)]
π

dl =
σE[V ]L
π

. (5)

Biased speed at boundaries In [14] Xie and Kuek show that the pdf of the
cell-crossing terminal velocity is different from the pdf of the terminal speed in
cells. Xie and Kuek’s result can be derived as follows. From (3) we can write

dM((x, y), dt, dl, dv) =
∫ π/2

−π/2
dM((x, y), dt, dl, dv, dω)dω

= σ(x, y)v(x, y)fV (v(x, y))
π dtdldv.

(6)
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Then, accounting for all velocities, we have

dM((x, y), dt, dl) =
∫ ∞

0

dM((x, y), dt, dl, dv)dv =
σ(x, y)E[V (x, y)]

π
dtdl. (7)

The ratio between (6) and (7) represents the portion of outgoing terminals with
speed v(x, y). As a result we have

dM((x, y), dt, dl, dv)
dM((x, y), dt, dl)

=
v(x, y)fV (v(x, y))

E[V (x, y)]
dv = f∗V (v(x, y))dv (8)

and simplifying notation in (8)

f∗V (v) =
vfV (v)
E[V ]

; for v ∈ [0,∞]. (9)

The result of (9) is quite intuitive. When terminals that cross the contour C are
pooled in a random way, the density associated with the velocity of the selected
terminals is given in terms of the original density, fV (v), as Kleinrock explains
in [1]-formula (5.8). Notice that sampling at the boundary always favors high
speeds.

Biased direction at boundaries. In [15] Xie and Goodman show that the pdf
of the cell-crossing terminal direction has a direction bias towards the normal.
Xie and Goodman’s result can be derived as follows. Let fΩ(ω) be the pdf of
the direction of all terminals in a given point (x, y) of the contour C. The pdf
of the direction of all boundary crossing (entering) terminals is given by

f∗Ω(ω) =
fΩ(ω) cosω

A
; with A =

∫ π/2

−π/2
fΩ(ω) cosωdω. (10)

When the direction of all terminals are uniformly distributed in (0, 2π), i.e.
fΩ(ω) = 1/2π, equation (10) becomes

f∗Ω(ω) =
cosω

2
; for ω ∈ [−π/2, π/2] (11)

3.3 Markovian versus Fluid Flow Models

Markovian and fluid flow mobility model are commonly used in the performance
evaluation of mobility management. They are mathematically expressed by, re-
spectively equations (1) and (5). Both models have been related, among other
authors, by Thomas [7] et al. and Bauman and Niemegeers [17] as follows. We
divide the global rate equation, (5) by the total number of users in the area A.
Then we get the individual rate

μ =
σE[V ]L
πσA

=
E[V ]L
πA

. (12)
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Expression (13) gives a map between physical parameters (the velocity of the MT
and the cell size) and the rate μ of an exponential distribution that models the
cell sojourn time. It can be used to identify the individual rate in a triangular,
rectangular, hexagonal or circular areas; that is

μ =
E[V ]L
πA

=

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

2 2E[V ]
πR ; for triangle cell

√
2 2E[V ]

πR ; for square cell

2√
3

2E[V ]
πR ; for hexagonal cell

2E[V ]
πR ; for circular cell

(13)

3.4 Location Area Residence Time

For location management, location areas (LAs) are defined in radio cellular sys-
tems. A LA is a cluster of cells that intercommunicate each other. An attached
MT in the “out-of-session” state will send a LU message as soon as it leaves it
actual LA.

LAs can be designed in many different ways. The first studies in cellular
systems start with the assumption of regular scenarios. The triangle, the square
and the hexagons in their regular shapes are the three polygons used as cell
coverage areas. They have the nice property that perfectly fills the plane with
no overlaps and no gaps. Then, we talk about a tessellation of the plane with
triangles, with squares or with hexagons.

In regular hexagonal scenarios, LAs are quite often identified with Mosaic
Graph T or M, [12], [13]. Mosaic graphs are constructed by arranging cells in
concentric cycles around a starting point or cell. When the center is a point
or vertex, we get the so called Mosaic Graphs Mn, where n denotes the ring
number or number of cycles around the center. For Mn, n = 0 corresponds to a
cluster of 3 hexagons. When, instead of a point, the center is a cell we get dual
mosaic graphs, Tn. For Tn, n = 0 corresponds to a single hexagon, and for n = 1
corresponds to a cluster of 7 hexagons. See figures 1 and 2.

The LA residence time of a MT gives the rate of LU messages triggered by
that MT. Clearly, it depends on the mobility patterns of the MT. In many
studies on location management, a Semi-Markov random walk mobility model
on mosaic graphs Mn or Tn is commonly assumed. It is based on the following
principles. The cell residence time is characterized by a pdf fcell(t) with Laplace
Transform (LT) denoted as f∗cell(s). The shape of fcell(t) is treated in section 4.
When the MT leaves a cell, it visits one of its 6 neighbor cells with probability
1/6, a random walk model. The random walk mobility model is discussed and
extended in section 7.

Then, the pdf of the dwell time of a MT in ring i, i = 0, 1, 2, ..., D− 1, in the
LT domain, denoted by f∗ring i,X(s), can be expressed as [48]
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Fig. 1. Mosaic graph M2, [13]

Table 1. Number of cells in ring n (Kn) and accu-
mulated value (Ln)

Mosaic Ring n
n = 0 n = 1 ... n = m

Mosaic Mm Kn 3 9 ... 6m + 3
Ln 3 12 ... 3m2 + 6m + 3

Fig. 2. Mosaic graph T2, [13]

Table 2. Number of cells in ring n (Kn) and accu-
mulated values (Ln)

Mosaic Ring n
n = 0 n = 1 ... n = m

Mosaic Tm Kn 1 6 ... 6m
Ln 1 7 ... 3m2 + 3m + 1

f∗ring 0,X(s) =

⎧⎨⎩f
∗
cell(s) , for X = T

2f∗cell(s)
3− f∗cell(s) , for X = M

f∗ring i,X(s) = 2f∗cell(s)
3− f∗cell(s) , for X = T or M ,

and i = 1, 2, ..., D − 1

(14)

In (14) taking the first derivative w.r.t. s at the origin, we get the mean values

T ring 0,X = −f∗′
ring 0,X(s)s=0 =

⎧⎨⎩
1
μcell , for X = T

3
2μcell , for X = M

T ring i,X = −f∗′
ring i,X(s)s=0 = 3

2μcell , for X = T or M ,
and i = 1, 2, ..., D − 1

(15)

Our interest is to characterize the LA residence time configured by mosaic graphs
Mn or Tn. To that purpose, first, due to the symmetry of the random walk
model and for the sake of tractability, the 2-D space has been usually mapped
into a 1-D space, by mapping each ring of the mosaic graph, Mn or Tn, into
a single state [22]. Fig. 3 shows the referred mapping for LA Tn. Table 3 gives
the transition probabilities for LA Mn and Tn. They are obtained by geometric
considerations, [22].
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p2,2p1,1

...
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j j,

...

p
j -1,j

pj ,j -1

pj ,j +1

pj +1,j

cell

1 20 . . .. . . j

j

p0,0,

... ...
(1) (1) (1) (1)

(1) (1) (1) (1) (1)

(1) (1) (1) (1) (1)

Fig. 3. Mapping mosaic graph Tj

into 1D Markov Chain, [22]

Table 3. Transition probabilities pj,j−1

and pj,j+1 from a cell in ring j to a cell
in rings j − 1 and j + 1 respectively, [22]

Mosaic graph M

p0,1 p1,0 p1,2 p2,1 p2,3 ... pj,j−1 pj,j+1 ...

2
3

2
9

4
9

4
15

6
15 ...

2j
6j + 3

2(j + 1)
6j + 3 ...

Mosaic graph T

p0,1 p1,0 p1,2 p2,1 p2,3 ... pj,j−1 pj,j+1 ...

1 1
6

3
6

3
12

5
12 ...

2j − 1
6j

2j + 1
6j ...

Then, assuming that our target MT starts visiting the LA at ring n, the
residence time in that LA, in the LT domain can be expressed by the following
recursion [39]

f∗LA n,n,X(s) =
αnf

∗
ring n,X(s)

1− ωnf∗ring n,X(s)f∗LA n−1,n−1,X(s)
; for X = T or M. (16)

The notation on f∗LA k,n,X(s) means that we refers to a LA with n+1 consecutive
rings, from ring 0 to ring n. The index k means that our target MT start roaming
at ring k, with k ≤ n. Also αk + ωk = 1. Therefore in (16) we assume k = n.
Taking the first derivative at the origin in (16) we have the mean values

TLA n,n,X =
T ring n,X + ωnTLA n−1,n−1,X

αn
; for X = T or M (17)

with the initial condition

TLA 0,0,X = T ring 0,X ; for X = T or M. (18)

Then, by induction we finally get

TLA n,n,X = −f∗′
LAn,n,X(s)s=0 =

⎧⎨⎩
3n2 + 3n+ 1

2n+ 1
1
μcell , for X = T

3n2 + 6n+ 3
2n+ 2

1
μcell , for X =M

(19)

On the other hand we can see that (19) is in full agreement with the fluid flow
model approach. In fact we can use equation (12) to a LA of n−ring size, that is:

μLA n,n,X =
E[V ]LLA

πALA
=

⎧⎪⎪⎨⎪⎪⎩
E[V ]6(2n + 1)R

π(3n2 + 3n + 1)AH
= 2n + 1

3n2 + 3n + 1
μH , for X = T

E[V ]12(n + 1)R

π(3n2 + 6n + 3)AH
= 2n + 2

3n2 + 6n + 3
μH , for X = M

(20)
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where μH is the rate of the single hexagon cell, i.e. the last equality in (20) is
obtained when (13) is inserted into (20). Hence we realize that (20) and (19) are
indeed the same equations.

4 Cell Residence Time: Analytical Models

In this part we overview basic backgrounds already derived for the cell dwelling
time in cellular systems. In general, for the sake of simplicity in the performance
analysis task, many researchers have assumed the cell dwelling time to be an
exponentially distributed random variable. However this simplicity should be
avoided if more precise quantitative results are needed. This is the case of han-
dovers, where the channel holding time has a strong impact. The channel holding
time is defined as the time occupancy of a given resource since the instant the
resource was hunted by the call (or session) until the call ends or the mobile ter-
minal abandon the actual roaming cell, whichever occur firs. Then, distinction
is made between “new calls” and “handover calls”. A “new call” is considered
when a call stars inside a cell. A “handover call” always starts at the perimeter
of the cell, see Fig. 4.

Several papers have contributed to those characterization. For instance, in a
seminal paper by Hong and Rappaport [3] analytical expressions of the sojourn
time in circular cells are derived. In [23] Yeung and Nanda address the cell sojourn
time analysis for micro and macrocells where a more precise distribution for both,
the speed and direction distribution of the in-cell mobile terminals are obtained
when the “biased sampling problem” is considered. This biased sampling problem
is also taken into consideration by Schweigel in [46] where analytical expressions
for the cell sojourn time are derived for a rectangular cell geometry.

In this section, we draft the analysis reported in [23], since we consider it
provides the basic background of the geometric dwelling time analysis. We start
with the cell dwell time for “new calls” and it is followed by the cell dwell time
for “handover calls” in circular cell of radius R.

Fig. 4. a) New call, b) Handoff call
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Time to leave a cell. Call originated in a cell. The probability density
function (pdf) and the cumulative distribution function (CDF) are given, re-
spectively by, [3], [23], see Fig. 4-a)

fX(x) =

⎧⎪⎨⎪⎩
2
πR2

√
R2 −

(
x
2

)2

; for 0 ≤ x ≤ 2R

0 ; elsewhere

(21)

FX(x) =

⎧⎪⎨⎪⎩
2
πR2

[
x
2

√
R2 −

(
x
2

)2

+R2 arcsin
(
x

2R

)]
; for 0 ≤ x ≤ 2R

1 : elsewhere

(22)

Let V denote the speed of the mobile terminal within a cell, selected from a
random variable with pdf fV (v). Let TX denote the MT sojourn time in the
call initiated cell. Clearly TX given by TX = X/V and, as a function of two
independent random variables, TX is a random variable with the following pdf,
see [8]-section 4.6

fTX (t) =
∫ ∞

−∞
fTX (t/V = v)fV (v)dv =

∫ ∞

−∞
|v|fX(tv/V = v)fV (v)dv =

=
∫ ∞

−∞
|v|fX,V (tv, v)dv =

∫ ∞

−∞
|v|fX(tv)fV (v)dv

=
∫ 2R/t

0

2v
πR2

√
R2 −

(
tv

2

)2

fV (v)dv; for t ≥ 0

(23)

and its CDF is

FTX (t) =
∫ t

0

fTX (s)ds

=
∫ t

0

∫ 2R/s

0

2v
πR2

√
R2 −

(
sv

2

)2

fV (v)dvds; for t ≥ 0.

(24)

Then, the expected mean sojourn time is expressed as, after some algebra

E[TX ] =
∫ ∞

0

tfTX (t)dt =
∫ ∞

0

∫ 2R/t

0

2vt
πR2

√
R2 −

(
tv

2

)2

fV (v)dvdt

= 1
πR2

∫ ∞

0

8R3

3v
fV (v)dv =

8R
3π
E

[
1
V

]
.

(25)
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Time to cross a cell. Handover case. Here we are interested in the pdf
of the cell dwell time of a mobile terminal that cross a circular cell. As in the
previous cases it is derived in two steps. We have to keep in mind that direction
and velocity on the circular contour C of the cell are biased random variables,
respectively given by (9) and (11).

First we are interested in the pdf of the distance y from point A to point B,
[3], [23], see Fig. 4-b). Since y = 2R cosω and 2fΩ(ω)|dω| = fY (y)|dy| then

fY (y) =

⎧⎨⎩
y

2R
√

4R2 − y2
; for 0 ≤ y ≤ 2R

0 ; elsewhere
(26)

Therefore its CDF is expressed as

FY (y) =

⎧⎨⎩1−
√

4R2 − y2

2R ; for 0 ≤ y ≤ 2R

1; elsewhere
(27)

As before, let TY denote the MT sojourn time in the call initiated cell. Obviously
TY given by TY = Y/V ∗ where this time V ∗ is the biased the random variable
of V , see expression (9). TY is a function of two independent random variables
and, from (9) and (26), its pdf is given by, see [8]-section 4.6

fTY (t) =
∫ ∞

−∞
fTY (t/V = v)f∗V (v)dv =

∫ ∞

−∞
|v|fY (tv/V = v)f∗V (v)dv =

=
∫ ∞

−∞
|v|fY,V (tv, v)dv =

∫ ∞

−∞
|v|fY (tv)f∗V (v)dv =

= 1
E[V ]

∫ 2R/t

0

v3t

2R
√

4R2 − (tv)2
fV (v)dv; for t ≥ 0.

(28)

and its CDF is

FTY (t) =
∫ t

0

fTY (s)ds

=
∫ t

0

1
E[V ]

∫ 2R/s

0

v3s

2R
√

4R2 − (sv)2
fV (v)dvds; for t ≥ 0.

(29)

Then, the expected mean sojourn time is expressed as, after some algebra

E[TY ] =
∫ ∞

0

tfTY (t)dt =
πR

2E[V ]
. (30)

In [25] Zonoozi and Dassanayake have formulated a systematic tracking of the
random movement of a mobile station in a cellular environment together with
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a simulation tool that obtains the behavior of different mobility related param-
eters. They have studied the cell residence time with some detail and conclude
that the generalized gamma distribution is adequate to describe the cell resi-
dence time distribution of both “new calls” and “handover calls”. The general-
ized gamma distribution is given by

fT (t; a, b, c) =
c

bacΓ (a)
tac−1e−(t/b)c

. (31)

where Γ (a) is the gamma function, defined as Γ (a) =
∫ ∞

0

xa−1e−xdx for any

real and positive number a.
In [5] Guerin describes and analyze a mobility model to characterize the cell

residence time in a cell. This model has been considered in [45] as the foundation
for a number of mobility models. In the original Guerin’s model the mobile
terminal starts its travel from an arbitrary point of a circular cell with an initial
direction from a uniform distribution over [0, 2π]. A non zero velocity V is chosen
from a distribution fV (v). The mobile terminal travels along a straight line at a
constant speed V for a period of time selected from an exponential distribution
fT (t) = μte

−μtt. If the mobile terminal did not exit the circular cell after this
first trip, a new travel direction and a new period of time are obtained from
their respective pdfs. The constant velocity remains the same as in the first trip.
Then, the process is repeated until the mobile terminal abandon the cell. This
mobility models is discussed with some detail in Guerin’s paper in the context
of channel holding time. Combined with the call holding time, assumed to be
of exponential duration, Guerin’s model shows a very good agreement between
the simulated distributions and the “fitted” exponential model for channel time
occupancy, tested with the use of the Kolmogorv-Smirnov goodness-of-fit test.

5 Cell Residence Time: Numerical Methods

In practical applications, very few models on cell residence time have a known
closed-form solution. As we have seen in a previous section the distribution of
the sojourn time of a mobile in a cell can be computed by a double integral of the
moving distance and the velocity of the mobile. But, some times the mentioned
double integral cannot be solved analytically when the geometric distance is not
simple. In those situations, simulations or approximating methods have to be
considered to solve these problems. Some work has been done in this direction.
For instance, in [29], Cho et al. propose a simple an accurate method to derive
the dwelling time distribution of a mobile in a cell by a numerical integration
approach using for instance, a midpoint formula. The midpoint formula is easy to
use, it shows stable for roundoff error accumulation, and provides more accurate
that the popular trapezoidal rule. Similar approaches to [29] have been derived
in [41]. In the next lines we provide the basic details.



Mobility Models for Mobility Management 729

Fig. 5. a) General diagram. b) Diagram and domain for angles ϕ and θ.

5.1 Handoff Area Residence Time: Numerical Methods

In [41] Pla and Casares-Giner model and study the distribution of the sojourn
time inside the handover area. The handover area is defined as the common
overlap area between two cells of circular shape, see figure 5. The two cells, source
and destination, are considered to determine handoff initiation and termination.
The distance between the centers of two adjacent cells (Fig. 5) is 2(R − d). In
the area where the two circles overlap (HA), the MT can be served by any (or
both) BSs. It is assumed that the MT moves from the current cell (C1) toward
the target cell (C2). Also, as in previous models, it is assumed that no changes
in the the movement occur, ether in speed or direction, while the MT is inside
the HA.

Although the traveled distance through the HA is completely specified by pi
and po we introduce variables ϕ and θ (see Fig. 5) for convenience. The quantities
xc, ϕmax, θmin and θmax, which are geometrically defined in Fig. 5, have the
following expressions

xc =
√
d(2R− d) ϕmax = arctan

(
xc
R− d

)

θmin(ϕ) = ϕ+ arctan
(
d−R(1− cosϕ)
xc +R sinϕ

)
θmax(ϕ) = ϕ+ π − arctan

(
d−R(1− cosϕ)
xc −R sinϕ

)
.

Then, for a given cell layout, i.e., a fixed pair of values for R and d, the point pi is
defined by ϕ and while po is defined by θ (given ϕ). In practice po is numerically
computed by means of the bisection method. Therefore, the distance Z can be
expressed as a function of both angles, Z = dist(pi, po) = f(ϕ, θ).
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Once the traveled distance (Z) is known, the sojourn time is given by Td =
Z/V , where V is the speed of the MT, which is assumed to be constant while in
the HA.

In order to obtain the distribution of Td, the distribution of Z is first derived
as described below. Then, the residence time distribution is computed by means
of a slightly modified version of the method in [29].

Moving distance distribution. Let us assume that the angle distributions
are known and let their CDF’s be Fϕ(ϕ) and Fϕθ (θ). Note that the distribution of
θ depends on the value of ϕ. Let Iϕ = {ϕ1, . . . , ϕn} be a set of n values for r.v.
ϕ distributed appropriately. Analogously, let us define Iθ(ϕi) = {θi1, . . . , θim}.
These sets can be obtained as Iϕ = F−1

ϕ (U) and Iθ(ϕ) = (Fϕθ )−1 (U), where U
is a set (of the appropriate size) the elements of which are evenly spaced in the
interval [0, 1], e.g., if N is the size of U , then: U = {0, 1/N, . . . , (N−1)/N}. Now
for every pair of values (ϕi, θij) the corresponding distance zij = f(ϕi, θij) can be
computed and, IZ = {zij \ i = 1, . . . , n; j = 1, . . . ,m} is thus obtained. If n and
m are sufficiently large then IZ will be a representative sample of r.v. Z and,
therefore, a discrete sampling of functions FZ(z) and fZ(z) can be approximated
using the data in IZ .

6 Fitting of Residence Time Distributions

For tractability reasons, analytical expressions or numerical data (obtained as a
result of a simulation or a numerical method as the one previously described)
that are candidates to characterize the residence time of a MT in a certain area,
have to be approximated by a probability distribution that is manageable.

The exponential distribution is the first and most convenient candidate as the
fitting distribution. It has been used in [3] and in [5]. Considering exponential
duration for the message holding time, Hong and Rappaport [3] compared the
survivor function of the channel holding F cTH

(t) with the survivor function of
the exponential distribution of rate μH = 1/TH . The “goodness of fit” for this
approximation was measured by

G =

∫ ∞

0

|F cTH
(t)− F̂ c(t)|dt

2
∫ ∞

0

F cTH
(t)dt

(32)

with F̂ c(t) = e−μH t. A value of G = 0 indicates an exact fit and a value of G = 1
specifies no correlation.

In models such as those reported in [3] and in [5] the velocity and travel di-
rection of the MTs may be hard to characterize. Moreover, in practical systems,
the shape of cell and handover areas are irregular [34]. Those are aspects that
could make the exponential distribution unable to match with synthetic mod-
els or field data, in other word, to be far from the observed reality. Hence, it seems
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more appropriated to directly model the cell and handover residence time as a
suitable random variable with its pdf able to capture the combined effect of the
shape of area and MTs mobility patterns [34]. In this direction lies the work by
Zonoozi and Dassanayake [25]. In the same direction, Orlik and Rappaport [32]
use a SOHYP (Sum Of HYper-exPonentials) to model the cell residence time.
The SOHYP is quite simple, although acceptable for macrocells, but not for
micro and picocells.

Its pdf has the following form

fT (t) =
M1∑
i=1

α1im1iη1ie
−m1iη1it ∗

M2∑
i=1

α2im2iη2ie
−m2iη2it ∗ · · ·

where ’*’ denotes the convolution operator. In [30] Ruggieri et al. propose a model
of the handover area dwell time in circular cells with good agreementbetween mod-
eling and simulation results. The asymptotic behavior of the resulting distribution
is fitted with a truncatedGaussian function. The goodness of fit is assessed through
the indicator G (see Eq. (32)) in various test cases showing a satisfactory fit.

The use of either a generalized Gamma pdf [25] or truncated Gaussian pdf [30]
leads to the loss of the Markovian property, which makes both quite intractable
for analytical modeling purposes. Having in mind the tractability of the
memoryless and a proper fit of field data, Fang and Chlamtac [34] suggest the
Hyper-Erlang distribution. According to the results in [34] the Hyper-Erlang
distribution is quite simple and versatile enough to meet the aforementioned
desirable properties. Its pdf is

fexp(t) =
M∑
i=1

αi
(miηi)mitmi−1

(mi − 1)!
e−miηit

According to [34], the Cox distribution [1,2] could be used as a good fitting distri-
bution. However, the Cox models contain too many parameters to be identified,
hence the statistical fitting using a Cox model becomes excessively complex in
the general case.

In [41], several known distributions were adjusted to match the numerical
results obtained for the dwell time in the handover area. The candidate distri-
butions considered there were: exponential, double exponential, Erlang-k, Erlang-
jk, hiper Erlang -jk and generalized gamma; and the goodness of fit was assessed
through the indicator G (see Eq. (32)).

7 Advanced Synthetic Mobility Models

Hong and Rappaport’s model, [3], does not allow that the direction of the MT
changes in the walk area. The same occurs in the Pla and Casares-Giner’s
model, [41]. On the other hand, in Guerin’s and Zonoozi and Dassayanake’s
models, [5] and [25] respectively, the direction changes can be performed ran-
domly, that is, anywhere anytime in the walk area. From that point of view, [5]
and [25] can be seen as partial generalizations of previous models [3] and [41].
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The models in [3], [5], [25] and [41] can be seen as particular cases of Random
Way Point (RWP) and Random Direction (RD) models. In the next lines we
sketch the fundamental ideas behind those models.

7.1 Random Way Point and Random Direction Mobility Models

Random Way Point model (RWP) was originally proposed to study the perfor-
mance of ad hoc routing protocols, [50]. A RWP can be described as follows
[49], [54]. Initially, the node or the MT is placed at the point P0 chosen at
random from a uniform distribution over a finite area A. Then a destination
point (also called waypoint) P1 is chosen from a uniform distribution over A and
the node moves along a straight line from P0 to P1 with constant velocity V1

drawn independently of the location from a velocity distribution with pdf fV (v).
Once the node reaches P1, a new destination point, P2, is drawn independently
from a uniform distribution over A and velocity V2 is drawn from fV (v) inde-
pendently of the location and V1 The node again moves at constant velocity V2

to the point P2, and the process repeats. Formally, the RWP process is defined
as an infinite sequence of triples (P0, P1, V1), (P1, P2, V2), (P2, P3, V3), ....
Alternatively, when considering an open area A ∈ R2 each destination points
Pi can be identified from the previous reached point Pi−1 using two indepen-
dent random variables, angle Θ and distance D with pdfs fΘ(θ) over [0, 2π] and
fD(d) over [0,∞], respectively. Then, the RWP is defined as an infinite sequence
of 4-plas

(P0, Θ1, D1, V1), (P1, Θ2, D2, V2), (P2, Θ3, D3, V3), ... (33)

As a synthetic model, the RWP has been studied in many specific scenarios.
For instance in [54] it is analyzed the stationary spatial distribution of a node
moving according to the RWP model in a given convex area. For this, an explicit
expression is given, which is in the form of a 1-D integral giving the density of
the nodes up to a normalization constant. This result is also generalized to the
case where the waypoints have a non-uniform distribution.

A Random Direction model (RD) can be described as follows [55]. Initially,
the node or MT is placed at the point P0 chosen at random from a uniform
distribution over an area A. Then a direction of the trip is chosen, Θ1, from
a uniform distribution with pdf fΘ(θ) = 1/2π over [0, 2π] and the node moves
along a straight line for a period of time T1 (the duration of the trip) that
is chosen from a distribution with pdf fT (t) with constant velocity V1 drawn
independently of the location from a velocity distribution with pdf fV (v). After
this first trip, a new direction Θ2, a new time T2 and a new velocity V2 for the
second trip is chosen. Θ2, T2 and V2 are drawn independently each other. Also
they are independent of the actual location P1 and previous locations. Then, the
node again moves along the direction Θ2, at velocity V2 for a period of time T2,
and the process repeats. In a parallel way as before, the RD process is defined
as an infinite sequence of 4-plas

(P0, Θ1, T1, V1), (P1, Θ2, T2, V2), (P2, Θ3, T3, V3), ... (34)
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We remark that in the RWP model the sequence Θi (Di, Vi) are independent
and identically distributed random variables with pdf fΘ(θ) (fD(d), fV (v)). Also,
in the RD model the sequence Θi (Ti, Vi) are independent and identically dis-
tributed random variables with pdf fΘ(θ) (fT (t), fV (v)). It is also worth remark-
ing that in RWP and RD velocity and direction remain constant for the whole
duration of the trip.

As a synthetic model, the RD has been widely used in many scientific ar-
eas. For instance, in [4] Stadje obtained the exact probability distribution of a
simple model for the locomotion of microorganisms on surfaces. In this model,
a particle moves in straight-line paths at constant speed, and changes its di-
rection after exponentially distributed time intervals, where the lengths of the
straight-line paths and the turn angles are independent, the angles being uni-
formly distributed. For mobile communications research, in [52] Gloss et al.
propose a random direction model with location dependent parameterization
(RD-LDP) which extends the RD model.

RWP and RD mobility models have been widely used over finite, mostly
rectangular area, to simulate Ad-Hoc and MANET network scenarios. RWP and
the RD models can be extended by considering a pause time interval between
two consecutive trips. That is, the MT or node alternates periods of movements
(move phase) to period during which it pauses (pause phase). The durations
of move and pause phases are, in general, distributed according to independent
random variables. The pdf of the move phase follows from the previous RWP
and RD model descriptions. The duration of the pause phase is drawn from
the pdf fP (p). For instance in [59] a RD model over an infinite bidimensional
domain is considered; in which the duration of the trip (move phase), T , and
the duration of the pause (pause phase ), P , follow exponential distributions,
respectively with rates μ and λ. Clearly, when λ→∞ the duration of the pause
phase tends to zero.

7.2 Brownian Motion

Here we describe the Brownian motion (described mathematically by Einstein in
1926, [37]). It belongs to several families of well understood stochastic processes:
(i) Markov processes, (ii) Martingales, (iii) Gaussian processes and (iv) Levy
processes, [33]. Let us consider that a MT moves in the x, y plane according to
the following rule. A trip is a concatenated set ofM movements. Each movement
is independent of the others, and is defined by a pair (θk, ak, ), k = 1, 2, ...,M in
which θk is the angular direction, or phase, in movement k and ak is the travel
distance in movement k. The sequence of angles {θk} are i.i.d. with probability
density function fΘ(θ) in the interval (−π, π) or (0, 2π) and the sequence of
distances {ak} are i.i.d. with pdf fA(a) in the interval (0,∞). Then, after a
given number of movements, M , the MT location in complex coordinates is

z = x+ jy =
M∑
k=1

ake
jθk (35)
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This model can be viewed as particular case of the RWP model, section 7.1, equa-
tion (33), where fA(a) ≡ fD(d), the velocity distribution of the MT is ignored
and the number of trips is limited to M . The model has been widely studied in
the literature. For instance, in [16] Barber obtains a formula for the joint pdf of
the angle and length of the resultant of an M-step non-isotropic two dimensional
random walk for arbitrary step angle and travel distance probability density and
for any fixed number of steps. Also, in [36]-appendix B, it is proved that when
the phases of the individual components, θk, are uniformly distributed and if the
number of terms M is allowed to increase without bound, M → ∞, the joint
characteristic function of the real and imaginary parts asymptotically approach a
circularly symmetrical Gaussian function. That is, the real and imaginary parts
of the resulting random walk are joint Gaussian random variables

p(x, y) → 1
4πA2

e
− (x2 + y2)

4A2

It is also worth to mention the one-dimensional version of Brownian motion used
by Rose and Yates in [27] when discussing the location uncertainty in mobile
networks. They consider that the infinity horizontal axis is divided in regular
intervals of size Δx. The mobile starts at space interval i = 0. After a short
period of time, Δt, with probability p the mobile will visits interval i = 1, with
probability q the mobile will visit interval i = −1 and with probability 1− p− q
the mobile will remain in the same interval i = 0. From this description, is
straightforward to obtain expressions for fΘ(θ) and fA(a). Then, if the drift
velocity and the diffusion constant are defined as, respectively

v = (p− q)Δx/Δt; D = 2[(1− p)p+ (1− q)q + 2pq]
(Δx)2

Δt

the pdf of the MT location for Δx and Δt very small is a Gaussian pdf

p(x, t) =
1√
πDt

e
− (x− vt)2

Dt

Considering the regular cell layout scenarios described in section 3.4 mobile
terminal moves, after a certain sojourn time in the cell, from an initial cell to
one of its three (triangle) four (square) or six (hexagon) cells in the vicinity.
Clearly, it make sense to assume that the length distance of each movement or
trip is constant, i.e. ak = A.

This type of random walk has been studies along the years, since 1656 when
Pascal and Fermat discussed the problem that today is known as the Gambler’s
Ruin problem [47]. Since then, a huge amount of contributions to solve it have
been reported. See for instance in [42] Kmet and Petkovsek where the gambler’s
ruin problem was studied in several dimensions.

In dynamic location management schemes, when the movement-based location
update algorithm is implemented, it is useful to predict the cell position of
a target MT after M movements (M visits to cells) since the last interaction
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or contact with the network [19], [58]. The MT’s position is described by the
complex random variable z defined in (35). Obviously, the higher the value of
M is the higher the uncertainly of the MT’s position will be. For large M the
distribution of z asymptotically approaches Gaussian function. In [57], Ollila
has studied the circularity property (or properness) or lack of it (noncircularity,
nonproperness) of a complex random variable based on second-order moments,
called circularity quotient, �z, and gave an intuitive geometrical interpretation:
the modulus and phase of its principal square-root are equal to the eccentricity
and angle of orientation of the ellipse defined by the covariance matrix of the
real and imaginary part of z.

Let E[Z] = mz denote the mean value of the random variable z = x + jy of
(35). We have

mz = E[
M∑
k=1

Aejθk ] =
M∑
k=1

AE[ejθk ] = AME[ejθ ] (36)

with modulus equal to

∣∣mz∣∣2 =
M∑
k=1

M∑
m=1

A2E[ejθk ]E[e−jθm ] = A2M2
∣∣E[ejθ]

∣∣2. (37)

The variance, σ2
z , can be written as

σ2
z = E[(

M∑
k=1

Aejθk −
M∑
k=1

AE[ejθk ])(
M∑
m=1

Ae−jθm −
M∑
m=1

AE[e−jθm ]) =

= A2M

(
1− ∣∣E[ejθ]

∣∣2). (38)

and the pseudo-variance, τz , as

τz = E[
( M∑
k=1

Aejθk −
M∑
k=1

AE[ejθk ]
)2] = E[

( M∑
k=1

Aejθk
)2]− ( M∑

k=1

AE[ejθk ]
)2 =

= A2M

(
E[ej2θ]− (

E[ejθ]
)2)

.

(39)

Variance (38), together with pseudo-variance (39), carry all the second order
information, [57]

σ2
x = σ2

z + Re[τz]
2 = A2M

2

(
1− ∣∣E[ejθ]

∣∣2 + Re
[
E[ej2θ ]− (

E[ejθ]
)2])

σ2
y = σ2

z − Re[τz]
2 = A2M

2

(
1− ∣∣E[ejθ]

∣∣2 − Re
[
E[ej2θ ]− (

E[ejθ]
)2])

σxy = Im[τz]
2 = A2M

2

(
Im

[
E[ej2θ]− (

E[ejθ]
)2])

.

(40)
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Table 4. Table for some continue distributions

Distribution mz(xAM) σ2
z(xA2M) τz(xA2M) σ2

x(xA2M) σ2
y(xA2M) σxy(xA2M)

Uniform 0 1 0 1
2

1
2 0

Triangular 4
π2

(
1 − 16

π2

)
− 16

π2
1
2

(
1 − 32

π4

)
1
2 0

Raised cosine
β
2

(
1 − β2

4

)
−β2

4
1
2

(
1 − β2

2

)
1
2 0

Then the circularity quotient of a r.v. (with finite variance) is defined as the
quotient between the pseudo-variance and the variance. In our case

�z =
cov(Z,Z∗)√
var(z)var(z∗)

=
τz

σ2
z

=
E[ej2θ]− (

E[ejθ]
)2

1− ∣∣E[ejθ]
∣∣2 . (41)

The polar representation of (41) induces two quantities. Its modulus is called the
circularity coefficient and its argument the circularity angle. Hence, eccentricity
ε and orientation α of the ellipse can be calculated as, respectively

ε =
√
|�z |; and α = arg[�z]/2. (42)

Since |�z | = λ1−λ2 and σ2
z = λ1 +λ2, the major axis (minor axis) of the ellipse

are proportional to
√
λ1e1 (

√
λ2e2)

Of course, we can consider continuous pdf for the angle θ. For instance

fΘ(θ) =

⎧⎪⎪⎨⎪⎪⎩
1
2π ; θ ∈ (−π, π) Uniform
π − |θ|
π2 ; θ ∈ (−π, π); Triangular distribution

1 + βcosθ
2π ; θ ∈ (−π, π), |β| ≤ 1 Raised cosine

(43)

Table 4 shows the expression of the first and second order statistic parameters.

Table 5. Table for some discrete distributions, d(α) = α2 + α + 1 and σxy = 0 in all
cases

Distribution mzxAM σ2
zxA2M τzxA2M σ2

xxA2M σ2
yxA2M

1-D scenario
(α − 1)2

(α + 1)2
4α

(α + 1)2
0 2α

(α + 1)2
2α

(α + 1)2

Square cells
(α − 1)2

(α + 1)2
4α

(α + 1)2
0 2α

(α + 1)2
2α

(α + 1)2

Hexagonal cells α2 − 1
d(α)

α(2α2 + 5α + 2)

d(α)2
−α(α − 1)2

d(α)2
α(α2 + 7α + 1)

d(α)2
3α

2d(α)
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But our interest reside in the cell positioning of our target MT, i.e. when the
phase follows a discrete pdf. We have considered three particular cases. Notice
that 1-D scenario is a particular case. Then, using the notation of Dirac’s delta,

fΘ(θ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1∑
i=0

piδ(θ − iπ); θ ∈ (0, 2π) 1-D scenario

3∑
i=0

piδ(θ − iπ/2); θ ∈ (0, 2π) 2-D square scenario

5∑
i=0

piδ(θ − iπ/3); θ ∈ (0, 2π) 2-D hexagonal scenario

(44)

Table 5 shows these three interesting cases: 1-D, 2-D square and 2-D hexagonal
scenarios, respectively. For α ∈ [0,∞)

1-D : p0 =
α

α+ 1
= p; p1 =

1
α+ 1

= 1− p = q;

2-D Square

p0 = α2

(α+ 1)2
= p2; p1 = p3 = α

(α+ 1)2
= pq; p2 = 1

(α+ 1)2
= q2;

2-D Hexagone

p0 = α3

D(α) ; p1 = p5 = α2

D(α) ; p2 = p4 = α
D(α) ; p3 = 1

D(α)

with D(α) = (α3 + 2α2 + 2α+ 1) = (α+ 1)(α2 + α+ 1) = (α + 1)d(α)

also p0 = p3

1− pq ; p1 = p5 = p2q
1− pq ; p2 = p4 = pq2

1− pq ; p3 = q3

1− pq .

Clearly, the parameter α provides a wide range on the directionality of the MT’s
movement. For instance, if α = 1 we obtain the standard isotropic random walk
model and no drift movement exists, since mz = 0. When α→∞ or α→ 0 the
MT will always travel in the same direction. Intermediate levels of directionality
can be obtained by varying the tuning parameter α between 0 and 1 or between
1 and ∞.

Fig. 6 shows a random sample of length n = 100 for α = 5, M=8, case a), and
α = 10, M=8 case b).

7.3 Gauss-Markov

In reallity, mobile nodes or MTs movements are conditioned by the geograph-
ical areas (urban, rural areas) they are roaming. Directions and velocities are
restricted by physical laws and by human regulations that impose time corre-
lations. On the other hand, Brownian motion models are basically memoryless
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Fig. 6. Random sample of length n = 100, a) α = 5 and M=8, b) α = 10 and M=8

processes. They cannot represent the time correlation in future direction and
MT’s velocity. In [43], Liang and Haas introduced a mobility model based on
the Gauss-Markov process. They postulate that it can be used to model the
mobile movement in a Personal Communication Service (PCS) network, since
it capture the essence of the correlation of a MT’s velocity in time. Gaussian-
Markov mobility model was designed to adapt to different levels of randomness
via one tuning parameter α, [40]. The Gaussian-Markov model is a temporally
dependent mobility model in which the degree of dependency is tuned by the
memory level parameter α. The driving equations are

vt = αvt−1 + (1− α)v +
√

1− α2ws,t−1;

θt = αθt−1 + (1− α)θ +
√

1− α2wθ,t−1;
(45)

where vt and θt are the velocity and the angle of direction of the MT trajectory
at time instant t, v and θ are constants representing the mean value of velocity
v and angle of direction θ, wv,t−1 and wθ,t−1 are random variables that follows
Gaussian pdf with standard deviations σv and σθ and α is the tuning parameter
to reflect the randomness of the Gauss-Markov process, 0 ≤ α ≤ 1. Notice that in
(45) it is assumed uncorrelation between velocity and angle. There is no difficult
to rewrite (45) to represent the more general case of correlated dimensions and
to consider different tuning parameters for velocity and angle of direction.

Liang and Haas [43] observed that the parameter set (σv, σθ, v, θ, α) can be
tuned to obtain other well known mobility models such as the Brownian motion
(or Random Walk (RW)), the Fluid Flow (FF) and the Random Way Point (RWP)
models. Hence, the RW model with drift, can be obtained from (45) with α = 0

vt = v + ws,t−1;

θt = θ + wθ,t−1;
(46)

while the FF model with constant velocity, linear motion, is achieved from (45)
with α = 1:

vt = vt−1;

θt = θt−1;
(47)



Mobility Models for Mobility Management 739

8 Transportation Theory

Transportation theory deals with approaches for modeling human movement be-
haviors when using public transportation (trains, buses, aircraft, ferries, ..) or pri-
vate vehicles (cars, vans,..) or as pedestrian. Models describing the fluid of traffic
can be classified into two categories: microscopic and macroscopic [11], [28]. Mi-
croscopic models mainly concern with individual behaviors at small geographical
scale, therefore of great importance in the design of handover algorithms. Macro-
scopic models can be seen as aggregates of the behavior observed in microscopic
models, hence at large geographical scale, therefore with impact in the location
update procedures. In the next lines we will indistinctly use the terms vehicle or
mobile terminal (MT).

For both, microscopic and macroscopic models, the main characteristics are
Flow, Speed and Density of the MTs. The typical measurement parameter for
flow is the time headway between two consecutive vehicles in the microscopic
model and the flow rates for the macroscopic models. Speed is measured in
an individual way or as an average of all vehicles, for micro and macroscopic
models respectively. Finally, density can be measured as the distance headway
between two consecutive vehicles or as an average global density for micro and
macroscopic models, respectively.

8.1 Microscopic Models

The time headway is the elapsed time between the arrival of two consecutive
vehicles (or pedestrian, rail, water, air transportation, ...) at a given observation
point. This microscopic parameter is of paramount importance in the traffic
flow characteristic that affects the safety, quality of service, driver behavior and
capacity of a transportation system. Time headway is a positive random variable
that depends of the observation scenario.

According to flow level conditions several distributions have been considered in
the literature. Hence negative exponential pdf for very low flow level, distribution
with fitting parameters for intermediate flow level or deterministic pdf for high
flow level conditions. These conditions are also named as random or free flow,
intermediate and constant headway, respectively. The free flow speed corresponds
to very low vehicle density conditions, where vehicle speed is not limited by safety
distance but by the road characteristics (street width, driver visibility, etc ) [26].

Free flow condition was considered by El-Dolil et al. [9] where the authors
use negative exponential pdf for the time headway to address the teletraffic
analysis of highway microcells with overlay macrocell. For intermediate flow
level conditions, the Pearson type III distribution has been postulated as a good
pdf candidate [11]. Its pdf is

fF (t) =
λ

Γ (a)
[λ(t− α)]a−1e−λ(t−α) (48)
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where Γ (a) is the gamma function defined in (31).
But, at a given observation point along the urban areas, one realizes that

the vehicles moves in platoon [20]. That is, due to the traffic lights(semaphores)
“green-reed” sequence, the passing of vehicles can be seen as a “on-off” like
process. During the “on” period a platoon of vehicles is observed, being the
platoon size a discrete random variable. The duration of the “on” period is a
continuous random variable. The “off” period duration, measured as the time
interval between the arrival of the last vehicle in a platoon and the arrival of the
first vehicle in the next platoon, is also continuous random variable. In [20] Alfa
and Neuts have studied and modeled this scenario by means of a discrete time
analysis, with easy generalization to its continuous time analogue. In particular
in [20] it assumed a discrete phase type distribution for i) the intraplatoon time
headway (time distance between vehicles that are in the same platoon) ii) the
interplatoon intervals and iii) the numbers of vehicles in a platoon. For a nice
description on phase type distributions see, for instance [35].

Also we cite the work by Leung et al. [18]. In [18] a deterministic fluid model
and two stochastic traffic models were introduced; being the scenario a highway
with multiple entrances and exits. The deterministic model ignores the behavior
of individual vehicles and treats them as a continuous fluid. On the other hand
the stochastic traffic models consider the random behavior of each vehicle. The
common denominator of all three models is that they use the same two coupled
partial differential equations or ordinary differential equations that describe the
system evolution.

8.2 Macroscopic Models

Gravitation theory is being used as a macroscopic fluid of traffic model. It re-
flects the Newton’s gravitation law. Gravity models have been applied in many
transportation research scenarios, from regions of varying size to city models and
to national and international models [24]. In this model, two areas are attracted
following certain Newton’s law like. Then, the rate of transitions between two
attraction points i and j, Ti,j is expressed as

Ti,j = Ki,j
PiPj
dγ

. (49)

In (49) Pi is the population size in area i and γ takes into account the inverse
dependence with the distance between areas i and j. Hence, for γ = 2 (49) is
analogous to Newton’s gravitational Law. According to [24] it is also possible to
interpret Pi as the “attractivity” of area i and Ti,j as the probability of move-
ments between i and j for a MT, therefore describing the individual movement
behavior.

Macroscopic traffic flow theory relates traffic flow, density and running speed.
Flow rate (or volume) is the important macroscopic flow characteristic and is
defined as the number of vehicles or MT passing a point in a given period of
time. Traffic density is a key macroscopic characteristic defined as the number
of vehicles occupying a length of a roadway. Macroscopic speed characteristics
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Fig. 7. Relationship among Flow, Density and Speed (from reference [51])

are those of MTs group passing a point or short segment during a specific period
of time. The fundamental relationship between Flow F , Density D and speed or
velocity V is

F = D · V. (50)

Equation (50) says that for a certain average speed V the flow rate increases
with the density. And vice versa, for a certain density D of vehicles the flow
rate increases with the speed. Notice that the fluid flow model presented in
section 3.2, except for a multiplicative constant which is scenario dependent,
follows equation (50). However, expression (50) has some limitations in practical
scenarios. Otherwise it would make the mathematical interpretation of traffic
flow unintelligible [51]. We recognize that when the density increases the distance
headway decreases and due to human behavior it turns to a velocity reduction.
As a consequence, the resulting net effect is a reduction of the flow rates, as in
figure 7-a) is depicted. In this figure, while the slop of the curve is positive we are
in the stable flow, represented by the solid line portion of the curve. When the
slop is zero the maximum capacity is reached. The dashed portion of the curve
shows unstable or forced flow. The same arguments can be said about figure 7-b)
and figure 7-c).

9 Conclusions

Mobility models are very essential in the analysis and simulation of mobile ter-
minal’s trajectories that are under the coverage area of wireless mobile networks.
They have strong influence in the mobility management procedures of cellular
systems, such as handover, location update, registration, paging, an the like.
The chapter intends to provide a basic background about models on the resi-
dence time at several geographical areas, with granularity differences, that is, at
microscopic and at macroscopic levels. On one hand, we have reviewed the resi-
dence time models at the cell level and at the handover area level. On the other
hand, we have study the residence time at the location area level, a coarser
granularity. For microscopic scenarios we have pointed out several theoretical



742 V. Casares-Giner, V. Pla, and P. Escalle-Garćıa

and numerical methods, mainly based on memoryless and probabilistic models.
Both, analytical expressions or numerical data are quite often required to be
replaced by manageable probability distribution functions. A glance on “fitting”
techniques have been reported to that purpose. In the macroscopic scenarios we
have derived some analytical models that characterize the sojourn time in lo-
cation areas an hence allowing the evaluation of location update rates. We also
have paid attention to the usefulness of other advanced mobility models such as
the Random Way Point, the Random Direction and the Gauss-Markov models.
Finally the main characteristics about transportation theory has been indicated,
as a basic tool to model human movement behaviors at large geographical scale.
We believe that our attempt to conduct this survey on mobility models, up to
a certain extend, has been achieved and that its reflects the state-of-the art in
this field. We also believe that this material can be of great help to researchers
in the area of mobility management.

Acknowledgments

This study has been realized under the national project numbers TSI2001-66869-
C02-02 and TIN2010-21378-C02-02 and under the Euro-NF Network of Excel-
lence (FP7,IST 216366). Thanks are given to Ministerio de Ciencia e Innovación
(www.micinn.es) for the financial support.

References

1. Kleinrock, L.: Queuing theory. John Wiley Sons, Chichester (1975)
2. Augustin, R., Buscher, K.J.: Characteristics of the COX-distribution. ACM Sig-

metrics Performance Evaluation Review 12(1), 22–32 (Winter 1982-1983)
3. Hong, D., Rappaport, S.S.: Traffic model and performance analysis for cellular

mobile radiotelephone system with prioritized and non prioritized handoff
procedures- version 2a. Technical report No. 773 State University of New Your
at Stony Brook; Previously published at IEEE Trans. on Vehicular Technology
35(3), 877–922 (August 1986)

4. Stadje, W.: The exact probability distribution of a two-dimensional random walk.
Journal of Statistical Physics 46(1/2), 207–216 (1987)

5. Guerin, R.A.: Channel occupancy time distribution in a cellular radio system. IEEE
Trans. on Vehicular Technology 36(3), 89–99 (1987)

6. Morales-Andres, G., Villen-Altamirano, M.: An approach to modelling subscriber
mobility in cellular radio networks. In: Proceedings of the Forum Telecom 1987,
Geneva, Switzerland, December 1987, pp. 185–189 (1987)

7. Thomas, R., Gilbert, H., Maziotto, G.: Influence of the moving of the mobile sta-
tions on the performance of a radio mobile cellular network. In: Proceedings of the
3rd Nordic Seminar on Digital Land Mobile Radio Communications, Paper 9.4,
Copenhagen Denmark (September 1988)

8. Leon-Garcia, A.: Probability and random processes for electrical engineering.
Addisson-Wesley, Reading (1989)

9. El-Dolil, S.A., Wong, W.C., Steelet, R.: Teletraffic performance of highway micro-
cells with overlay macrocell. IEEE Journal Selected Areas Communications 7(1),
71–78 (1989)



Mobility Models for Mobility Management 743

10. McMillan, D.: Traffic modelling and analysis for cellular mobile networks. In:
Proceedings of the ITC 13th, Copenhaguen, June 19-26, pp. 627–632 (1991)

11. May, A.: Traffic flow fundamentals. Prentice-Hall, Englewood Cliffs (1990)
12. Harborth, H.: Concentric cycles in mosaic graphs. In: Berum, G.E., et al. (eds.)

Applications of Fibonnacci Numbers, pp. 123–128. Kluwer Academic Publishers,
Dordrecht (1990)

13. Alonso, E., Meier-Hellstern, K.S., Polini, G.P.: Influence of cell geometry on han-
dover and registration rates in cellular and universal personal telecommunication
networks. In: Proceedings of the 8th ITC Specialist Seminar on Universal Personal
Telecommunications, Santa Margherita Ligure, Genova, Itay, October 12-14, pp.
261–260 (1992)

14. Xie, H., Kuek, S.: Priority handoff analysis. In: Proceedings of the 43th IEEE VTC,
pp. 855–888 (1993)

15. Xie, H., Goodman, D.J.: Mobility models and the biased sampling problem. In:
Proceedings of the 2nd ICUP, Ottawa, Canada, pp. 855–888 (1993)

16. Barber, B.C.: The non-isotropic two-dimensional random walk. Waves in Random
Media 3, 243–256 (1993)

17. Bauman, F.V., Niemegeers, I.G.: An evaluation of location management proce-
dures. In: Proceedings of the 3rd ICUPC, San Diego, California, September 27-
October 1, pp. 359–364 (1994)

18. Leung, K.K., Massey, W.A., Whitt, W.: Traffic models for wireless communica-
tion networks. IEEE Journal Selected Areas in Communications 12(8), 1353–1634
(1994)

19. Bar-Noy, A., Kessler, I., Sidi, M.: Mobile users: To update or not to update?
Wireless Networks 1(2), 175–185 (1995)

20. Alfa, A.S., Neuts, M.F.: Modelling vehicular traffic using the discrete time Marko-
vian arrival process. Transportation Science 29(2), 109–117 (1995)

21. Polini, G.P.: Trends in handover design. IEEE Communications Magazine 34(3),
82–90 (1996)

22. Akyildiz, I.F., Ho, J.S.M., Lin, Y.-B.: Movement based location update and
selective paging for PCS networks. IEEE/ACM Trans. on Networking 4(4), 629–
638 (1996)

23. Yeung, K.L., Nanda, S.: Channel management in microcell - macrocell cellular
radio systems. IEEE Trans.on Vehicular Technology 45(4), 601–612 (1996)

24. Lam, D., Cox, D.C.: Teletraffic modeling for personal communications service.
IEEE Communications Magazine 35(2), 79–87 (1997)

25. Zonoozi, M.M., Dassanayake, P.: User mobility modeling and characterization of
mobility patterns. IEEE Journal Selected Areas in Communications 15(7), 1239–
1252 (1997)

26. Markoulidakis, J.G., Lyberopoulos, G.L., Tsirkas, D.F., Sykas, E.D.: Mobility
modeling in third-generation mobile telecommunications systems. IEEE Personal
Communications 4(4), 41–56 (1997)

27. Rose, C., Yates, R.: Location uncertainty in mobile networks. A theoretical frame-
work. IEEE Communications Magazien 35(2), 94–101 (1997)

28. Lieu, H.: Revised monograph on traffic flow theory. U.S. Department of
Transportation Federal Highway Administration Research, Development, and
Technology. Transportation Research Board. Turner-Fairbank Highway Research
Center. 6300 Georgetown Pike McLean, Virginia (November 1997)

29. Cho, M., Kim, K., Szidarovszky, F., You, Y., Cho, K.: Numerical analysis of the
dwell time distribution in mobile cellular communication systems. IEICE Trans.
Commun. E81-B(4), 715–721 (1998)



744 V. Casares-Giner, V. Pla, and P. Escalle-Garćıa
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Abstract. This tutorial provides a general view on the research field of
ad hoc networks. After a definition of the concept, the discussion con-
centrates on enabling technologies, including physical and medium access
control layers, networking and transport issues. We find discussions on
the adequacy of enabling technologies for wireless multihop communica-
tion, specifically in the case of the pervasive Bluetooth and IEEE 802.11.
Then, a variety of dynamic routing protocols are presented and specific
issues that are relevant in this context are highlighted. After a short
discussion on TCP issues in this context, we look at power awareness,
which is a very important issue in this scenario. Finally, we discuss pro-
posals that aim at maintaining Service Level Agreements in isolated ad
hoc networks and ad hoc networks connected to fixed networks.
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1 Introduction

Wireless ad hoc networks are formed by devices that are able to communicate
with each other using a wireless physical medium without having to resort to
a pre-existing network infrastructure. These networks, also known as mobile ad
hoc networks (MANETs), can form stand-alone groups of wireless terminals, but
(some of) these terminals could also be connected to a cellular system or to a
fixed network. A fundamental characteristic of ad hoc networks is that they are
able to configure themselves on-the-fly without the intervention of a centralized
administration.

Terminals in ad hoc networks can function not only as end systems (executing
applications, sending information as source nodes and receiving data as desti-
nation nodes), but also as intermediate systems (forwarding packets from other
nodes). Therefore, it is possible that two nodes communicate even when they
are outside of each others transmission ranges because intermediate nodes can
function as routers. This is why wireless ad hoc networks are also known as
multi-hop wireless networks.
� This work was partially supported by the Euro-NGI Network of Excellence of the Eu-

ropean Commission and the Spanish CICYT Project TSI2007-66637-C02-01, which
is partially funded by FEDER.

D. Kouvatsos (Ed.): Next Generation Internet, LNCS 5233, pp. 746–766, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



Wireless Ad Hoc Networks: An Overview 747

Compared to cellular networks, ad hoc networks are more adaptable to chang-
ing traffic demands and physical conditions. Also, since the attenuation charac-
teristics of wireless media are nonlinear, energy efficiency will be potentially
superior and the increased spatial reuse will yield superior capacity and thus
spectral efficiency. These characteristics make ad hoc networks attractive for
pervasive communications, a concept that is tightly linked to heterogeneous net-
works and 4G architectures.

The need for self-configurability and flexibility at various levels (for example,
dynamic routing or distributed medium access control) poses many new chal-
lenges in wireless ad hoc networks. Cross-layer optimization can significantly
improve system performance and thus we will discuss some cross-layer issues
here.

This tutorial concentrates on enabling technologies, including physical and
medium access control layers, networking and transport. Research in middleware
and security in this context is not considered.

Depending on their communication range, wireless ad hoc networks can be
classified into Body (BAN), Personal (PAN) and Wireless Local (WLAN) Area
Networks. A BAN is a set of wearable devices that have a communication range
of about 2 m. The second type, PANs, refers to the communication between
different BANs and between a BAN and its immediate surroundings (within ap-
proximately 10 m). WLANs have communication ranges of the order of hundreds
of metres. The main existing technology for implementing BANs and PANs is
Bluetooth, while for WLANs the main option is the family of standards IEEE
802.11. Although ad hoc networks are not restricted to these technologies, most
of the current research assumes Bluetooth or IEEE 802.11 to be the underlying
technologies.

After a general introduction, this tutorial discusses the main characteristics
of Bluetooth, also considering open issues such as scatternet formation and real-
time traffic support. The IEEE 802.11 technology is also considered: first we look
at the basic functioning of the system in ad hoc mode and then we elaborate on
its shortcomings for multi-hop communication, namely the lack of efficiency of
the RTS/CTS mechanism and the impact of the difference between transmission
and carrier sense ranges. Some proposed solutions are discussed briefly.

Routing is the most active research field in ad hoc networking. In this con-
text, it is closely related with different communication layers. Minimizing the
number of hops is no longer the objective of a routing algorithm, but rather the
optimization of multiple parameters, such as packet error rate over the route,
energy consumption, network survivability, routing overhead, route setup and re-
pair speed, possibility of establishing parallel routes, etc. We compare different
types of proposed routing algorithms and as a means of example we illustrate the
functioning of a non-location based on-demand unicast routing protocol: DSR.
Thereafter, we describe other algorithms of the same type (AODV), some proac-
tive protocols (e.g. OLSR) and some location based schemes with their associated
forwarding mechanisms (e.g. DREAM, LAR, Greedy Forwarding). During the
discussion, we also point out specific issues that have to be considered in wireless
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ad hoc networks: for instance, two disjoint routes may have mutual influence if a
node in one route is within the transmission range of a node in the other route,
which has an impact on the construction of parallel routes.

The use of TCP over wireless links is known to present many problems. Com-
munication over wireless multi-hop networks inherits these problems but also
introduces some additional issues: the nodes mobility introduces unfairness be-
tween TCP flows, route failures lead to unnecessary congestion control and MAC
contention reduces throughput in long routes. We also look at the proposed
solutions briefly.

Since most wireless terminals can be expected to have limited energy storage,
power awareness is very important. This subject spans across several communi-
cation layers. We pay attention to different power saving approaches. Objectives
are not only the reduction of transmission power, but also the management
of sleep states or the extension of network survivability through energy aware
routing.

It may seem incoherent to deal with Quality of Service (QoS) support in such
dynamic systems with unreliable wireless links. However, some authors have
presented proposals to support QoS in isolated ad hoc networks, including QoS
oriented MAC protocols suitable for distributed systems, QoS aware dynamic
routing protocols, DiffServ in wireless multi-hop networks and resource reser-
vation protocols such as INSIGNIA and SWAN. We study and compare these
schemes and discuss new proposals for end-to-end QoS support in ad hoc net-
works attached to fixed networks through inter-network cooperation.

2 Enabling Technologies

In this section we find a discussion on some of the main enabling technologies
for ad hoc networks, i.e. Bluetooth, IEEE 802.11 and Ultra-Wide Band radio.

2.1 Bluetooth

Bluetooth [33] is a single-chip, low-cost, radio-based wireless network technology
suited for ad hoc networks, with communication ranges in the order of 10 m. The
single-chip design makes this technology specially useful for small terminals with
low energy storage capacity. It operates in the unlicensed industrial, scientific
and medical (ISM) band at 2.40 to 2.48 GHz.

The physical channels are separated by fast Frequency Hopping Spread Spec-
trum (FHSS), using 79 carriers in most countries. Hopping slots have a duration
of 625 us. In order to save power, this technology incorporates a powerful en-
ergy management architecture that comprises four different power consumption
states.

Terminals arrange themselves in piconets, sets of terminals with one device
functioning as master and up to other seven terminals functioning as slaves. In
principle, any device can become a master or a slave. The master determines a
hopping sequence and all the slaves use this hopping sequence to communicate
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with the master. Different piconets have different hopping sequences. Direct
communication between slaves is not possible.

Terminals that are within the coverage areas of two or more masters may
work as connections between different piconets. Such a terminal, called gateway,
can belong to different piconets simultaneously on a time-division basis. A set
of connected piconets forms a scatternet.

Links use Time-Division Duplex (TDD). The communication links are of two
types depending on the arrangement of the time slots:

– Synchronous Connection-Oriented Link (SCO). The master reserves two con-
secutive time-slots for the forward and return directions respectively. Each
SCO link supports 64 Kb/s on each direction with optional forward error
correction (FEC) and no retransmission.

– Asynchronous Connectionless Link (ACL). The master uses a polling scheme,
where one, three or five consecutive slots can be allocated to a link. FEC is
optional. Data rates are up to 433.9 Kb/s per direction in symmetric links
and up to 723.2 Kb/s / 57.6 Kb/s in asymmetric links. Headers are used to
enable fast retransmission.

The scheduling of polling intervals for ACL links in view of service differentiation
and provisioning of delay bounds is not specified in the system and is thus open
for research (see, for example, [5]).

The topology of multihop networks largely depends on which terminals func-
tion as gateways between picocells. Scatternet formation is thus a relevant and
difficult research issue because it affects topology significantly and has a large
impact on the system performance. We can find a recent overview of scatternet
formation and optimization protocols in [4].

Another research issue with a growing interest, in view of the future 4G vision
of heterogeneous networking, is the coexistence between this technology and
IEEE 802.11 (see e.g. [32]).

2.2 IEEE 802.11

The family of standards IEEE 802.11 [1] comprises the standards IEEE 802.11,
IEEE 802.11b, IEEE 802.11g and IEEE 802.11a, amongst other standards that
deal with specific issues such as security, service differentiation, etc. IEEE 802.11
provides wireless and infrared connectivity, but all implemented products use the
unlicensed radio bands of 5 GHz (for IEEE 802.11a) and 2.4 GHz (for the rest).

The physical layer offers a number of channels. A set of terminals that use
the same channel and are within the communication range of (some of) the
other terminals of the set is called Basic Service Set (BSS). The number of
physical channels depends on whether BSSs are multiplexed by using FHSS,
Direct Sequence Spread Spectrum (DSSS) or Orthogonal Frequency Division
Multiplexing (OFDM) techniques. Also, the communication rates per channel
depend on the modulation, multiplexing, and forward error correction coding
rates, ranging from 1 Mb/s to 54 Mb/s.

In the context of ad hoc networks, users belonging to the same BSS share the
medium by means of a distributed random access mechanism called Distributed
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Fig. 1. Basic functioning of DCF

Coordination Function (DCF), basically a Carrier-Sense Medium Access with
Collision Avoidance (CSMA/CA) technique.

Fig. 1 illustrates the basic functioning of DCF. There, we see how three sta-
tions behave as a function of time if they are all within reach of each other.
When a Mobile Station (MS) gets a frame from upper layers to transmit, it first
senses the channel to determine whether another MS is transmitting. If the MS
has sensed the channel to be idle for a period of time equal to the DCF Inter
Frame Space (DIFS), which is a quantity equal for all stations, then it starts
transmitting the frame. Otherwise, as soon at it senses the channel to be busy,
it will defer the transmission. When deferring, the station will continue sensing
the channel.

At the point in time when the medium becomes idle again, the station will
continue sensing and it will wait for the period DIFS to elapse again. If the
medium becomes busy during this period, the station will go back to the deferring
state again. However, if the medium remains idle for this DIFS period, the station
will go to the back-off state.

When entering the back-off state, the MS selects a Back-off Interval (BI)
randomly between zero and a Contention Window period (CW). The quantity
CW is an integer number of basic time slots. If the medium remains idle for the
duration of BI, then the station transmits the frame. However, if the medium
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Fig. 2. Acknowledgements for DCF

becomes busy before the BI elapses, then the MS stores the remaining BI time
(that is, the value of the chosen BI minus the elapsed time since entering the
backoff state).

A collision will occur if two or more MSs select the same BI (provided
the condition stated above, that the frames coexist spatially at one or more
of the receiving stations). When a collision occurs, the stations that have caused
the collision sense the medium again for DIFS and go again to the back-off state,
selecting a new BI randomly with the value of CW doubled. The other stations,
which stored their remaining BI times, also wait for DIFS and then go to the
back-off state with BI equal to the stored value.

The value of CW is doubled every time that a station tries to transmit a
given frame and a collision occurs, until a maximum CW (denoted CWmax) is
reached. When this maximum value is reached, the BI will be randomly selected
out of the interval [0, CWmax].

There is a maximum number of retransmission attempts: if the station has
tried to transmit the frame this number of times and a collision has always
occurred, then the station gives up trying to transmit the frame.

The radio transmission channel is relatively unreliable and the probability of
transmitting a frame successfully is highly variable, even if there is no compe-
tition from other stations. Therefore, in IEEE 802.11 DCF, frames that have a
single destination (which will be the case we will concentrate on) have a cor-
responding reception acknowledgement. This is illustrated on Fig. 2, where we
show the behaviour of one transmitting station, the corresponding station (re-
ceiver) and a third station that has received a request to transmit from upper
layers after the first station. After a station has transmitted the data frame, it
will wait for an acknowledge frame (ACK) to arrive after a time period SIFS
(Short IFS). The size of SIFS is unique for all stations and is smaller than DIFS.
In this way, we guarantee that the first frame that is transmitted after the data
frame is the acknowledgement of that frame and not any other data frame (unless
the transmission medium fails temporarily).

An optional feature of DCF is the Request-To-Send and Clear-To-Send ex-
tension (RTS/CTS), which is common in commercial implementations. This op-
tion prevents many collisions induced by the hidden-terminal problem and the
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exposed-terminal problem. These problems are of major relevance in multihop
wireless networks. The former problem consists in the following. Assume that
Station A intends to send a frame to Station B. Station A will be able to hear
only some but not necessarily all transmissions from other stations affecting Sta-
tion B, thereby assuming that the medium is free when it is busy at its intended
destination node. The exposed-terminal problem is complementary: Station A
could refrain from sending data when hearing transmissions that do not arrive to
Station B. To overcome these problems, the MS first transmits an RTS message
and waits for a CTS message from the recipient before beginning data trans-
mission. RTS and CTS frames also include the size of the data to be sent, so
that a station hearing an RTS/CTS frame granting access to a different station
refrains from sending an RTS to the medium for the duration of the indicated
transmission time.

Synchronization and management of power saving modes are distributed but
they suffer from scalability problems. This is because they are based on the
periodical transmission of beacons that have to compete for medium access.

DCF provides best-effort service to higher layers, there is no differentiation
between types of traffic. There have been many proposals for introducing ser-
vice differentiation in DCF, some of them incorporated to the standard IEEE
802.11e [2].

DCF is known to be rather inefficient for wireless multihop communication.
In particular, the RTS/CTS mechanism does not fully counteract the hidden-
terminal problem because the power needed for interrupting a packet reception
is much lower than that of delivering a packet successfully [3]. Some proposed
solutions involve using busy tones, adjustable power or directional antennas, but
this may not always be practical. For example, a recently proposed solution is
to send the CTS only if the received power of the corresponding RTS is larger
than a certain threshold [3], but this reduces the effective transmission range.
For the design of new MAC mechanisms, more research is needed to analyze the
effect of the presence of multiple stations within the transmission, reception or
interference ranges of a given station.

2.3 Ultra-Wide Band Radio

The development of Ultra-Wide Band radio (UWB) is progressing quickly. The
idea behind UWB, a technology that has also received the names of baseband,
carrier-free or impulse radio, is to use electromagnetic signals with a very wide
spectrum (with -10dB bandwidth in excess of 25% of the central frequency, typ-
ically in the order of several GHz) so that the power spectral density is so low
that the system can coexist with existing licensed spectral bands. Typically, low
power, low range communications are a natural context for UWB. This is es-
pecially true in environments where multipath propagation is important, such
as indoor channels. This technology also has the property of supplying accu-
rate ranging information between UWB devices, which can be used to improve
communication at higher layers (e.g. routing). UWB technology has many
options in IEEE 802.15.3 group’s work towards low-power BANs with 10 m
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communications range and data rates above 100 Mbit/s, and on IEEE 802.11.4
group’s activities aimed at low data rate support with ranging functionality.

The Federal Communications Commission (FCC) of the U.S.A. allowed for
commercial operation of products using UWB-RT with at most -41.3 dBm/MHz
between 3.1 and 10.6 GHz, differentiating between indoor and outdoor operation
in neighbouring bands. The European Telecommunications Standards Institute
(ETSI) is also regulating an identical power level between the mentioned fre-
quency values, but with more restrictive values in neighbouring bands.

Several projects have investigated aspects of UWB with the support of the
European Commission, such as Ultra-wideband Concepts for Ad hoc Networks
(UCAN), Ultra Wideband Audio Video Entertainment System (ULTRAWAVES)
or Pervasive Ultra-wideband Low Spectral Energy Radio Systems (PULSERS),
with the participation of some companies such as Philips, Acorde, Telefónica,
VTT or IMST. In the U.S.A., several companies have been developing UWB ra-
dio chips, including Freescale, Time-Domain, Alereon, Multispectral Solutions,
Intel and Texas Instruments. Major Japanese companies, such as Matsushita,
Sony, Sharp, JVC, Pioneer, NEC and Mitsubishi, considered UWB as an ultra-
fast wireless interface.

Given the fact that UWB systems are supposed not to interfere with other
communication systems, we can expect that UWB will be complementing sys-
tems such as IEEE 802.11 in future. IEEE 802.11 systems have larger communi-
cation ranges but lack precise ranging features; also, the impact of obstacles and
multipath propagation is different in both physical layers. Therefore, the sym-
biosis between both systems could significantly boost the performance perceived
by the user of wireless multihop networks.

3 Routing Issues

Routing protocols for wireless multihop networks are dynamic due to the poten-
tial node and link mobility.

Unicast routing protocols can be classified in the following way:

– Proactive vs. reactive. Proactive protocols periodically maintain the routing
information so that any node can use a existing route to reach a destination
at any time. This is the rule in fixed networks, but in mobile ad hoc networks
this would require a very frequent update of routing information for all nodes,
which implies a lot of overhead. Reactive protocols, on the contrary, obtain
the necessary routing information only when a route is needed between two
nodes; the route is maintained only when the route is active. This is why
reactive protocols are also called on-demand protocols. Reactive protocols
imply lower overhead than proactive ones, but they suffer from route setup
delays when a communication flow is to start. There also exist hybrid proto-
cols, which combine proactive mechanisms within a local scope and reactive
mechanisms within global scope (e.g. the Zone Routing Protocol [19]).

– Location-based vs. non location-based. Location-based are protocols where
some means exist by which nodes can obtain some knowledge about their
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relative physical (or geographic) position with respect to other nodes, such as
distance or angle. Non location-based protocols do not rely on this informa-
tion: nodes only know which links are active. Similarly to routing protocols
in fixed networks, non location-based protocols spread topology information
about which pairs of nodes are immediate (one hop) neighbours. In con-
trast to this, networks using location-based protocols can make use of the
geographical information to significantly improve the efficiency of the route
setup process in terms of speed and overhead, as we will see. In practice, the
major drawback of location-based protocols is that nodes are required to in-
corporate a system that provides information about their physical position,
such as the Global Positioning System (GPS). We find a good overview of
location based protocols in [20].

– Hierarchical and flat. Especially in large ad hoc networks, arranging nodes
in clusters for routing purposes can increase the efficiency of the routing
protocol. Also, introducing hierarchies of routing protocols can be applied
to distinguish routes pertaining to the ad hoc network only from routes
linking the ad hoc networks with a gateway to a fixed network. Clustering
has a long research history starting from the times of packet radio, but it is
still an active research field: the formation of clusters can be made according
to many different criteria, such as nodes’ mobility patterns, traffic patterns,
nodes’ capabilities (e.g. energy storage, processing power, etc.). An example
of a hierarchical on-demand routing protocol is the Cluster-Based Routing
Protocol (CBRP) [15].

To illustrate the functioning of dynamic routing protocols, we consider the
Dynamic Source Routing (DSR) protocol [6], [7]. DSR is, together with the
Ad Hoc Distance Vector protocol (AODV) [8], the most widely studied routing
protocol for mobile ad hoc networks. DSR does not require location information
and it is relatively simple because it is a flat, on-demand protocol. We consider
networks where all nodes have identical capabilities and responsibilities.

In DSR, when a source needs a route to a destination, it initiates a route
discovery process to locate the destination node. The source node floods a Route
Request packet (RREQ) requesting a route for the destination. A Route Reply
(RREP) packet is sent back to the source either by the destination node or by
any node that knows how to reach the destination. The addresses of intermediate
nodes are accumulated on the RREQ and RREP packets. Every node in the
network uses the information in the RREQ and RREP packets to learn about
routes to other nodes in the network. This information is stored in route caches.

Once a source node receives an RREP, it knows the entire route to the des-
tination. If a link contained in the route breaks during the transmission of data
packets, the transmitting-side node uses a different path if it has an alternate
route cached; otherwise, it reports an error back to the source and leaves it to
the source to establish a new route.

The already mentioned AODV protocol is similar to DSR, but it is table
based rather than source based. AODV is restricted to networks of symmet-
ric links because the RREP packets are sent via the reverse route. However, a
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one-hop RREP acknowledgement packet can be used to counteract this problem
[9], [10]. Expiry timers are used to keep the route entries fresh.

DSR and AODV maintain the needed routes dynamically, have a relatively
low overhead and avoid the formation of routing loops. A drawback is their
relatively low scalability with the number of nodes. DSR and AODV are not
shortest path algorithms in the sense of least number of hops: since nodes reply
to the first arriving RREQ, these protocols select the route to the destination
that is fastest at the moment that the route is set up.

DSR and AODV require a relatively low processing power, since they do not
resort to cost functions for optimal route search. This relieves the nodes from
calculating such a function every time a routing packet is forwarded. However,
this is an obstacle for using multiple parameters for route optimization. In prac-
tice, in ad hoc networks we could be interested in routing for maximum route
stability, minimum energy consumption, minimum number of hops, maximum
link reliability, QoS support, etc.

Many improvements have been proposed for DSR and AODV [9]. For exam-
ple, a route can be repaired faster if the node at the transmitting side of the
broken link starts a route discovery process by itself. In this case of repairing
routes, Query Localization limits flooding to nodes close to the original route.
Also, control overhead can be reduced by limiting the area that is flooded during
a route discovery process (Expanding Ring Search). The size of this area can be
calculated by using information gathered from previous source-destination data
flows, a central idea of the Relative Distance Micro-Diversity Ad Hoc Routing
protocol (RDMAR) [11]. In RDMAR there is no need for location information
systems: the source-destination distance is estimated from the number of hops
used in the previous data flow, the time elapsed since the previous data flow fin-
ished, the velocity of the source and the destination nodes and the transmission
range.

Flooding for route setup can cause many collisions, which is known as the
Broadcast Storm Problem. Many heuristics have been proposed to counteract
this problem, such as staggering the route search packets at intermediate nodes
or re-broadcasting with probability p<1 (see, e.g. [28]).

Many other non location-based, flat, reactive routing protocols exist. The
Associativity-Based Routing protocol (ABR) [12] and the Signal Stability Adap-
tive (SSA) [13] protocol are source-initiated protocols that tend to select the
routes with the most stable links. Although routes are built on demand, a pe-
riodic beaconing mechanism is needed for establishing the stability of the links.
Protocols based on ant colony algorithms have been proposed, but they have
poor scalability properties with the number of nodes and data flows.

Some other algorithms do not rely on flooding control messages. The Tem-
porary Ordered Routing Algorithm (TORA) is based on the construction of a
directed acyclic graph (DAG) for each destination [14]. In this way, topology
changes induce a very limited amount of control messages. TORA is specially
indicated for highly mobile networks.
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Most proactive, flat, non location-based routing protocols are derived from
existing routing protocols for fixed networks. This is the case of the Destination-
Sequenced Distance Vector (DSDV) protocol [16], which uses a distance vector
shortest-path (in terms of hops) algorithm where incremental changes are ex-
changed more frequently than full routing information. Another protocol of this
kind is the Optimized Link State Routing (OLSR) protocol [17], a link state
protocol where the amount of control messages is reduced by restricting the re-
broadcast of control messages to a subset of nodes (the Multipoint Relays). OLSR
is possibly the most scalable proactive, flat, non-location based protocol [18].

Location based protocols can have the location information stored in some of
the networks nodes or in all of them. Also, the stored information can comprise
the location of all the nodes or only of a subset. Depending on which option is
taken, a location service is denominated some-for-all, all-for-all, all-for-some or
some-for-some.

The Distance Routing Effect Algorithm for Mobility (DREAM) [21] is an
all-for-all location service where all the nodes spread its location information
periodically. The frequency and range of the information dissemination depends
on the mobility of a node and the relative distance to the receivers of the infor-
mation (‘distance effect’); DREAM also includes forwarding. The Grid Location
Service (GLS) is a some-for-all scheme where location information is stored ac-
cording to a hierarchical cartesian grid. Other some-for-all location services are
based in the concept of quorum: the network is divided subsets of nodes with non-
empty intersections. The route setup process can be made with Greedy Packet
Forwarding (GPF), which has several variations [20]. DREAM forwards route
discovery packets by flooding within a zone defined by the transmitting node’s
position and the expected destinations area. Location Aided Routing (LAR) [22]
is a forwarding strategy with two versions: the first is similar to DREAM, where
flooding is restricted to an area that depends on the nodes’ relative distances
and velocities; the second allows route discovery packets to be forwarded only if
the receiving node is closer to the destination node than the transmitting node.
We can mention two hierarchical location based forwarding strategies: Termin-
odes [23] routing and Grid [24] routing. Terminodes combines proactive distance
vector routing for local scope and reactive GPF.

Some protocols exist that are based on the construction of clusters. Usually,
a cluster has a leader node. Different protocols differ in the way that clusters are
built, how the cluster is chosen and the responsibilities assigned to the leader node.
The Core-Extraction Distributed Ad Hoc Routing (CEDAR) [25] is a hierarchical
routing protocol where a subset of nodes, called the core, is selected such that all
nodes are at most one hop from the nodes of this subset. Core nodes execute a
link state protocol where each core node knows the state of local links and stable,
high-bandwidth links far away. A route is found on-demand by the core nodes, but
this does not mean that the route itself has to traverse core nodes.

In unicast routing, it can be interesting to have multiple routes between two
nodes. Reasons for this can be to speed up the route repair process, to in-
crease the reliability of data delivery by sending duplicates of data packets along
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different routes or to distribute traffic according to QoS requirements. There are
diverse proposals for multipath routing. For example, AOMDV [26] is a modi-
fied AODV protocol for multipath routing that seeks link-disjoint routes to the
destination, that is, routes that have no common links but may share common
intermediate nodes. Basically, RREQ packets include a field that indicates the
first node traversed after the source node (that is, the immediate neighbour of the
source they have passed). Upon reception of an RREQ, a node only re-broadcasts
the packet if the mentioned field indicates a different first-hop node than other
RREQ packets that have already arrived. AOMDV yields better end-to-end and
lower routing overhead, especially with high traffic loads.

The role of wireless ad hoc networks as access networks is gaining interest.
A relevant research issue therein is routing when the source or destination is a
gateway to a fixed network. We can find relatively new contributions within this
area, such as Load Balancing AODV (LB-AODV) [27], where nodes are arranged
into groups in order to reduce the routing overhead. Nodes belonging to different
groups may not forward packets originated in nodes of other groups. Another
multipath routing protocol is Gossip [28].

Multicast routing protocols for wireless ad hoc networks can be classified
into tree-based and mesh-based in general. Mesh based schemes are more robust
because they yield multiple redundant routes, but resources are wasted as a result
of unnecessary forwarding of duplicate data. In tree based schemes resource usage
is optimized, but network mobility induces major reconstruction overhead and
latency.

An example of a tree-based multicast protocol is MAODV [9]. In MAODV, a
node joins a multicast group through RREQ packet flooding. When an RREQ
packet arrives at a member of the multicast tree, it responds with an RREP. Since
more than one node of the multicast tree may be reached by the RREQ, the source
sends a Multicast Activation (MACT) packet along the selected route so that the
involved nodes know that they have become part of the multicast tree.

A widely studied mesh-based multicast protocol is the On-Demand Multicast
Routing Protocol (ODMRP) [29]. A node wishing to send multicast packets floods
a Join Data packet throughout the network periodically. On receiving a Join Data
packet, each multicast group member broadcasts a Join Table packet to all its
neighbours. Multiple routes from a sender to a multicast receiver may exist due to
the mesh structure created by the forwarding group members. There is no explicit
join or leave procedure.

4 Transport Issues

The issues associated with the use of TCP on wireless channels have been widely
studied. Random errors may cause Fast Retransmit, which implies halving the
congestion window size. When errors are not frequent this is not necessary and it
reduces the throughput. Errors may even cause transmission timeouts and thus
a severe reduction of the congestion window. But in ad hoc networks, TCP is af-
fected not only by wireless transmission errors, but also medium access contention
in neighbouring hops and route failures due to mobility.
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In general, the throughput of a flow is reduced when we increase the number
of hops on one route from 1 to 3, due to contention at MAC level. Beyond 3 hops
there should be no further throughput degradation, but in TCP flows there is a
reduction in throughput beyond 3 hops due to contention between TCP data and
acknowledgements. A measure to counteract this is to reduce the number of trans-
mitted acknowledgements.

Experiments have also shown that increasing the mobility also has a negative
impact on the throughput of TCP flows. Mobility induces route failures. While the
route is repaired, packets and acknowledgements are en route are lost. At a given
moment, no more packets are transmitted. If the TCP sender has not timed out
before the route has been repaired, the first retransmission will not occur until the
time out. If the route repair process is slower, it can happen that the TCP sender
times out before there is a route available and thus the timer will be doubled. In
conclusion, large route repair delays have a severe impact on TCP performance.

An idea for improving the performance of TCP is to use network feedback. This
consists in letting TCP know that there has been a route failure and informing
TCP that a route has been repaired [30]. The use of route caching in on-demand
routing protocols may have a negative impact on TCP performance: although
caching reduces route repair times, it may cause a flow to use stale routes [30].

Another issue that arises when a route is broken is how to choose the TCP win-
dow size and retransmission timeout value after a route has been repaired.

5 Energy Awareness

We should realize that issues such as QoS support, TCP performance, speed of
routing repair processes, etc. are secondary if nodes have a high probability of
running out of energy resources. As mentioned above, energy awareness in wireless
ad hoc networks spans across several communication layers.

Battery technology has advanced very slowly if we compare it with the results
achieved in integrated circuit technology and it certainly cannot be compared to
the rate of growth in communication speeds. Therefore, saving transmission power
will represent one of the most significant factors in the performance of wireless
systems in the long term.

Several proposals in literature relate routing to energy awareness. In [35] we
find two routing protocols designed for scenarios where the nodes can adjust their
transmission power dynamically according to the effect of link layer error rates
and consequent packet retransmissions. Such considerations motivate a routing
protocol [36] based on a cost function that comprises the link error rate and the
energy required for a single transmission attempt across the link.

The work in [37] and [38] compares routing schemes that aim at minimizing the
transmissionpower when selecting a route to routing schemes that try to maximize
the lifetime of the nodes in the network as a whole.

In [39] it is proposed to introduce the battery characteristics directly into a
routing protocol using the remaining battery capacity as metric of the lifetime of
each host.
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The two objectives of minimizing the total transmission energy for a route and
for all the network can lead to contradiction, for example in the case that several
minimum energy routes have a common host, then the battery power of this host
will be exhausted quickly. In [37] and [38] a new routing scheme is presented that
aims at satisfying the two constraints simultaneously: the Minimum Battery Cost
Routing algorithm (MBCR). This protocol aims at finding a route with the max-
imum total remaining capacity. Let us define fi(cti) as a battery cost function of
host ni, where cti represents the battery capacity of the host at time t. We can
choose the cost function to be for example

fi(cti) = 1/cti (1)

The battery cost RJ for a selected route J will be then:

RJ =
DJ−1∑
i=0

fi(cti), (2)

where DJ is the number of nodes belonging to the route J . To select a route with
the maximum total remaining capacity, one should choose the route m that has
the minimum battery cost:

Rm = min{RJ | J ∈ A}, (3)

where A is the set containing all possible routes.
The Simple Energy Aware Dynamic Source Routing (SEADSR) [40] is a pro-

tocol that improves the network survivability while maintaining the simplicity of
DSR. The basic idea behind this algorithm is as follows. When an intermediate
node in an ad hoc network decides to forward a RREQ message (in the DSR fash-
ion) that it has received, it introduces an additional delay τ before re-transmitting
this message:

τ = (Cmax − C)τmax/Cmax, (4)

whereCmax is the battery capacity,C is the current battery level and τmax is a de-
sign parameter that represents the maximum delay introduced. We can appreciate
that τ takes a value between 0 and τmax and is directly proportional to the energy
consumed by the node. As in DSR, the route selection will depend on the previ-
ously mentioned factors, but this additional delay establishes interdependency be-
tween the route selection and the battery levels of the nodes. The parameter τmax
plays an important role in the route selection. The larger the parameter τmax, the
larger the influence of the battery level will be against the other factors.

The use of directional antennas has the potential of reducing transmission
power and also may increase the communication capacity of the network due to
the higher spatial reuse. However, it introduces many new challenges for MAC
and routing protocols. Research on directional antennas for ad hoc networking is
relatively incipient. A good overview can be found in [31].

Besides reducing transmission power, there is also research in the direction of
reducing energy consumption for reception. This is already incorporated to Blue-
tooth and IEEE 802.11 technologies, as well as contemplated in other alternative
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technologies such as ETSIs HIPERLAN family of standards. The mostwidely used
strategies are schemes that allow terminals to switch off their transceivers tem-
porarily. The power saving scheme in IEEE 802.11 is one of this kind, but it scales
very poorly in ad hoc mode. A recent proposal is the Power-Aware Multi-Access
protocol (PAMAS) [34]. This protocol conserves battery power by powering off a
node when a neighbour is transmitting packets to another node. PAMAS uses a
separate control channel for a node to probe whether the data channel is busy.

Energy consumption can be also reduced by adjusting the transmission power
so that only just the necessary power to reach the receiver is employed. In IEEE
802.11, however, it is not straightforward to have nodes transmitting with different
power because it would produce many collisions. A simple proposal is the Power
Controlled Multiple Access (PCMA) protocol [41]. In this protocol, nodes use a
busy tone to let their neighbours know what level of interference they can tolerate.
If a node R can tolerate an interference level N, it will transmit a busy tone with
power C/N, where C is a constant. This tone will be received at a neighbouring
node X with power g � C/N, where g is the gain of the link R-X. Node X will be
allowed to transmit with a power not larger than C/(g � C/N). This implies that
the power received at node R from node X will be smaller than N, assuming that
the link is symmetrical in terms of gain. Despite the drawback of requiring the
transmission of busy tones, PCMA improves aggregate throughput and reduces
power consumption.

6 QoS Support

Providing QoS is a challenging area of future research in wireless ad hoc networks.
The networks ability to provide QoS depends on the characteristics of all the net-
work components, from transmission links to the MAC and network layers. In
these networks, links have a relatively low, highly variable capacity and high loss
rates. Besides, mobility provokes frequent link breakages. Finally, link layers typi-
cally use unlicensed spectral bands, making it more diffcult to provide strong QoS
guarantees. If the nodes are highly mobile, even statistical QoS guarantees may
be impossible to attain, due to the lack of suffciently accurate knowledge of the
network states. Furthermore, since the available network resources (e.g., MAC
congestion levels or battery state) varies with time, present QoS architectures for
wired networks are unsuitable.

Important QoS components include: QoS aware medium access control, QoS
oriented routing and resource-reservation signalling. QoS aware MAC protocols
solve the problems of medium contention, support reliable unicast communica-
tions and provide resource reservation for real-time traffic in a distributed wire-
less environment. Among numerous MAC protocols and improvements that have
been proposed, a protocol that can provide QoS guarantees to real time traffic
in a distributed wireless environment is Black-Burst (BB) [43]. This protocol is
built upon IEEE 802.11 DCF and has good QoS characteristics as far as the traf-
fic flows have constant bit rates. An overview of proposed modifications to IEEE
802.11 for QoS support at MAC level, specifically providing traffic differentiation,
can be found in [2].
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QoS routing refers to the discovery and maintenance of routes that can satisfy
QoS objectives under given resource constraints, while QoS signalling is responsi-
ble for flow admission control as well as resource reservation along the established
route. INSIGNIA is the first QoS signalling protocol specifically designed for re-
source reservation in ad hoc environments [44]. It supports in-band signalling by
adding a new option field in the IP header to carry the signalling control informa-
tion. Like RSVP, the service granularity supported by INSIGNIA is per-flow. If the
required resource is unavailable, the flow will be degraded to best-effort service.
QoS reports are sent to the source node periodically to report network topology
changes, as well as QoS statistics (loss rate, delay and throughput).

SWAN is an alternative to INSIGNIA with improved scalability properties.
SWAN is a stateless network scheme specifically designed for wireless ad hoc net-
works employing a best-effort distributed wireless MAC [45]. Intermediate nodes
do not keep any per-flow information and thus avoid complex signalling and state
control mechanisms and make the system more simple and scalable. It distin-
guishes between two traffic classes: real-time UDP traffic and best-effort UDP
and TCP traffic. A classifier differentiates between real-time and best-effort traf-
fic. Then, a leaky-bucket traffic shaper handles best-effort packets at a previously
calculated rate, applying an AIMD (Additive Increase Multiplicative Decrease)
rate control algorithm. Every node measures the per-hop MAC delays locally and
this information is used as feedback to the rate controller. Every T seconds, each
device increases its transmission rate gradually (additive increase with increment
rate of c bit/s) until the packet delays at the MAC layer become excessive. As soon
as the rate controller detects excessive delays, it reduces the rate of the shaper with
a decrement rate (multiplicative decrease of r%).

Rate control restricts the bandwidth for best-effort traffic so that real-time ap-
plications can use the required bandwidth. On the other hand, the bandwidth not
used by real-time applications can be efficiently used by best-effort traffic. The
total best-effort and real-time traffic transported over a local shared channel is
limited below a certain ‘threshold rate’ to avoid excessive delays.

SWAN also uses sender-based admission control for real-time UDP traffic. The
rate measurements from aggregated real-time traffic at each node are employed
as feedback. This mechanism sends an end-to-end request/response probe to es-
timate the local bandwidth availability and then determine whether a new real-
time session should be admitted or not. The source node is responsible for send-
ing a probing request packet toward the destination node. This request is a UDP
packet containing a “bottleneck bandwidth” field. All intermediate nodes between
the source and destination must process this packet, check their bandwidth avail-
ability and update the bottleneck bandwidth field in the case that their own band-
width is less than the current value in the field. The available bandwidth can be
calculated as the difference between an admission threshold and the current rate
of real-time traffic. The admission threshold is set below the maximum available
resources to enable that real-time and best-effort traffic are able to share the chan-
nel efficiently. Finally, the destination node receives the packet and returns a prob-
ing response packet with a copy of the bottleneck bandwidth found along the path
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back to the source. When the source receives the probing response it compares the
end-to-end bandwidth availability and the bandwidth requirement and decides
whether to start a real-time flow accordingly. If the flow is admitted, the real-
time packets are marked as RT (Real-Time packets) and they bypass the shaper
mechanism at the intermediate nodes and are thus not regulated.

The traffic load conditions and network topology change dynamically so that
real-time sessions might not be able to maintain the bandwidth and delay bound
requirements and they must be rejected or readmitted. For this reason it is said
that SWAN offers soft QoS. The Explicit Congestion Notification mechanism
(ECN) regulates real-time sessions as follows. When a mobile node detects con-
gestion or overload conditions, it starts marking the ECN bits in the IP header
of the real-time packets. The destination monitors the packets with the marked
ECN bits and informs the source sending a regulate message. Then the source
node tries to re-establish the real-time session with its bandwidth needs
accordingly.

QoS routing is in charge of setting up the route for successful resource reser-
vation by QoS signaling. This is a difficult task because optimal QoS routing re-
quires frequent updates on link state information such as delay, bandwidth, cost,
loss rate or error rate. This can result in a large amount of control overhead, which
can be prohibitive for bandwidth constrained ad hoc environments. In addition,
the dynamic nature of wireless ad hoc networks makes the maintenance of the pre-
cise link state information extremely difficult. Even after resource reservation, the
QoS levels still cannot be guaranteed due to the frequent link failures and topology
changes. Several QoS routing algorithms were published recently with a variety of
QoS requirements and resource constraints [46].

There has been little research on the support of QoS when a wireless ad hoc
network is attached to a fixed IP network. In this context, co-operation between
the ad hoc network and the fixed network can facilitate the end-to-end QoS sup-
port. In [47], a new protocol is proposed that is based on the co-operation between
a resource reservation protocol within the ad hoc network and a DiffServ domain
in the fixed network. The resource reservation protocol is similar to SWAN, but
it uses adaptive parameters according to feedback signals sent from the closest
edge router in the DiffServ domain. In this way, the end-to-end delay of variable
bit-rate, real-time traffic can be controlled efficiently.

Access networks in the Internet of the future can be expected to be heteroge-
neous. These networks will comprise a multiplicity of wireless and optical tech-
nologies, for example Passive Optical Networks (PONs), IEEE 802.11 or IEEE
802.16 [49]. Ad hoc network functionality can be also considered as a part of these
heterogeneous access networks. In fact, some of the wireless nodes can be static
and form what is called mesh networks, which will have higher efficiency thanks
to the increased network stability.

A good overview on QoS support in wireless ad hoc networks can be found
in [48].
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7 Cross-Layer Issues

An example of the benefits we can obtain from a cross-layer approach is the work
in [42]. The idea behind this recently developed protocol is that using power con-
trol such as in the PCMA medium access scheme [41] (discussed above) has an
obvious impact on routing. This protocol contains a series of mechanisms in or-
der to perform efficient power control and, at the same time, use an appropriate
transmission power for establishing the route (i.e. the power used for transmission
of RREQ packets in DSR or AODV).

Another example of the implications that protocol design has on other layers is
the way that route maintenance is done in reactive unicast flat routing protocols
(such as DSR or AODV) and whether the traffic is carried with UDP or TCP [9].
For UDP flows, re-constructing the route from the source may result in excessive
packet loss and a route repair strategy closer to the broken link would be more
effective in this case.

Due to the broadcast nature of radio, if omnidirectional antennas are used, two
disjoint routes may have mutual influence if a node in one route is within the trans-
mission range of a node in the other route. This has an impact on the construction
of parallel routes with the purpose of distributing traffic load evenly or according
to QoS requirements.Also, in the DS-SWAN scheme [47], this fact has to be consid-
ered when selecting the nodes that have to adapt their traffic shaping parameters.

In the ABR routing protocol [12], the periodic exchange of packets for deter-
mining the degree of associativity between nodes may constitute an obstacle for
scheduling sleep modes in the terminals, thereby increasing power consumption.

Obviously, the interaction between TCP and the link layer is a very significant
cross-layer issue and several proposals have appeared. Also, the effect of transmis-
sion power control on TCP is non-negligible, since the former yields routes with a
larger number of hops and the latter behaves better with shorter routes in general.

8 Conclusions

This tutorial aims at giving some light on basic concepts and research challenges in
wireless ad hoc networking. There are many aspects to point out in this relatively
new research field.

Research in wireless ad hoc networks is receiving growing interest. This is a mul-
tidisciplinary subject, where the interaction between protocols at different layers
is of paramount importance. In many cases, legacy protocols from fixed networks
are not adequate for this type of networks and in most cases, new protocols are
needed. Despite the relatively large amount of contributions in some areas, such
as routing, many new challenges continue appearing.
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Abstract. Broadcasting in mobile ad hoc networks (MANETs) is an
information dissemination process of sending a message from a source
node to all other nodes of the network. Even though it has been stud-
ied extensively for wired networks, broadcasting in MANETs poses more
challenging problems because of the variable and unpredictable charac-
teristics of its medium as well as the fluctuation of the signal strength
and propagation with respect to time and environment. Furthermore,
node mobility creates a continuously changing communication topology
in which routing paths break and new ones form dynamically. In this
context, efficient broadcasting in Mobile Ad hoc networks is crucial for
providing control and routing information for multicast and point to
point communication protocols. This paper presents an overview on the
state of the art of broadcasting methods in MANETs and makes rec-
ommendations on how to improve the efficiency and performance of tree
and cluster based broadcasting methods.
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performance evaluation, system decomposition.

1 Introduction

A mobile Ad Hoc Network (MANET) is a special type of temporary wireless mo-
bile network of nodes (routers) without the aid of a fixed network infrastructure
or centralized administration. It is made up of wireless nodes (routers) that can
move around freely and cooperate in relaying packets on the behalf of one an-
other. If a source node is unable to send a message directly to its destination node
due to limited transmission range, the source node uses intermediate nodes to
forward the message towards the destination node. MANET’s applications range
from civilian use to emergency rescue sites, such as military battlefields.

The main design and operational challenges of a MANET are reliability, band-
width and battery power. The network has unpredictable characteristics such as
dynamically changing topology, fluctuation of signal strengths with time and
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environment, failures of existing communication routes and on the fly formation
of new ones. Thus, communication algorithms and protocols should be very light
in computational and storage needs in order to conserve energy and bandwidth
(c.f., [1, 2, 3, 4, 5]).

Broadcasting in a MANET is an information dissemination process of sending
a message from a source node to all other nodes of the network. This process is
important to routing information discovery protocols, which use broadcasting to
establish routes such as dynamic source routing (DSR) [6], ad hoc on demand
distance vector (AODV) [7], zone routing protocol (ZRP) [2, 8, 9] and location
aided routing (LAR) [10].

Broadcasting in MANETs poses more challenges than those in wired networks
due to node mobility and scarce system resources. Because of the mobility as-
pect, there is no single optimal scheme for all scenarios. An important feature
characterizing the quality of a MANET is the ability to effectively disseminate
the information amongst the nodes of the network. Thus, efficient message dis-
semination is a key component in achieving high performance in MANETs.

In this context, two main broadcast problems are described below, where a
graph G(U,L) is used to represent a MANET with U and L as the set of nodes
and links, respectively.

– One-to-all broadcast problem (broadcasting): Let us assume that a
node u, u ∈ U , knows a piece of information I(u), which is unknown to all
other nodes in U . The problem is to find a communication scheme such that
all nodes in G learn the piece of information I(u) (c.f., Fig. 1).

– All-to-all broadcast problem (gossiping): Given the graph G(U,L) and
for all u ∈ U , let I(u) be a piece of information residing in each u. The
problem is to find a communication scheme such that each node from U
learns the whole cumulative message.
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Fig. 1. One-to-All broadcasting
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Fig. 2. Half duplex mode

The broadcast problem is to spread the knowledge of one node to all other
nodes in the MANET and the gossip problem is to accumulate the knowledge
of all nodes in each node of the MANET. Each communication scheme involves
a sequence of steps. The term ’communication mode’ describes the way how
links/nodes may be used or may not be used in one communication step. There
are several communication modes investigated in the literature but half and full
duplex, single and all port modes have received a lot of interest and are described
below.

– Half duplex: In this mode and for each single step each node may be active
only via one of its adjacent links either as a sender or a receiver. This means
that the information flow is one way. Fig. 2 shows an accumulation for the
path of 7 nodes and the node x4 is depicted. More specifically, in the first
step the node x1 sends a message to x2 and x7 sends a message to x6. In
the second step, x2 sends a message to x3 and x6 sends a message to x5.
In the third step x3 sends a message to x4, and in the fourth step x5 sends
to x4. In these steps one can see that the properties of the half duplex have
been satisfied at the last two steps.

– Full duplex: In this mode, in a single step, each node may be active only
via one of its adjacent links and, if it is active, then it simultaneously sends
a message and receives a message through a given, active communication
link, i.e., if one link is used for communication, the information flow is bidi-
rectional.

– Single port: Each node of the network can access at most one link that is
incident to it i.e., only one port can be used at a time. Note that Fig. 2 also
satisfies the properties of single port mode.

– All ports: Each node of the network can simultaneously access all links
incident to it i.e., all ports can be used at a time.

A fast and efficient broadcasting scheme is a fundamental prerequisite underpin-
ning the computational algorithms of MANETs. This is done by a sequence of
calls over the links of the MANET, subject to the following two constraints:

– Each communication from one node to another requires a unit time step.
– A node can only communicate with an adjacent node.

For a given graph G(U,L) with m nodes and a node u, u ∈ U , let b(u,G) be
the necessary and sufficient number of required steps to solve from node u the
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Fig. 3. Broadcasting methods

broadcast problem for graph G in the half duplex communication mode. The
broadcast complexity of G in the half duplex mode of communication is defined
by bmax(G) = max{b(u,G)|u ∈ U} whilst the lower bound of the broadcast com-
plexity is defined by bmin(G) = min{b(u,G)|u ∈ U} and clearly, the following
relation holds: b(G) ≥ min b(G) ≥ &log2m', where m is the number of nodes in
the set U of graph G(U,L). Note that the graphs G(U,L) satisfying the property
bmin(G) ≥ &log2m' are called minimal broadcast graphs.

This paper has its roots in a tutorial by Kouvatsos and Mkwawa [11] and
provides an overview of some of the main broadcasting techniques in MANETs
(c.f., Fig. 3). Moreover, it makes recommendations to improve the efficiency
and performance of the current and future broadcasting techniques by using the
concept of the binomial tree (c.f., Lo et al [12]) and a decomposition criterion
for the design of complex systems (c.f., Kouvatsos [13]).

The paper is organised as follows: Section 2 reviews the probabilistic and de-
terministic broadcasting methods. Section 3 and 4 review the cluster and tree
based broadcasting methods, respectively. The proposed enhancements of clus-
ter and binomial tree-based broadcasting methods are presented in Section 5.
Conclusions follow in Section 6.

2 Broadcasting Methods

The broadcasting methods highlighted in this section are based on statistical and
geometrical models, which estimate the additional coverage of re-broadcasting.
These methods have been categorised into four families utilising the IEEE802.11
MAC specifications [14].

1. The Simple Flooding Method [15, 16] requires each node in a MANET to
rebroadcast all packets.
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2. The Probability-based Methods [17] assign probabilities to each node to
rebroadcast depending on the topology of the network.

3. The Area-based Methods [17] assume a common transmission distance and
rebroadcasts a node if there is sufficient coverage area.

4. The Neighbourhood-based Methods [18, 19, 20, 21, 22] maintain the state
on the neighbourhood and the information obtained from the neighbouring
nodes is used for rebroadcast.

Comparisons amongst these broadcasting methods can be seen in [23,24]. Apart
from Simple Flooding Method, all broadcasting methods aim to optimise energy
and bandwidth by minimising message retransmission. Some of these broadcast-
ing methods are described in the following subsections.

2.1 Simple Flooding (SF) Method

According to the SF method, a source node of a MANET disseminates a message
to all its neighbouring nodes, each of which will check whether it received this
message at an earlier transmission. If yes, the message will be dropped, if no
the message will be re-disseminated at once to all their neighbours. The process
goes on until all nodes have received the message.

Although this method is very reliable for a MANET with low density nodes
and high mobility, nevertheless it is very harmful and unproductive as it causes
severe network congestion and a quickly exhaustion of battery power. In a
MANET of size m, the number of messages is of the magnitude ©(m2) and
is depicted in Fig. 4.

2.2 Probability Based Methods

Probability-based (P-B) Approach. The P-B approach tries to solve some
of the drawbacks associated with the simple flooding method. Each node i ∈ N
is given a predetermined probability pi for re-broadcasting. Consequently, as
there will be a number of nodes that do not rebroadcast, there will be a related
decrease in the degree of the network’s congestion and collisions . However, there
is a danger that some nodes will not receive the broadcast message. Note that if ∀i
such that pi = 1, the probability based approach is reduced to a simple flooding
approach. More efficient broadcasting reduces pi as the number of neighbour
density increases and vise versa.

Counter-based (C-B) Scheme. Under the C-B scheme, a random assessment
delay (RAD) is set, a thresholdK is determined and a counter k ≥ 1 is formed on
the number of times the broadcast message is received. During RAD, the counter
k is incremented by one for each redundant message received and if k > K when
RAD expires, the message is dropped. Otherwise, it is rebroadcasted. In this
approach, some nodes will not rebroadcast in denser MANETs, whilst in a less
dense MANETs all nodes will rebroadcast.



772 I.M. Mkwawa and D.D. Kouvatsos

 0

 100

 200

 300

 400

 500

 600

 700

 0  5  10  15  20  25  30

N
um

be
r 

of
 m

es
sa

ge
s

Number of nodes

Fig. 4. ©(n2) number of messages in a simple flooding method

2.3 Area-Based Methods

Distance-Based (D-B) Approach. The D-B Approach utilises the distance
between a receiving node and it’s neighbours to decide either to drop a message
or to rebroadcast. Let d be the distance between the receiving node and the
source node.If d is small, then the rebroadcast coverage of the receiving node is
also small. If d is large, then the rebroadcast coverage is large. If d = 0, then the
rebroadcast coverage is also 0.

A receiving node will normally determine the threshold distance D and set the
RAD. Redundant messages will be stored until the RAD expires, in which case
all distances from source nodes will be checked and if d < D then the received
messages will be dropped, otherwise the messages will be rebroadcast. Ni et
al [17] suggested that the signal strengths can be used to calculate the distance
from the source node. The role of distance can even be directly replaced by the
signal strength by setting the signal strength threshold.

Location-Based (L-B) Approach. According to the L-B approach, each node
must have the means to establish it’s own location in order to estimate the
additional coverage more precisely. This approach can be supported by the global
positioning system (GPS) [25]. More specifically, each node in a MANET will
add its own location to the header of each message it sends or rebroadcasts.
When a node received a message, it will note the location of the sender and
compute the additional coverage area to rebroadcast. If this is less than the
given threshold, the message is dropped when the RAD expires, otherwise the
message will be rebroadcasted.
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The problem of the location based approach is the cost of calculating ad-
ditional coverage areas, which is calculating many intersections among many
circles. This will drain the scarcely available energy.

2.4 Neighbour Knowledge Methods

Self Pruning (SP). Each node under SP is required to have knowledge of it’s
neighbours, which can be achieved by periodic ”Hello” messages. The receiving
node will first compare its neighbour’s lists to the list of the sender node and
then it will rebroadcast, if the additional nodes could be reached, otherwise it
will drop the message. This is the simplest approach of the neighbour knowledge
methods.

As it can be seen in Fig. 5, after receiving a message from node 2, node 1 will
rebroadcast the message to node 4 and node 3 as they are its only additional
nodes. Note that node 5 also will rebroadcast the same message to node 4 as it is
the only additional node. Thus, message redundancy still takes place under SP.

Scalable Broadcasting (SB) Approach. The SB approach improves the SP
approach by reducing the number of the chances of message retransmission. Un-
der SB approach, all nodes in a MANET have knowledge of their neighbouring
nodes up to a two hop distance. This knowledge is established by ”Hello” mes-
sages. In this approach, each node has a two hop topology information. In Fig. 5,
node 1 receives a message from node 2, since node 2 is a neighbour, node 1 has
knowledge of all its own neighbours and also node’s 2 neighbours, which have
received the broadcast message. The additional nodes of node 2 will receive the
message rebroadcast by node 2 with the aid of RAD. Note that still node 4 will
receive the redundant message.

Pen and Lu [20] dynamically adjusted RAD according to a given MANET
conditions. Each node will look for a neighbour with maximum degree in it’s

redundant message

3

2

4

5
6

7

1

source node

Fig. 5. Self Pruning approach
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knowledge base. When a neighbour with the maximum number degree δi is
found, the RAD is computed based on the ratio δi

δ , where δ is the degree of the
current node. Nodes with large RAD will always rebroadcast first.

Ad Hoc Broadcasting (AHB) Approach. According to the AHB approach,
only nodes selected as gateway and header nodes are allowed to rebroadcast a
message. The AHB approach can be described as follows:-

1. Locate all two hop neighbours that can only be reached by a one hop neigh-
bour and select these nodes as gateways.

2. Calculate the cover set that will receive the message from the current gateway
set.

3. Out of the neighbours not yet in the gateway set, select randomly one node
that would cover at most two hop neighbours not in the cover set. Set this
node as a gateway.

4. Repeat processes 2 and 3 until all two hop neighbours are covered.
5. When a node receives a message and is a gateway, this node determines which

of its neighbours already received the message in the same transmission.
These neighbours are considered already covered and are dropped from the
neighbour used to select the next hop gateways.

In Fig. 6, node 2 has 1, 5 and 6 nodes as one hop neighbours, 3 and 4 nodes
has two hop neighbours. Node 3 can be reached through node 1 as a one hop
neighbour of node 2. Node 4 can be reached through node 1 or node 5 as one
hop neighbours of node 2. Node 2 selects node 1 as a gateway to rebroadcast
the message to nodes 3 and 4. Upon receiving the message node 5 will not
rebroadcast the message as it is not a gateway.

2.5 Shortcomings of Existing Broadcasting Methods

The shortcomings of the aforementioned broadcasting methods for MANETs are
deduced below from a detailed comparative study carried out by Williams and
Camp [23].
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1. All methods apart from the Neighbour Knowledge Methods, require more
rebroadcasts, with respect to the number of retransmitting nodes [17].

2. Methods making use of RAD, such as the Probability-based C-B scheme
and the Area-based D-B and L-B methods, underperform in high density
MANETs unless a mechanism to dynamically adjust RAD to its network
conditions is developed.

3. The AHB approach runs into difficulties in a very high mobile MANET due
to not making any use of local information to decide whether to rebroadcast
or not.

Based on the comparative studies in [23], none of the existing broadcasting
protocols are satisfactory for wide ranging MANET environments. Because of
its adaptive nature, the SB approach has significant improvements over the non
adaptive approaches.

Due to these shortcomings there is a need to develop new efficient broadcasting
approaches with the common goal of conserving the available scarce resource in
MANETs.

3 Cluster-Based Methods

In this section clustering based methods, which are founded on graphic theoretic
concepts are reviewed. Note that the clustering approach has been used to ad-
dress traffic coordination schemes [26], routing problems [26] and fault tolerance
issues [27]. Note that the cluster approach proposed in Ni et al [17] was adopted
by Jiang et al [28] in order to reduce the complexity of the storm broadcasting
problem.

Each node in a MANET periodically sends ”Hello” messages to advertise its
presence. Each node has a unique identification (ID). A cluster is a set of nodes
formed as follows: A node with a local minimal ID will elect itself as a cluster
head. All surrounding nodes of a head are members of the cluster identified by
the heads ID. Within a cluster, a member that can communicate with a node
in another cluster is a gateway. To take mobility into account, when two heads
meet, the one with a larger ID gives up its head role. This cluster formation is
depicted in Fig. 7.

More specifically, Ni et al [17] assumed that the cluster formed in a MANET
will be maintained regularly by the underlying cluster formation algorithm. In a
cluster, the heads’ rebroadcast can cover all other nodes in it’s cluster. To rebroad-
cast message to nodes in other clusters, gateway nodes are used, hence there is no
need for a non-gateway nodes to rebroadcast the message. As different clusters
may still have many gateway nodes, these gateways will still use any of the broad-
casting approaches described in Section 2 to determine whether to rebroadcast or
not. In particular Ni et al [17] showed that the performance of the L-B cluster-
based method compared favourably to the original location based scheme. The
method saved a lot more rebroadcasts and lead to shorter average broadcast la-
tencies. For low density MANETs , however, its reachability was poor.
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4 Tree-Based Methods

Although broadcasting using tree methods in wired networks is a well known and
widely used technique, it is typically claimed to be inappropriate for MANETs
because of their dynamic change in network topologies. To the contrary, Juttner
and Magi [29] have shown that a tree based method is an efficient, reliable and
stable even in case of the ever changing network structure of the MANETs.

The tree constructed in [29] was a spanning tree (i.e., a spanning tree of
G(U,L) is a selection of links of G(U,L) that form a tree spanning every node
of G(U,L)). The broadcasting using this tree was achieved by forwarding a
broadcast message not to all neighbours but only to those who are neighbours
of this tree. Since a tree is acyclic, each message is received only once by each
node, giving advantages over the existing methods.

Several proposed algorithms in the literature may be used for constructing
and maintaining trees such as the spanning tree algorithm of bridged Ethernet
networks [30]. However, most of these algorithms are developed to work for stable
networks and not in the constantly changing topology of a MANET. The authors
in [31,32,33,34,35] focused their work into the study of generic multicast trees,
whilst Perkins et al [36] dealt the analysis of multicast trees in MANETs. These
algorithms, however, are not suitable for handling the ever changing topologies
of MANETs. Other algorithms although involve the construction of a spanning
tree, they are not appropriate for the maintenance of the tree in a dynamically
changing topology [29].

A feature that differentiates the tree based method reported in Juttner and
Magi [29] from the other methods is that it specifically optimises the concept of
one-to-one transmissions. In this way the many drawbacks of local broadcasts do
not affect the algorithm and thus, the method is very well suited to perform re-
liable broadcasts. Moreover, whilst all other methods require extra messaging to
keep up network states, the proposed method in [29] has been designed to min-
imise this extra signalling traffic. More details on how the algorithm constructs
and maintains the spanning tree can be seen in [29].
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5 Enhancements of the Cluster and Tree-Based Methods

5.1 A Cluster-Decomposition-Based Method

Some of the shortcomings in the existing cluster-based broadcasting methods in
MANETs (c.f., Section 3) can be addressed by adopting an information theoretic
decomposition criterion proposed by Kouvatsos (c.f., [13]) for the hierarchical
design of a complex system, S. In this context, system S was represented by a
graph G(U,L), where U is the set of m nodes and L is the set of links.

The decomposition criterion aims to decompose system S (or, graph G(U,L))
into most independent subsystems {S1, S2, . . . , Sμ} (or subgraphsG1, G2, . . . , Gμ)
and thus, minimise the information transfer amongst them (c.f., [13]). It is based
on i) a multivariate binary probability measure, constructed on a succession of
multiple linear regression models ii) the information theoretic concept of entropy
function (c.f., Shannon [37]) and iii) the Gibbs Theorem (c.f., Watanabe [38]),
leading into the minimization of the information transfer amongst μ(1 < μ ≤ m)
subgraphs G1, G2, . . . , Gμ of a graph G(U,L) representing subsystems
{S1, S2, . . . , Sμ}, respectively. The theoretical and practical results in [13] revealed
that the logical structure of a complex system, S, represented as a graphG(U,L),
may be expressed in the form of a hierarchical tree-like structure (c.f., [39]).

Each partition π belongs in a specific partition-type Π = {π1, π2, . . . , πμ},
which is the set of all partitions {πi, i = 1, 2, . . . , μ, 1 < μ ≤ m}, each of
which imposes, respectively, the same cardinality in each subsystem in a subset
{S1, S2, . . . , Sμ}. The optimum partition can be determined by employing the

aforementioned decomposition criterion, which is expressed by min
π

{ ∑
π∈Π

ρ2ij

}
,

where ρij , (|ρij | ≤ 1) is the correlation coefficient of binary random variables
{zi, zj, i �= j, i, j = 1, 2 . . . ,m} associated with each pair of nodes (i, j) of graph
G(U,L) . Note that each zi, i = 1, 2, . . . ,m cuts the domain of all different design
solutions (i.e, forms) for the system S into two sets such that zi takes the value 0
with probability pi, for the set of forms that the node i fits and the value 1 with
probability qi = 1−pi for the set of forms that it doesn’t fit (c.f., Alexander [39]).
Moreover,

∑
π∈Π

ρ2ij is the sum of ρ2ij of the links {ui → uj} cut by the partition

π, π ∈ Π , whilst
∑
π∈Π

ρ2ij expresses the degree of interconnection amongst the

subsystems.
In the context of MANETs, the decomposition criterion can be interpreted

by analogy as the min
π

{ ∑
π∈Π

ω2
ij

}
, where

∑
π∈Π

ω2
ij is the sum of the squares of

average aggregate signal strengths on the links {ui → uj} of set L cut by the
partition. Each partition type Π offers a number of possible decompositions of
graph G(U,L). Within each partition type Π , that partition π with the smallest∑
π∈Π

ω2
ij is chosen. However, it is not feasible to identify the optimum

∑
π∈Π

ω2
ij

amongst the available partition types which cut different number of links ac-
cording to the cardinality of G1, G2, . . . , Gμ and the topology of graph G(U,L).
Hence, the optimum partition π over all partition types can be determined by
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applying a normalisation on
∑
π∈Π

ω2
ij namely N(π) =

min
π

∑
π∈Π

ω2
ij−E(

∑
π∈Π

ω2
ij)

(var(
∑

π∈Π

ω2
ij))

1
2

,where

E(
∑
π∈Π

ω2
ij) and var(

∑
π∈Π

ω2
ij) are the mean and variance of

∑
π∈Π

ω2
ij respectively

(c.f., [39, 40]). An illustration of the decomposition of a graph with five vertices
is displayed in Fig. 8.

The normalisation procedure leads to the optimal decomposition of a MANET
viewed as a system S into subsystems {S1, S2, . . . , Sμ} whilst repeated appli-
cations of the decomposition process for each subsystem {Si, i = 1, 2, . . . , μ}
will identify a tree structure with one root and m leaves. The root component
represents the MANET as an entire design problem, the leaves are the individ-
ual nodes and the intermediate components (i.e., subsystems) are the subsets
of nodes representing the most independent design subproblems. Thus, using
the normalisation process to implement the decomposition criterion, the logical
structure of the MANET has a tree-like representation, which can be constructed
in a top-down manner. In this sense, the strongest interactions between the nodes
of the MANET (i.e., system’s design requirements) are satisfied at an early stage
in the procedure before any irreversible decisions have been taken, and moreover,
any system failure can be rectified within a subsystem (or, module) causing the
least possible disturbance to the rest of the system.

The decomposition of the MANET’s nodes into clusters of strongly (in terms
of signal strengths) connected nodes will solve the problem of reachability of
nodes within clusters and between gateway and head nodes with their respec-
tive cluster nodes. The proposed graph decomposition-based method can be
employed to enhance the existing cluster-based schemes described in Section 3.

5.2 A Binomial Tree-Based Method

In the context of one-to-one transmission mechanism (c.f., [29]), a spanning
tree will not give an optimal time. Therefore, it seems appropriate to design
and develop efficient broadcasting schemes that aim to enhance the tree based
methods (c.f., Section 4) and improve the broadcasting time in MANETs. In
this section, the concept of a binomial tree is suggested for this purpose.
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Fig. 9. A binomial tree Bk

A binomial tree structure is one of the most frequently used tree structures for
parallel applications in various systems. Lo et al [12] has identified the binomial
tree as an ideal computation structure for parallel divide and conquer algorithms.
Binomial trees can easily be embedded into a fully connected graph with constant
dilation 1 (c.f., [41]). In an one-to-one transmission, the binomial tree at each
step at most doubles the informed number of nodes and thus, it gives an optimal
broadcasting time.

A binomial tree Bk is an ordered tree defined recursively (c.f., Fig. 9). For
the binomial tree Bk, there are n = 2k nodes, the height of the tree is k and the
root has degree k. The maximum degree of any node in a binomial tree is log2n
and all nodes are labelled as binary string of length k.

For a binomial tree, there are exactly
(
n
i

)
nodes at depth i for i = 0, 1, . . . , k,

and the root has degree k, which is greater than that of any other node. Moreover,
two nodes are connected if their corresponding strings differ precisely in one
position. The root node (i.e., a node at depth i = 0) of the tree is labelled as
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000 . . .0 where k binomial trees are attached. Nodes at depth i = 1 will have a
single 1 in their labels in ascending order from left to right (i.e., u1 < u2 < u3 <
. . . u(n

i)). Nodes at depth i = 2 will have a two 1s in their labels in ascending
order from left to right. This goes on to the last node of the tree at depth k with
111 . . .1 as a label.

In the context of a one hop ad hoc network, the binomial tree will reduce the
number of forwarding nodes into at most N1(u)

2 − 1 as there N1(u)
2 leaf nodes.

The binomial tree can easily reconfigure as nodes leave and join the transmis-
sion range. A node joining the transmission range will be connected to depth 1
of the tree provided that |i| <(ni), where i = 1 and |i| represents the number of
nodes at depth i. If |i| =

(
n
i

)
for i = 1, then the joining node will start a new

level 0.
If any node at any depth i, 0 ≤ i ≤ k leaves the transmission range, the

far right node of depth 1 (i.e., uj , 1 ≤ j ≤(ni)) will take the position of
the leaving node. No action will be taken if the far right node of depth 1 leaves
the transmission range.

For a multi hop MANET, the tree structure will be a heap of binomial trees.
The MANET will look like a cluster of binomial trees. A heap of binomial trees
is a grouping of binomial trees that has the following binomial heap properties:-

1. No two binomial trees in the group have the same size.
2. Each node of each tree has a unique key.
3. Each binomial tree in the group is heap ordered, i.e.,, each node except a

root node to have a key less than the key of its parent.

Each node keeps in a heap of binomial trees the info fields:-

1. Its own field key.
2. Its own field degree.
3. Child pointer field, this points to its left most child.
4. Sibling pointer field, this points to the right most sibling.
5. Parent pointer field, this points to the parent node.

For broadcasting in a MANET, the following operations with their corresponding
worst case time complexities (represented by big © notation which establishes
an upper bound on time complexity and big Θ notation which describes the
case where the upper and lower bounds are on the same order of magnitude) are
expected in a heap of binomial trees:-

1. Creating of a new heap, {Θ(1)}.
2. Searching for the minimum key, {Θ(log2n)}.
3. Joining two binomial heaps, {©(log2n)}.
4. Inserting of a node, {©(log2n)}.
5. Decreasing a key, {Θ(log2n)}.
6. Removal of a node, {Θ(log2n)}.

The proofs of the above time complexities can be found in Ralf [42];
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6 Conclusions

Broadcasting is one of the most essential operations of MANETs and, thus, it
is imperative to utilize the most efficient broadcast methods possible as well as
design and develop novel ones in order to ensure high network reliability and
performance.

This tutorial paper was based on the overview of some major broadcasting
methods for MANETs suggested in the literature focusing on their functional-
ities and shortcomings. Moreover, the adoption of a graph theoretic decompo-
sition criterion and the concept of the binomial tree were suggested in order
to enhance, respectively, the efficiency and robustness of the cluster and tree
based methods. These broadcasting methods may be adopted in the context
of the decentralised optimal control of Robotic mobile wireless Ad hoc NET-
works (RANETs), leading into performance enhancement (c.f., [43]), robustness
to local failures, scalability and a wide range of applications (e.g., [44]).

Due to the dynamic changes of MANET’s topology and its scarce resource
availability, however, there is no at present single optimal algorithm that could
be applicable to all relevant scenarios. Towards this goal, further analytic in-
vestigations are recommended into the proposed enhancements of the cluster
and tree based broadcasting methods for MANETs in conjunction with related
experimental performance evaluation studies.
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Abstract. The chapter reports on a new middleware architecture sug-
gested for seamless handover. The middleware is part of an architec-
tural solution suggested by Blekinge Institute of Technology (BTH) for
seamless handover, which is implemented at the application layer. This
architecture is subject for the PERIMETER STREP and MOBICOME
projects, granted by the EU FP7 and EUREKA, respectively. The sug-
gested middleware, called ROMA, represents a software system with two
sets of Application Programmer Interface (API), one for application writ-
ers and another one for interfacing various overlay and underlay systems.
ROMA thus provides a transport-agnostic platform for future Internet
applications. The paper provides a short description of the ROMA mid-
dleware, with particular focus on API design and address translation.

1 Introduction

Future mobile networks are expected to be all-IP-based heterogeneous networks
that allow users to use any system anytime and anywhere. They consist of a lay-
ered combination of different access technologies, e.g., UMTS, WLAN, WiMAX,
WPAN, connected via an IP-based core network to provide interworking. These
networks are expected to provide high usability (anytime, anywhere, any tech-
nology), support for multimedia services, and personalization. Technologies such
as seamless handover, middleware, multicarrier modulation, smart antenna tech-
niques, OFDM-MIMO techniques, cooperative communication services and lo-
cal/triangular retransmissions, software-defined radio and cognitive radio are
expected to be used.

There are three possibilities to handle movement: at the link layer (L2), net-
work layer (L3) and application layer (L5) in the TCP/IP protocol stack. The
complexity of handover is large and demands for solving problems of different na-
ture. Accordingly, a number of standard bodies have been working on handover,
e.g., IEEE, 3GPP, 3GPP2, WiMAX, IETF.

The main requirements for handover are in terms of service continuity, context-
awareness, security, flexibility, cost, quality, user transparency and a system
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architecture that is independent of the access technology. Furthermore, future
mobile applications demand for robust fault-tolerance algorithms, able to adapt
to imperfect network environments and to provide QoS. This means that ele-
ments like middleware are increasingly demanded to provide, among others, sup-
port for robust algorithms to guarantee fault-tolerance for mobile applications,
to react very adaptively to environment changes and to provide the requested
QoS guarantees. The mobile middleware is also requested to integrate different
services and resources in a distributed execution environment and supply the
users with open and consistent APIs.

Today, there is a quite large number of standardization forums for mobile
middleware. Because of this, the situation is quite diffuse, with the consequence
of less focus in defining particular middleware solutions for particular situations.

In this context, a new architecture has recently been advanced by Blekinge
Institute of Technology (BTH), which is able to provide soft QoS guarantees on
top of Peer-to-Peer (P2P) networks. This is an ongoing research, where the main
research challenges are on middleware, overlay routing, mobility modeling and
prediction, and handover implemented above the transport layer [1].

The rest of the paper is as follows. Section II is about the existent seamless
handover solutions. Section III is about middleware requirements. Section IV de-
scribes a new architecture suggested for seamless mobility, which is implemented
at the application layer. Section V presents the main concepts and results of the
suggested middleware as well as some important open issues. Finally, section VI
concludes the paper.

2 Seamless Handover

Most of the existent solutions attempt to solve the handover problem at L2
(access and switching) and L3 (IP) with particular consideration given to L4
(transport) [1]. Some of the most important requirements are on seamless han-
dover, efficient network selection, security, flexibility, transparence with reference
to access technologies and provision of QoS.

Typically, the handover process involves the following phases: handover initi-
ation; network and resource discovery; network selection; network attachment;
configuration (identifier configuration; registration; authentication and autho-
rization; security association; encryption); and media redirection (binding up-
date; media rerouting).

The basic idea of L2/L3 handover is using Link Event Triggers (LET) fired at
Media Access Control (MAC) layer, and sent to a handover management func-
tional module such as L3 Mobile IP (MIP) or L3 Fast MIP (FMIP) or IEEE 802.21
Information Server (IS). LET is used to report on changes with regard to L2 or L1
conditions, and to provide indications regarding the status of the radio channel.
The purpose of these triggers is to assist IP in handover preparation and execution.

The type of handover (horizontal or vertical) as well as the time needed to per-
form it can be determined with the help of neighbor information provided by the
Base Station (BS) or Access Point (AP) or the IEEE 802.21 Media Independent
Handover Function (MIHF) Information Server (IS).
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Given the extreme diversity of the access networks, the initial model was
focused on developing common standards across IEEE 802 media and defining
L2 triggers to make Fast Mobile IP (FMIP) work well. Connected with this,
media independent information needs to be defined to enable mobile nodes to
effectively detect and select networks. Furthermore, appropriate ways need to be
defined to transport the media independent information and the triggers over
all 802 media.

In reality, however, the situation is much more challenging. This is because
of the extreme diversity existent today with reference to access networks, stan-
dard bodies and standards as well as architectural solutions. Other problems are
because of the lack of standards for handover interfaces, lack of interoperability
between different types of vendor equipment, lack of techniques to measure and
assess the performance (including security), incorrect network selection, increas-
ing number of interfaces on devices and the presence of different fast handover
mechanisms in IETF, e.g., MIPv4, Fast MIPv6 (FMIPv6), Hierarchical MIPv6
(HMIPv6), Fast Hierarchical MIPv6 (FHMIPv6). Furthermore, implementing
make-before-break handovers is very difficult at layers below the application
layer.

IETF anticipated L2 solutions in standardized form (in the form of triggers,
events, etc), but today the situation is that we have no standards and no media
independent form. Other problems are related to the use of L2 predictive trigger
mechanisms, which are dependent on L1 and L2 parameters. Altogether, the
consequence is in form of complexity and dependence on the limitations of L1,
L2 and L3. The existent solutions are generally not yet working properly, which
may result in service disruptions.

Today, user mobility across different wireless networks is mainly user centric,
thus not allowing operators a reasonable control and management of inherently
dynamic users. Furthermore, the traditional TCP/IP protocol stack was not
designed for mobility but for fixed computer networks. The responsibility of in-
dividual layers is ill-defined with reference to mobility. The main consequence
is that problems in lower layers related to mobility may create bigger problems
in higher layers. Higher layer mobility schemes are therefore expected to better
suit Internet mobility. This kind of solutions opens up for research and develop-
ment of new architectural solutions for handover based on movement, possibly
implemented at L5 in the TCP/IP protocol stack.

3 Middleware Requirements

The main elements of a software architecture for mobile protocol stack are the
Operating System (OS), TCP/IP Protocol Stack (TCP/IP), Mobile Middleware
(MM) and User Interaction Support (UIS). Different applications obtain services
from these entities through Application Programming Interfaces (API). Mobile
applications however are distributed and they demand for particular standard
protocols that the applications can use in their interactions. A mobile middleware
therefore represents an execution environment where a set of generic service
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elements like configuration management, service discovery and event notification
are defined. Figure 1 shows a typical example of mobile middleware and the
generic service elements [2].

Some of the most important requirements for middleware are:

– Provide support for multiple types of mobile platforms, e.g., mobile phones,
PDAs, laptops.

– Address the diversity of mobile devices and provide a consistent program-
ming environment across them with high level modeling approaches.

– Provide different types of profile with reference to, e.g., network interface,
access network, flow description.

– Provide implementation style (i.e., local, client-server and P2P) invisible to
applications.

– Provide support for context-awareness, which means that the mobile appli-
cations should be able to adapt to diverse user context changes regarding,
e.g., user preferences, terminal and network facilities, user environment and
user mobility.

– Provide support for fault-tolerance, which means that the mobile applica-
tions should be able to adapt to the particular churn situation existent in
the network by using adaptive overlay routing.

– Provide support for lightweight protocols, able to adapt, with minimum of re-
sources, the mobile applications to different domain and environment needs.

– Reduce the gap between the performance of external communications among
hosts and internal communication among processes residing on the same
machine or within local clusters under common administrative domains.

– Provide security facilities like, e.g., application security, device security, fire-
wall facilities and hosted server policies in the case of using hosted services.

– Provide diverse management facilities like, e.g., backup and restore, mobile
system policy control, Over-the-Air (OTA) provisioning, software and hard-
ware inventory management.

– Allow the developers to create applications through an interactive process of
selecting the elements of the user interface and the objects they manipulate.
Further, local emulation of mobile devices should be offered to developers to
test the particular application without installing the particular software on
the device.

4 ROMA Architecture

We suggest a new architectural solution for seamless handover, which is imple-
mented at the application layer [1]. Compared to the existent handover solu-
tions, implemented at the link layer and network layer, this solution offers the
advantage of less dependence on physical parameters and more flexibility in the
design of architectural solutions. By this, the convergence of different technolo-
gies is simplified. Furthermore, by using an architecture based on middleware
and overlays, we have the possibility to combine the services offered by different
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Fig. 1. Mobile middleware and the generic service elements [1]

overlays. This offers the advantage of flexibility in the development of new ser-
vices and applications. The suggested architecture resembles the Android mobile
development platform developed by Google [3], opening thus up for similar ar-
chitectural solutions developed in the terminal and in the network. By this, new
applications and services can be easily designed and developed.

The suggested architectural solution is shown in figure 2. It is based on using a
middleware (with a common set of Application Programming Interfaces (APIs)),
a number of overlays and a number of underlays. By middleware, we refer to soft-
ware that bridges and abstracts underlying components of similar functionality
and exposes the functionality through a common API. On the other hand, by
overlay we refer to any network that implements its own routing or other control
mechanisms over another already existing substrate, e.g., TCP/IP, Gnutella. Fi-
nally, by underlays we refer to substrates, which are abstracted networks. Bu
substrate, we refer to any network (e.g., IP overlay or “normal” IP network)
that can perform the packet transportation function between two nodes. Thus,
ROMA implements a transport-agnostic enabler for any kind of application.

The underlays can be either structured or unstructured. Structured overlays
are networks with specific type of routing geometry decided by the Distributed
Hash Table (DHT) algorithm they use. Structured underlays use keys for ad-
dressing like, e.g., Chord [4]. In unstructured overlays the topology can be viewed
as emergent instead of being decided before hand. Unstructured overlays can use
IP addresses or other forms of addressing, e.g., Gnutella, which uses Universal
Unique IDs (UUIDs) for addressing.

An important goal of the middleware is to abstract structured and unstruc-
tured underlays as well as overlays. This API architecture is used in several
projects, relating to overlay routing with soft QoS, and seamless roaming [1].
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We use the application layer protocol Session Initiation Protocol (SIP) [5] for
mobility management. This solution has the advantage of eliminating the need
for a mobility stack in mobile nodes and also does not demand for any other
mobility elements in the network, beyond SIP servers. Simple IP is used in this
case together with a SIP protocol stack. The drawback however is because the
existing client frameworks do not accommodate IETF SIP [5] and 3GPP SIP
[6] within the same framework. The consequence is that today one needs two
different sets of client frameworks on the mobile, one for the mobile domain (e.g.,
UMTS) and the other one for the fixed domain (e.g., fixed broadband access in
combination with WLAN).

BTH has also co-developed an interesting solution for vertical handover, called
the Network Selection Box (NSB) [7,12]. NSB encapsulates the raw packet in a
UDP datagram and sends it over a real network. A tunneling concept is used to
send the packets over the interfaces encapsulated in UDP. The NSB can today
be used for the transport over WLAN, UMTS and GPRS. While the NSB does
solve the issue of inter-technology handovers, ROMA provides a comprehensive
support structure for interoperation of both applications and various transport
substrates.

5 ROMA Middleware

The main goal of the project is to develop a testbed to facilitate the development,
testing, evaluation and performance analysis of different solutions for user-centric
mobility, while requiring minimal changes to the applications using the platform.
In other words, we implement a software system with two sets of APIs, one for
application writers and another one for interfacing various overlay and underlay
systems.
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Current overlay implementations are built with incompatible language specific
frameworks on top of the low level networking abstractions, e.g., YOID, i3, JXTA
[4,8]. This complicates the design of overlays and their comparison as well as the
integration of different overlays. We therefore suggest a middleware based on
the Key-Based Routing (KBR) layer of the common API framework suggested
in [8]. By doing so, independent development of overlay protocols, services and
applications is facilitated.

The middleware is intended to work on top of both structured and unstruc-
tured underlays. Structured underlays can be used to construct services such
as Distributed Hash Tables (DHT), scalable group multicast/anycast and de-
centralized object location. The advantage is that they support highly scalable,
resilient, distributed applications like cooperative content distribution and mes-
saging. Unstructured overlays do not have such facilities, but they tend to have
less overhead in handling churn and keyword searches [9].

By using a common API, we can develop applications by using combinations
of arbitrary overlays and underlays. This facility allows us to design a testbed
where we can investigate interoperability issues and performance of different
combinations of protocols. This also allows us to have overlays that export APIs
that other overlays can use. For instance, we can have the ”Quality of Experience
(QoE) Management” export an API that can be used by the ”Quality of Service
(QoS) Routing” overlay and ”Handover” underlay.

5.1 API Design

The ROMA API is based on the KBR layer of the common API framework
suggested in [8]. Our approach differs in one major aspect. In [8] it is assumed
that the KBR API runs on top of a structured underlay only. In our case, the
ROMA API operates on top of both structured and unstructured underlays.
This means that both structured and unstructured overlays are able to use the
ROMA API.

This feature allows for the development of applications using combinations
of arbitrary, ROMA-based, overlays and underlays. This allows us to design
testbeds that investigate the interoperability and performance of various protocol
combinations. For instance, given a new congestion control algorithm, one can
test how it performs when running on top of Chord or Content Addressable
Network (CAN) or BitTorrent or IP, respectively.

Furthermore, since the ROMA API is an enabler for seamless handover, the
API is designed to provide the ability to run several overlays and several under-
lays simultaneously. The advantage is that one can have some overlays export
APIs that other overlays can use, and this is valid for underlays as well. For ex-
ample, one can have a measurement overlay exporting an API that can be used
by a resource reservation overlay to reserve a path satisfying specific constraints.
The resource reservation overlay can in turn export an API, which is used by
a video conference application that requires some QoS guarantees between end-
points. This means that basic services can be chained or combined into one or
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more complex services, which is an important part of the dynamic composability
expected of future Internet services.

The API core is the KBR abstract base class. The KBR class specifies the
API functions in terms of abstract class methods. The API functions are the
same as those presented in [8], and we refer to this for the semantics of each
function. It is important to mention that the KBR class does not implement
these functions, but it expects derived classes to implement them.

Given the software implementation of an API underlay, say CAN, one may
need to adjust it so it can easily provide the functionality required be the ROMA
API. This implies wrapping the CAN implementation into a class that translates
between function calls supported by the ROMA API and functions supported
by the CAN API. The wrapper class inherits (in the OOP-sense) the KBR class
and it is forced to provide all API functions. We call these wrapper classes shim
layers and expect to have one shim layer for each underlay we wish to plug into
the API.

An overlay can either extend (OOP inheritance) one shim layer or act as
a container for several shim layers, depending on the intended application. By
exporting the API of an overlay we mean merely providing header files that
other overlay can use to instantiate objects of the exporting overlay and obtain-
ing services from it. Although one can discover such APIs at runtime, through
introspection for instance, this is not currently in the scope of our project.

5.2 Architecture

Asynchronous system calls are used within the middleware. This is achieved by
means of the boost framework [10]. In particular the Asio package is utilized,
which provides us with portable networking solutions, including sockets, timers,
hostname resolution and socket iostreams. The middleware does not block upon
I/O system calls, e.g., sockets writing and reading, as a consequence of the
asynchronous properties of the boost’s Asio package. Hence the middleware does
not show any CPU hogging behaviour and can operate in a conventional fashion
with slow I/O streams.

Table 1. Overview of the Middleware’s API

Function Description

init() Initializes the application.

run() Starts the execution of the application.

route() Routes a message towards a destination.

deliver() Upcall from the middleware to deliver a message.

forward() Upcall from the middleware to forward a message.

addUnderlay() Adds an middleware to the application.

addOverlay() Adds an application to the middleware.

lookup() Checks whether a specific service is bound
to the middleware (service discovery).
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The middleware consists of a shim layer, kbr, that is inherited by the classes
wanting to utilize the functionalities of the middleware. The shim layer, an Appli-
cation Programming Interface (API), provides basic functions by which the mid-
dleware functionalities can be exploited. Table 1 elaborates the API accessible for
applications.

Messages originating from an application are exchanged between another mid-
dleware entity and then forwarded to the destination application. Applications
running on top of the middleware are identified by keys. The Keys can be used
as identifiers for applications but also to refer to other entities in the middle-
ware stack such as the middleware core itself or to identify files. These keys are
formated as standardized UUIDs by the ITU-T [11], 128bit or 16 bytes long.

5.3 Address Translation

The most important tasks of the ROMA middleware are to provide an address-
ing and routing substrate, pseudo-asynchronous event management and non-
blocking TCP connection management.

The KBR API defines a 160 bit addressing scheme and a small set of function-
ality for routing messages. It fits the purpose of the ROMA architecture well. If,
during the development of the ROMA architecture, the KBR API is found to be
lacking, then this will be extended or modified to suit the purposes of ROMA.

ROMA layers address nodes by using keys. However, different overlays (e.g.,
Chord, CAN, Kademlia) use different keys or key formats. This may demand
that a layer knows how to convert its key format to the key format of any
other layer it wants to talk to. This means that whenever a new ROMA layer
is designed one must extend all other layers to understand the new key format.
This is clearly undesirable. To avoid this, we introduce a common key format,
defined in [8]. Whenever a layer needs to communicate an address to another
layer (above or below), it converts its own key to the common key format. If
layers follow this rule, then whenever a new layer is added, the particular layer
needs only to know how to convert from its own key format to the common key
format and viceversa. By this, none of the other layers need to be changed.

A common key is defined as a 160-bit string [8]. Specific keys can be strings
that are longer or shorter. Roughly speaking, when the specific key is shorter
than the common key, the unused high bits of the common key are masked.
In the case the specific key is longer than the common key, then the specific
key is truncated to fit into the common key. When a specific key is mapped
by truncation to an existing (used) common key, then the next common key is
chosen. If the common key is used as well, then the process is repeated until an
unused common key is found. We assume that it is unlikely that as many as 2160

keys can be active simultaneously. However, the truncation may mean that no
guarantees can be provided that the common keys are unique throughout the
network. Therefore, we require that keys are unique only within the scope of
a ROMA stack on one host. This is not necessarily a problem since either IP
addresses or a DHT with specific keys can provide uniqueness.



ROMA: A Middleware Framework for Seamless Handover 793

The general rule is that all common keys are created by the bottom layer
(closest to the physical layer). Layers in between learn about keys when their
getKey(), route(), forward() and deliver() functions are being called. The last
three functions have the usual semantic as described in the KBR API [8]. The
underlay.getKey(Socket) function is called when a layer needs to obtain a com-
mon key for the IP address in the Socket variable. The function is called by each
underlay until it reaches the bottom layer. The bottom layer checks if the socket
is in use, in which case it returns the corresponding common key. If the socket
is not in use, a new common key is mapped to the IP address and returned to
the layer above. Each layer can then create a specific key corresponding to the
common key, before returning from the function call. This procedure guarantees
the uniqueness of the common key across the stack.

5.4 Situation Today

The basic functions of the middleware have today been implemented. The mid-
dleware is able to transmit and receive message in an asynchronous manner.
The middleware maintains a set of connections used by the applications that
are linked to the middleware. Data streams are automatically relayed by the
middleware with a smart switch between application and connection and vice
versa.

The current ROMA implementation is in the C++ language, with in-house
developed wrapper classes around the glib library and the epoll() linux system
call for event handling. This makes the middleware tied to the linux kernel. We
have therefore changed this to use the Boost asynchronous IO library instead,
to make the middleware more platform-agnostic [10].

5.5 Open Issues

An important design assumption for the ROMA middleware is to have access to
more than one network interface with IP functionality. In addition to this, each
interface may correspond to more than one underlay, by using compositions of
underlay shims. This means that, for an overlay making use of the ROMA API,
data can be received and transmitted on several underlays. The consequence is
that the middleware may be required to perform multiplexing/demultiplexing of
the dataflows through the middleware.

In the current incarnation of the middleware, each application linking to
the middleware gets its own ROMA instance. This means that flow multiplex-
ing/demultiplexing does not need to be performed between applications. How-
ever, this also means that the functionality is duplicated for each instance as
well as that addresses are not guaranteed to be unique between different ROMA
applications.

A network interface switch running in the kernel will therefore be used to
switch between technologies and it is currently under development. The middle-
ware is able to communicate with this in-kernel switch and can retrieve vital
information for decision making and handovers.
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6 Conclusions

The paper has reported on a new middleware architecture suggested for seam-
less handover. The middleware is part of an architectural solution suggested by
Blekinge Institute of Technology for seamless handover, which is implemented
at the application layer. The paper has particularly focused on the main design
elements, namely API design and address translation.

In the future, we will further implement the suggested middleware as well
as test it in real mobile environments. The expected results will be used in the
EU FP7 projects PERIMETER and MOBICOME, in which BTH is actively
participating.
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Abstract. The chapter reports on recent developments and challenges
focused on seamless handover. These are subject for the research projects
MOBICOME and PERIMETER, recently granted by the EU EUREKA
and EU STREP FP7, respectively. The research projects are considering
the recently advanced IP Multimedia Subsystem (IMS), which is a set of
technology standards put forth by the Internet Engineering Task Force
(IETF) and two Third Generation Partnership Project groups, namely
3GPP and 3GPP2. The foundation of seamless handover is provided
by several components, the most important ones being the handover,
mobility management, connectivity management and Internet mobility.
The paper provides an intensive analysis of these components.

1 Introduction

There are many types of handover systems existing today, which can be par-
titioned in different ways. Several dimensions can be used in partitioning the
handover systems. These are, e.g., regarding the domain, the system, the over-
lay and the technology [1].

For instance, handover systems can be partitioned with reference to technol-
ogy, which can be similar or different. In the first case we have homogeneous
handovers and in the second case we have heterogeneous handovers. Handover
systems can be also partitioned with reference to the place of the access points,
which can be within the same network or in different ones. The first case refers
to horizontal handover and the second case to vertical handover. The vertical
handover can in turn be of two classes, which are the upward handover and the
downward handover.

Another dimension is the domain. Handover systems can in this case be of
two classes, namely intra-domain handover and inter-domain handover. Intra-
domain handover means that the mobile node can roam within the same network
domain. Inter-domain handover means that the mobile node can cross from one
domain to another one.

D. Kouvatsos (Ed.): Next Generation Internet, LNCS 5233, pp. 795–807, 2011.
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Finally, the last dimension is the system. An inter-system handover refers to
the case that a mobile node hands off between two independent systems con-
trolled by different operators. An intra-system handover refers to the situation
where the both domains are deserved by the same system.

The IETF document RFC 3753 on ”Mobility Related Terminology” is perhaps
one of the best documents that defines terms for mobility related terminology
[2]. The document covers specific terminology used in handover as well as in
mobile ad-hoc networking. All types of handover are considered to facilitate
seamless roaming in a heterogeneous environment formed by highly-coupled and
heterogeneous networks.

There are three possibilities to handle movement: at the link layer (L2), net-
work layer (L3) and application layer (L5) in the TCP/IP protocol stack. The
complexity of handover is large and demands for solving problems of different na-
ture. Accordingly, a number of standard bodies have been working on handover,
e.g., IEEE, 3GPP, 3GPP2, WiMAX, IETF.

L2 mobility across different access technologies is covered by 3GPP, 3GPP2
and WiMAX in a number of documents. L3 mobility is addressed by IETF.
Therefore, the IP Multimedia Subsystem (IMS), which is acting as a service
layer, does not need to cover mobility issues related to access but other mobility
issues.

The rest of the paper is as follows. Section II briefly overviews the main
characteristics and most important technologies of the fourth generation mobile
communication systems. Section III is about seamless handover and the solutions
existent today with a particular focus on their limitations. Section IV describes
the main elements involved in mobility management. Section V shortly describes
the algorithms that can be used for connectivity management in connection with
mobility. Section VI is about Internet mobility and the most important solutions
used to solve this. Sections VII and VIII present short overviews of the network
layer mobility and application layer mobility, respectively. Finally, section IX
concludes the paper.

2 Vision

Future mobile networks are expected to be all-IP-based heterogeneous networks
that allow users to use any system anytime and anywhere. They consist of a lay-
ered combination of different access technologies, e.g., UMTS, WLAN, WiMAX,
WPAN, which are connected via a common IP-based core network to provide
interworking. These networks are expected to provide high usability (anytime,
anywhere, any technology), support for multimedia services, and personaliza-
tion. Key features are user friendliness and personalization as well as terminal
and network heterogeneity [3].

User friendliness refers to the way the user interacts with the terminal, which
must be simple and friendly. User personalization refers to the way users config-
ure the operational mode of the terminal based on personal preferences. Given
the large spectrum of existent users with different preferences, experiences and
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background, the consequence is that user friendliness and personalization should
be able to offer a high degree of granularity such as the huge amount of infor-
mation is selected in an appropriate way.

Terminal heterogeneity refers to the different types of terminals existent today
and expected to appear in the future. This heterogeneity refers to, e.g., energy
consumption, bandwidth, display size, weight, portability, complexity. On the
other hand, network heterogeneity refers to the increasing heterogeneity of net-
works, e.g., UMTS, WLAN, WiMAX and Bluetooth. This heterogeneity mainly
refers to technology, coverage area, data rate, latency, and loss rate. One of the
biggest challenges is therefore to provide communication services with the best
QoS and the best price irrespective of the type of terminal and network involved
in the communication process.

The most important technologies of the future mobile networks are mul-
ticarrier modulation, use of smart antenna techniques, use of OFDM-MIMO
techniques, use of adaptive modulation and coding with time-slot scheduler,
use of cooperative communication services and local/triangular retransmissions,
software-defined radio and cognitive radio [4].

With reference to handover, the main requirements are in terms of service
continuity, provision of horizontal and vertical handover, provision of security,
policy-based handover, flexibility, making the heterogeneous network transpar-
ent to user and design of system architecture such as it is independent of the
(wireless) access technology. Connected to this, particular focus must be given
to mobility management aspects (e.g., access network location, paging and reg-
istration) as well as provision of QoS, user and network security [5].

3 Seamless Handover - Situation Today

There are three possibilities to handle movement, namely at the link layer (L2),
network layer (L3) and application layer (L5). Most of the existent solutions
attempt to solve the handover at L2 (access and switching) and L3 (IP) with
particular consideration given to L4 (transport). Some of the most important
requirements are on seamless handover, efficient network selection, security, flex-
ibility, transparence with reference to access technologies and provision of QoS.

Typically, the handover process involves the following phases:

– Handover initiation
– Network and resource discovery
– Network selection
– Network attachment
– Configuration (identifier configuration; registration; authentication and au-

thorization; security association; encryption)
– Media redirection (binding update; media rerouting)

The basic idea of L2/L3 handover is using Link Event Triggers (LET) fired
at Media Access Control (MAC) layer, and sent to a handover management
functional module such as L3 Mobile IP (MIP) or L3 Fast MIP (FMIP) or IEEE
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802.21 Information Server (IS). LET is used to report on changes with regard to
L2 or L1 conditions, and to provide indications regarding the status of the radio
channel. The purpose of these triggers is to assist IP in handover preparation
and execution.

The type of handover (horizontal or vertical) as well as the time needed to per-
form it can be determined with the help of neighbor information provided by the
Base Station (BS) or Access Point (AP) or the IEEE 802.21 Media Independent
Handover Function (MIHF) Information Server (IS).

Based on the type of handover, one or more layers may be involved in the
handover procedure, as shown in table 1. This table shows an example on how
the basic handover functions are handled at the layers L2, L3 and L5 in an
IP-based handover environment [6].

Table 1. Handover operations at L2, L3 and L5 [6]

Handover L2 L3 L5
operation

Discovery Scanning Router Domain
advertisement advertisement

Authentication EAPoL IKE, PANA S/MIME

Security 802.11i IPSEC TLS SRTP
association

Configuration ESSID DHCP stateless URI

Address MAC ARP DAD SIP
uniqueness address registration

Binding Cache Update CN, SIP
update update HA re-invite

Media IAPP Encapsulation Direct media
routing tunneling routing

Given the extreme diversity of the access networks, the initial model was
focused on developing common standards across IEEE 802 media and defining
L2 triggers to make Fast Mobile IP (FMIP) work well. Connected with this,
media independent information needs to be defined to enable mobile nodes to
effectively detect and select networks. Furthermore, appropriate ways need to be
defined to transport the media independent information and the triggers over
all 802 media.

In reality, however, the situation is much more challenging. This is because of
the extreme diversity existent today with reference to access networks, standard
bodies and standards as well as architectural solutions [7]. Other problems are
because of the lack of standards for handover interfaces, lack of interoperability
between different types of vendor equipment, lack of techniques to measure and
assess the performance (including security), incorrect network selection, increas-
ing number of interfaces on devices and the presence of different fast handover
mechanisms in IETF, e.g., MIPv4, Fast MIPv6 (FMIPv6), Hierarchical MIPv6
(HMIPv6), Fast Hierarchical MIPv6 (FHMIPv6).
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IETF anticipated L2 solutions in standardized form (in the form of triggers,
events, etc), but today the situation is that we have no standards and no media
independent form [7]. Other problems are related to the use of L2 predictive
trigger mechanisms, which are dependent of L1 and L2 parameters. Altogether,
the consequence is in form of complexity of the existent solutions and dependence
on the limitations of L1, L2 and L3. The existent solutions are simply not yet
working properly, which may result in service disruptions. Because of this, it
is important to develop cross-layer architectural solutions where cooperation is
established between L2 and L3 to assist the IP handover process and to improve
the performance. Even better would be to develop architectural solutions where
IP has control over specific L2 handover-related actions.

Today, user mobility across different wireless networks is mainly user centric,
thus not allowing operators a reasonable control and management of inherently
dynamic users. This is the reason for why the IEEE 802.21 Working Group is
doing an effort to ratify the Media Independent Handover (MIH) standard, to
enhance the user centric mobility handovers and enable network controlled han-
dovers across heterogeneous networks [8]. In parallel to this, IETF addresses the
IP level support for mobile heterogeneous access like, e.g., the Working Group
(WG) on ”The Mobility for IP: Performance, Signaling and Handoff Optimiza-
tion (MISHOP)”. This WG regards the delivery of information for MIH services
at L3 or above. The L3 discovery component is also defined. The target is to
enable MIH services even in the absence of the corresponding L2 support. The
security issue is addressed as well.

IEEE 802.21 defines a framework to support information exchange regard-
ing mobility decisions, which is irrespective of media. The goal is to facilitate
handovers among heterogeneous access networks. Handover decisions are taken
based on information collected from both mobile nodes and network, e.g., link
type, link identifier, link availability, link quality.

The core of the IEEE 802.21 framework is the Media Independent Handover
Function (MIHF), which provides abstracted services to higher layers by means
of a unified interface. This unified interface provides service primitives that are
independent of the access technology. This interface is called Service Access
Point (SAP).

IEEE 802.21 MIH is targeted at optimizing L3 and above handovers. It acts
across 802 networks and extends to cellular networks like 802.3, 802.11, 802.16.
802.21 MIHF Information Server (IS) has information about location of PoA,
list of available networks, cost, L2 information (neighbor maps), higher layer ser-
vices (e.g., ISP, MMS) and others. Key benefits are optimum network selection,
seamless roaming and low power operation for multi-radio devices.

Furthermore, it is important to point out that the traditional TCP/IP protocol
stack was not designed for mobility but for fixed computer networks. This is par-
ticularly shown by the fact that the responsibility of individual layers is ill-defined
with reference to mobility. The main consequence is that problems in lower lay-
ers related to mobility may create bigger problems in higher layers. Higher layer
mobility schemes are therefore expected to better suit Internet mobility.



800 A. Popescu et al.

Better prediction mechanisms and especially some form of movement predic-
tion would definitely improve the handover performance in the sense that this
could compensate for errors connected with delay in the handover process and
the associated service disruptions. One should also keep in mind that this kind of
solutions opens up for research and development of new architectural solutions
for handover based on movement, possibly implemented at L5 in the protocol
stack like, e.g., the application layer architecture developed by the Blekinge In-
stitute of Technology (BTH) research group [9].

4 Mobility Management

Mobility management refers to the problem of managing the mobility of users
in the context of diverse computing and networking environments. Considera-
tions must be given in this case to elements like location-aware services, system
capacity and application demands.

There are two major elements involved in mobility management, i.e., han-
dover management and location management [5]. Handover management refers
to the way the network acts to keep mobile users connected when they move
and change their position and access points in the network. For instance, in the
case of UMTS, there are two types of handover: intra-cell handover and inter-
cell handover. Intra-cell handover refers to the situation when the mobile user
changes the communication channel to one with a better signal strength at the
same Base Station (BS). Inter-cell handover occurs when a user moves from
one cell to another. In this case, another BS takes over the control of the user
connection.

The procedure for intra-cell and inter-cell handovers is as follows:

– The user initiates a handover procedure
– The network or the mobile unit provides necessary information
– The routing operation associated with the handover is performed
– All subsequent calls to the user are transferred from the former connection

to the later one

Location management refers to the process used by a network to find out the
current attachment point of a mobile user and provide call delivery. There are two
phases involved in location management, namely location registration or update
and paging. Location registration means that the mobile user periodically notifies
the network about the new access point and the network uses this information
to authenticate users and to update the location profile. Paging means that the
network is queried for the user location profile so that the current position is
found.

The standard solution existent today for Location Area (LA) based location
update does not allow adaptation to the mobility characteristics of the mobile
node. Many research efforts have therefore been done over the last years to im-
prove the performance by designing dynamic location update mechanisms and
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paging algorithms. The basic idea is that these mechanisms take into consider-
ation user mobility and accordingly optimize the signaling cost associated with
location update and paging. The goal is to reduce the costs associated with these
mechanisms to a minimum. Examples of such algorithms are [5]:

– Distance-based location update approach
– Time-based location update approach
– Movement-based location update approach
– Movement threshold scheme
– Information theoretic approach

A very important research issue is therefore regarding location modeling and
mobility modeling and prediction. Location modeling refers to how to describe
the position of a mobile user, whether it is a one-dimension or two-dimension or
three-dimension system. Different methods can be used for location modeling,
which depend upon the specific network infrastructure. Usually, the position of a
mobile user can be specified at three levels: location area, cell ID and the position
inside the cell. Furthermore, one should also mention that a more precise location
modeling (i.e., within a cell or a WLAN rather than finding the residing cell)
may demand for solving a so-called geo-location problem.

Mobility modeling and prediction strongly influences the choice and perfor-
mance of other resource management elements like call admission control, routing
and handover. A precise model for mobility offers the possibility of improving
the performance of mobility prediction, with positive effects on performance.
Diverse criteria can be used for mobility modeling like, e.g., dimension, scale,
randomness, geographical constraints and change of parameters. The most pop-
ular models are [5]:

– Fluid-flow models
– Random-walk models and derivatives
– Random-waypoint models and derivatives
– Smooth random-mobility models
– Gaussian-Markov models
– Geographic-based models
– Group-mobility models
– Kinematic mobility models

These models have specific advantages and drawbacks, and each of them is usu-
ally used in specific cases only.

5 Connectivity Management

The extreme heterogeneity existing today with reference to access networks and
network technologies has had as a consequence that the problem of mobility
management has now become more complex. The fact that a handover procedure
is not directly related to physical parameters like coverage and movement speed
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has had as a consequence that the mobility has now become a logical concept
rather than a physical one. This means that today mobility refers not only to
the user geographic position but also to the change of a logical location with
respect to network access points. The consequence is that mobility management
becomes more of a connectivity management procedure.

There are two aspects that must be considered in vertical handover. These
are regarding handover at device level and handover at flow level [10]. Device
level handover refers to the situation when data transfers are switched over from
one network interface to another within the same mobile node. On the other
hand, flow level handover refers to the situation when the network interface is
selected based on the specific traffic flow and every individual traffic flow takes
own handover decisions. Multi-homing handover is possible in this case when
multiple network connections are simultaneously used.

There are two general classes of algorithms used in the vertical handover,
which are based on [10]:

– Traditional algorithms, and
– Context based algorithms

Traditional algorithms are typically used in horizontal handover and focus mainly
on L1 and L2 parameters like link quality conditions, e.g., Received Signal
Strength Indicator (RSSI), Signal to Noise Ratio (SNR), frame error rate and
base station workload. These parameters can be used in vertical handover as well.
The target in this case is to minimize the number of unnecessary handovers while
maintaining throughput and latency constraints.

Context based algorithms target at always providing best possible QoS and
user-perceived Quality of Experience (QoE). High level information like user
preferences, cost, application features, device capacity, bandwidth, security are
considered in this case. The target is to provide the so-called ”Always Best
Connected (ABC)” paradigm in the handover procedure.

There are three categories of context based algorithms [10]:

– Traffic flow based algorithms
– Simple Additive Weighting (SAW) algorithms, and
– Advanced Multiple Criteria Decision Making (MCDM) algorithms

Traffic flow algorithms classify the packets based on their traffic class field, IP
address, port number and protocol. Different network interfaces are assigned to
different traffic flows based on the characteristics of applications, e.g., real-time
and non-real-time services.

SAW-based algorithms use weights assigned to parameters considered relevant
for a specific handover mechanism. Weighted sums are computed based on all
normalized factor values for the specific parameters. Based on this, individual
scores are computed and the network interfaces are ranked based on the scores
resulted from the evaluation [11].

MCDM-based algorithms are quite sophisticated. The handover decision is
treated in this case as a MCDM problem, which is solved using classical MCDM
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methods and including techniques like Analytic Hierarchy Process (ARP), Tech-
nique for Order Preference by Similarity to Ideal Solution (TOPSIS) and Grey
Relation Analysis (GRA) [10].

It is important to mention that, in the handover decision making algorithm,
the evaluation and decision are processes that can be local or distributed. Es-
pecially the case of distributed algorithms is very challenging, given that it is
not only the decision making algorithm itself that must be solved but also other
control mechanisms that are typical for distributed algorithms, e.g., synchroniza-
tion, causality. The target in this case is to come to an optimal global decision
with reference to a set of local and distributed requirements.

6 Internet Mobility

Internet mobility refers to providing support for communication continuity when
an IP-based mobile node moves to different networks and it changes the point
of attachment. There are in this case several basic requirements on the TCP/IP
protocol stack and networks. These requirements refer to handover and location
management, support for multihoming, support for current services and applica-
tions as well as security. Other important requirements related to mobility refer
to minimum changes to applications, avoidance of using third-party for routing
and security purposes as well as easy integration in the existent infrastructure.

The traditional TCP/IP protocol stack and networks have been designed and
developed for fixed computer networks. This means that a number of limita-
tions must be solved when further developing the system to provide support
for mobility. The main limitations are particularly because of physical and link
layer, IP layer, lack of cross-layer awareness and cooperation, transport layer
and applications [12].

Today, wireless access techniques are typically providing mobility of homoge-
neous networks at link layer only. On the other hand, Internet mobility across
heterogeneous networks demands for mobility support provided in higher layers
as well. Furthermore, radio channels typically show limitations when compared
to fixed networks. They are characterized by lower bandwidth, higher bit error
rates, faded and interfered signal. These limitations degrade the performance of
transport protocols.

The main limitation related to IP layer is because IP addresses play the roles
of both locator and identifier. In a mobile environment the IP address of a mobile
node must be changed when moving to another network to reflect the change of
the point of attachment. This feature is in conflict with the situation at fixed
networks, where the IP addresses never change.

Other important limitations are because of the lack of cross-layer awareness
and cooperation. For instance, the congestion control mechanism of TCP is not
able to distinguish packet losses due to link properties from those due to han-
dover. Because of this, TCP does not perform well for seamless roaming. In a
similar way, the lack of L2/L3 cross-layer interaction further deteriorates the
performance. Another fundamental limitation of transport protocols is because
they can not deal with mobility on their own.
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Limitations due to improper design of applications for mobile environments
are important as well. For instance, applications like Domain Name System
(DNS) and Session Initiation Protocol (SIP) have characteristics that are not
favorable for mobility. The best example is given by DNS, where the Fully Qual-
ified Domain Name (FQDN) is usually statically bound to an IP address of a
node. This is not favorable in the case of mobility, where mobile nodes change IP
addresses. Further, the main limitation of SIP is because of the relatively large
delays associated with SIP transactions.

A number of solutions have been suggested and developed to solve the problem
of Internet mobility. They can be partitioned into four classes:

– Mobility support at L3, e.g., MIPv4, MIPv6, Location Independent Network
Architecture for IPv6 (LIN6)

– Mobility support at L4 of type improving TCP performance for mobility
(e.g., Mobile TCP - MTCP) or mobility extension to TCP (e.g., MSOCK,
Mobile UDP - MUDP, Mobile SCTP - MSCTP)

– New layer between L3 and L4, where the Internet mobility is deployed,
e.g., Host Identity Protocol (HIP), Multiple Address Service for Transport
(MAST)

– Mobility support at L5, e.g., Dynamic Updates to DNS (DDNS), Session
Initiation Protocol (SIP), MOBIKE

Detailed description of these protocols, together with their limitations, is pro-
vided in [12].

Table 2 presents an example of functions provided by different solutions exis-
tent for Internet mobility at L3, L4, new layer between L3 and L4, and L5. The
following functions (needed for mobility) have been considered:

– Handover management (HO)
– Location management (LO)
– Multihoming (MH)
– Support for current services and applications (APP)
– Security protection (SEC)

It is observed that none of the available solutions fulfills all requirements for
mobility. For instance, the network layer solutions do not support multihoming,

Table 2. Internet mobility and limitations [12]

L3 L4 New layer L5

MIP LIN6 TCP UDP SCTP HIP MAST SIP

HO � � � � � � �

LO � � � � �

MH � � � �

APP � � � � �

SEC � � � � � � �
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the transport layer solutions do not support location management, application
layer solutions are only appropriate for specific applications and so on.

7 Network Layer Mobility

L3 mobility means that the network layer handles mobility and it can be either
mobile controlled or network controlled. In the first case, the mobile node is
equipped with a mobility stack and interacts with remote entities like Home
Agent (HA). Network controlled mobility means that there are networking units
in the network that interact with HA and perform handover related functions. It
is important to mention that, even in the case of network controlled mobility, the
mobile node still assists the mobility function by providing information about,
e.g., signal-to-noise ratio and other specific measurement related information.

In the case of mobile controlled mobility done with, e.g., the Client MIPv6
(CMIPv6), the mobility stack in the mobile node sets up a tunnel between the
Mobile Node (MN) and HA. The mobile node sends a binding update to the HA
and the Correspondent Node (CN), which maps the new Care-of-Address (CoA)
for the mobile node with its own home address. With the help of some route
optimization procedure, the CN updates its own cache and sends traffic directly
to MN instead of via HA.

Network controlled mobility avoids the overhead associated with tunneling.
The price is in different forms, e.g., limited mobility domain (like in the case
of cellular IP, HAWAII), use of proxies in the network like the so-called Proxy
Mobile Agents (PMA) [13]. The solution with limited mobility domain still does
require a mobility stack in MN. On the other hand, PMA does not demand for
mobility stack in MN but rather uses the proxies on the edge routers to help
performing mobility functions like binding updates to HA.

The Proxy MIPv6 (PMIPv6) based mobility is preferred when mobility is
confined within a domain and also when avoiding overload of mobile nodes by
setting up tunnels between MN and HA. Mobile overload means that extra
processing is added and bandwidth constraints are set to the wireless hop.

8 Application Layer Mobility

Application layer mobility refers to using the application protocol Session Initia-
tion Protocol (SIP) [13,14]. This solution offers the advantage of eliminating the
need for mobility stack in mobile nodes and also does not demands for any other
mobility elements in the network. Simple IP is used in this case together with
a SIP protocol stack. No additional elements are needed to support application
layer mobility. This solution is very suitable for applications like VoIP.

SIP-based handover has several drawbacks. These are mainly because SIP is
an application protocol and therefore involves large delays in handover, due to
application layer processing. There are several solutions to reduce the handover
delays in this case, and one of the most efficient is to develop a tight-coupled
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interworking architecture like, e.g., in the case where the WLAN Access Points
are integrated into the UMTS network architecture [4].

Another drawback is that this solution is not suitable for non SIP-based ap-
plications like FTP and Telnet based applications. SIP can be used to support
RTP and TCP based applications. Furthermore, another drawback is because
the TCP connection must be kept alive even when the underlying IP address is
changed. This means that better solutions must be used in this case for TCP,
like TCP Migrate [5,12]. Furthermore, it is very important that prediction is
used in this case to reduce the negative effects of changing the IP address.

It is important to mention that things may become quite complicated when
the mobile node and the network have different mobility protocols. The mobile
node may for instance support simple IP without any mobility stack or it can be
equipped with SIP or, alternatively, it can be equipped with a MIPv6 protocol
stack. The network in this case needs to complement the mobile node protocol.
In the case of IP protocol in the mobile node, the network does not need any
other protocol. In the case of MIPv6 in the mobile node, then the network must
have this protocol stack as well.

9 Conclusions

The chapter reported on several important developments and challenges related
to seamless handover. These are regarding L2/L3 handover, mobility manage-
ment, connectivity management, Internet mobility, network layer mobility and
application layer mobility.
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Abstract. Optical Packet Switching (OPS) is among the most promising solu-
tions for next generation metropolitan networks. The increase of packet-based 
services (video on demand, etc.) is pushing metropolitan networks providers to 
renew their infrastructures. Today, metropolitan networks are based on 
SONET/SDH circuit-switched networks, which are becoming inefficient and 
costly to support new requirements of quality of service and bandwidth of spo-
radic packet-based traffic. To solve this problem, many new network solutions 
are proposed recently, including Next Generation SONET/SDH, Resilient 
Packet Ring, etc. Among others, the optical networking technology appears a 
good choice thanks to its following benefits: huge transmission capacity, high 
reliability, and high availability. This paper is devoted to provide an overview 
of the metropolitan network infrastructure and particularly to its evolution  
towards OPS networks. It also highlights performance issues in terms of optical 
packet format, medium access control protocol and quality of service, as well as 
traffic engineering issues.  

Keywords: Metropolitan Area Network, Optical Packet Switching, Optical 
Packet Format, Medium Access Control, Quality of Service, Dynamic Intelli-
gent MAC, Circuit Emulation Service, Time Division Multiplexing, Fairness. 

1   Introduction 

Today’s metropolitan area networks (MANs) are faced with a significant challenge; to 
maintain traditional circuit services (e.g. voice) while, at the same time, enabling new, 
value-added packet-based services (i.e. video and data) to be carried over the same 
packet-based network infrastructure. This challenge is the result of the unprecedented 
proliferation of packet-based services, which in turn has led to a rapid growth in de-
mand in terms of bandwidth and sophisticated quality of service (QoS) requirements 
in metropolitan areas. MAN service providers must therefore renew their network 
infrastructures to adapt to these service requirements as well as deliver the bandwidth 
demanded. 

Transformation of metro networks infrastructure can be accomplished by increas-
ing capacity, but more importantly by introducing new technologies with high  
performance gains relative to infrastructure cost. Several solutions have been pro-
posed to enable the deployment of next-generation of metro optical networks, which 
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allow a gradual increasing of capacity in a scalable and cost effective manner. Some 
of them focus on enhancing and adapting existing Synchronous Digital Hierarchy / 
Synchronous Optical NETwork (SDH/SONET) technologies, while others are de-
signed specifically to serve as a substitute for SDH/SONET. While the standardiza-
tion in the area of SDH/SONET is not specific to metro networks, the importance of 
developing new network solutions for metropolitan area is reflected by the large 
number of recently initiated standardization activities and industry forums as Internet 
Engineering Task Force (IETF) working group for IP over RPR (IPoRPR), IEEE 
802.17 Resilient Packet Ring working group (RPRWG), Metro Ethernet Forum 
(MEF) and Resilient Packet Ring alliance. That is, an important trend in networking 
in metropolitan area is the migration of packet-based technology from Local Area 
Networks (LANs) to MANs. Therefore, in the next generation of metro networks, 
transport functions will migrate from SDH/SONET architecture to packet-switching 
transport networks, and will complement service layer features to satisfy the full 
range of infrastructure and service-specific requirements. 

The design of a substitute for actual SDH/SONET architecture is complex because 
the solutions are diverse and thus the election of the best approach remains a contro-
versial issue. Over the past few years, many studies have been dedicated to the design 
of architecture for the next generation of metropolitan area networks. Unfortunately, 
their diverging approaches and viewpoints highlight the complexity of the problem. 
However, the major standardization works, as supported by Institute of Electrical and 
Electronics Engineers (IEEE), IETF and MEF have in common the following ele-
ments. Firstly, the bandwidth access should be dynamic, flexible and provide a large 
spectrum of granularity. The metro networks need to handle fine granularity traffic 
with highly variable characteristics. Moreover, a metro network must directly interop-
erate with a large range of protocol types (e.g., IP, ATM, Gigabit Ethernet, Frame 
Relay, etc.) and thus the aggregation is a more significant function than the transport. 
Secondly, the network should be capable to transport all types of traffic with specific 
QoS. Here, the TDM support (i.e. backward compatibility) is needed despite the huge 
growth in data traffic. Finally, the network resiliency will play an important role in 
electing the best approach. There are efforts to develop solutions capable to offer a 
sub-50 ms network resiliency as in SDH/SONET. 

In this context, the optical networking technology appears a technology of choice 
for the next generation MAN. The main benefit of optical technology can be summa-
rized in the following terms: huge transmission capacity, high reliability, and high 
availability. This tutorial is devoted to provide an overview of the MAN infrastructure 
and particularly to its evolution towards optical packet networks during the last dec-
ades. It also highlights performance issues in optical networking in metro area in 
terms of optical packet format, medium access control (MAC) protocol and quality of 
service (QoS), as well as traffic engineering issues. We begin with a brief state-of-the-
art and perspective on optical metro network. Next, we provide a number of argu-
ments for an answer to the problem of the choice of packet format to be adopted in 
future metropolitan optical packet switching networks. Here, we provide performance 
comparison between fixed length packet and variable length packet approaches. Then, 
we explore the performance issues at MAC layer and present some improvements for 
MAC protocol. This is followed by the discussion about how to guarantee QoS in 
multiservice optical packet switching (OPS) metro network, illustrated by some  
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possible mechanisms allowing the transport of circuit-based TDM traffic on packet-
based networks. Finally, we finish with some conclusions. 

2   Overview and Perspective on Optical Metro Network 

2.1   Evolution of Optical Metro Network  

In an end-to-end connectivity perspective, a MAN is a network that interconnects 
many LANs and provides connections with other MANs through the backbone WAN 
(Fig. 1). A MAN typically provides access and services in a metro region (i.e., a large 
campus or a city).  

 

Fig. 1. Global view of metropolitan area network 

Designed to be a network that services different access networks and high-
bandwidth end-users (e.g., financial organizations, banking, large Internet Service 
Providers (ISP), etc.), a MAN needs to provide much higher bandwidth capacity and 
connectivity than a LAN. It should provide reliable and available services as well. 
The reliability and availability requirements for MAN can be expressed through the 
very fast restoration of service in the event of failures, today in around 50 ms. Added 
to that, a MAN should support services with end-to-end security such as virtual pri-
vate networks (VPN) or virtual LAN (VLAN). With the ever-growing of data and 
video traffic today, a MAN should also offer high scalability to accommodate rapid 
change in terms of bandwidth demand in the metro area. 

The advent of optical technology is changing the face of the MAN. There can be 
no doubt that optical networks offer promises to build excellent MANs that meet 
many of the requirements stated above. The main interest of optical technology is that 
it provides huge capacity for the network. In addition, optical fibers offer a much 
more reliable medium of transmission than copper cables. Therefore a MAN based  
on optical technology will provide a common and solid infrastructure over which 
varied services could be delivered. The evolution of optical networks is summarized 
in Fig. 2.  



Optical Metropolitan Networks: Packet Format, MAC Protocols and Quality of Service 811 

 

 

Fig. 2. Evolution of optical networks 

In the 1980s, to transmit data at higher bit rate, most carriers (or service providers) 
deployed unidirectional optical fibers in their backbone infrastructures with point-to-
point mesh topology. The processing of switching and multiplexing all remained in 
electronic domain. During the first half of the same decade, the Plesiochronous Digi-
tal Hierarchy (PDH) network was widely deployed. This technology has primarily 
focused on multiplexing digital voice circuits. The Synchronous Optical Network 
(SONET) systems were introduced later in North America. A closely related standard, 
Synchronous Digital Hierarchy (SDH), has been adopted in Europe, Japan and for 
most submarine links. These systems were developed to overcome some drawbacks 
of the PDH systems such as lack of multiplexing flexibility, point-to-point limited 
supervision, etc. Besides, at the end 1980s and the beginning of the 1990s, a number 
of standards for MAN has been proposed, namely Fiber Distributed Data Interface 
(FDDI) token ring, an ANSI standard [1], and Distributed Queue Dual Bus (DQDB) 
IEEE standard [2]. Those networks are packet-based and use ring topology. Other 
enterprise networks such as Fiber Channel and ESCON were developed to offer stor-
age services to enterprises. They constitute another class of networks, existing in 
parallel with SONET/SDH systems. 

As the demand for wider bandwidth has been increasing continuously, the Wave-
length Division Multiplexing (WDM) technology was introduced in optical networks 
at the middle of the 1990s. WDM increases transmission bit rate by several orders of 
magnitude. Moreover, in addition to the considerable increase of transmission rate, 
the optical Add/Drop Multiplexer (OADM), providing wavelength-based add/drop 
function, and the optical cross-connect (OXC), offering wavelength-based cross-
connect function, are the key elements of this generation of optical networks. OADM 
and OXC were introduced at the very beginning of the year 2000. 

Recently, many researchers have studied the feasibility of performing multiplexing 
and switching optically. In reality, it is advantageous to adopt optical switching and 
routing means over electronic counterparts, as they are more amenable at higher bit 
rates and do not require optical-to-electrical (O/E) and electrical-to-optical (E/O) 
conversions. The feasibility of optical packet switching and optical burst switching 
networks has been studied (e.g., [3], [4], [5], and [6]).Thus the latest generation of 
optical networks that could appear at the end of this decade should be all-optical 
packet switching networks.  

2.2   Challenges in Optical Metro Network 

The strong increase of demand in terms of bandwidth and value-added services  
in both access and metropolitan networks today is pushing the service providers to 
innovate their existing network infrastructures. Although WDM provides huge trans-
mission capacity, there is always a need of providing more sophisticated services to 
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customers such as interactive games and video-on-demand and telephony over IP, 
which generate much more revenues than raw-bandwidth service offered by WDM. 
As new applications are constantly being generated, notably in the metro area in 
which several organizations and enterprises are directly involved, a new generation of 
MAN is strongly required to replace the obsolete and inappropriate MAN. 

The main requirements which are challenging the metro network limits are: a spo-
radic incoming traffic from LANs with different QoS constraints, different client 
formats, cost sensitivity and finally the necessity for a scalable architecture to support 
increasing traffic. The rapid increasing volume of data traffic in metro network is 
challenging the flexibility of existing transport infrastructure based on circuit-oriented 
technologies like SDH/SONET. In spite of its high reliability, high QoS and stan-
dardization, SDH/SONET lacks the efficiency of transporting data traffic. On one 
hand, the solutions developed to adapt packet-based traffic to circuit-switching envi-
ronment (i.e. Packet over SDH/SONET (PoS) and IP over ATM (IPoATM)) use inef-
ficiently the transport infrastructure bandwidth. On the other hand, although ATM 
over SDH/SONET (ATMoS) offers a predictable end-to-end transport service, it leads 
to complex interfaces (i.e. SAR algorithms), 10 percent of capacity consumed with 
transport overhead, and some bandwidth loss when ATM cells are placed in fixed  
size SDH/SONET frames. Furthermore, the complex algorithms used to transport 
packet-based traffic over such architecture become difficult to implement at high-
speed processing.  

Over the last decade, the introduction of optical technology in metropolitan area 
was studied intensively. The fibre technology is considered the response to the prob-
lems of bandwidth requirements and QoS because of its huge capacity. Optical  
networking technology, through WDM, may represent the solution for meeting in-
creasing bandwidth demands. Unfortunately, the introduction of all-optical WDM 
equipments and architectures in the metro environment for replacement of the tradi-
tional architectures, as initially envisioned, has been slowed down significantly by the 
current economic situation. As a result, the cost of components and the design of the 
network as a whole on the other hand has become extremely important and cost ver-
sus performance trade-offs now play the central role in the design and engineering of 
metro networks. The metropolitan networking environment with its constant and 
rapidly changing bandwidth requirements, cost sensitivity and different customer 
traffic need present a challenge for the deployment of the latest optical technologies. 

2.2.1   Traffic Evolution  
The traffic is changing in communication networks, notably in the metro regions. The 
evolution of the global traffic is led by many elements. First of all, the voice traffic 
obviously plays an important role in the global traffic today. Some recent observa-
tions have pointed out that although the volume of mobile voice and voice over IP 
continuously increases, the total volume of voice traffic tends to decrease due to the 
strong decrease of fixed voice traffic. 

Beside this traditional traffic, the volume of multimedia video traffic becomes 
more and more important. The emergence of new multimedia applications such as 
high quality video conferencing, high-definition television on demand, etc, leads to a 
considerable growth of video traffic volume (e.g., video traffic is about 60% of the 
total traffic volume). As a result, there is a need of upgrading the access networks to 
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very high-speed in order to offer enough bandwidth for multimedia end-users. For 
instance, in Asia, notably in Japan, one plans to provide up to 1 Gbs per user using 
FTTH (Fiber-To-The-Home) technology, in which 80% bandwidth will be reserved 
for high quality multimedia applications. The MAN, which connects those access 
networks, must be upgraded in terms of capacity and quality of service consequently. 

Another element that considerably contributes to the evolution of traffic today is 
the evolution of Pear-to-Pear (P2P) traffic. Recent measures shown that P2P volume 
continues to grow rapidly (e.g., around 20% of global internet traffic in the year 2004 
[7]). This growth may break the asymmetric bandwidth assumption, and also shifts 
traffic exchange to domestic networks due to P2P nature. This means that most of 
traffic exchanges in the future may be local exchange (i.e., the major traffic will circu-
late inside the same MAN), and may does not reach backbone network.  

Last, but not least, we cannot ignore the growth of Internet traffic over the world, 
which mainly consists of data traffic such as WEB browsing, file transfer, hosting, 
etc. Globally, Internet traffic volume doubles each year. But the Internet growth rate 
is different in each continent. For example, in the year 2004, the Internet growth rate 
is about 400% in Asia, 200% in America but only 80% in Europe [8]. The prolifera-
tion of this traffic, in addition to the P2P traffic, causes an unprecedented growth of 
data traffic in the global traffic. 

All this goes to prove that the traffic pattern is excessively changing, the voice traf-
fic volume becomes minor compared to multimedia and data traffic volume. The 
MAN is facing with a real challenge: mainly transporting sporadic video and data 
traffic, while still being able to offer high level of quality of service for the voice 
traffic as it represents most revenues of service providers. 

2.2.2   Limits of Traditional Circuit Switching Networks 
Traditionally, metro networks are based on SONET/SDH rings employing circuit 
switching technology. Professional users are usually connected directly to 
SONET/SDH rings through their ADMs, while residential users are connected to 
those same rings indirectly via the central offices and the access networks. It is a well-
known fact that SONET/SDH rings combined with TDM circuit switching and WDM 
wavelength switching (i.e., SONET over WDM) technologies can provide a huge 
network capacity with reliable services for metropolitan users. All the same, owing to 
the ever-growing of video and data traffic that has surpassed voice traffic today, 
SONET/SDH is facing with great challenges because of its disadvantages in support-
ing sporadic traffic.  

The most important limitation of SONET/SDH is the lack of flexibility and scal-
ability to deal with new demands of data service today. Essentially designed for 
transporting voice traffic, SONET/SDH networks are unsuitable for the transport of 
data traffic. Thanks to the constant rate and predictable behaviour of voice traffic, the 
establishment and provision of circuits were easy. Unfortunately, the volume of data 
traffic today exceeds that of voice traffic. This tendency is likely to continue for at 
least the next several years. In contrast to voice traffic, the data traffic is usually spo-
radic, changing and unpredictable. As a consequence, SONET/SDH must be able to 
provision and upgrade circuits efficiently and rapidly to support data traffic. However, 
this capability did not exist in the traditional design of SONET/SDH.    
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More specifically, SONET/SDH connections are usually established and dimen-
sioned for a long term contract (months or years). This means that the traffic trans-
ported by these connections must be predictable and supposed to be unchanged. Such 
conditions are not applicable for data traffic due to its sporadic nature. Besides, these 
connections in most cases use dedicated circuits or wavelengths, with the granularity 
of PDH hierarchy (about several tens of Mbs) or wavelength bit rate (about several 
Gbs) in case of wavelength switching. These granularities are too coarse compared to 
the large variety of data rates that may be required by end-users. Furthermore, even if 
those circuits are reserved for voice traffic only, they will not be used during periods 
of inactivity of related users, whereas new users are asking for bandwidth. The impli-
cation is that the bandwidth reserved for each circuit/wavelength is often wasted or is 
used inefficiently.  

New techniques are currently being developed to address many of these limita-
tions. Generic Framing Procedure (GFP) [9] has been developed as a new framing for 
data accommodation into SDH/SONET and optical transport network (OTN). Virtual 
Concatenation (VC) [10] has been standardized for flexible bandwidth assignment of 
SDH/SONET paths. Link Capacity Adjustment Scheme (LCAS) [10] has been  
discussed for dynamic bandwidth allocation in support of virtual concatenation.  
One of the most important objectives of these new technologies is to enable flexible 
and reliable data transport over SDH/SONET, which is referred to as data over 
SDH/SONET (DoS). 

The solution listed above may be sufficient to achieve a high utilization in back-
bone networks where the traffic flows are aggregates of many individual flows and 
are relatively smooth. In metro networks, however, the traffic is bursty/variable and it 
is desired to efficiently share the available capacity between the nodes at the time 
scale of individual packets (packet switching) or bursts of packets (burst switching).  
While the standardization efforts in the area of SONET/SDH are not specific to metro 
networks, the importance of metro gap is reflected by the large number of recently 
initiated standardization activities and industry forums such as IETF working group 
for IP over RPR (IPoRPR), the IEEE 802.17 resilient packet ring working group 
(RPRWG), the Metro Ethernet Forum (MEF), and the resilient packet ring alliance. 

Last, but not least, SONET/SDH needs a very long time to provision a new circuit. 
As a matter of fact, it takes weeks to months to fulfill a new bandwidth request, and 
requires long-term contractual agreements as well. This way of deploying services 
now becomes obsolete and inefficient. The data traffic today is continuously increas-
ing and varying, constantly generating new service requests. Consequently, the mod-
ern MAN should be able to deploy new services rapidly without long-term contracts. 
Of course, this entails that the modern MAN should provide finer granularity in terms 
of switching and upgrading relative to SONET/SDH. In this context, sub-wavelength 
switching technologies such as optical burst switching and optical packet switching, 
which provide fine switching granularity at a burst and packet levels, are widely stud-
ied by many researchers and service providers recently, in order to improve, not to 
say replace, their existing infrastructures. 

2.3   Towards Optical Packet Switching Networks 

The need of fine switching granularity for next generation MAN leads researchers to 
investigate the optical packet switching (OPS) technology that provides the finest 
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granularity. Many recent projects regrouping both academic and industrial researchers 
have focused on the analysis of OPS, such as KEOPS in the year 1998 [3], WASPNET 
in the year 1999 [11], DAVID in the year 2003 [4] and ROM-EO [6] in the year 2005. 

In OPS networks, packets are switched optically without being converted to elec-
trical signal. The main advantage of this method is to bypass the electronic switching 
bottleneck and provide enabled switching solution that matches with WDM transmis-
sion capability. Fig. 3 shows the generic architecture of an OPS switch. Readers  
interested in the detail of OPS switch are warmly invited to refer to [3], [11], [12], 
[13], [4] and [5]. 

 

Fig. 3. A generic all-optical switch in OPS network 

The main benefit of OPS relative to circuit switching approaches is that OPS re-
sults in a better network utilization since it can easily achieve a high degree of statisti-
cal multiplexing and effectively be amenable for traffic engineering. Moreover it 
enables packet-switching capability at high rates that cannot be contemplated using 
electronic devices. Nevertheless, statistical multiplexing property, which makes OPS 
attractive over circuit switching, introduces some important effects. Among others, 
the need of buffering optical packets in case of contention is typical. Contention oc-
curs whenever two or more optical packets are trying to leave a switch from the same 
output port on the same wavelength. This cannot happen to circuit switching networks 
as an output port is always reserved for a specific circuit. How the contention is re-
solved has significant impact on the overall network performance.  

Contention is easy to resolve in the electronic world, where electronic random ac-
cess memory (RAM) is available. OPS, however, is still lacking mature technologies 
addressing contention issues. Owing to the lack of optical RAM, OPS typically uses 
fiber delay line (FDL) to delay the packets in contention and send them out at a later 
time. As fiber delay lines are strict fist-come-first-serve (FIFO) queues with fixed 
delays, they are far less efficient than electronic RAM. Switched fiber delay lines are 
recently developed to more efficiently resolve contention, but they require large num-
ber of fiber delay lines. Handling a large number of fibers in a switch appears to be a 
difficult task today. Therefore, optical RAM still remains in an early stage until now. 

Other approaches are also used to address contention issue in OPS, such as deflection 
routing and spectral contention resolution using wavelength conversion. Deflection 
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routing means that a packet in contention is send to a free output port other than the 
desired port. The disadvantage of deflection routing is that it introduces extra propaga-
tion delays and causes packets to arrive out of order. Spectral contention resolution 
consists in the use of wavelength converters to change the wavelength of the packets in 
contention. By consequent, it multiples packets can be sent simultaneously to the same 
output port as multiple wavelengths are generally available at each output port. 

It is worthwhile to note that there currently exists another switching technology 
that is also gaining attention of service providers: the optical burst switching (OBS). 
OBS is a solution that lies between optical circuit switching and optical packet 
switching. It offers the switching granularity between a circuit and a packet. A burst is 
composed of several packets having the same destination. It provides high node 
throughput, hence high network utilization, and at the same time, it can be imple-
mented with currently available technologies. It promises to be a short-term practical 
choice as an alternative to traditional circuit switching, before OPS becomes mature. 

3   OPS Ring Network for Future MAN 

Through the previous subsections of this tutorial, a clear trend one can recognize is 
that service providers are investigating much effort to construct common packet-
based network infrastructures for the future MAN. The key elements of these infra-
structures, in the long term, will be undoubtedly all-optical technologies, namely OPS 
and DWDM. This section is devoted to specifically introduce a good candidate for the 
future MAN: the optical packet switching networks using ring topology (OPSR). We 
begin with a discussion about the reason why the ring topology is widely adopted in 
MAN. Then we describe an example of OPSR network that has been studied by a 
number of industrials recently. 

3.1   Motivation for Ring Topology 

Packet switching networks using ring topology are the most common architectures in 
metropolitan areas. For instance, at the end of 1980s and the beginning of 1990s, there 
were a number of standards for MAN using ring topology such as FDDI token ring 
and DQDB IEEE standard. More recently, a ring architecture known as Hybrid Opto-
electronic Ring Network (HORNET) has been proposed in the year 2002 [14] and, in 
the year 2003, a new standard for optical MAN has been approved by IEEE: the  
Resilient Packet Ring (RPR) [15]. 

One may wander why ring topology is widely used in MAN. There are actually sev-
eral factors that have made ring the topology of choice. First of all, bidirectional rings 
inherently provide fast restoration time after events of outage such as link cut or node 
failure. For example, in case of a single link cut, packets can be simply redirected to 
transmit on the other direction of the ring to reach destinations. The highest record of 
restoration time in today’s MAN is around 50 ms, which is typically guaranteed by 
SONET/SDH rings. RPR also provides this resilience feature. The fast restoration time 
plays an important role in providing good quality of services (QoS) to customers. It 
actually contributes to the degree of network availability, a typical requirement that 
MAN’s providers must take into account when designing their networks. 
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There is a second argument that cannot be ignored, namely the statistical multi-
plexing of data traffic flowing from different nodes over the shared medium of  
transmission (also known as collecting function of a ring). As a MAN typically inter-
connects a variety of enterprises and organizations of small, medium or big size, its 
overall traffic is rather sporadic and heterogeneous. If the MAN uses point-to-point or 
meshed topology to connect their nodes, there will be cases where some links are 
underused, while the others are overloaded. Thus it would be better if the underused 
links could support part of traffic from the overloaded links. The ring topology with 
shared medium of transmission can effectively deal with this problem without com-
plicated routing algorithms. As a matter of fact, since the total bandwidth of the  
network is shared by ring nodes, the effect of statistical multiplexing will clearly 
improve the resource utilization. In addition to this feature, a similar utility that a ring 
could provide is spatial reuse. The idea is roughly described as follows: bandwidth 
occupied by traffic of upstream nodes will be released at destination nodes, hence will 
be reused by other nodes after those destination nodes.  

As far as the cost of network infrastructure is concerned, ring topology in the metro 
areas provides very efficient utilization of optical fibers, hence effectively reduces the 
infrastructure cost by using small number of optical fibers. In point-to-point or mesh 
topologies, the number of optical fibers is usually proportional to the number of links 
between nodes, whereas only one fiber may be sufficient to connect all nodes in a ring 
topology. 

Finally, it is worthwhile to note that ring topology simplifies the routing function-
ality of ring nodes. Since there are either one (for unidirectional rings) or two (for 
bidirectional rings) paths for routing traffic, the complexity of routing function is 
obviously reduced relative to mesh topologies. 

3.2   Example of an OPS Ring 

We now introduce the architecture of an OPSR that uses opto-electronic components. 
The concept of this architecture mainly comes from on a recent experimental architec-
ture, the Dual Bus Optical Ring Network (DBORN) [16]. The idea is to design an 
optical network that satisfies requirements for the next generation MAN, while  
 

  

a) Global OPSR architecture    b) OPS node 

Fig. 4. OPSR architecture 
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tremendously reducing the network cost by employing advanced technologies in opti-
cal networking. 

As shown in Fig. 4, the OPSR logically consists of two unidirectional buses: a 
transmission (upstream) bus that provides a shared transmission medium for carrying 
traffic from several access point (AP) nodes to a point of presence (POP) node; and a 
reception (downstream) bus carrying traffic from the POP node to all AP nodes. Thus, 
an AP node always “writes” to the POP node employing the transmission bus and 
“listens” for the POP node using the reception bus. The traffic emitted on the trans-
mission bus by an AP node is first received by the POP node, then is either switched 
to the reception bus to reach its destination node, or is routed to other MAN or back-
bone networks. The easiest way to implement these separated transmission/reception 
buses is to use two optical fibers: one for the transmission bus, the other for the recep-
tion bus. However, this approach will require two more fibers for the purpose of  
protection in case of fiber cut. Another way is to employ different wavelength bands. 
In this case, only two optical fibers are needed, one main fiber for normal usage and 
another for protection.  

In this architecture, each AP node consists of two parts (Fig. 4). The electronic part 
has interfaces with client access networks such as IP, ATM or Ethernet. It is equipped 
with electrical memory where electronic packets are buffered before being converted 
to optical signals. The optical part mainly consists of Packet-OADM performing 
packet add/drop function optically. On the transmission bus, transit optical packets 
flowing from upstream AP nodes pass through downstream AP nodes optically (i.e., 
without O/E/O conversion), thanks to the use of optical couplers (Fig. 4.b). Hence 
transit packets at an AP node are not received or processed by the node. This is the 
well-known concept of passive optical network (PON), which highly reduces the 
number of transmitters and receivers at AP nodes. An AP node uses burst mode 
transmitters (Tx), which works in an asynchronous mode, to insert its optical packet 
on the transmission bus. Similarly, it employs burst mode receivers (Rx) to drop 
packets on the reception bus. Therefore, AP nodes in this architecture only need 
equipment (i.e., optical couplers and burst mode transponders - BMT) to process the 
packets to and from its local customers. On the contrary, conventional architectures, 
notably the ones using O/E/O conversion, such as RPR, require significantly more 
equipment in AP nodes because each node must receive, process and retransmit all 
optical packets that pass through. In addition to the advantage of offering low number 
of equipments, this architecture offers an important feature: Tx and Rx in an AP node 
are out of the transit line, making the upgrade of the node easier, and lessening the 
service interruption’s probability. 

4   Optical Packet Format: Fixed versus Variable 

In optical packet switching networks, the client layer information is adapted from its 
original format to optical payloads and then transported transparently through the 
optical area. At the outgoing border, the client information are extracted from optical 
payloads, reconverted to their initial format, and forwarded to per-hop or final desti-
nation. Therefore, the influence of packet format is to be discussed at two levels: at 
the border edge and in the core of the optical networks.  
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4.1   Packet Format in the Core of Optical Network 

The impact of packet format in the core of optical networks was intensively studied in 
the last few years. Numerous works have analyzed the interaction between the packet 
format and the performance of optical switch fabrics situated at the heart of optical 
networks. When the access protocol is based on variable length optical packets, the 
optical payload corresponds to an Ethernet Layer 2 frame. When using fixed format, 
the optical payload corresponds to one or several Ethernet Layer 2 frames. According 
to the optical packet creation policies, several upper layer services may be  
multiplexed onto single optical transport unit. This implies additional electronic in-
formation for packet delineation at outgoing edge. The Ethernet PDU trailers can be 
used for packet delineation. We note that in case of fixed format optical packet, the 
optical payload should be large enough to accommodate the maximum PDU (e.g., 
Ethernet MTU). 

Here, the format of optical packet raises two questions: how to manage “optical” 
memories with the presence of fixed and variable packet formats and the hardware 
limits of optical technology in handling different formats of optical packet.  

Regarding the resources contention, the packet format influences the design of 
Contention Resolution Mechanisms (CRMs) and sizes optical memories. In case of 
fixed format, the CRMs latency is limited to exploiting the WDM dimension and to 
exploiting multi-terabit switching planes. The variable format adds a supplementary 
temporal dimension to contention resolution algorithms. When all output resources 
are occupied, the optical payloads are buffered by mean of optical memory organized 
as feed-back or recirculation lines (i.e., FDL). When the optical packets have a fixed 
format, the FDL is equivalent to a normal queue of which traffic issues are well man-
aged. Variable format approach leads to more complex issue [17], where the packet 
loss probability has shown to be a convex function of the delay granularity of FDL. 
Therefore, the optimum value of elementary delay line depends on distribution of 
optical packet sizes. 

The optical processing requires a strict delineation of optical packets. When the 
network is slotted there is a necessity for synchronization in core nodes. The precision 
of synchronization is very important and can be achieved only in order of nanosec-
ond. The utilization of variable format brings no constraints for synchronization dur-
ing the optical processing. In case of switching optical payloads, the packet format 
with fixed size seems to be more efficient since a synchronous approach offers the 
possibility to adopt large switching plane organized in “pages” of constant size (at 
least it is the case in fast-switching ATM fabrics). 

4.2   Packet Format at Edge of Optical Network 

In case of optical payloads with fixed format, the complexity is placed at the edge. 
Optical payloads are filled with the client packets usually structured as packets with 
variable format. If the length of the optical packet payload is too short, the client layer 
packet is segmented and sent in several optical packets. At the outgoing edge, the 
packets are reassembled. Bandwidth loss comes from the additional electronic header 
carrying the additional information needed to reassemble the packet, and also from 
the last optical packet presumably partial filled. On the contrary, if the optical packet 
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is large enough, several blocks are aggregated in it. The details of the optical payload 
content should be stored in the optical header which leads to bandwidth loss and some 
bandwidth from optical payload may not be used. An additional delay is incurred, 
corresponding to the time to fill the optical packet. 

A large optical packet seems to be a good solution since 50 percent of Internet 
packets are small packets, so the aggregation is an advantage as it does not constraint 
the capacity of core nodes. This solution improves the effective bandwidth used. 
However this solution may prevent the clients from efficiently using the network 
resources in case of low and unbalanced network load conditions, when a timer 
mechanism is used, this avoids the increase in delay introduced by optical packet 
creation process. There are many timer-based mechanisms that were proposed in the 
literature ([18], [19] and [20]). 

In case of variable length optical packet, segmentation may still be needed when 
the upper layer packet size is larger than the network Maximum Transmission Unit 
(MTU). But the use of variable format avoids the complex processes of aggregation 
(at egress node) and packet extraction from optical payload (at ingress node). The 
gain in throughput is presumably related to the optical header size. The optical packet 
creation delay is given by the electronic to optical conversion and depends on the 
wavelength bit rate. 

As far as the E/O interface is concerned, an optical packet with fixed format guar-
antees better performance than the variable format. First of all, this solution provides 
a good efficiency of adapting client information to optical layer only when large opti-
cal payloads are used. Therefore, a SAR mechanism was proposed in order to assure 
good utilization of network resources regardless the size of optical payload. Here, the 
segmentation is done "on demand" implying lower overhead and less complexity. 
Next, a fixed size of optical payloads may avoid scalability problems when the pattern 
of electronic packet size changes. Furthermore, an eventual system upgrade (i.e.  
passing from a wavelength modulated at 10 Gbps to 40 Gbps) leads to an increase in 
utilization of network resources.  

Unfortunately, the optical systems employing fixed size of transport unit contain 
several parameters to be configured and this is not an easy task in presence of traffic 
with different QoS constraints. One important point is defining the size of optical 
packet which has an impact on the performance. Works done in [21], [22], [23] high-
lighted that the delay exhibited by clients leads to a complex behavior, where the 
queuing delay is a convex function of system utilization. At low loads, the optical 
packet creation may lead to poor delay characteristics. Furthermore, queuing delay 
grows up as optical payload increases. For example, a voice flow of 64 Kbps fills up a 
payload of 5 μs (i.e. 50 Kbit at 10 Gbps) in 781 ms! To avoid such situation, timer 
mechanisms should be deployed in order to efficiently prevent electronic information 
from starvation. Yet, a timer mechanism introduces a high quantity of overload [23] 
and hence underutilizes system resources. In congestion region, optical payloads 
partially filled introduce an overload that influences negatively the system perform-
ance. Thus, it is essential to use large optical payloads. 

A variable format of optical packet leads to simple E/O interface. There are two 
parameters involved in the performance of optical packet creation. The first one is 
represented by the distribution of packet sizes in client networks. We have shown [23] 
that the performance of the interface based on transport unit with variable format is 
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very sensitive to electronic packet size distribution. An eventual change in this distri-
bution may lead to serious problems of scalability. The second one is the wavelength 
capacity and hence depends on transport infrastructure. Here, an increase in optical 
channel capacity reduces the efficiency of transporting upper layer clients and thus 
requires an upgrade of system resources. 

The last step in electing the format of packet to be deployed in next generation of 
metropolitan optical packet switching networks, questions about the interaction be-
tween the packet format and the end-to-end network performance. Therefore, it is 
expressed by the interaction between packet format and the performance of MAC 
protocol. In this context, the discussion is reduced to an analysis of slotted and unslot-
ted schemes of access protocol [24]. 

5   Performance Issues on MAC Protocol 

5.1   Optical MAC Protocol 

5.1.1   Traditional MAC 
The MAC protocol is specially required to control the access of multiple nodes to the 
shared resources. Its main function is to detect or avoid collisions in packet insertion 
process to efficiently exploit the available bandwidth of the medium. Globally, there 
are two major categories of MAC protocols that are extensively deployed in the net-
works, namely static channel allocation using Time Division Multiplexing (TDM), 
and dynamic channel allocation using Carrier Sense Multiple Access (CSMA). In 
TDM, bandwidth is divided into fixed time slots which are allocated to different us-
ers. Every user can transmit on his allocated time slots only. This leads to a waste of 
bandwidth when reserved time slots are not used because the user has no data to 
transmit. TDM also requires global clock synchronization on the network. What is 
more, this protocol may do not work well with data traffic due to its sporadic nature. 

The CSMA protocol is used when a node can listen for the occupation state of the 
carrier (transmission medium) and act accordingly. This protocol can work either in 
the synchronous mode (i.e., slotted CSMA) or in the asynchronous mode (i.e., unslot-
ted CSMA). There are several versions of this protocol, including the CSMA with 
Collision Detection (CSMA/CD) and CSMA with Collision Avoidance (CSMA/CA). 
The main advantage of those protocols is their simplicity that translates into low cost 
of implementation, management and maintenance. Moreover, they are appropriate to 
support sporadic data traffic. In particular, the unslotted CSMA offers the capability 
of supporting variable length packets without complex and costly segmenta-
tion/assembly processes. 

5.1.2   Optical Unslotted (OU-)CSMA/CA Protocol 
The OU-CSMA/CA protocol is a derivation of the CSMA/CA, which has been widely 
used in wireless networks. In addition to the simplicity property inherited from 
CSMA, the CSMA/CA protocol provides more efficient resource utilization thanks to 
avoidance of collision. Recently, there is a number of works that extends this protocol 
to the optical domain, such as in HORNET’s first version [14] and DBORN [16].  
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Fig. 5. OU-CSMA/CA schema 

The network that uses OU-CSMA/CA protocol obviously supports variable length 
packets thanks to its asynchronous nature. 

Fig. 5 schematizes a possible implementation of the OU-CSMA/CA protocol. The 
OU-CSMA/CA protocol functions based on the detection of idle periods (we also call 
it voids) on the transmission wavelength shared by several nodes. To detect activity 
on one wavelength, a node uses low bit rate photodiode, typically 155 MHz. Thanks 
to an optical coupler; the incoming signal is separated into two identical signals: the 
main transit signal that goes straightforwardly, and its copy that is received by the 
photodiode. The photodiode sends control information to the MAC logic which will 
inform the transmitters about whether it can transmit. The avoidance of collision is 
performed by employing a fiber delay line (FDL), which creates on the transit line a 
fixed delay between the control and the add/drop functions. This FDL should be long 
enough to provide the MAC logic with sufficient time to listen and to measure the 
medium occupancy. The FDL storage capacity should be at least larger than  
the maximum transmission unit (MTU) of the transport protocol used. For instance, if 
the network is used to transport Ethernet packets, then the storage capacity of the FDL 
should be greater than 1500 bytes, which is the Ethernet MTU. 

The OU-CSMA/CA is appropriate to be used in a ring network such as the OPSR 
network above described, where there is problem of bandwidth sharing among ring 
nodes (e.g., on the transmission bus). Due to interdependence among ring nodes, an 
exact performance analysis of OPSR networks using OU-CSMA/CA protocol is diffi-
cult. However approximate methods may be used to assess the performance of such 
system. Among others, authors of [25], [26] have approximately analyzed the per-
formance of this system using priority queuing theory. Globally, the authors have 
identified two main performance characteristics of OU-CSMA/CA protocol in OPSR 
networks. The first one is unfairness among ring nodes due to positional priority: 
upstream nodes (i.e., the nodes closest to the beginning of the shared transmission 
medium) might monopolize all the bandwidth, and prevent downstream nodes from 
transmitting. For instance, Fig. 6 (extracted from [25]) shows that the mean response 
time is likely to increase rapidly as we move downstream on the shared bus. 

The second one is the bandwidth fragmentation due to the asynchronous nature of 
the OU-CSMA/CA protocol, resulting in low resource utilization. Indeed, the asyn-
chronous transmission of packets at upstream nodes may fragment the global  
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Fig. 6. Mean response time at ring nodes as function of ring load: “real-life” Internet traffic 
assumption 

bandwidth into small voids unusable for the transmission of downstream nodes. The 
implication is that the network resource is used inefficiently, and the acceptable ring 
load of such system is limited to some 60% of the total network bandwidth as shown  
in Fig. 6. 

5.2   Enhanced MAC Protocol 

Since the combination of OU-CSMA/CA and OPSR network provides limiting per-
formance as shown above, many researches have been carried out to find new access 
schemes enhancing the performance of such system. This subsection describes some 
new enhanced access schemes that provide remarkably higher network performance. 

5.2.1   Packet Concatenation Mechanism 
The transmission efficiency obviously appears one of great importance in exploiting 
network transmission resources. The transmission efficiency can be roughly defined 
as the ratio of useful bandwidth (i.e., the bandwidth occupied by client payload) to the 
effective bandwidth that the network must use to transport client payload. Of course, 
the effective bandwidth includes the client payload as well as possible overheads 
(headers and guard bands) needed for routing, signaling and header processing pur-
poses. Thus, in order to increase the transmission efficiency of a given network, it is 
essential to reduce the total volume of overheads used to transport the volume of 
client data.  

In the OPSR network considered, ring nodes use burst mode transceivers (BMT) to 
only communicate with the POP node on the transmission bus. Thus the optical 
header is reduced to a simple bit pattern for synchronization purpose. Therefore, in 
[27], a new mechanism called Modified Packet Bursting (MPB) has been proposed to 
increase the transmission efficiency of such network by suppressing unnecessary 
optical overheads. The concept of MPB mechanism relies on the basic concept of 
packet bursting in Gigabit Ethernet (GPB [28]), but with further improvements.  
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Fig. 7. Sequence of payloads transmitted consecutively with and without MPB 

With MPB, in order to maximize the transmission efficiency, payloads (having the 
same destination) transmitted by a given node are concatenated to form a big “optical 
burst” consisting of one optical overhead followed by several payloads. 

The principle of MPB is explained in Fig. 7. With MPB, if a node has a number of 
payloads to transmit, the first payload is transmitted with an optical overhead to ini-
tialize the “burst”; other payloads are then transmitted consecutively without any gap 
or optical overhead. Only one delimiter field is required at the beginning of each pay-
load to separate two consecutive payloads. At the receiver side, the optical overhead 
is processed and consecutive payloads are extracted thanks to that delimiter field. An 
important point in this concept is that the “burst” length can be extended as long as 
the node has client payloads to transmit (including those arrive after the transmission 
of the first payloads) and the bandwidth is still available. The “burst” ends only when 
the node buffer becomes empty or there is no more available bandwidth. 

Additionally, MPB also introduces the bursting timer principle to improve network 
performance. Actually, MPB uses a bursting timer (with BT_size parameter) defining 
the period of gathering client payloads for MPB. The longer the duration of this  
gathering period, the higher the probability of having more than one client payload 
cumulated in the buffer of the transmission node, hence the higher the transmission 
efficiency thanks to the concatenation of these payloads. Of course, a trade-off be-
tween transmission efficiency and access delay introduced by the bursting timer 
should be considered in MPB. 

Regarding the performance of MPB versus OU-CSMA/CA scheme, it was pointed 
out that MPB effectively reduce the wasted bandwidth due to optical overhead,  
while providing satisfying performance for all ring nodes. For example, the perform-
ance results shown in Fig. 8 indicate that with a big enough bursting timer value, 
MPB may provide almost the same small mean response time at all nodes, while 
successfully transferring all client offered traffic with a negligible volume of optical 
overheads (e.g. around 0.4% against 5% in case with OU-CSMA/CA). 
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a) Avg. resp. time at each node vs. BT_size   b) Useful and eff. loads: CSMA/CA vs. MPB 

Fig. 8. MPB performance under offered ring load of 0.80 and real-life Internet traffic  
assumption 

5.2.2   Fair Access Protocols 
In previous sections we have identified that OU-CSMA/CA scheme suffers from 
unfair bandwidth sharing due to positional priority, and bandwidth fragmentation 
problem due to asynchronous packet insertion. For unslotted ring networks using 
CSMA-type protocols, there are few works in the literature addressing their fairness 
issue, due to the complexity in analyzing such systems by either simulation or 
mathematical methods. There are generally two ways of performing fairness control 
in a network: centralized and distributed fairness schemes. The former usually  
requires ring nodes to exchange control information among them. This may need 
dedicated control channel for transmitting feedback messages (e.g. [29]) or ring nodes 
must be able to handle transit traffic (e.g. [15] and [30]). This may also require a mas-
ter node that controls the overall network state and parameterizes the operation of ring 
nodes (e.g. [26]). The main drawback of the centralized scheme for controlling fair-
ness is that it may take a long time (due to control information exchange) for reacting 
to the change of network state. 

Regarding the distributed fairness scheme, there are few works employing this ap-
proach, mostly owing to the difficulty of guaranteeing fairness among network nodes 
without knowing the global network state. Indeed, a distributed fairness scheme re-
quires each node in the network to be able to improve the global network fairness 
while operating independently based on local knowledge only. The advantage of such 
approach is that a distributed fairness algorithm may immediately and adaptively act 
according to the change of the node state. This property makes distributed fairness 
scheme attractive to be used in modern MAN network where the traffic and the 
bandwidth demand are excessively changing/growing at an unprecedented rate.  

An example of a distributed fairness scheme is the Dynamic Intelligent MAC (DI-
MAC) protocol described in [31]. This protocol addresses both unfairness and band-
width fragmentation issues in the OPSR network in question. The main idea of  
DI-MAC is to avoid inefficient bandwidth fragmentation by intelligently spacing out 
the transmission of local packets at upstream nodes, hence preserving usable voids for 
the transmission of downstream nodes.  
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Fig. 9. Packet insertion process with OU-CSMA/CA (a) and DI-MAC (b, c) 

The packet insertion process using OU-CSMA/CA at upstream nodes fragments 
the shared bandwidth into voids of variable lengths. Fig. 9 shows a state of the shared 

bandwidth at a given moment t when the node i observes a void of size 4x, where x is 

the MTU of the transmission protocol used. Note that x is a metric that can be inter-

preted in time or bits. We suppose that in this example node i and node i+1 transmit 

packets of size x only, and at instant t their local buffers are empty. In  

OU-CSMA/CA case (Fig. 9-a), the asynchronous insertion of two packets at node i 
fragments the big void 4x into three small voids (whose size is t1, t2 and t3 < x re-

spectively) that are not usable for the node i+1 to insert its packets of size x.  

In Fig. 9-b, DI-MAC at node i intelligently fragments the big void into usable 
voids for the packet insertion of downstream nodes. Indeed, the transmission of the 

first local packet (the packet arrives at t + t1) of node i is delayed, and it is transmit-

ted only when a large enough void (e.g., equal to x) has been reserved for the down-

stream node i+1. The terms "large enough" mean that the void reserved by node i 
should allow the insertion of a maximum size packet of node i+1, …. The transmis-

sion of the second packet, in turn, is also delayed and carried out only when node i 
reserves a void equal to x after the successful transmission of the first packet. In such 

a way, the node i+1 becomes able to transmit its packets. The void reserved by  
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DI-MAC, through the control of the inter-transmission of local packets, is called  
Inter-Transmission Gap (ITG). ITG is a local parameter of DI-MAC implemented at 

each ring node. In Fig. 9-b, ITG is set to x. It is clear that ITG should at least equal to 
the MTU of the transmission protocol used, since this helps a node to release a void 
that is always usable for downstream nodes. 

DI-MAC also provides a simple way to address fairness issue in unslotted OPSR 
network, without any additional control wavelength or synchronization operation. 
Indeed, the fairness enhancement can be done by simply increasing the ITG value at 

upstream nodes. Fig. 9-c shows an example with ITG equal to 3x, where downstream 
nodes have larger bandwidth for transmitting their traffic.  

It is worth mentioning that to effectively provide more bandwidth for downstream 
nodes, the first upstream node plays an important role in the operation of DI-MAC. 
Indeed, the first upstream node begins the fragmentation of the shared bandwidth. 
Thus the packet insertion operation of all other nodes strongly depends on the length 
of voids left between the inter-departures of local packets at the most upstream node. 
For instance, it is easy to see that the bandwidth state viewed be node 2 in case with 
DI-MAC will be a series of occupied and free bandwidth (voids) with void length 
greater or equal to ITG value of node 1. 

Clearly, the choice of ITG value at each node strongly influences the performance 
of DI-MAC. Authors of [31] have proposed a dynamic distributed algorithm for con-
trolling the ITG value at each node. Its principle is summarized as follows. Each node 
must always try to increase its ITG value whenever possible to release more band-
width for downstream nodes (if any); at the same time, a node must try to guarantee 
that the waiting time of its client packets does not exceed a predefined threshold 
Wmax, which may be freely chosen or deduced from the QoS parameters offered by 
service providers (e.g., from Service Level Agreement - SLA). This means that if a 
node observes that its client packets have been waited for a time considered too long, 
it must decrease the value of its own ITG instead of increasing it. The implication is  
 

 

Fig. 10. Mean waiting time at each node with different access schemes: offered ring load = 0.80, 
uniform traffic pattern on the ring 
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that each ring node will be able to adjust its own ITG value that will have neither too 
big value nor too small value due to the ITG increasing process alternating with the 
ITG decreasing process. With this algorithm, DI-MAC remains fully-distributed since 
it requires only knowledge about the standard QoS parameters offered by service 
providers. And, it possesses the dynamic property since its ITG value changes with 
the variation of local packets waiting time, which clearly reflects the variation of 
bandwidth occupation state and of local packer arrival process. 

Performance analysis of DI-MAC has shown that DI-MAC considerably improves 
the network performance (much higher than that obtained with OU-CSMA/CA) both 
in terms of resource utilization and performance parameters such as loss and  
delay. For instance, Fig. 10 plots the mean waiting time at each node obtained with  
DI-MAC, with OU-CSMA/CA and with a centralized mechanism TCARD [26]. With 
a big value of Wmax (e.g., 1 ms), DI-MAC provides almost the same small mean wait-
ing time for all nodes, hence offering the highest fairness level (and performance as 
well) to the network. Furthermore, this mechanism renders the network performance 
more stable and almost insensitive to network configuration and traffic change [31]. 

6   Guarantee of QoS in Multiservice Optical Metro Ring 

Delivering services with guaranteed quality to users is an essential requirement for a 
metropolitan network. A metropolitan network typically interconnects enterprises, 
organizations and academic campus generating a variety of applications that might 
require quality-guaranteed services such as delay-sensitive (real-time) applications 
(voice, video conferencing, …), loss-sensitive applications (banking transaction, criti-
cal data transfer, …), or quality-non-guaranteed services such as best-effort Internet 
applications. The volume of data traffic today largely exceeds that of voice traffic. 
However, most revenues of service providers are still generated by voice service. 
Hence it points to a burning topic that MAN service providers should seek to  
construct novel common packet-based network infrastructure, which possesses the 
capability of supporting data traffic efficiently while delivering the same quality for 
voice service as in traditional TDM-based networks (e.g. SONET/SDH) to metropoli-
tan users. This section is devoted to discuss some issues on the guarantee of QoS in a 
multiservice OPSR network. 

6.1   QoS Architecture and Service Mapping 

The global metropolitan traffic can be divided into two main categories: real-time 
traffic (e.g. TDM) and non-real-time traffic (e.g. data). The non-real-time traffic can 
be divided, in turn, into QoS-guarantee traffic (e.g. loss-sensitive data applications) 
and QoS-non-guarantee traffic (e.g. Internet best-effort traffic). These three traffic 
categories (or classes of service - CoS) usually cover all types of traffic that a MAN 
might be supposed to transport. 

A metropolitan network like OPSR might interconnect many types of client  
networks, such as IP, SONET/SDH, ATM, Frame Relay…, each provides its own 
quality of service. Thus it is important to define a rule for the mapping of the services  
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 Real-time Applications 
Voice (Telephony, VoIP,…), 
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Loss-sensitive Applications 
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Fig. 11. Service mapping in OPSR network 

provided by those client networks to the services offered by the OPSR network itself. 
Based on the assumptions on QoS architecture stated above, a possible service map-
ping solution is described in Fig. 11. 

6.2   Transport of TDM Circuit across Packet-Based Networks 

Currently, two main efforts exist in telecommunication research community, trying to 
guarantee the QoS to some types of traffic that a metro network may transport, mainly 
the real-time TDM traffic. The design of metropolitan architecture employing ring 
topology and OU-CSMA/CA protocol faces the fairness issue where the traffic trans-
mitted at upstream nodes influences the performance of downstream nodes. To pro-
tect TDM-based flows performance from the influence of data traffic circulating on 
the bus, new protocols may be needed. Thus, hybrid protocols, which combines fea-
ture of CSMA/CA and token-passing-type, may represent a possible solution [32]. 

Another approach being supported by many standard organisations is to consider 
that the convergence between circuit- and packet-switched services should be done at 
the “packet” layer and therefore they concentrate on defining the functionalities and 
requirements at the interface between these two worlds. The technology allowing the 
convergence of circuit- and packet-switched services over a packet-based network is 
called Circuit Emulation Service (CES). This section focuses on this technology. 

6.2.1   Circuit Emulation Service 
Globally, Circuit Emulation Service is a technology allowing the transport of TDM 
service such as PDH (E1/T1/E3/T3) as well as SONET/SDH circuit over packet 
switching networks. The main intention of CES is to make the packet switching net-
work behave as a standard TDM-based SONET/SDH/PDH network as seen from the 
customer’s point of view. Thus CES should allow customers to be able to use the 
same existing TDM equipment, regardless of whether their traffic is carried by stan-
dard SONET/SDH/PDH network or a packet switching network using CES. 
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CES is supported by a number of organisms, including the Internet Engineering 
Task Force (IETF) [33], the Metro Ethernet Forum (MEF) [34], the International 
Telecommunication Union (ITU) and the Multi-Protocol Label Switching, Frame 
Relay and ATM alliance (MFA forum) [35], [36]. There are no important differences 
between the CES standards being defined by these organisms. They actually address 
different layers within the network (e.g. IP, MPLS, Ethernet…), and emphasize dif-
ferent aspects of the CES depending on the specific services they are concerned with. 
It is worth mentioning that using CES to transport voice across an IP network is not 
like voice over IP (VoIP) technology. Indeed, VoIP is used for transporting voice 
only, and it requires complex signaling protocols such as H.323 or SIP (Session Initial 
Protocol). In contrast CES can be used for transporting voice, video, and data over 
many types of packet switching network (not necessary IP network). Moreover it 
generally does not need gateway signaling as in VoIP, and requires low processing 
latency. Many believe that CES will displace VoIP in the future thanks to its effi-
ciency and flexibility. 

The reference model for CES on the metro OPSR network is based on the global 
model for circuit emulation described in IETF RFC3985 [37] and MEF3 specification 
[34]. Fig. 12 presents the reference model of CES for OPSR network. Generally 
speaking, we have two TDM customers’ edges (CE) communicating via OPSR. One 
CE is connected to an AP node (ingress CE), the other CE is connected to the POP 
node (egress CE). TDM service generated by ingress CE is emulated across the OPSR 
network to egress CE. The emulated TDM service between two CEs is managed by 
two inter-working functions (IWF) implemented at appropriate nodes.  

 

 

Fig. 12. Reference model for CES on metropolitan OPSR network 

Operation Modes. CES has two principal modes of operation. In the first one, called 
“unstructured” or “structure-agnostic” emulation mode, the entire TDM service 
bandwidth is emulated transparently, including framing and overhead present. The 
frame structure of TDM service is ignored. The ingress bit stream is encapsulated into 
an emulated TDM flow (also called CES flow) and is identically reproduced at the 
egress side. The second mode, called “structured” or “structure-aware” emulation, 
requires the knowledge of TDM frame structure being emulated. In this mode, indi-
vidual TDM frames are visible and are byte aligned in order to preserve the frame 
structure. “Structured” mode allows frame-by-frame treatment, permitting overhead 
stripping, and flow multiplexing/demultiplexing. This means that a single “structured” 
TDM service may be decomposed into two or more CES flows, or two or more 
“structured” TDM services may be combined to create a single CES flow as well. 
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Functional Blocks. In the reference model of CES, the Native Service Processing 
(NSP) block performs some necessary operations (in TDM domain) on native TDM 
service such as overhead treatment or flow multiplexing /demultiplexing, terminating 
the native TDM service coming/going from/to CE. For instance, as the “unstructured” 
TDM service does not need framing treatment, it might not be handled by the NSP 
and can pass directly to the IWF block for emulation. However, the “structured” TDM 
service should be treated by the NSP block before going to the IWF block. Actually, 
the NSP could be the standard SONET/SDH framer or map per, or other propriety 
products. 

The Inter-Working Function (IWF) block could be considered as an adaptation 
function that interfaces the CES application to the OPSR layer. This means that the 
CES technology could be considered as an application service that uses the OPSR 
network as a virtual wire between two TDM networks. Thus, the IWF block is re-
sponsible for ensuring a good operation of the emulated service. The main functions 
of IWF are to encapsulate TDM service in transport packets, to perform TDM service 
synchronization, sequencing, signalling, and to monitor performance parameters of 
emulated TDM service. Each TDM emulated service requires a pair of IWF installed 
respectively at ingress and egress sides. 

TDM Frame Segmentation. A TDM frame would ideally be relayed across the emu-
lated TDM service as a single unit. However, when the combined length of TDM 
frame and its associated header exceeds the MTU length of the transmission protocol 
used, a segmentation and re-assembly process should be performed in order to deliver 
TDM service over the OPSR network. By this consideration therefore, two segmenta-
tion mechanisms have been proposed in [38]. The first one, called dynamic segmenta-
tion, fragments a TDM frame into smaller segments according to void length detected 
on the transmission wavelength. This approach promises a good use of wavelength 
bandwidth, but is technically complex to implement. The second segmentation 
method is static segmentation, which segments the TDM frame according to a prede-
fined threshold. This technique is simple to implement, and it provides resulting TDM 
segments with predictable size. Thus current TDM monitoring methods could be 
reused, simplifying the management of CES. Additionally, in [39] authors have rec-
ommended some rules to determine the segmentation threshold for TDM frames. 
First, the segmentation threshold should be either an integer multiple or an integer 
divisor of the TDM payload size. Second, for unstructured E1 and DS1 services, the 
segmentation threshold for E1 could be 256 bytes (i.e., multiplexing of 8 native E1 
frames), and for DS1 could be 193 bytes (i.e., multiplexing of 8 native DS1 frames). 

6.2.2   Performances of Circuit Emulation 
Fig. 13 illustrates performance parameters of the OPSR network measured at the 
offered network load of 0.80 using different access schemes ([25]). Globally, OU-
CSMA/CA and TCARD schemes may provide satisfying QoS for TDM service, but 
at the expense of degrading or even losing low priority traffic. However, DI-MAC 
scheme seems to support better all types of service. It effectively guarantees expected 
QoS for TDM service, and, at the same time provides low loss and low packet delay 
for lower priority services.  
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No loss 
with DI-MAC 

 

a) Packet loss rate of CoS2 and CoS3        b) Average access delay of CoS1 

Fig. 13. Performance results on CES: offered ring load = 0.80, TDM segmentation threshold = 810 
bytes 

7   Summary 

We have provided in this paper an overview of the optical metropolitan networks. The 
introduction of new optical networking into the future MAN to improve, not to say 
replace, the current circuit-based networks is becoming more and more urgent due to 
the rapid change of traffic and of user demand in today’s MAN. Among many possi-
ble solutions, the OPS technology was identified as a good candidate for the future 
MAN thanks to its flexibility, scalability and cost-efficiency. 

Many technological aspects of OPS networks have been investigated in this paper, 
namely the optical packet format issues, the performance improvements of MAC 
protocol and the guarantee of QoS in a multi-service environment. Globally, the 
choice of optical format has important impact on the network performance. Numerous 
studies have shown that there is no a unique optimal choice for optical packet format, 
but this choice depends on a number of factors: the traffic profile, the different QoS 
requirements, the network segment (edge or core), etc. After the packet format, comes 
the MAC protocol that is an essential issue in the design of a MAN. The aim of a 
MAC protocol is to control the multiple accesses to shared resources in such a way 
that the network resources are exploited best. A simple and cost-efficient MAC proto-
col that was proposed for metro OPS ring networks is the optical unslotted CSMA/CA 
protocol. Due to its limit in terms of performance, this protocol needs further  
improvements to overcome some drawbacks, namely the inefficient bandwidth utili-
zation due to bandwidth segmentation and the unfairness among ring nodes. These 
issues can be resolved using packet concatenation mechanisms (e.g. Modified Packet 
Bursting) or / and fairness control schemes (e.g. Dynamic Intelligent MAC), which 
were proved efficient and robust in increasing network performance. Finally, these 
schemes combined with the Circuit Emulation Service technology are able to provide 
service distinction for multi-service optical metro networks. More specifically, with 
CES technology, a metro OPS network is able to support sporadic packet-based ser-
vices while guaranteeing TDM-like QoS for circuit-based services. 
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Abstract. The study focuses on packet aggregation mechanisms on the
edge router of an optical network. The device works as an interface be-
tween the electronic and optical domains : it takes IP packets coming
from client layers and converts them into optical packets to be sent into
the optical network. An efficient aggregation mechanism supporting QoS
(Quality of Service) requirements of IP flows is presented. A timer is im-
plemented to limit the aggregation delay. Analytical models based on
Markov chains are presented in order to study the packetisation effi-
ciency (filling ratio) and the mean time of packetisation for each class.
Numerical results show the effect of IP packet lengths distribution on ag-
gregation delay and efficiency. Also, we show the importance of the timer
in bounding the delay of transmitted packets without much altering the
aggregation efficiency.

Keywords: Optical networking, Packet aggregation, Bandwidth effi-
ciency, Quality of service (QoS), Traffic engineering.

1 Introduction

In recent years, considerable research has been devoted to design IP full op-
tical backbone networks, based on Wavelength Division Multiplexing (WDM)
technology [10], in order to relieve the capacity bottleneck of classical electronic-
switched networks. In a long-term scenario, the optical packet switching (OPS),
based on fixed-length packets and synchronous node operation, can provide a
simple transport platform based on a direct IP over WDM structure which can
offer high bandwidth efficiency, flexibility, and fine granularity [26]. In [24], both
client/server and Peer to Peer traffics are studied in order to study the impact of
traffic profiles on the performance of the system. Two major challenges face the
application of packet switching in an optical domain. First, the adaptation of IP
traffic, which mainly consists of asynchronous and variable length packets, with
the considered synchronous OPS network. Second, the handling of QoS (Quality
of Service) requirements in the context of a multi-service packet network. To
cope with the first problem, IP packet aggregation at the interface of the optical
network ( [8,15,6]) presents an efficient solution among few other proposals in
literature ( [22,2]).

D. Kouvatsos (Ed.): Next Generation Internet, LNCS 5233, pp. 835–858, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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The optical packet

Payload

Guard time

Header

Synchronisation field

Fig. 1. Optical packet format

This is because in the current OPS technology, a typical guard time of 50
ns must be inserted between optical packets [12]. Also, a synchronisation field
is to be provided, so that the optical packet is built as in Fig.1. In any packet
switching network, information is carried and processed in blocks, incorporating
the useful payload and the header needed to process and forward the packet
through the network. Different packet formats are defined, which impact the
mean delays in the optical MAN [7]. As the header has no usefulness from the
end-to-end viewpoint, it corresponds to a portion of the total bandwidth which
may be seen as wasted and thus its relative importance has to be minimized,
which calls for rather long packets.

A possible issue is the aggregation of several IP packets into a single macro-
packet with fixed size, wich represents an aggregate optical packet. Furthermore,
it is necessary to perform the aggregation process regardless of the destinations of
IP packets. This is due to the permanent increase in the number of IP networks,
and consequently, in the number of destinations, which leads to a poor filling
ratio of the optical packet if the aggregation process is performed by destina-
tion (i.e., IP packets with same destinations are aggregated together). The QoS
problem is treated by adopting a class-based scheme in the edge nodes, which
simplifies the core of the optical network by pushing the complexity towards the
edge nodes.

According to the above discussion, this paper proposes aggregation mecha-
nisms in order to aggregate variable-length IP packets into the payload of an
optical packet. In the first mechanism proposed, the aggregation cycle ends if
the aggregated packet cannot accommodate more IP packets. We present the
analytical based on Markov chains in order to evaluate performance measures
as packetisation delay and efficiency. Analytical results show clearly the influ-
ence of IP packet lengths on performance measures. Secondly, we introduce in
the aggregation mechanism the QoS requirements of IP flows, and timer. In this
second mechanism, variable-length and multi-CoS (Class of Service) IP packets
are aggregated regardless of their final destinations.

The idea consists of the separation of IP traffic into {J ≥ 2} prioritized queues
according to the desired CoS. At each fixed interval of time (τ), an aggregation
cycle begins and an aggregate packet is constructed from several IP packets
belonging to the different queues. In addition, we apply an aggregation priority
mechanism by collecting IP packets, at the beginning of each aggregation cycle,
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from higher priority queues before those of lower priority. However, in order to
relieve the drawbacks of such strict priority discipline, an hybrid version of the
probabilistic priority algorithm presented in [16,17] may be used. Since the size
of an IP packet at the head of a queue i, {1 ≤ i ≤ J} may be greater than
the gap remaining into the aggregate packet, the IP packet can be segmented in
this case.

The second aggregation technique exhibits two particular characteristics. First,
an aggregate packet is generated at regular time intervals, which may vary dy-
namically in order to sustain a prefixed amount of the filling ratio [19]. Second, a
multicast optical packet is constructed. We present possible applications of such
aggregation method in MANs and WANs respectively. As candidate applications
in MANs, we mention the family of slotted ring networks deploying destination
stripping such as the network studied in [21]. In addition, a broadcast network,
which is a slotted version of the multi-channel packet-switched network called
DBORN (Dual Bus Optical Ring Network) [20], represents an important appli-
cation. This is because DBORN matches very well the multicast nature of the
generated optical packets without the addition of any complexity in the node ar-
chitecture. Furthermore, DBORN, coupled with the aggregation technique, can
be adapted to use an access scheme based on TDMA, but avoids the lack of
efficiency exhibited by the latter in the case of unbalanced traffic.

The present paper is organized as follows. The first aggregation mechanism is
presented in section 2. Using a mathematical analysis, we give the packetisation
efficiency and delay. We present analytical results in order to see the impact
of packet length distribution on the packetisation mechanism. In section 3, we
introduce the second aggregation mechanism with different QoS levels. Moreover,
a timer is implemented in order to limit the aggregation delay. We present the
analytical model in order to compute the aggregation delay for each class. Some
numerical examples are presented and commented. Sections 4 and 5 explain how
to apply the aggregation technique to MANs and WANs, respectively. Finally,
Section 6 concludes the paper.

2 The First Packet Aggregation Mechanism

The study considers the aggregation of blocks of data in a single packet. The
typical application is the building of optical packets in the edge router of optical
backbone: IP packets, of variable length, are put together in fixed-size packets
before being sent in the network. Most often an Ethernet link is used so that
IP packets are segmented according to the maximum size of Ethernet frames.
For convenience, the entering packets from the client layer are named ”blocks”,
while the term of ”packet” is reserved to the constant-size optical packet. The
operating mode is as follows:

– Individual blocks, with variable length, arrive in the aggregation unit. The
block is tentatively inserted in the packet under building.

– If there is enough room for the block, the packet remains in the unit until
next block. If the block cannot be inserted because of its size, then the
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current packet is considered as being completed and is sent in the network.
The arriving block is denoted as a trigger block, as it provokes the packet
sending . The part of the packet which is still not filled is wasted. At the
same time a new packet is created, and the trigger block is inserted in it.

– When a new packet is created, a time-out is initialized. If the time-out fires
before the packet is completed, the packet is immediately sent, whichever its
current filling.

There are two problems related with this process, namely the choice of the packet
size and the choice of the time-out value. The point is that long packets yield
an optimal use of the available bandwidth, at the price of an increasing end-to-
end delay, while too short packets increase the burden of headers and wasted
bandwidth resource.

2.1 Mathematical Analysis

Let the individual blocks have their lengths distributed according to a common
probability distribution function F , with density f . The successive block sizes
are independent and identically distributed (i.i.d.). Let m be the average block
length. The constant size of the optical packet is denoted as K. The units for
measuring K or the block lengths may be either bits, or bytes, or larger units.
For the analysis of delay performance, one has to specify the arrival process of
the client blocks. When needed, one assumes they arrive according to a Poisson
process, with rate λ.

In a time interval T , λT blocks arrive, which represent a total amount of
λTm bits. They will be sent in N(T ) packets, carrying both the useful data, the
header information and the padding bits. Let E denote the average pad length.
The average number of blocks per packet, p, gives the average useful payload
pm (using Wald’s relation proves this result), which is related with the average
waste, by the relation : E + pm = K.

The packetisation efficiency ε is defined as the ratio of the average filled pay-
load to the total payload length :

ε =
pm

K
(1)

N(T ) is given by the simple relation :

N(T ) =
λT

p
(2)

The average packetization delay θ is related with p: the packet begins with block
1 and is sent when block p+ 1 arrives, representing thus p interarrival periods.
So the average delay θ is equal to:

θ =
p

λ
(3)

If D represents the bandwith (in bit/second), then D = λm, and we obtain that:

θ =
pm

D
(4)
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A model for packet length. The study considers the process (Xn) of the
cumulated packet size after the arrival of the n-th block (whether the optical
packet is sent or not). Let Hn(x) denote the probability distribution function of
the (Xn). The process (Xn) is a discrete-time Markov process, which obeys the
following recurrence relation (fn stands for the size of the n-th arriving block):

Xn =
{
Xn−1 + fn if Xn−1 + fn ≤ K
fn otherwise

(5)

The above recurrence yields the following relation between pdf’s :

P{Xn ≤ x} =
∫ x
y=0 fn(y)P{Xn−1 > K − y} dy

+
∫ x
y=0 fn(y)P{Xn−1 ≤ x− y} dy (6)

Now, we assume that a stationary limit exists. This gives the fundamental
relation:

H(x) =
∫ x

y=0

f(y)[1 +H(x− y)−H(K − y)] dy (7)

From the solution of the precedent equation , the major performance figures are
derived. Especially, the distribution of the packet size is of prime importance. Let
Q(x) be the probability that a packet is sent with size lower or equal to x. First,
the probability Π that a packet is sent at epoch n is equal to the probability
that the n-th arriving block is a “trigger block”. So:

Π =
∫ K

y=0

f(y)[1−H(K − y)] dy (8)

Now, Q is derived from H : this is the probability that the Xn is lower than x,
given that a packet is actually sent:

Q(x) = P (Xn−1 ≤ x and fn trigger block|a packet is sent at n− 1) (9)

So:

Q(x) =
1
Π

∫ x

u=0

∫ K

y=K−u
dyH(u)f(y) dy =

1
Π

∫ K

y=K−x
f(y) [1−H(K − y)] dy

(10)

The case where block sizes have a discrete distribution. When the fn
take only discrete values, a simpler set of equations may be used. First, one can
assume that the distribution of the arriving block is an integer multiple of a
basic block (a byte, or more – e.g. 64 bytes). In this case, all the problem is
reformulated using the basic block as unit. The packet size K is then expressed
as an integer number of basic blocs. The recurrence relation (5) is still valid, but
it allows a more tractable one-dimension Markov chain formulation. Especially,
H(x) is given by:

H(x) =
x∑
y=0

P{f = y}[1 +H(x− y)−H(K − y)] (11)
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As (Xn) can take only discrete values, the following relation holds: P {Xn = x} =
H(x)−H(x− 1), which is equal to:

x∑
y=0

P {fn = y} P {Xn = x− y}+ P {fn = x}P {Xn > K − x} (12)

This relation corresponds to the local balance equation on state {Xn = x}. In
other words, in the case of discrete values of ingoing blocks, the relations given
for H(x) generate the resolution of the discrete Markov chain which governs the
evolution of (Xn). Let us explain now how to compute performance measures,
such as the mean size of the payload of optical packets, and the average pack-
etisation delay. We must give Q(x) in the case of discrete size of packets : it will
represent the probability that a packet of size x ∈ N will be sent. The relations
given in the continuous case still hold. First let us write Π , the packetization
probability, which becomes in the discrete case:

Π =
K∑
y=0

P {f = y} [1−H(K − y)] (13)

So Q(x) is given by the following relation :

Q(x) =

∑
y>K−x P {f = y}P {X = x}

Π
(14)

Let N be the mean size of the effective payload in optical packets :

N =
K∑
x=0

x Q(x) (15)

The packetisation efficiency ε is :

ε =
N

K
(16)

The average packetization delay θ is :

θ =
N

mλ
(17)

which is equivalent to :

θ =
N

D
(18)

2.2 Numerical Results

In this section, we give some numerical results in order to see the performance of
packet aggregation. We suppose that the block sizes have a discret distribution,
and we compute the packetisation efficiency and the mean time of packetisation,
using equations given in section 2.1.
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Table 1. Block length distributions

Ci 64 bytes 576 bytes 1600 bytes

C1 0.25 0.75 0

C2 0.25 0.5 0.25

C3 0.25 0.25 0.5

C4 0.25 0 0.75
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Fig. 2. Packetisation efficiency versus optical packet size

In Fig.2, we have plotted several curves representing the packetisation effi-
ciency versus the optical packet size. For all the experiments, we have supposed
that the arrival rate λ of clients IP blocks is 10/μs, and the unit for measuring
the block lengths and optical packet size K is 64 bytes. Performance measures
are computed for optical packet sizes varying from 1600 bytes to 6400 bytes (25
packet units to 100 packet units in figures). We have supposed different block
length probability distributions for input IP packet flows.

The curve ”Ci” for i ∈ [1 . . . 4] corresponds to the Ci configuration for the
block length distribution. We have chosen block lengths equal to : 64 bytes, 576
bytes, and 1600 bytes. In table 1, we give block length distributions of IP packet
flows for each Ci.

We notice that when the ratio of blocks whith a high length increases, then
the packet efficiency decreases. For the curve ”C4”, we can remark an oscillation
phenomenon : as we have often arrivals of large length block then we have two
cases : the packet is either well filled, or not (he has an important free places
but not enough to be filled with the block). Except for this case, we can see that
the block length distribution has not an important impact on the packetisation
efficiency. As it seems that current IP flows exhibit a rather high proportion of
short IP packets (acknowledgements typically), configurations ”C1” and ”C2”
are the most likely to be observed. However, the partial filling effect is to be
mixed with the bandwidth waste related to guard bands and headers. Assume
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Table 2. Global performance figures

Payload length Packet duration Global efficiency

1600 bytes 1.48 μs 0.57

3200 bytes 2.76 μs 0.77

6400 bytes 5.32 μs 0.87

for instance that they result in a 200 ns (100 ns for guard times and 100 ns
for the header), and that the link speed is 10 Gbits/s. In table.2 we give the
following global performance figures in the case of the (probably most typical)
configuration ”C2”.

In Fig.3, we show the mean packetisation delay (in μ s) versus the optical
size. As can be expected, the longer the packet, the longer the aggregation delay.
Also, as the aggregation efficiency increases, so does the delay-since more data
is needed to fill the packet. Therefore, efficiency is obtained at the price of
additional delay. We can see in this figure, that for an optical packet size of
1600 bytes, the packetisation delay varies from 0.26 μs (curve C1) to 0.069 μs
(curve C4). And for 6400 bytes it varies from 1.358 μs (curve C1) to 0.45 μs
(curve C4). So we deduce that the delay is quite negligible for λ=10 blocks/μs,
but it increases if λ decreases (for λ=10 blocks/s, the delay will have the same
values but given in secondes). Suppose now that the flow to carried through the
aggregation process is 1Gbits/s (so D=1Gbits/s), we obtain the following values
of the mean packetisation delay given in table 3.

We can see that for D=1 Gbit/s, the delay is quite negligible, but as for λ, if
D decreases, the delay increases.

We have proposed in this section a first mechanism for packet aggregations,
and we have evaluate the performance using mathematical models. This system
is not very complex, We have seen the impact of packet length distributions on
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Fig. 3. Average packetisation delay in μs versus optical packet size
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Table 3. Packetisation delay in μs for 1 Gbit/s flow

Payload length C1 C2 C3 C4

1600 bytes 1.19 1.06 1.01 0.84

3200 bytes 2.98 2.64 2.60 2.64

6400 bytes 6.09 5.84 5.67 5.48
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Fig. 4. The aggregation mechanism at the optical interface

packetisation delay and efficiency. Furthermore, we need to complexifiy the ag-
gregation mechanism by introducing a timer parameter, and taking into account
QoS of different packet flows.

3 The Second Packet Aggregation Mechanism

Let there be J classes of packets (throughout the paper the term ”packet” stands
for ”IP packet”), where packets with a smaller class number have a higher pri-
ority than packets with a larger class number. Each class of packets has its own
queue and the buffer of the queue is infinite. Packets in the same queue are
served in FCFS fashion.

3.1 Mathematical Model

Each packet is modeled by a batch of blocks having a fixed size of b bytes. Let X
be the batch size random variable with probability generating function (PGF)
X(z), and probability mass function (pmf) {xn = P (X = n), n ≥ 1}. The size
of the aggregate packet is fixed to N blocks (N > max(X)), and a timer with a
time-out value τ is implemented as shown in Fig. 4. At each timer expiration (i.e
at instants {nτ, n = 0, 1, 2, . . .}) the aggregation unit takes min(N , the whole
queue 1 length) blocks to attempt filling the aggregate packet. If a gap still
remains, the aggregation unit attempts to fill it from queue 2, then from queue
3,. . . , until the aggregate packet becomes full or until queue J is reached. If
the whole of the IP packet cannot be inserted (e.g., the packet at the head of
queue J in Fig. 4), only a part of it, needed to fill the aggregate packet, is
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transferred to the aggregation unit (a segmentation interface performs packets
segmentation just before the aggregation unit). The aggregate packet is then
sent to a queue (called conversion queue) preceding the stage of the electronic to
optical conversion (E/O), and a new aggregation cycle is performed by polling
queue 1 again. Note that in the discipline described above, it may take several
times for the aggregation unit to switch from one queue to the other to actually
perform packets aggregation in each aggregation cycle. Throughout the rest of
this paper, we assume that the switch-over time can be much small as compared
to the sojourn time and will not be taken into account in the analysis. It is
worthwhile mentioning that the discrimination between successive IP packets,
contained in an aggregate packet, is performed by using a delineation protocol
such as the protocol proposed in [11].

In the analytical study, we first begin by considering only two classes of pack-
ets (J = 2). However, the analysis can be extended easily to a multi-class sys-
tem, as it will be shown later. The following assumptions and notations are
used throughout this paper. We assume that packets arrive at the correspond-
ing queues according to independent Poisson processes with rates λ1 and λ2,
i.e. the total arrival rate is λ0 = λ1 + λ2. We define {Act , c = 0, 1, 2} as the
number of blocks arriving at queue c, (for c = 0 the queue corresponds to the
combination of queues 1 and 2), during an interval of time t, and we design by{
Act(z) = eλct(X(z)−1)

}
its PGF and {act(n), n ≥ 0} its pmf.

3.2 Blocks Number Pre-departure Probabilities and Filling Ratio

We define {Y c(t), c = 0, 1, 2} by the number of blocks in queue c at time t, and
we suppose that Y cn = Y c(t−n ). We choose a set of embedded Markov points as
those points in time which are just before timer expirations. Let t0, t1, . . . , tn, . . . ,
be the epochs of timer expirations. Since the whole system and queue 1 behave
in a similar way, the steady state distribution for {Y cn , n = 0, 1, 2, ...} is obtained
by the same manner for {c = 0, 1}:

yck = lim
n−→∞P (Y cn = k), k ≥ 0 (19)

The following state equation holds:

Y cn+1 =| Y cn −N |+ +Acτ (20)

where | c |+ denotes max(0, c). The equilibrium queue length distribution (in
blocks number) at an arbitrary time epoch is then described by the probability
generating function Y c(z), which can be derived in (21) by a straightforward
and well-known fashion [9]. It is given by :

Y c(z) =
Acτ (z)(z − 1)(N − E[Acτ ])

zN −Acτ (z)
N−1∏
k=1

z − zk
1− zk (21)
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where, z1, z2, . . . , zN−1 are the N−1 zeros of zN −Acτ (z) inside the unit circle of
the complex plane, and E[...] is the expectation value of the expression between
square brackets. Using the inverse fast fourier transform (ifft) of MATLAB, ycn
can be derived from (21) in few seconds. Equation (21) allows us to obtain the
pmf of the aggregate packet filling value (i.e the number of blocks in the aggregate
packet). Let F be the filling value random variable, and define the filling ratio
random variable by Fr = F/N (which is equivalent to the bandwidth efficiency).
If we denote by {fn = P (F = n), 0 ≤ n ≤ N} the pmf of F , we obtain:

fn =
{

y0
n if 0 ≤ n < N − 1

1−∑N−1
i=0 y0

i if n = N
(22)

To obtain the steady state distribution for {Y 2
n , n = 0, 1, 2, ...}, the state equation

can be written as:
Y 2
n+1 =| Y 2

n −G |+ +A2
τ (23)

where G represents the gap random variable. It is given by G = N − F , and
hence, its pmf defined by {gn, n = 0, 1, 2, . . . , N} can be obtained easily from
(22). The PGF of Y 2 is then given by (see [9]):

Y 2(z) =
A2
τ (z)(z − 1)(N − E[U ])

zN − U(z)

N−1∏
k=1

z − zk
1− zk (24)

where U is the random variable defined by: U = N+A2
τ−G, and z1, z2, . . . , zN−1

are the N − 1 zeros of zN − U(z) inside the unit circle.

Blocks number random instant probabilities. Let {Kc, c = 1, 2} denote
the number of blocks, at a random instant t, in queues 1 and 2 respectively ,
and let {qck = P (Kc = k), k ≥ 0} be its pmf.

Lemma 1. Kc is related to Y c by:

Kc(z) = Y c(z)
1− e−λτ(X(z)−1)

λτ (X(z)− 1)
(25)

Proof: The proof is given for c = 2, the case of c = 1 is a particular case obtained
by replacing the random variable G (the gap) with the constant parameter N
(the length of the aggregate packet). Let Te be the elapsed time since the last
timer expiration. By conditioning on Te, the following state equation can be
obtained:

K2 | (Te = t) =| Y 2 −G |+ +A2
t (26)

Then (superscript 2 is omitted for simplicity), if we denote by K∗ = K(z | Te =
t) is given by:

K∗ =
∑∞
k=0 P [| Y −G |+ +At = k] zk

=
∑∞
k=0

∑N
i=0 giP [| Y − i |+ +At = k] zk

=
∑∞
k=0

∑N
i=0 gi

{∑i
j=0 yjP [At = k] +

∑∞
j=i+1 yjP [At = k − j + i]

}
zk

= At(z)
{∑N

i=0 gi

(∑i
j=0 yj + z−i

(
Y (z)−∑i

j=0 yjz
j
))}

(27)
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With (see [9])(∑N
i=0 gi

∑i
j=0 yj −

∑N
i=0 giz

−i∑i
j=0 yjz

j
)

=
Y (z)(1−Aτ (z)

∑N
i=0 giz

−i)
Aτ (z) ⇒

K(z | Te = t) = At(z)
Aτ (z)Y (z)

(28)
To obtain K(z), it is sufficient to remove the condition on Te, thus,

K(z) =
∫ τ

t=0

At(z)
Aτ (z)

Y (z)
(
dt

τ

)
(29)

and the proof is completed.

3.3 Mean Delay Analysis

In this section we present a method to obtain the mean aggregation delay of
an IP packet belonging to class 1 or to class 2. The aggregation delay random
variable of a class c packet, {c = 1, 2}, is represented by {Dc, c = 1, 2}, and it is
defined as the time period elapsed between the arrival instant of the packet to
its corresponding queue, and the instant when the last block of the packet leaves
the queue. The delay can be decomposed in two parts: the waiting time of the
packet first block until it becomes at the head of the queue, and the delay due
to the packet segmentation when the packet cannot be inserted directly into the
remaining gap of the aggregate packet. The decomposition is written, in term of
mean delays, as:

E[Dc] = E[Dcb] +D
c
s (30)

where Dcb denotes the packet first block waiting time in the queue and Dcs stands
for the packet segmentation delay. By using the Little theorem we get:

E[Dcb] =
E[Kc]

λc × E[X ]
(31)

where E[Kc] can be obtained by putting z = 1 in the first derivative of Kc(z),
and its given by:

E [Kc] = E[Y c]− λcτE[X]
2

=
{
E [Acτ ]+

[
V AR[C(U,A1

τ)]
2(N−E[C(U,A1

τ )])−
E[C(U,A1

τ)]
2 +1

2

∑N−1
k=1

1+zc
k

1−zc
k

]}
− λcτE[X]

2

(32)
with,

C(x, y) =
{
x if c = 1
y if c = 2 (33)

V AR[X ] is the variance of X , {z1k, 1 ≤ k ≤ N − 1} and {z2k, 1 ≤ k ≤ N − 1}
are the roots inside the unit circle of the two respective following equations:
{zN −A1

τ (z)} and {zN −U(z)}, with U(z) defined in section 3.2. Note that the
roots are found using a numerical method with a precision of 10−10.
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Computation of D1
s . We consider the case where N > max(X), where X

denotes the batch size random variable (i.e the size of an IP packet in term of
blocks), which implies that a class 1 packet cannot be segmented more than
once. If we denote by p1,ns the probability that a packet is segmented n times,
then the segmentation delay of a class 1 packet will be given by:

D1
s =

∞∑
n=1

p1,ns × (nτ) = p1,1s × τ (34)

The following is a method to obtain p1,1s : let Ns be the random variable repre-
senting the number of blocks that enters the aggregation unit before the first
block of a random packet, given that the latter (the first block of the packet)
has entered the aggregation unit. The pmf of Ns, {P (Ns = n, n = 0, . . . , N −1},
can be obtained as follows:

P [Ns = n] =
∑∞
k=0 P

[
K1,a = kN + n

]
=
∑∞
k=0

∑∞
i=0 k

1,a
i δ(i− kN − n)

=
∑∞
i=0 k

1,a
i

∑∞
k=−∞ δ(i− kN − n)

(35)

where K1,a is the number of blocks presented in queue 1 seen at the arrival
of a random packet. PASTA property [25] implies that K1,a = K1. δ(n) is the
Kronecker delta function, which equals 1 for n = 0 and 0 for all other n, and
{k1
i = 0, for i < 0}. Now we make use of the following identity:

∞∑
k=−∞

δ(i− kN − n) =
1
N

N−1∑
s=0

as(i−n) (36)

with: a = exp
(
j 2π
N

)
. In words: the right-hand side of (36) equals zero unless the

integer i− n is a multiple of N , when it equals unity. Thus,

P [Ns = n, 0 ≤ n ≤ N − 1] =
∑∞
i=0 k

1
i

1
N

∑N−1
s=0 a

s(i−n)

= 1
N

∑N−1
s=0 a

−snK1(as)
(37)

where K1(as) is K1(z) evaluated at z = as.
Obtaining the pmf of Ns by using (37) for each value of n leads to a very

long computation time, especially when N becomes large. However, we give an
equivalent matrix equation for this relation. This approach reduces the com-
putation time considerably since it gives the pmf of Ns by using only one
matrix equation. If PNs denotes the row vector representing the pmf of Ns,
i.e PNs = (P (Ns = 0)P (Ns = 1)P (Ns = N − 1)), and if we define RK1 by:(
K1(a0)K1(a1) . . .K1(a(N−1)

)
, we will have:

PNs =
RK1

N
×

⎛⎜⎜⎜⎜⎝
a0 a0 a0 . . . a0

a0 a−1 a−2 . . . a−(N−1)

a0 a−2 a−4 . . . a−2(N−1)

. . .

a0 a−(N−1) a−2(N−1) . . . a−(N−1)2

⎞⎟⎟⎟⎟⎠ (38)

where the last matrix in 38 is an N×N matrix. Now, p1,1s can be obtained easily
by: p1,1s = P (X > N −Ns).
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Computation of D2
s . Unlike the class 1 case, where a packet cannot be seg-

mented more than once, a class 2 packet may encounter several segmentations
before its complete transmission. This is because when a class 2 packet is seg-
mented for the first time, its remaining blocks cannot enter the aggregation unit
unless queue 1 is polled again.

If we denote by p2,ns the probability that a packet is segmented n times, we
obtain:

D2
s =

∞∑
n=1

p2,ns × (nτ) (39)

However, considering only the first two terms of (39) is sufficient as we will
see in the numerical examples. To obtain the pmf of Ns we proceed as in the
previous section with the difference that here the number of blocks that enter
the aggregation unit before a class 2 packet is equal to the number of blocks
presented in queue 1 and queue 2 when the packet arrives (i.e, K1,a + K2,a),
plus the number of class 1 blocks that arrive during the waiting time of the
packet first block (represented by the random variable N1

b,2). Now we use the
PASTA property {Kc,a = Kc, c = 1, 2} and we approximate N1

b,2 by its mean
(E[N1

b,2] = λ1E[X ]E[D2
b ] thanks to Little theorem). Then, by replacing the

random variable K1 with {K1 +K2 + E[N1
b,2]} in the method presented in the

previous section, and by supposing that queue 1 and queue 2 are independent
(i.e, K1 and K2 are two independent random variables), we can express the pmf
of Ns by the following:

P [Ns = n, 0 ≤ n ≤ N − 1 ] =
1
N

N−1∑
s=0

a−sn
(
(as)E[N1

b,2]K1(as)K2(as)
)

(40)

The last term between parentheses in (40) is the z-transform of {K1,a+K2,a+
E[N1

b,2]}, (= zE[N1
b,2]K1(z)K2(z)), evaluated at z = as. Now the first two terms

of 39 can be obtained as follows:

p2,1s = P (X > N −Ns) and p2,2s = P (X − (N −Ns) > G) (41)

where G stands for the gap random variable.

3.4 Extension to J,{J > 2}, Classes

We explain how to extend the analysis when more than two packet classes are
desired.

The filling ratio can be obtained by the same manner used in the case of
two classes. However, for the delay analysis of packets belonging to queue i,
{i = 2, . . . , J}, we combine queues {1, 2, . . . , i − 1} in a single queue and the
analysis is reduced to two queues with respective arrival rates: λ1 =

∑i−1
k=1 λk,

and λ2 = λi.
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3.5 The Probabilistic Priority Discipline

In order to overcome the drawbacks of the strict priority discipline that has been
used in the analytical model, one may apply a probabilistic algorithm such as the
one presented in [16]. For this purpose, a parameter pi, 1 ≤ i ≤ J , 0 ≤ pi ≤ 1,
is assigned to each arrival queue i, and a relative weight ri = pi

∏i
j=1(1− pj−1),

where p0 = 0, is computed. Then, the following steps are applied.

1. At each aggregation cycle, the set of non-empty queues, NQ is determined,
and a normalized relative weight, r̃i = ri∑

j∈NQ rj
is calculated. The latter is

regarded as the probability with which queue i is served among all non-empty
queues in an aggregation cycle.

2. Fill the aggregate packet from the polled queue in Step 1. If the aggregate
packet becomes full, send it to the conversion queue and apply Step 1 to the
next aggregation cycle, elsewhere exclude the polled queue from NQ and
apply Step 1 to the same aggregation cycle if NQ is not empty, or apply
Step 1 to the next aggregation cycle if NQ is empty.

3.6 Numerical Examples

We give some numerical examples showing the usefulness of the model. All the
computations (probabilities and means) have been done in double precision. The
mean delay and the mean filling ratio are obtained from their corresponding
pmfs. We consider the following assumptions.

1. From experimental measurements [23], the size distribution of IP packets
has three predominant values: 40 bytes, 552 bytes and 1500 bytes, with the
corresponding probabilities 0.6, 0.25 and 0.15 respectively. To discretize the
size distribution, we suppose that the size of a random packet is a batch
of 40 bytes blocks, and hence the packet size PGF is given by: {X(z) =
0.6z + 0.15z14 + 0.25z38}, where each power of z represents the first integer
greater or equal to the division quotient of the corresponding packet size by
the block size (e.g., & 552

40 ' = 14, &.' is the first integer greater or equal to .).
2. Each node has two classes (real-time applications and non-real-time applica-

tions) with proportions 0.6 and 0.4, respectively. The arrival processes of the
two classes are Poisson processes with rates λ1 (packet/s) and λ2 (packet/s)
respectively; the total arrival rate is λ0 = λ1 + λ2. In the examples, we sup-
pose that the arrival rates are represented, in Mb/s, by: {θc, c = 0, 1, 2},
where c = 0 represents the case of the combination of queues 1 and 2. It
is easy to verify that λc is related to θc by: λc = θc×106

8bE[X] . In the rest of the
paper, we use θ and θ0 interchangeably. Note that the choice of two classes
in the numerical examples is adopted for comparison purposes only since the
model is scalable regardless of the number of classes. Furthermore, Poisson
traffic is considered because we aim at proving that the multicast aggrega-
tion technique increases the filling ratio of an optical packet. Clearly, this
conclusion remains true regardless of the traffic profile.
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3. The size of the aggregate packet (N blocks) is supposed to be fixed by the
operator, and the maximal arrival rate θ0,max (or simply θmax) is supposed
to be known a priori (by effectuating measurements over several time-scales).

Nodes stability condition and stability region. The stability condition of
the node is respected if (see 21): N > E[A0

τ ], with E[A0
τ ] = λ0τE[X ].

stability region. Let the parameter a be the following: a = E[A0
τ ] (this is the

mean of blocks number that arrive during τ). For a given value of N and θ0 (or
simply θ), the parameter a must be strictly less than N to maintain the stability
and then we must choose τ according to:

τθ <
N

λ0E[X ]
(42)

where τθ is the value of the time-out when operating at θ. 42 defines what we call
the stability region at the arrival rate θ. To obtain a desired value of a inside the
stability region we choose τθ according to: τθ = a

λ0E[X] . For instance, for N = 76
blocks, and θ = 900 Mb/s, (42) implies that the limit of the stability region is
τmax = 27 μs.

Impact of the time-out. We present in Fig. 5 the impact of τ on the filling
ratio. The pmf of the filling ratio is shown for two values of τ (τ = 12.5μs
and τ = 25μs), with θ = 900 Mb/s and N = 76. We observe that when τ
increases, the probability that the aggregate packets are sent with better filling
ratio increases. This is because when τ increases, while remaining inside the
stability region, the number of packets presented in queues 1 and 2 at a random
epoch increases. Note that for τ = 25μs the aggregate packets are sent full with
probability 0.82952. This is because τ is very close from the stability limit (27μs).
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Effect of the arrival rate. The impact of the arrival rate on both mean packet
delay and mean filling ratio is given in Fig. 6 and Fig. 7 respectively. N is fixed
to 76 and τ to 25μs. It can be observed that the mean delay of class 1 packets
remains approximately unchanged when θ varies, while the mean delay of class
2 packets degrades when θ increases. The mean filling ratio increases also as θ
increases. At θ = 900 Mb/s, the mean filling ratio attains 93.506% since at this
arrival rate, τ = 25 μs becomes very close to the limit of the stability region. Note
that when θ decreases, the enhancement in the delay is compensated by a loss in
the filling ratio. This is because τ remains constant. To avoid this limitation, we
can adapt the value of τ with respect to the variation of θ in order to conserve a
fixed value of the parameter a (obtained from nodes stability), which represents
the mean size (in blocks) of the packets that arrive between two consecutive
timer expirations. In Fig. 8 we show the effect of a on the mean packet delay
(we take a = 70.3 blocks and a = 60.8 blocks). It is clear that when a decreases
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the delay decreases (decreasing a means that for a given θ the time-out τ has a
less value which implies less delays). The advantage of the adaptive τ scenario
is to maintain the mean filling constant as shown in Fig. 9. We can also deduce
that reducing a leads to a decrease in the mean filling ratio as expected (because
of the decrease in τ). Finally, Fig. 10 represents how an industrial operator can
make use of the aggregation model. If a certain value of the mean filling ratio is
desired, then by using the curve we can obtain the value of class 2 mean packet
delay (z-axis) and the value of the time-out to setup (y-axis). We can adapt the
value of the filling ratio to obtain a desired value of class 2 mean packet delay,
while class 1 mean packet delay remains below τ (as shown in Fig. 8).

4 Application to MANS

4.1 Hub Stripping Network: DBORN

The term hub stripping refers to the case where a single node in the ring network,
called the hub, drops optical packets. This is the case of DBORN, where the hub
can be regarded as the single destination of ring nodes in the transmission phase.
DBORN has been initially proposed for asynchronous systems [20,3,4]. However,
we consider in this work an hybrid slotted version of the original system. DBORN
is an optical metro ring architecture connecting several edge nodes, e.g., metro
clients like enterprise, campus or local area networks (LAN), to a regional or
core network. The ring consists of a unidirectional fiber split into downstream
and upstream channels spectrally disjointed (i.e., on different wavelengths) [3].
The upstream wavelength channels are used for writing (transmitting), while
downstream wavelength channels are used for reading (receiving). In a typical
scenario, the metro ring has a bit-rate 2.5 Gb/s, 10 Gb/s or 40 Gb/s per wave-
length. In order to keep the edge node interface cards as simple as possible,
all traffic (external and intra-ring) has to pass the hub. Specifically, no edge
node receives or even removes traffic on upstream channels or inserts traffic on
downstream channels. Thus, both upstream and downstream channels can be
modeled as shared unidirectional buses. Packets circulate around the ring with-
out any electro-optic conversion at intermediate nodes. The hub is responsible
of terminating upstream wavelengths and hence, the first node in the upstream
bus receives always free slots from the hub. Moreover, the hub electronically
processes the packets, which may leave to the backbone or go through the down-
stream bus to reach their destinations. In the latter case, the ring node must
pick up a copy of the signal originating from the hub by means of a splitter in
order to recover its corresponding packets by processing them electronically. In
the following, we consider that each node is equipped with one fixed transmitter
and as many fixed receivers as reception channels, i.e., for each node we assign
only one transmission wavelength at the upstream bus.

Two MAC protocols may be used. The empty slot procedure and a slot reser-
vation mechanism.



Performance of Multicast Packet Aggregation 853

To RingWDM 
demultiplexer

Switch 
Control

Optical delay 
line

Tx 

Transmit 
Buffer 

Optical 
splitter

MAC Protocol 
(reservation status)

Optical 
AddReceiver

Node Electronics

Local 
drop

Local 
Add

Optical 
payload

Optical 
header

Optical 
payload

Aggregate 
packet 

converted 
to optic

Optical 
payload

cdownup λλλ ,,

up
λ

c
λ down

λ

up
λ

Coupler

Fig. 11. The ring node architecture of slotted DBORN

In the case of empty slot procedure, the slot header is detected to determine
the status of the slot (i.e., empty/full) and a node may transmit on every empty
slot.

In the case of the reservation approach, we implement a slot reservation mech-
anism at the upstream bus. Indeed, a fixed number of slots are reserved for each
node. We suppose that the slot assignment is performed in the hub which writes
the address of the node, for which the slot is reserved, in the slot’s header. Hence,
when a node receives an incoming slot, it detects the header to determine the
status of the slot (empty/full) and the reservation information to decide whether
to transmit or not. In addition to its reserved slots, the node can use empty slots
reserved to any of its upstreams. This is because all slots are emptied by the
hub before being sent on the upstream bus. This interesting feature of DBORN
makes it possible to avoid the inefficiency behavior of a TDMA scheme. For in-
stance, if a node i does not fill a reserved slot because its local queue is empty,
then any downstream node which transmits on channel λei can use this slot for
transmission because the hub will empty the slot before it reaches node i again.
This enables efficient use of the available bandwidth in the case of non uniform
traffic. Furthermore, at overloaded conditions, i.e., when the local queues of all
nodes are always non empty, the MAC protocol reduces to a TDMA scheme,
since each node will consume all its reserved slots for transmission.

Note that in order to process the control information, only the control channel
is converted to the electrical domain at each ring node, while the bulk of user in-
formation remains in the optical domain until it reaches the hub which is viewed
as the destination of upstream data. This is in conformity with the notion of
all-optical (or transparent) networks in literature (e.g., [14]). The corresponding
network node architecture is given in Fig. 11, where λup, λdown and λc represent
the upstream bus, the downstream bus and the control channel respectively. The
slots in the control channel have a locked timing relationship to the data slots



854 H. Castel-Taleb, M. Chaitou, and G. Hébuterne

and arrive earlier at each node by a fixed amount of time (this is achieved via an
optical delay line, see Fig. 11) allowing the process of the control slot content.

At the downstream reading bus, ring nodes preserve the same behavior ini-
tially proposed in DBORN and hence, the optical signal is split and IP packets
are recovered at each node. The latter drops packets which are not destined to
it. This means that DBORN supports multicast without addition of any com-
plexity in its MAC protocol and hence, it represents an interesting application
of the multicast packet aggregation method presented in this work.

5 Application to WANs

The multicast aggregation technique analyzed throughout this paper can be eas-
ily adapted to the studied MANs. One one hand, the support of multicast traffic
is facilitated due to the simplicity of ring architecture. On the other hand, aggre-
gation of IP packets belonging to different QoS classes in one aggregate packet is
justified since there is no packet loss inside such ring networks. This is because in-
transit traffic has always higher priority than local traffic at intermediate nodes.

The problem of multicast handling and QoS support in WAN may intro-
duce some adjustments to the proposed aggregation techniques because wide
area networks have a mesh topology in general. The scenario proposed in [18]
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is adopted. Indeed, optical packet switching provided through optical packet
switches (OPSs) and circuit switching ensured by OXCs (Optical Cross-
Connects), coexist within the network. The former is deployed in areas where
granularity is below the wavelength level, while the latter interconnects high-
capacity points that will fully utilize the channel capacity in the core of the
network. To do this, some optical channels (wavelength paths) may interconnect
OXCs. Other channels might be reserved to OPSs to support optical packet
transmission. Once the technology matures and the need for a more flexible
fully IP-centric network is dominant, optical packet switches may replace the
OXCs, or alternatively reduce their size and cost significantly, as the wavelength
channels are more efficiently used and hence, equipment requirements are re-
duced. Furthermore, we propose a network with two hierarchy levels. The first
level is constituted from edge and core OPSs. Edge OPSs differ from core OPSs
in that they are connected to client layer networks, such as IP networks and
to metropolitan area networks such as the networks studied in this work. Edge
OPSs are responsible of performing IP packet aggregation in order to improve
bandwidth efficiency. Indeed, optical packets received through MANs must be
converted to electronic in order to join a new aggregation process. The latter
must take into consideration the two fundamental questions (multicast and QoS)
in the context of the WAN architecture. This is may be given as follows. In WANs
the number of edge nodes is much greater than that in MANs and hence, ag-
gregating IP packets regardless of their destinations leads to generating a big
number of broadcast optical packets which may waste the network resources.
Instead, we suppose that edge nodes are separated in multicast groups. Each
multicast group has a designed router, called Rendez-vous point (RP).

The OPS is responsible of communicating with the level-1 hierarchy nodes,
while the interconnection between RPs through lightpaths between OXCs makes
the level-2 hierarchy. An IP-centric control plane is responsible of four major
tasks. 1) Constructing the multicast groups by using the IGMP protocol [5].
2) Electing an RP for each group by using an approach similar to that of the
PIM-SM multicast protocol [13]. 3) Constructing lightpaths between RPs. 4)
Constructing a shared multicast tree between nodes of each group and fixed
lightpaths between RPs. GMPLS [1] is a candidate to perform these tasks after
doing the necessary extensions. Now each edge node performs a separate aggre-
gation process per RP. That is, IP packets destined to edge nodes belonging to
the same multicast group are aggregated together. If the multicast optical packet
is destined to the designated RP of the multicast group, the RP multicasts it on
the shared multicast tree, elsewhere the RP sends the packet to the correspond-
ing RP through a lightpath on the level-2 hierarchy and the latter multicasts it
on the shared tree. For instance, in Fig. 12, suppose that node A wishes to send
two optical packets: one for its group and another one for node B and other
nodes in a different multicast group. In the former case, the packet is forwarded
to RP1 which multicasts it through its multicast tree (dashed arrows). In the
latter case, RP1 sends the packet to RP2 which multicasts it on its shared tree
to get the destination nodes including node B.
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The QoS support must consider that OPSs have limited optical buffering capac-
ity, in terms of fiber delay lines1 and hence it may be important to generate aggre-
gate packets with several classes of service, contrary to the aggregation in MANs,
in order to reduce packet loss of higher priority traffic. Typically, four QoS classes
may be sufficient. However, as the number of classes increases as the complexity
of the RPs increases where separate control information, such as restoration of
lightpaths in case of failure, must be guaranteed for each class. In order to reduce
this complexity, two QoS classes may be adopted as shown in Fig. 13.

6 Conclusion

We propose and analyze a novel approach for efficiently supporting IP pack-
ets in a slotted WDM optical layer with several QoS requirements. A simple
analytical model, allowing the evaluation of IP packets aggregation delay and
the bandwidth efficiency, has been presented. The results showed an increase in
the bandwidth efficiency when using the aggregation compared to the standard
approach. Concerning IP packets aggregation delay, a trade-off with the band-
width efficiency results by modifying the value of the parameter a. The QoS
support mechanism based on assigning higher aggregation priorities for higher
QoS classes, has been evaluated by means of an analytical study. The applica-
tion of the aggregation technique has been shown in the context of MANs and
WANs, respectively.
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Abstract. A review is carried out on the traffic characteristics of an
optical carrier’s OC-192 link, based on the IP packet size distribution,
traffic burstiness and self-similarity. The generalised exponential (GE)
distribution is employed to model the interarrival times of bursty traf-
fic flows of IP packets whilst self-similar traffic is generated for each
wavelength of each source node in the optical network. In the context
of networks with optical burst switching (OBS), the dynamic offset con-
trol (DOC) allocation protocol is presented, based on the offset values
of adapting source-destination pairs, using preferred wavelengths specific
to each destination node. Simulation evaluation results are devised and
relative comparisons are carried out between the DOC and Just-Enough-
Time (JET) protocols. Moreover parallel generators of optical bursts are
implemented and simulated using the Graphics Processing Unit (GPU)
and the Compute Unified Device Architecture (CUDA) and favourable
comparisons are made against simulations run on general-purpose CPUs.

Keywords: Wavelength division multiplexing (WDM), Synchronous
Optical Networking (SONET), optical burst switching (OBS) protocol,
Just Enough Time (JET) protocol, Generalised Exponential Distribution
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Long-Range Dependence (LRD), Generalised Exponential (GE) Distri-
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1 Introduction

Optical networks with wavelength division multiplexing (WDM) have recently
received considerable attention by the research community, due to the increasing
bandwidth demand, mostly driven by Internet applications such as peer-to-peer
networking and voice over IP traffic. In this context, several routing and wave-
length reservation schemes, applicable to present and future optical networks,
have been proposed [1], [2], [3], [4].
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More specifically, optical burst switching (OBS) [1] and [2] was proposed as
an alternative to current schemes like SONET. The main feature of OBS is the
separation of data burst transmission and the corresponding control information
entitled Burst Head Packet (BHP). Each burst is preceded by its own BHP, which
travels slightly ahead, configuring the switches and reserving a wavelength path
for the upcoming burst. Several OBS protocols define the transmission time
delay, called the offset, of a data burst following the BHP. A protocol such as
the JET (Just Enough Time) [3] appears to outperform the TAG (Tell and Go)-
based and JIT (Just in Time) protocols [3], [4]. However, there is still scope for
further exploration in the OBS realm such as burst loss reduction and quality
of service (QoS) provisioning. There is a requirement to develop networking
protocols to efficiently use the raw bandwidth provided by the WDM optical
networks [5].

In this tutorial a novel allocation protocol entitled the dynamic offset control
(DOC) protocol is proposed in an attempt to tackle efficiently the aforemen-
tioned performance and QoS issues arising in the context of OBS networks.
Similar proposals that provide feedback of the blocking probabilities to adapt
the offset time have been proposed in the past, like [6]. However, even though [6]
mentions Long-Range Dependence, it is never actually taken into consideration
during the experiments. The paper assumes, exponentially distributed Optical
Bursts arriving into the core optical network, with exponential Optical Burst
sizes. The interarrival time of Optical Bursts is assumed to be exponentially dis-
tributed, and it depends on the number of available wavelengths (each of which
would have OC-192 traffic Load - i.e. an aggregation of OC-192 traffic load per
wavelength for each ingress edge node), the aggregation strategy employed at
each edge node (based on the running protocol), the IP packet interarrival time
distribution as well as Self-Similar Long-Range dependent traffic load, as well as
the IP packet size distribution. Having multiple OC-192 traffic streams would
definitely cause certain optical bursts to arrive into the core optical network si-
multaneously. This makes the Poissonian assumption incorrect. Even though it
would be more logical to use GE [7] (albeit with different parameters) to model
optical burst interarrival in the short time scales than the exponential distri-
bution, this paper makes no assumptions on the bursts’ interarrival times and
aggregates and assembles optical bursts based on the measured IP packet sizes,
the measured IP Packet interarrival times and the aggregation strategy chosen.

What [6] accomplishes (with the assumptions it makes), is to achieve fair-
ness in the blocking probability for all source-destination pairs, regardless of
the amount of hops in the light-path. This however, is accomplished at the ex-
pense of the lightpaths that don’t have many hops (i.e. it increases the blocking
probability in the bursts with a small number of hops to achieve fairness). This
is accomplished by simply increasing offset times for the bursts that need to
travel more hops on average, thus achieving less blocking. This, however, would
have significant impact at the edge nodes’ buffer length, which is not taken into
account into the paper’s analysis.
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Other authors have considered to proactively drop bursts at the edge node,
also based on blocking probability estimates [8]. However, burst arrivals are as-
sumed to follow a Poisson process as well, and the blocking probability estimates
are based on the Erlang-B formula. Even though [8] suggests that the blocking
probability estimates need to use a different method if the arrival process is not
Poisson, the paper does not provide nor does it investigate realistic traffic.

A Poissonian model is frequently considered in the literature. Yu, X. et al in [9]
make the first proper attempt to get the characteristics of assembled traffic. The
paper investigates several scenarios however the Poissonian assumption is again
followed. No IP packet arrives at exactly the same time, IP packet interarrival
time distribution and a fixed IP packet size is assumed. Even in the case where a
variable IP packet size is considered, it assumes to be exponentially distributed
instead of actually using the measured IP packet size distribution. Although
[9] actually considers LRD in certain scenarios it is still affected by incorrect IP
packet sizes and interarrival times. Realistic IP packet sizes and interarrival times
are of vital importance when investigating characteristics of optical assembly.

The proposed algorithm in this paper does not rely solely on modifying offset
times, but introduces the concept of having a preferred wavelength per source-
destination pair, which adapts according to the network performance. Three
different network scenarios were simulated, an arbitrary complex network, UK’s
educational backbone network JANET and the US NSFNET network with sig-
nificant results.

The proposed DOC algorithm is extremely hard to model analytically as it
makes absolutely no assumptions on IP packet sizes, IP interarrival times (even
though GE is used to model time slots of less than 1 second, traffic load is
self-similar in the simulation experiment). The nature of self-similarity and the
proposed feedback algorithm makes it extremely difficult to track analytically.

The paper is organized as follows: Section 2 carries out traffic characterization
of network traces taken by an OC-192 backbone network. Section 3 describes the
OBS Network architecture considered in this paper. Section 4 presents the DOC
OBS protocol. In section 5 the simulation and associated numerical results are
shown. Section 6 describes the advantages of running simulations using a GPU.
Conclusions and remarks for further work follow in Section 7.

2 Backbone Core Network Traffic Characterisation

Since 1995 many papers revealed and worked on Internet Traffic’s self-similar
characteristics. Since then, the research community employing simulations re-
quired generators of synthetic traces to match those revealed characteristics. It
is proven that the traffic load per unit of time (bin) is self similar [10], [11].
Nevertheless, little research has been made on how to convert this self-similar
traffic load into interarrival times for simulation purposes.

A couple of methods on how to convert Self-Similar traffic load into interar-
rival times are presented in [12]. However these methods resort to exponentially
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distributed packet arrivals (albeit with various mean rates), underestimating
burstiness in the short timescales.

Some light to this problem was also shed in [14] which introduces the following
findings:

Packet arrivals appear Poisson at sub-second time scales: The packet’s inter-
arrival time follows an exponential distribution. In addition, packet sizes and
interarrival times appear uncorrelated.

Internet traffic exhibits long-range dependence (LRD) at large time-scales: In
agreement with previous findings, Internet traffic is proven to be LRD at scales
of seconds and above.

The measurements of the above-mentioned paper were taken on CAIDA mon-
itor located at a SONET OC-48 (2488.32 Mbps) link that belongs to MFN, a
US Tier 1 Internet Service Provider (ISP).

In essence, the general consensus is that although the traffic load is self-similar,
traffic at the sub-second level could easily be modelled by Poisson or Exponential
(for interarrival times) distribution, but with different parameters per time slot
(usually 1-second slots).

Conveniently, many researchers use the exponential or a fixed-rate arrival to
model incoming Internet traffic to an optical edge node, taking advantage of
the fact that IP packet arrivals could be Poisson distributed at sub-second time
scales however some ignore LRD altogether. A good example is [15]. The Poisso-
nian assumption however, remains simplistic, since it doesn’t take into account
packets that arrive simultaneously to the switch, i.e. burstiness in the small
time domain (sub-second). (We consider simultaneous arrivals, packet arrivals
that happen within one microsecond of each other).

An investigation into a high-bandwidth backbone core network was required
to attempt to analyze the packet size distribution and interarrival times.
Anonymized traces were downloaded from CAIDA of an OC-192 link (9953.28
Mbps) [16].

The equinix-chicago Internet data collection monitor is located at an Equinix
datacenter in Chicago, IL, and is connected to an OC192 backbone link (9953.28
Mbps) of a Tier1 ISP between Chicago, IL and Seattle, WA.

2.1 Hardware

The infrastructure consists of 2 physical machines, numbered 1 and 2. Both
machines have a single Endace 6.2 DAG network monitoring card. A single DAG
card is connected to a single direction of the bi-directional backbone link. The
directions have been labeled A (Seattle to Chicago) and B (Chicago to Seattle)
[16]. Both machines have 2 Intel Dual-Core Xeon 3.00GHz CPUs, with 8 GB of
memory and 1.3 TB of RAID5 data disk, running Linux 2.6.15 and DAG software
version dag-2.5.7.1. In a test environment both machines dropped less than 1% of
packets with snaplen 48 at 100% OC192 line utilization, using a Spirent X/4000
packet generator sending packets with a quadmodal distribution, with peaks at
40, 576, 1500 and 4283 bytes [16].
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2.2 Time Synchronization

Both physical machines are configured to synchronize their hardware clock via
NTP. The DAG measurement cards have their own internal high-precision clock,
that allows it to timestamp packets with 15 nanosecond precision. Every time
a traffic trace is taken, The DAG internal clock gets synchronized to the host
hardware clocks right before measurement starts. NTP accuracy is typically
in the millisecond range, so at initialization the clocks on the individual DAG
measurement cards can be off by a couple of milliseconds relative to each other.
The precision (i.e. timing within the packet trace) within a single direction of
trace data is 15 nanosecond for the DAG files, and 1 microsecond for PCAP files.

2.3 CAIDA Traffic Analysis

IP Packet Size Distribution. In 2003, official packet size distribution mea-
surements were monitored and recorded over standard IP internet traffic on
specific dates at specific times [17]. In particular, three Cisco routers have been
used for this purpose and the measurements have been taken at a daily peak
on a five minute average on March 2003, whilst another, but more reliable, IP
packet length distribution has been captured from 39 trace files between May
13th 1999 at 19:13:46 PDT and May 19th 1999 at 13:02:20 PDT. The latest
distribution of IP packet sizes was seen at the NASA Ames Internet Exchange
(AIX) by CAIDA and since they contain contributions from the different work-
loads carried by the network at different times of day, they should represent more
of an average picture of the packet size distribution than any other individual
trace. However, both of the above sources demonstrate very important aspects
of internet traffic. Specifically, the majority of the packets seen are 40, 576 and
1500 bytes and all the internet traffic packets are traced at the range between
23 and 1500 bytes. More than 65% of the packets have been traced at a smaller
than 576 bytes size and 50% of the total byte volume belongs to the 1500 bytes
packet size.

The analysis, however, of the data collected by the equinix-chicago Internet
data collection monitor of an OC192 backbone link (9953.28 Mbps) prove that
the IP packet size distribution has changed significantly.

Although the IP Packet size distribution is way too granular to describe in
detail, roughly, about 50% of the IP packets appear to have a size of around
40 bytes, about 30% of the IP packets appear to have a size of roughly 1500
bytes, with the remaining ranging from 40 to 1500 bytes. The actual Probability
Density and the Cumulative Probability of the Packet Sizes are shown (c.f.,
Fig. 1 and Fig. 2).

Burstiness. As mentioned before there is a probability that a number of packets
will arrive simultaneously (i.e. with a time difference of less than 1 micro second)
forming batches of IP packets arriving. Distribution Fitting using MATLAB
revealed that the batch sizes throughout the traces’ duration can be described
by the Geometric Distribution:
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CDF = 1− (1− p)k (1)

and
PDF = (1 − p)k−1p, k ∈ {1, 2, 3, ...} (2)

Interarrival Times. Fitting of the Exponential Distribution to the interarrival
times has been conducted with MATLAB is shown in (c.f., Fig. 4). It was proven
that the exponential distribution accurately fits the measurements: The fitting

Fig. 1. Probability Density of IP Packet Sizes resulted from the analysis of the OC-192
traffic traces

Fig. 2. Cumulative IP Packet Size Distribution resulted from the analysis of the OC-
192 traffic traces
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Fig. 3. Burstiness fitting with the Geometric distribution

shown in the image above, was calculated to have 99.98% accuracy (i.e. R2 =
0.999878489995854)1.

The average batch size estimated over the entire trace duration is 2.235122.
Distribution fitting was conducted for each 1-second duration slot in the

trace duration. With an accuracy of above 98% the exponential distribution fits
the interarrival time distribution albeit with different mean for each 1-second
interval.

Therefore at sub-second scales we have exponentially distributed batch ar-
rivals, with a geometrically distributed batch size. These findings suggest that
the Generalized Exponential Distribution [7], [18] is ideal to model arrival of IP
Internet Traffic on a high bandwidth backbone link, at sub-second intervals.

Load Traffic Self-Similarity. It has been well established in the literature
that network traffic load shows self - similar traffic characteristics [19], [20],
[21]. It is, therefore, required to analyse the data provided by CAIDA [16] for
Self-Similarity.

The cumulative traffic (in Bytes) per second for over 3700 seconds of cumula-
tive traffic was analysed. Using the wavelet method to estimate the self-similarity
degree (Hurst Parameter), resulted in a highly self-similar LRD traffic with Hurst
= 0.935 (95% Confidence Interval [0.876, 0.994]) (c.f., Fig. 5).

1 The coefficient of determination, is a good measure of how well the chosen distribu-
tion fits the given data. It must lie between 0 and 1, and the closer it is to 1, the
better the fit. It is symbolised as R2.
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Fig. 4. Interarrival time fitting with the Exponential distribution

Fig. 5. Estimation of the Hurst parameter using the wavelet method
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Fig. 6. Estimated MAR per time slot over the entire duration of the trace
packetcount/second

This confirms previous findings of past research attempts by the community
[22], [23], [24], [25].

General Observations. Fitting of the exponential distribution on the interar-
rival times was conducted for each 1-second duration slot of the trace duration,
as well as fitting of the geometric distribution for the batch sizes for the same
1-second duration slots.

The mean arrival rate (MAR) and the Squared Coefficient of Variation (SCV)
is calculated for each second of the entire duration of the backbone traces. The
estimations are shown below:

Arrival Mean Estimation (per slot). In (c.f., Fig. 6) the estimations of the
MAR lambda (measured in Bytes/second) that resulted from the exponential
distribution fitting is shown for the entire duration of the trace. The total traffic
load self-similar characteristics require a variable mean rate which is proven
by the CAIDA traffic trace analysis. Researchers may use this variable rate to
accurately model the interarrival times of packets for each time slot. However,
the exponential distribution is not sufficient to model batches of packets arriving
at the same time.

Each estimation of the SCV was calculated with accuracy of above 98%2. In
(c.f., Fig. 6) the estimations are shown for the SCV C2

α, that resulted from the
Geometric Distribution fitting during the entire duration of the trace. The fitting
was performed on the average batch size (i.e., simultaneous arrivals )3 for each
time slot.

2 With R2 > 0.98.
3 Arrivals are considered simultaneous if the occur within 1 μsec.
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Fig. 7. Estimated SCV per time slot over the entire duration of the trace
(value/second). Values of greater than 1, indicate burstiness in the short-time scales.

Summary. Traffic Characterisation was conducted on traces taken by CAIDA
of an OC-192 Backbone Core Network. Results have shown that even in the short
time scales (sub-second duration) some burstiness persists. This could be better
modelled by the Generalised Exponential Distribution as it maintains the ana-
lytical tractability of the Exponential Distribution but does not underestimate
burstiness. For each time slot, the estimated SCV is greater than 1, indicating
batches of simultaneous arrivals in the node. On average over the entire period
the value of the SCV was estimated at 1.534340.

To validate the estimation of λ and C2
α, (c.f., Fig. 7) shows a comparison

between the measured traffic from the CAIDA traces and the traffic resulted
by the estimation. It is obvious that the traffic loads match accurately. Multiple
aggregated streams arrive to an optical backbone node, converted, demultiplexed
and transmitted through several wavelengths over the same fiber. Potentially this
could increase the average batch size of simultaneous arrivals significantly. The
GE distribution is proven to be ideal for modelling heavier traffic loads by simply
using higher values for the C2

α.

3 OBS Network Architecture

An OBS network uses one-way reservation protocols, sending a control packet
to configure the switches along a path, followed by a data burst without waiting
for an acknowledgement for a successful connection establishment. Source nodes
have an offset time depending on the destination node. OBS networks employ
several different protocols for bandwidth reservation and vary in architectures.
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Fig. 8. A simple OBS network architecture

3.1 Just-Enough-Time (JET)

For illustration purposes, a simple OBS network model with two source and two
destination nodes is displayed in (c.f., Fig. 8). Source nodes A and B transmit
data bursts into the network using the OBS JET protocol with random des-
tinations (E and F). Every source node transmits data bursts after an offset
time OffsetJET since the transmission of the control packet (also called Burst
Header Packet - BHP).

In JET no buffering is required at the intermediate nodes, due to the fact that
the bursts are stored in buffers at the source node, and they are transmitted after
an offset time large enough to allow the control packet to be processed.

Another attractive feature of JET is the delayed reservation. Bandwidth is
reserved only from the moment the burst arrives till the moment it departs
the intermediate node. These times are specified in the control packet. In JET
the control packet needs to include the burst length and the remaining value of
the offset time OffsetJET . The control packet is timestamped with its arrival
time at each intermediate node along with its expected transmission. In addition
the control packet will carry an up-to-date value of OffsetJET to the next node.

In case, Fiber Delay Lines exist in the intermediate nodes, they can be entirely
utilized for the purpose of resolving conflicts instead of waiting for the control
packet to be processed [26].

However, due to the high costs, it is more likely that no buffering will be avail-
able in the core optical network. Because of the lack of buffering burst dropping
is quite probable. To tackle this, classifying bursts according to a priority system
is suggested in [26]. This suggestion involves adding an additional offset time T’
to the base OffsetJET of the burst of a high-priority class. To completely isolate
one priority class from another, the authors suggest that the high priority class’
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Fig. 9. Offset Time Calculation

offset time to have a value of a multiple of the lower priority class’ average burst
size. Blocking (or loss) of data bursts occurs in node C.

Under the JET protocol, a fixed offset time is used which is calculated in a
manner that takes into account the processing delays of the BHP at the inter-
mediate switches. Let Ti be the processing delay of the BHP at an intermediate
switch i, T (p)

d be the processing delay of the BHP at the destination switch and
T

(s)
d denote the time to setup and configure the destination switch. Clearly, the
OffsetJET for JET is determined by

OffsetJET =
(∑

T
(p)
i

)
+ T (p)

d + T (s)
d (3)

Let {i} be the set of intermediate switching nodes belonging to a path from a
source node to a destination node. The offset time calculation for the JET pro-
tocol is illustrated in Fig. 9 for a path that includes two intermediate switching
nodes between the source and the destination of the data burst. The offset time
needs to be long enough to account for the processing time of the BHP at the two
intermediate nodes and the destination, plus the setup time at the destination [27].

3.2 Routing and the Control Wavelength

Let’s assume that every optical fiber link of the network has W wavelengths.
One wavelength is used for the transmission of BHP and control packets while
the (W-1) remaining wavelengths are used to transmit bursts.

The control wavelength uses Time Division Multiplexing (TDM) for every
node in the network, including the intermediate and destination nodes, in or-
der to avoid collisions by assigning a time slot to every node. A source node
transmits a BHP containing information about the destination address, burst
size and offset of the upcoming burst. To achieve the wavelength reservation for
the upcoming burst, the BHP travels through the control wavelength to every
intermediate node on its path until it reaches its destination.

3.3 Incoming Traffic Characteristics

For each Optical Network Topology considered, all edge nodes act as both ingress
and egress nodes. This means that all nodes situated at the edge of the optical
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network, both transmit and receive optical bursts. Each node is considered to
have 4 incoming and 4 output ports. Each port-pair is transmitting and receiving
on a separate wavelength. Each fiber in the optical network is considered to have
4 wavelengths.

After the analysis of the CAIDA traffic, no assumptions are made during
the simulation experiments regarding optical burst interarrival times. For each
ingress edge node, OC-192 traffic is assumed for each wavelength. Self-similar
traffic load for each wavelength is generated based on the traffic measurements,
and converted into interarrival times. The IP packets arriving, are assembled
into optical bursts according to destination, and are stored in electronic buffers
(each buffer associated with a specific destination node) prior to their conversion
into the optical domain. The optical burst assembly strategy chosen is using
both a time limit as well as a burst length limit. After the optical bursts are
assembled they are transmitted into the core optical network according to the
specific OBS protocol.

4 The Dynamic Offset Control (DOC) Allocation
Protocol

Like JET, the Dynamic Offset Control (DOC) Allocation Protocol, possesses
the qualities that made JET so attractive. DOC requires no buffering at the
intermediate nodes and it has the delayed reservation feature [38]. However, due
to its control packet mechanism, no additional information needs to be embedded
in the control packet at each node on the path.

Each source node transmits a BHP containing information about the desti-
nation address, burst size and offset of the upcoming burst. The initial offset at
every source node is calculated in the same manner as in the JET protocol [26],
[30]. When a burst arrives at its destination or when a collision is detected at
some intermediate node, the destination or intermediate node will, respectively,
transmit a control packet in their own time slot to the source node with infor-
mation regarding the arriving or blocked burst. This information includes the
burst’s destination, offset time and size. In this fashion, the source node calcu-
lates progressively a blocking percentage for every source - destination pair.

4.1 Problem Statement

Protocol Formulation
Notation
Given:

– LimPersd: The Blocking Tolerance for the source - destination pair (s, d).
– OffsetStep: This value is used to increment or decrement the offset value

for each source - destination Pair Offsetsd up to its MAXOffsetsd
value or

down to MINOffsetsd
value.

– Hurst: Self-Similarity Degree.



872 H. Mouchos, A. Tsokanos, and D.D. Kouvatsos

– TopologyInfo: Topology information which includes: actual topology, num-
ber of wavelengths and routing.

Variables:

– BPersd: Blocking percentage for the source - destination pair (s, d).
– Offsetsd: The current offset value for the source - destination pair (s, d).
– INITOffsetsd

: The default/initial offset value for the routing path of the
source - destination pair (s, d). The initial offset value is a value between the
minimum offset value and the maximum offset value for DOC. In the JET
protocol, the initial offset value is also the minimum.

– MINOffsetsd
: The minimum offset value for the routing path of the source

- destination pair (s, d). The minimum offset value is the minimum time
required for all intermediate nodes to process the BHP packets.

– MAXOffsetsd
: The maximum offset value for the routing path of the source

- destination pair (s, d). The maximum is calculated based on the QoS
requirements of the applications running on the network.

– PWavesd: Describes the preferred wavelength to use to transmit bursts from
the source node s to the destination Node d. This value is adapted according
to each source - destination pair’s traffic parameters by the DOC protocol.

Objectives:
Achieve Higher Throughput
Maintain Mean Queue Lengths
Higher Utilisation

4.2 Outline of the Algorithm

A summary relating to the operational aspects of the DOC protocol is presented
in a stepwise fashion below.
Begin
Input Data: TopologyInfo, LimPersd, OffsetStep, Hurst

Step 1: Calculate initial offset INITOffsetsd
, minimum offset MINOffsetsd

and maximum offsetMAXOffsetsd
at each source node for each destination node

as in JET protocol; for each node i, i = 1, 2, ... , N. Use the first available wave-
length to transmit bursts through.

Step 1.1: Generate Self-Similar Traffic Load and employ the GE distribu-
tion to model the interarrival times of data bursts per time slot;

Step 1.2: Define at each source node initial offset values for each destina-
tion node;

Step 1.3: Bursts are transmitted through the preferred wavelengths
PWavesd unless they are busy transmitting, in which case the next available
one is chosen.

Step 2: If a data burst arrives successfully at a destination node, then a con-
trol packet is sent to the source node to update BPersd;
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Step 2.1: If BPersd < LimPersd
Step 2.1.1: If Offsetsd > MINOffsetsd

then Offsetsd = Offsetsd −
OffsetStep otherwise Offsetsd = MINOffsetsd

Step 2.2: If BPersd = LimPersd
Step 2.2.1: Offsetsd = INITOffsetsd

Step 2.3: If BPersd > LimPersd
Step 2.3.1: If Offsetsd < MAXOffsetsd

then Offsetsd = Offsetsd +
OffsetStep otherwise

Step 2.3.2: Offsetsd = INITOffsetsd
and set a new preferred wavelength

PWavesd
Step 3:If a data burst is blocked at an intermediate node, then a control

packet is sent to the source node to update BPersd;
Step 3.1: If BPersd < LimPersd
Step 3.1.1: If Offsetsd > MINOffsetsd

then Offsetsd = Offsetsd −
OffsetStep otherwise Offsetsd = MINOffsetsd

Step 3.2: If BPersd = LimPersd
Step 3.2.1: Offsetsd = INITOffsetsd

Step 3.3: If BPersd > LimPersd
Step 3.3.1: If Offsetsd < MAXOffsetsd

then Offsetsd = Offsetsd +
OffsetStep otherwise

Step 3.3.2: Offsetsd = INITOffsetsd
and set a new preferred wavelength

PWavesd
End.

4.3 DOC Algorithm Description

The key idea of the proposed DOC protocol is to keep the loss rate between the
source-destination pair to the minimum [38]. Optical bursts are assembled and
transmitted into the core optical network. Should a burst arrive at the destina-
tion node, or if a blocked data burst at an intermediate node occurs, a control
packet will provide new data for the source node to calculate the new BPersd. If
the blocking percentage drops under LimPersd in case of a successfully transmit-
ted data burst, it will start decreasing Offsetsd by OffsetStep unless the offset
is equal to the MINOffsetsd

value for the source - destination pair. However, if
the blocking percentage exceeds LimPersd in case of a blocked data burst, then
the node sets the pair’s offset value to the initial offset value and increases it
progressively by OffsetStep until BPersd drops again under LimPersd or the
offset reaches MAXOffsetsd

.
The ”delay time to reaction” is a well-known problem which accompanies any

feedback-based algorithm. To tackle this, source nodes in DOC adjust their offset
values and preferred wavelengths based on percentage values of the performance
metrics in question and thresholds that are specified as input to the algorithm.
These percentage values, change according to feedback received and when these
values cross certain thresholds the algorithm adjusts the offset values and pre-
ferred wavelengths. This ”slow” adaptation prevents sudden reactions to delayed
feedback where the situation has changed by the time the feedback is received.
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Thus, Offsetsd may be defined by

Offsetsd =

⎧⎪⎪⎨⎪⎪⎩
INITOffsetsd

≤ Offsetsd ≤MAXOffsetsd
,

ifBPersd > LimPersd
MINOffsetsd

≤ Offsetsd < INITOffsetsd
,

ifBPersd ≤ LimPersd
(4)

Although increasing the offset between the BHP packet and the burst helps
towards lowering blocking, it may prove that it is not sufficient to decrease
blocking between the two nodes. To this end, the source is required to choose an
alternate route, which is implemented by introducing the concept of preferred
wavelength.

4.4 Preferred Wavelength

The network transmits each burst on the first available wavelength through its
corresponding output port, however, in DOC the concept of preferred wavelength
is introduced. Each source node maintains a preferred wavelength for each des-
tination node. The source node will first attempt to transmit the burst through
the specified preferred wavelength. If the preferred wavelength is occupied (be-
cause of a transmission of another burst), the first available is chosen instead in
a cyclic round-robin fashion.

Initially, the source nodes choose the first wavelength as the preferred for each
destination node. If changing the offset is not enough to keep the Burst Loss
percentage LimPersd to a low value, then a new preferred wavelength PWavesd
is chosen for this destination node. The whole purpose of choosing a preferred
wavelength is for the various source-destination pairs to reach a state of balance
that minimizes collisions.

5 The Simulation and Experimental Results

An event-driven simulator in CUDA (using an NVIDIA 8800 GTX), MATLAB
and C# .NET was developed for the quantitative analysis of three types of opti-
cal network topologies, an arbitrary topology, JANET and NSFNET with source
nodes transmitting towards all others having four wavelengths each and no wave-
length conversion capabilities. The simulator uses a non approximation method-
ology which takes into account the actual self-similar traffic characteristics of
an optical network analyzed in the beginning of this paper to demonstrate the
effectiveness of the newly proposed DOC protocol and get unbiased results. The
link lengths vary and are specified in each topology description. The IP packet
traffic load is self-similar and generated for each wavelength of each source node.
The IP packet interarrival times are distributed according to the GE distribu-
tion, with mean and SCV calculated on a time-slot basis. The Optical Burst
Assembly Strategy employed is the Time - Length Constraint strategy with the
size of the SONET OC-192 frame. Taking advantage of the GPU’s processing
power [29] facilitated simulation of the scenarios in high detail and speed.
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The simulator generates bursts randomly for the entire duration of the sim-
ulation run, after aggregating incoming IP packets, with random destinations.
During the simulation, the blocking percentage of every pair, the throughput
and the buffer length at the source nodes are calculated.

5.1 Experimental Results

Network Topology Scenarios. Various topologies were used to perform a
comparison between the JET and the DOC protocol. An arbitrary topology
(tested in two modes, a simple mode with three source nodes and three des-
tination nodes and a bidirectional mode with all edge nodes being source and
destination nodes), JANET the UK Education Backbone network and the US’
NSFNET network.

Arbitrary Topology. In the arbitrary topology three source nodes were ini-
tially considered (shown in c.f., Fig. 10 as A, B and C). Each source node had a
choice of three destination nodes (shown in c.f., Fig. 10 as K, L and M).

Bidirectional Topology. The topology shown in c.f., Fig. 10 was used as the
bidirectional topology. In this scenario, all edge nodes (A, B, C, K, L and M)
were considered as both ingress and egress nodes. Each node could transmit
bursts towards all other edge nodes.

Fig. 10. Arbitrary Topology used for simulation purposes. This topology was also used
in a bidirectional mode.
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Fig. 11. The NSFNET T1 Network Topology

NSFNET Network Topology. The NSFNET Topology was also used as a
network scenario (c.f. Fig. 11). All nodes in the network were considered as both
ingress and egress nodes.

JANET Topology. Similarly to NSFNET, the JANET scenario (c.f., Fig. 12)
used all nodes as both ingress and egress nodes.

Overall Blocking and Throughput. The mean Overall Blocking and Overall
Throughput for all Topologies are shown in Fig. 13 and Fig. 14. It is obvious that
for every topology scenario considered, the DOC protocol performed consider-
ably better than the JET protocol. In Fig. 13 and Fig. 14 the average blocking
and average throughput over the entire network are shown.

Port (Wavelength) Utilisation. Each source node transmits a burst towards
its destination over a specific wavelength through an output port. The source
ingress nodes each have 4 ports that transmit the bursts. Under the JET proto-
col, they transmit simply through the first available port. Certain wavelengths
are over-utilised in comparison to the remaining ones and as a consequence there
is a higher chance of collision, since a great number of bursts are traversing the
same wavelengths.

The newly proposed DOC protocol, achieves fairness in terms of port util-
isation by using various preferred wavelengths for each destination node. It is
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Fig. 12. The UKs Educational Network Super JANET 4

shown in Fig. 15 that on average most wavelengths will be better utilised under
the DOC protocol in all the topologies investigated.

Mean Queue Length. Measurements were taken for each network topology
scenario on the mean buffer length of each source node (measured in IP packet
counts) under both protocols investigated, in order to investigate the effect of the
variable offset values to the edge node buffers. It is obvious by the results (c.f.,
16), that under DOC, the mean buffer lengths were not significantly affected
by the offset value variability in comparison to JET. The blocking probability
decrease achieved by DOC and the option of using preferred wavelengths for
transmission, allows the offset values to remain at their minimum for the greatest
part of the simulation duration.
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Fig. 13. Overall blocking probability comparison between JET and DOC for various
network topologies

Fig. 14. Overall throughput probability comparison between JET and DOC for various
network topologies

Blocking and Throughput Probability. Apart from the overall blocking,
blocking measurements were taken on a source - destination pair basis. It is
obvious (c.f., 17) that in most pairs, DOC decreased the blocking probability
significantly since under DOC, source destination pairs adjust their offset values
and preferred wavelengths based on performance metrics and feedback from the
network.
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Fig. 15. JANET topology wavelength utilisation for the ’Leeds’ source node

Fig. 16. Mean queue length for source nodes in NSFNET Topology network

Similarly, throughput measurements on a source-destination pair basis were
calculated. All the network topologies achieved much higher throughput when
running under the proposed DOC protocol (c.f., 18).

DOC vs. Multiclass OBS JET networks. Note that depending on QoS
policies for the various networks, it might be justifiable for JET to incorporate
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Fig. 17. Source - destination Pair Blocking Probability Comparison in NSFNET topol-
ogy scenario for the source node at ’Boulder’ between the JET and DOC protocol

Fig. 18. Source - destination Pair Throughput Probability Comparison in NSFNET
topology scenario for the source node at ’Boulder’ between the JET and DOC protocol

higher offset values in order to allow control packets added time to be more
effectively processed so that network resources are properly allocated, as for
example in the case of high-priority bursts [31].

Below there are sample comparisons between JET and DOC, where JET’s off-
set value is higher than the minimum, for demonstrative purposes. It is demon-
strated that DOC outperforms JET under such a scenario as well. It’s worth
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Fig. 19. Mean queue length for source nodes in JANET Topology network

noting that although the Mean Queue Length rises when JET uses a higher
offset value, DOC manages to keep the Mean Queue Length lower while also
achieving a decrease in blocking.

6 Simulation with the GPU

Due to self-similarity’s high complexity and the associated analytical difficulty,
simulation became the most favourable tool to evaluate the performance of net-
works [39]. Consequently, many self-similar trace generators were invented to-
wards the creation of synthetic traces of network traffic such as On/Off Sources
and M/G/∞ [37].

The inherent complexity of optical networks is an additional obstacle to the
speed and duration of the simulations. Due to WDM / DWDM, current optical
fiber speeds in WANs exceed several Tbps, when each wavelength’s speed is 10
- 40 Gbps. A simulation would practically need millions of simulated optical
bursts and for each optical burst a large number of IP Packets. Therefore, a
Uniform Random Number Generator with an extended period is necessary. One
such huge-period generator was proposed in [32], called Mersenne Twister (MT),
which has a massive prime period of 219937 − 1.

However, the computational requirements remain extremely taxing when run-
ning an optical network simulation that is fed by self-similar LRD traffic flows
on an average home computer. Thus, supercomputers and other parallel systems
are usually chosen for these types of simulations that potentially have very high
costs and are not always readily available.
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6.1 Simulating on a GPU

Modern CPUs have multiple cores, which means in essence that more than one
processor exists within the same chipset. Today, CPUs with four cores have
increased performance by allowing more processes to be handled simultaneously.
However, even if the first steps towards multiple processors in one chipset have
been made, it is hardly enough.

Alternatively, graphics cards created by NVidia [33] may be employed for the
simulations to run on, instead of the actual CPU of the system. These Graphics
Processing Units (GPUs) have proven to be a good cost-effective solution to the
lack of processing power problem.

Differences between CPU and GPU. In the past five years, a lot of progress
has been made in the field of graphics processing, giving birth to graphics cards
that have a large amount of processors as well as memory sufficient to allow
their use to other fields than simply processing and depicting graphics. The
processing power (floating-point operations per second) superiority of modern
graphics cards (GPUs) to that of the CPU with NVidia’s GeForce 8800 GTX
reaches almost 340 GFlops whilst newer models like the GeForce GTX 280, can
reach almost 900 GFlops(c.f., [29]). Nevertheless, even if the GPU appears to
have significantly more power than the conventional CPU, it is worth noting
that the CPU is capable of handling different kinds of processes quickly, while
the GPU is only capable of processing a specific task very fast. This latter task
needs to be in the form of a problem composed of independent elements, due to
the large parallelization of GPUs (c.f., [29]).

Note that the GeForce 8800 GTX is equipped with 128 scalar processors
divided into 16 groups - called multiprocessors - of 8. The calculation power of
such GPU was shown in [34] to be clearly superior to the CPU. However, the
difference is not that large unless this power is efficiently utilized [39].

GPU Architecture. Via the CUDA framework, the GPU is exposed as a
parallel data streaming processor, which consists of several processing units.
CUDA applications have two segments. One segment is called ”kernel” and is
executed on the GPU. The other segment is executed on the host CPU and
controls the execution of kernels and transfer of data between the CPU and
GPU [29].

Several threads that run on the GPU run a kernel. These threads belong to a
group called block. Threads within the same block may communicate with each
other using shared memory and may not communicate with threads of another
block. There is a hierarchical memory structure, where each memory level has
different size, restrictions and speed [29].

A disadvantage of the GPU was that it adopted a 32-bit IEEE floating-point
numbers, which is well lower than the one supported by a general-purpose CPU.
However, the recently released NVIDIA 280 series supports double precision
floating point numbers [39].
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Fig. 20. Ingress node that transmits optical bursts into the core optical network, mul-
tiplexing several wavelengths (decomposed)

6.2 Numerical Results

Simulating a decomposed optical edge (c.f., Fig. 20) node would require sepa-
rate self-similar generators for each transmission rate. This transforms optical
burst generation into a problem that can be parallelized into multiple processor
cores. However, running each of these self-similar generators on a single CPU,
would introduce a significant overhead as the self-similar generators can be ex-
tremely time-consuming. Assuming the time required for these generators can
be minimized, this would greatly increase the efficiency of optical packet/burst
generation simulations.

The aims of the experiments, are to observe whether the use of a GPU for
traffic generators can improve their efficiency and minimize their time require-
ments. Three types of generators were chosen, a generator based on the GE dis-
tribution for lightpath session arrivals, an LRD generator based on the M/G/∞
delay system and an LRD generator based on On/Off sources. The length of the
generated samples was limited specifically to reveal potential bottlenecks when
running these generators on the GPU versus the CPU.

Simulations of a decomposed optical edge (c.f., Fig. 20) node were conducted
on an NVidia 8800 GTX. For this investigation many different scenarios were
considered, in order to provide a deeper insight on the GPU’s capabilities on
various test cases.

Lightpath session arrivals were generated based on the GE-type distribution,
so that batches of sessions are taken into consideration. A total of 24,002,560
lightpath sessions were created, initially on one block on the GPU and on three
types of general purpose CPUs, single, dual and quad core (c.f., Fig. 21). Initially,
measurements were taken by increasing the number of threads that simultane-
ously ran on the same block.

The results showed that by using only one block (i.e., one multiprocessor)
on the GPU, the overall simulation duration was significantly longer when the
thread number was lower than 8. As the threads were increasing, the performance
improvement was significant, surpassing even a Quad core CPU.
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Fig. 21. Simulation duration in milliseconds, of GPU and CPU simulations vs. number
of simultaneous threads per block

Fig. 22. Performance comparisons between the GPU and different types of CPUs.
Graph shows duration in milliseconds versus number of blocks

The same experiment was conducted, while increasing the number of
blocks processing the kernel at the same time. This essentially increased the
parallelization of the generator, increasing dramatically the performance. To this
end, a parallel version of Mersenne Twister was employed to allow for simultane-
ous random number generators on each of the 190 wavelengths [35].

As the number of blocks is increasing, significant performance improvement
is observed, as more blocks use more multiprocessors (c.f., Fig. 22). Note that a
total of 16 blocks are required for all multiprocessors of the NVidia 8800 GTX
to be used and up to 32 to be properly utilized for maximum performance.
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Fig. 23. Performance comparisons between the GPU and different types of CPUs.
Graph shows duration in Milliseconds versus number of blocks. Number of blocks start
with 1 block using 16 Threads and continues increasing the blocks employing 128
threads per block.

However, as mentioned in the beginning of this tutorial, the Poisson arrival
process and the compound Poisson arrival process are not suitable to simulate
network traffic for an OBS Network. Therefore, self-similarity generators need to
be implemented since most are computational intensive. The M/G/∞ generator
was chosen specifically because it is not easily implemented on a parallel system,
to allow increased complexity of calculations for each wavelength. To this end, an
optical edge node is being simulated having 190 wavelengths. Each wavelength
produces streams of optical bursts, with a traffic load that exhibits self-similar
properties. For demonstration purposes the generated samples per wavelength
were limited to 302084, for a total of 58000128 bursts for the entire node. For
each wavelength a series of self-similar traces is generated based on simulating
individual M/G/∞ delay systems. The results shown in (c.f., Fig. 23) indicate
that the GPU performs even better when the complexity of the problem is high
in comparison to the CPU, provided it has been parallelized enough to efficiently
utilize the GPU’s resources. This observation was also validated in [34].

An experiment with On/Off Sources was also conducted. This method is in-
herently easy to implement on a parallel system. It involves generating traffic
from each wavelength of the fiber independently on a parallel system and then
aggregating them into a multiplexed stream. Aggregation, however, needs to run
on a single core since it requires access to all generated traffic streams. Essentially
this creates a bottleneck, which limits the overall performance of the GPU. To
illustrate this, the amount of traffic for each wavelength was limited. As shown
in Fig. 24 by increasing the number of threads per block and by using only one
block, the GPU eventually surpasses the quad core CPU once the number of
threads exceeds 128. Nevertheless, the performance difference is not that great.
This is due to the aggregation overhead.
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Fig. 24. Performance Comparisons between the GPU and different types of CPUs.
Graph shows duration in Milliseconds versus number of threads per block.

Fig. 25. Performance of GPU while increasing blocks, for a small amount of traffic
traces

Furthermore, it is shown in Fig. 25 that by increasing the number of blocks,
no real difference in performance, is observed since the number of samples is too
small whereas the aggregation overhead too great.

Increasing the number of samples would actually increase the performance
difference between the CPU and the GPU, while at the same time diminish-
ing the aggregation’s overhead effect. This leads to the conclusion that without
proper parallelization, the GPU remains significantly underutilized, thus making
the general-purpose CPU the main choice for processes that were programmed
without considering a parallel system.
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7 Conclusions and Further Work

The traffic characterization of an OC-192 backbone network link was conducted,
from traces retrieved by CAIDA [16]. The suitability of the GE distribution, with
variable parameters based on the self-similar traffic slot bin was demonstrated
and differences in the IP packet size distribution were presented. These traf-
fic characteristics were used in the OBS protocol simulations to prevent biased
results. The exposition showed that although the traffic load is self-similar, nev-
ertheless burstiness still occurs in the short-time scales.

The performance of the proposed DOC allocation protocol for high perfor-
mance OBS networks without wavelength converters was also investigated. Dif-
ferent traffic demands amongst the nodes of the optical network were taken into
account and a dynamic updating of the offset was adopted based on the occur-
rence of blocked bursts and successful transmissions. Preferred wavelengths were
also chosen on a source - destination basis. Numerical evaluation results based
on simulation were devised focusing on the performance metrics of throughput,
mean queue length and blocking probability. Self-similar traffic was generated
for each wavelength of every source node in all network topologies employed.
Moreover, the MAR and SCV of GE-type interarrival times of IP packets were
calculated for each time slot. It was observed in many measurements taken that
both the overall and each source - destination pair blocking probabilities under
the DOC protocol were greatly decreased in comparison to those associated with
the JET protocol. In addition, the DOC protocol achieved fairness in terms of
wavelength utilisation and moreover, it was experimentally shown that this pro-
tocol, based on a dynamic control of the offset and preferred wavelength, did not
increase buffer length requirements at each source node in comparison to those
of the JET protocol.

The DOC protocol could be extended to take into consideration the case of
broken links of its topology. This will necessitate the creation of a new fea-
ture that could be added on top of the variable offset values and the preferred
wavelength system. This will cause the OBS network under DOC to pick a new
preferred route for each source - destination pair if neither the varying offset val-
ues nor the preferred wavelength managed to keep a low value for the associated
blocking probability. Choosing an alternate route may allow an OBS network to
bypass the broken links in the network achieving, therefore, higher throughput
in contrast to other OBS networks. Moreover, statistical analysis of the offset
values needs to be conducted whilst further investigation is required under other
scenarios where the thresholds of the performance metrics of the network are
also adjusted according to their attributes, as appropriate.

The simulations in this tutorial were executed on an NVidia 8800 GTX graph-
ics card acting as a parallel system. Results showed a GPU can provide signifi-
cantly faster results in comparison to the CPU, provided that the optical node
simulation is decomposed properly and the simulation is designed for a parallel
system. This allows independent systems based on different wavelengths to be
simulated simultaneously. Note that simulations need to have high complexity
and duration in order to justify the use of a GPU. However, it is required that
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simulation designers develop their simulations efficiently; otherwise worse per-
formance may be experienced. In the future, more and more processing cores are
expected to appear and the research community needs to create cost-effective
algorithms that take advantage of their fast multiprocessing potential.

Moreover, it is essential to develop an optimal a hybrid simulation approach
that utilises in full the available technology and allows multithreaded segments
to be calculated on the GPU and single core bottlenecks on the CPU, re-
spectively. In addition a new royalty-free standard, named Open Computing
Language (OpenCL), needs further consideration as it is gaining popularity
for cross-platform, parallel programming of modern processors found in per-
sonal computers, servers and handheld/embedded devices. OpenCL is nowadays
adopted by more and more operating systems and platforms, whilst drivers were
issued by NVIDIA for the OpenCL to work with CUDA. It can be used to
greatly improve speed and responsiveness for a wide spectrum of applications
in numerous market categories from gaming and entertainment to scientific and
medical software [36].
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Abstract. New Internet services like video on-demand, high definition
IPTV, high definition video conferences and some real time applications
have strong QoS requirements regarding losses, delay, jitter, etc. This
work addresses the challenge of guaranteeing quality of service (QoS)
in the Internet from a statistical point of view. Three lines of work are
proposed. The first one is about the estimation of the QoS parameters
from traffic traces (in the context of large deviation theory and effective
bandwidth). The second one, address the admission control problem from
results of the many sources and small buffer asymptotic. Finally, the third
line focuses on the estimation of QoS parameters seen by an application
based on end-to-end active measurements and statistical learning tools.

Keywords: large deviations, statistical learning, admission control,
active measurements, quality of service.

1 Introduction and Motivation

Internet services with high quality of service requirements like video on-demand,
high quality video conferences, high definition IPTV, telematic services with real
time requirements, etc. have grown at a smaller rate than the initially hoped. One
possible cause is the difficulty that exists in order to guarantee end-to-end quality
of service (QoS) in IP networks. Another possible cause is that the operators have
not deploy the different proposals developed during the last 15 years in order
to assure QoS (IntServ, DiffServ, etc.). These difficulties have been recently
increased by the heterogeneity of the access networks (xdsl, cablemodem, wifi,
wimax, 2G, 3G, mesh networks, etc.). End-to-end QoS leads to another issue; in
the general case, the end-to-end performance parameters can not be estimated
from the performance parameters of each individual router in the path. This
problem becomes even worst when the service operator offers its service over
multiple domains. In this case, the nodes of the path are under the administration
of different network operators.

An important issue in this context is the network admission control based
on end-to-end QoS. In a network of “premium” services this kind of admission
control allows the operator to control the end-to-end QoS. This issue is one of
the main motivations of this work.
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The focus of this work is on the estimation of the admission control region.
We look for a simple and efficient procedure for such estimation which can be
applied on line. A control admission tool using this estimation can decide if it
accepts or not a new service request.

The admission control mechanisms proposed in the literature are mainly based
on one link analysis [1]. We start analyzing admission control mechanisms where
the link analysis is based on Large Deviation Theory (LDT). In the analysis of
networks performance using LDT [2] three main asymptotic regimes have been
described. These are the large buffer regime, the many sources asymptotic and
the many source and small buffer asymptotic. In the first case the convergence
rate to zero of some QoS parameter (e.g. loss probability) when the buffer size
goes to infinity is studied. In the second one it is also studied the convergence
rate to zero of the loss probability but when there are many independent and
identically distributed sources arriving at the link and the link capacity and
the buffer size both increases at the same rate as the number of sources. In
the third case, there are many independent sources, the link capacity grows
with the number of sources but the buffer size grows slower than the number of
sources. The large buffer asymptotic can be applied only in the access networks
where there are few sources and the buffer per source can be considered big.
However, the large buffer asymptotic can only be applied to one isolated link
because the output of that link does not verify the assumptions needed to apply
the asymptotic to the following link in the path.

In networks such as an internet backbone, the many sources asymptotic ap-
proach is more reasonable than the large buffer one. In fact, in this kind of
backbone, large numbers of flows from different sources arrive, the capacities
are high and the buffer sizes per source are in general small, because they are
intended to serve many sources but not many bursts at the same time.

We start analyzing in Section 2 a link based admission control. This mecha-
nism is based on the many sources asymptotic and in particular on the effective
bandwidth notion [3]. In this work we address an important issue for an on-line
admission control mechanism: the estimation of the QoS performance parameters
(particulary the buffer overflow probability) based on traffic traces.

Although we analyze the estimation of buffer overflow probability in the
many source asymptotic, the results of this work can also be applied to esti-
mate the large deviation rate function in the many sources and small buffer
asymptotic introduced by Ozturk et al.[4]. The small buffer asymptotic presents
more interesting results in order to analyze the end-to-end QoS and not only
the QoS of an isolated link. For a service provider the most interesting issue
is about admission control mechanisms based on the end-to-end QoS. In Sec-
tion 3 we analyze end-to-end QoS applying the so called “fictitious network
model”. This model is based on the many sources and small buffer asymptotic.
We will show that this model allows simple and on-line estimations of end-to-end
QoS parameters, which will be in turn used to decide which flows can access the
network.
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Ozturk et al. find a useful way to analyze the overflow probability in a net-
work interior link and show that when the fictitious network model is applied,
an overestimation is obtained. The fictitious network analysis gives then a sim-
ple and efficient yet conservative way to implement on-line admission control
mechanisms. However, the overestimation can translate into wasted network re-
sources. If a flow is admitted, its QoS is guaranteed but the link capacities can
be under-used. In this work we analyze in detail the fictitious network model
and we find conditions to assure that the fictitious network analysis in an in-
terior link gives the same overflow probability than the real network analysis,
being much simpler. We also find a method to bound the overestimation when
these conditions are not fulfilled. In addition, since no model is assumed for the
input traffic, we define an estimator of the end-to-end Loss ratio based on traffic
measurements. We show that this estimator is a good one, i.e. it is consistent
and verifies a Central Limit Theorem (CLT). These results allow us to define an
admission control mechanism based on the expected end-to-end Loss Ratio that
a flow traversing the network will obtain.

However, the many sources and small buffer asymptotic can only be applied to
analyze an end-to-end path in a backbone network. If the end points are end users
this asymptotic cannot be applied because the path goes through the backbone
but also through the access network where the many sources asymptotic is not
valid. The research community does not have yet a model in order to analyze
an end-to-end path including the access and the backbone network. Therefore,
a different approach must be applied if the access control mechanism must take
a decision based on end-to-end QoS.

Some authors propose end-to-end admission control mechanism based on ac-
tive measurements [5]. In the third part of this tutorial, in Section 4, we propose
a different approach for an end-to-end admission control. This approach is based
on active measurements and statistical learning tools. We analyze the applica-
tion of an statistical learning approach in order to predict the quality of service
seen by an application.

Although the end-to-end admission control problem is our main motivation,
the different issues analyzed in this work can be applied to many other network
operation and management problems like for example to share resources in a
network, to continuous monitoring a Service Level Agreement (SLA), etc..

2 Effective Bandwidth and Link Operation Point
Estimation

2.1 Introduction

One of the main issues in QoS admission control is the estimation of the resources
needed for guaranteed VBR communications, which cannot be the peak rate nor
the mean rate of the service. Indeed, the mean rate would be a too optimistic
estimation, that would cause frequent losses. On the other side, the peak rate
would be too pessimistic and would lead to resource waste.
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Effective bandwidth (EB) defined by F. Kelly in [3] is an useful and realistic
measure of channel occupancy. The EB is defined as follows:

α(s, t) =
1
st

log E
(
esXt

)
0 < s, t <∞. (1)

where Xt is the total amount of work arriving from a source in the time interval
[0, t], which is supposed to be a stochastic process with stationary increments.
α(s, t) lies between the mean rate (for s→ 0) and the peak rate (for s→∞) of
the input process.

Parameters s and t are referred to as the space and time parameters re-
spectively. When solving for a specific performance guarantee, these parameters
depend not only on the source itself, but on the context on which this source is
acting. More specifically, s and t depend on the capacity, buffer size and schedul-
ing policy of the multiplexer, the QoS parameter to be achieved, and the actual
traffic mix (i.e. characteristics and number of other sources). The EB concept
can be applied to sources or to aggregated traffic, as we find in a network’s
core link.

Under the many sources asymptotic regime discussed in [6], where it is as-
sumed that, as the number of sources feeding a switch grows, the switch capacity
and buffer size increase proportionally, the EB is related with the stationary loss
probability through buffer overflow by the so called inf sup formula:

Γ = inf
t≥0

sup
s≥0

((B + Ct)s−Nstα(s, t))

where C is the link capacity, B is its buffer size and N the number of incoming
multiplexed sources of effective bandwidth α(s, t). If QN represents the sta-
tionary amount of work in the queue, the buffer overflow probability or loss
probability is approximately given by:

logP(QN > B) ≈ −Γ
We call s∗ and t∗ to the values of parameters s and t in which the inf sup is
attained. These values s∗ and t∗ are called the link’s operating point.

Therefore, a good estimation of s∗ and t∗ is useful for the network’s design,
for the Connection Admission Control (CAC) function, or for optimal operating.

We point out the need of a good estimation of the bandwidth in order to
optimize resource sharing.

In section 2.2 we show how the operating point of a link can be estimated
from its EB, the consistency of this estimation and its confidence interval. We
observe that other well known estimators fit the necessary conditions for the
validity of the theorem.

Analytical results are compared with numerical data in section 2.3. These
numerical data were obtained independently from the analytical work from
simulations models that are also explained in this section. In this framework,
overflow probability estimation is a key topic, which makes necessary EB and
link’s operating point estimation.
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2.2 Estimation

Estimating the operating point of a link, as defined in section 2.1 is closely
related with its defining equation which we rewrite here on a per source basis:

γ = inf
t≥0

sup
s≥0

((b+ ct)s− stα(s, t)) (2)

where γ is the asymptotic decay rate of the overflow probability as the number
of sources increases, c and b are the link’s capacity and buffer size per source
and α(s, t) the effective bandwidth function (equation 1). With the present nota-
tion, stationary overflow probability in a switch multiplexing N sources, having
capacity C = Nc and buffer size B = Nb verifies:

lim
N→∞

1
N

logP (QN > B) = −γ (3)

In general, the effective bandwidth function α(s, t) is unknown, and shall be
estimated from measured traffic traces. The problem is how to estimate the
moment generating function Λ(s, t) = E

(
esXt

)
of the incoming traffic process

Xt for each s and t.
Different approaches have been presented to solve this problem. One of them,

presented in [7] and [8] is to estimate the expectation E
(
esXt

)
as the time

average given by:

Λn(s, t) =
1
n

n∑
k=1

es(Xkt−X(k−1)t) (4)

which is valid if the process increments are stationary and satisfy any weak
dependence hypothesis that guarantees ergodicity. To estimate Λ(s, t) a traffic
trace of length T = nt is needed. We can construct an appropriate estimator of
the EB as αn(s, t) = 1

st log(Λn(s, t)).
When a model is available for incoming traffic, a parametric approach can

be taken. In the case of a Markov Fluid model, i.e. when the incoming process
is modulated by a continuous time Markov chain which dictates the rate of
incoming work, explicit computation can be made as shown by Kesidis et al.
in [9]. In this case, an explicit formula is given for Λ(s, t) and α(s, t) in terms
of the infinitesimal generator or Q-matrix of the Markov chain. In a previous
work of our group [10], and based on the maximum likelihood estimators of the
Q-matrix parameters presented in [11], an EB estimator and confidence intervals
are developed.

Having an estimator of the function α(s, t), it seems natural to estimate γ, and
the operating point s∗, t∗ substituting the function α(s, t) by αn(s, t) in equation
(2) and solving the remaining optimization problem. The output would be some
values of γn, s∗n and t∗n, and the question is under what conditions these values
are good estimators of the real γ, s∗ and t∗.

Therefore, we may discuss two different problems concerning estimation. The
first one is, given a “good” estimator αn(s, t) of α(s, t), find sufficient conditions
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under which the estimators s∗n, t
∗
n and γ∗n obtained by solving the optimization

problem:
γn = inf

t≥0
sup
s≥0

((b+ ct)s− stαn(s, t)) (5)

are “good” estimators of the operating point s∗, t∗ and the overflow probability
decay rate γ of a link. This affirmation is not an obvious result because s∗ and t∗

are found from a non linear and implicit function. We remark that the reasoning
applied to s∗ and t∗ can be also applied to other parameters that are deduced
from the EB. Further in the article the parameters B and C are also studied.

The second problem is finding this good estimator of the EB and determining
whether the conditions are met, so that the operating point can be estimated
using equation (5).

The remaining part of the section addresses the first problem, where a com-
plete answer concerning consistency and Central Limit Theorem (CLT) proper-
ties of estimators is given by theorem 1, based on regularity conditions of the
EB function. At the end of the section we discuss the validity of the theorem
for some known estimators and in section 2.3 we compare our analytical results
with numerical ones.

Let us define:
g(s, t) = s(b + ct)− stα(s, t)

which can be rewritten in terms of Λ(s, t) = E
(
esXt

)
. We have that ∂

∂sg(s, t) = 0
if and only if:

∂

∂s
g(s, t) = b+ ct−

∂
∂sΛ(s, t)
Λ(s, t)

= 0 (6)

Assuming that for each t there exists s(t) such that, ∂
∂sg(s(t), t) = 0, it is easy

to show that sups≥0 g(s, t) = g(s(t), t) because g(s, t) is convex as a function of
s. In that case, γ = inft≥0 g(s(t), t), and:

∂

∂t
g(s(t), t) =

∂

∂s
g(s(t), t)ṡ(t) +

∂

∂t
g(s, t)

∣∣∣∣
s=s(t)

If there exists t∗ such that: ∂
∂tg(s(t

∗), t∗) = 0 and the infimum is attained, it
follows that: γ = g(s(t∗), t∗).

If we define s∗ = s(t∗), we have that γ = g(s∗, t∗) where:

∂

∂s
g(s∗, t∗) ṡ(t∗) +

∂

∂t
g(s∗, t∗) = 0 and

∂

∂s
g(s∗, t∗) = 0

and then we have the relations:

∂

∂s
g(s∗, t∗) =

∂

∂t
g(s∗, t∗) = 0 (7)

Since:
∂

∂t
g(s, t) = cs−

∂
∂tΛ(s, t)
Λ(s, t)

(8)
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it follows from (6), (7) and (8) that the operating point must satisfy the
equations:

b+ ct∗ −
∂
∂sΛ(s∗, t∗)
Λ(s∗, t∗)

= 0 and cs∗ −
∂
∂tΛ(s∗, t∗)
Λ(s∗, t∗)

= 0 (9)

If we make the additional assumptions that interchanging the order of the dif-
ferential and expectation operators is valid, and that Ẋt exists for almost every
t we can write:

∂

∂s
Λ(s, t) = E

(
Xte

sXt
) ∂

∂t
Λ(s, t) = E

(
sẊte

sXt

)
(10)

Replacing the expressions of (10) in equations (9) we deduce an alternative
expression for the solutions s∗ and t∗:

b+ ct∗ − E
(
Xt∗e

s∗Xt∗
)

E (es∗Xt∗ )
= 0 and cs∗ −

E
(
s∗Ẋt∗es

∗Xt∗
)

E (es∗Xt∗ )
= 0 (11)

Therefore, we can reformulate the optimization problem presented in (2). The
operating point of the link can be calculated solving the system of equations (9),
or (11) if the additional assumptions are valid. The first formulation, which is
more general, is the one used in the main result of this work, which follows:

Theorem 1. If Λn(s, t) is an estimator of Λ(s, t) such that both are C1 functions
and:

Λn(s, t) −→
n
Λ(s, t)

∂

∂s
Λn(s, t) −→

n

∂

∂s
Λ(s, t)

∂

∂t
Λn(s, t) −→

n

∂

∂t
Λ(s, t)

(12)
almost surely and uniformly over bounded intervals, and if we denote s∗n and t∗n
the solutions of:

b + ct∗n −
∂
∂sΛn(s

∗
n, t

∗
n)

Λn(s∗n, t∗n)
= 0 cs∗n −

∂
∂tΛn(s

∗
n, t

∗
n)

Λn(s∗n, t∗n)
= 0 (13)

then (s∗n, t∗n) are consistent estimators of (s∗, t∗). Moreover, if a functional Cen-
tral Limit Theorem (CLT) applies to Λn − Λ, i.e,

√
n (Λn(s, t)− Λ(s, t)) w=⇒

n
G(s, t),

where G(s, t) is a continuous gaussian process, then:
√
n ((s∗n, t

∗
n)− (s, t)) w=⇒

n
N(0, Σ) (14)

where N(0, Σ) is a centered bivariate normal distribution with covariance
matrix Σ.

Proof. See [12].
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Remark 1. The computation ofΣ is not trivial. However, if replication is possible
(for instance by taking large traces of weak-dependent signals), the previous
result allows the estimation of Σ in terms of empirical covariances. Arguments
of this type are used in section 2.3.

Remark 2. Since the convergence assured by theorem 1 is uniform over bounded
intervals, it is also assured that γn given by:

γn = s∗n(b + ct∗n)− Λn(s∗n, t∗n)
inherits the properties of the s∗n and t∗n estimators. That is, γ = F (s∗, t∗, Λ)
where F is a differentiable function. Also, γn = F (s∗n, t

∗
n, Λn). Therefore, if the

estimator Λn verifies a functional CLT we have for γn:
√
n (γn − γ) w=⇒

n
N(0, σ2)

Remark 3. In a many source environment, expressions for the buffer size b and
the link capacity c obtained by Courcoubetis [7] are similar to the inf sup equa-
tion. Therefore, the reasoning used in the previous theorem extends consistency
and CLT results to b∗ and c∗. Also, confidence intervals for these design param-
eters can be constructed in this way.

We address now the second question posed at the beginning of the section. As we
can see, for the validity of theorem 1 it is necessary that the estimator Λn(s, t)
converge uniformly to the moment generating function over bounded intervals,
as well as its partial derivatives. These conditions are reasonably general, and
it can be verified that they are met by the estimator (4) presented in [7] and
[8], and by the estimator for Markov Fluid sources presented in [10]. In both
cases a CLT can be obtained so the CLT conclusion of the theorem is also valid.
It should be noticed that a consistent but non-smooth estimator can be used
with this procedure, if it is previously regularized by convolution with a suitable
kernel.

2.3 Simulation and Numerical Results

EB and operation point estimation. In order to validate the results obtained
in the previous section, we simulated traffic using a two state (ON-OFF) Markov
Fluid model. In that model, a continuous time Markov chain drives the process.
When the chain is in the ON state, the workload is produced at constant rate
h0, and when it is in the OFF state no workload is produced (h1 = 0). Denoting
by Q the Markov chain infinitesimal generator, by π, its invariant distribution,
and by H , the diagonal matrix with the rates hi in the diagonal. The effective
bandwidth for a source of this type is [9][3]:

α(s, t) =
1
st

log {π exp [(Q+Hs)t]1} (15)

where 1 is a column vector of ones.
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In our simulations we generated three hundred traffic traces of length T sam-
ples, with the following Q-matrix:

Q =
(−0.02 0.02

0.1 −0.1

)
The effective bandwidth for this process calculated through equation (15).

For each traffic trace we estimated EB using the following procedure. We
divided the trace in blocks of length t and constructed the following sequence:

X̃k =
kt∑

i=(k−1)t

x(i) 1 ≤ k ≤ �T/t�

where x(i) is the amount of traffic arrived between samples and �c� denotes the
largest integer less than or equal to c.

EB can then be estimated by the time average proposed in [7], [8] as

αn(s, t) =
1
st

log

⎡⎣ 1
�T/t�

�T/t�∑
j=1

esX̃j

⎤⎦ (16)

where n = �T/t�. This is merely an implementation of the time average estimator
in equation (4) based on a finite length traffic trace. When the values of t verify
that t� T , the number of replications of the increment process within the trace
is good enough to get a good estimation.

In order to find the operating point (s∗,t∗) of the theoretical Markov model,
and its estimator (s∗n,t∗n) for each simulated trace, we solve the inf sup optimiza-
tion problem of equation (2). In our case α(s, t) will be the previous theoretical
equation (15) for the Markovian source or the αn(s, t) estimated for each trace.
The numerical solution has two parts. First, for a fixed t we find the s∗(t) that
maximize g(s, t) as a function of s. It can be shown that stα(s, t) is a convex
function of s. This convexity property is used to solve the previous optimiza-
tion problem, that is reduced to find the maximum difference between a convex
function and a linear function of s, and it can be done very efficiently. After the
s∗(t) is found for each t, it is necessary to minimize the function g(s∗(t), t) and
find t∗. For this second optimization problem, there are no general properties
that let us make the search algorithm efficient and a linear searching strategy
is used.

An important issue is to develop a confidence region for (s∗, t∗). We simulated
300 traces of length 100000(T) samples and constructed, for each simulated trace
indexed by i = 1, . . . ,K the corresponding estimator (s∗n(i), t∗n(i)). By theorem
1 the vector

√
n((s∗n, t

∗
n)− (s∗, t∗)) is asymptotically bivariate normal with (0, 0)

mean and covariance matrix Σ. We estimated the matrix Σ using the empirical
covariances of the observations {√n((s∗n(i), t∗n(i))− (s∗(i), t∗(i)))}i=1,...,K given
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by:

ΣK =
n

K

⎛⎜⎝
∑K
i=1

(
s∗n(i)− s∗n

)2 ∑K
i=1

(
s∗n(i)− s∗n

) (
t∗n(i)− t∗n

)
∑K
i=1

(
s∗n(i)− s∗n

) (
t∗n(i)− t∗n

) ∑K
i=1

(
t∗n(i)− t∗n

)2
⎞⎟⎠

where s∗n = 1
K

∑K
i=1 s

∗
n(i) and t∗n = 1

K

∑K
i=1 t

∗
n(i).

Therefore, we can say that approximately: (s∗n, t
∗
n) ≈ N

(
(s∗, t∗) , 1

nΣK
)
, from

where a level α confidence region: Rα = (s∗n, t∗n) +
At

KB
(
0,
√
χ2

α(2)
)

√
n

, being AK
the matrix that verifies AtKAK = ΣK , while B(x, r) is the ball of center x and
radius r.

To verify our results, we calculated the theoretical operating point (s∗, t∗) and
simulated another 300 traces independent of those that were used to estimate
ΣK . We constructed then the 95% confidence region. If the results are right,
approximately 95% of the times, (s∗, t∗) must fall inside that region, or equiv-
alently and easier to check, approximately 95% of the simulated (s∗n, t∗n) must
fall inside the region R = (s∗, t∗) + 1√

n
AtKB

(
0,
√
χ2

0.05(2)
)
. Numerical results,

plotted in figure 1 (left), verify that the confidence level is attained, 95.33% of
the estimated values fall inside the predicted region.
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Fig. 1. Estimated operating points (left), γn and theoretical γ (right) and its confidence
regions

QoS parameters estimation. We estimate the link operating point in order to
estimate loss probability. As was said in section 2.2, if we have an EB estimator
that verifies the hypotheses of theorem 1, then

γn = inf
t

sup
s

((b + ct)s− stαn(s, t)) (17)

is a consistent estimator and has CLT properties. From this estimator loss prob-
ability could be approximated by
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qn = Pn(QN > B) ≈ exp−Nγn (18)

where QN is the queue size and N is the number of sources. Figure 1 (right)
shows the estimations of γn for 600 simulated traces, its theoretical value and its
confidence interval. Numerical results show that in this case 94.8% of the values
fall in the 95% confidence interval.

3 End-to-End QoS, the Fictitious Network Analysis

3.1 Introduction

As we have explained in the previous section, using Large Deviations Theory
and in the many sources asymptotic Wischik [6] proves the following formula
(called inf sup formula) for the overflow probability:

logP(QN > B) ≈ − inf
t≥0

sup
s≥0

((B + Ct)s−Nstα(s, t))

where QN represents the stationary amount of work in the queue, C is the link
capacity, B is the buffer size and N is the number of incoming multiplexed
sources of effective bandwidth α(s, t).

Wischik also shows in [13] that in the many sources asymptotic regime the
aggregation of independent copies of a traffic source at the link output and the
aggregation of similar characteristics at the link input, have the same effective
bandwidth in the limit when the number of sources goes to infinity. This result
allows to evaluate the end to end performance of some kind of networks like “in-
tree” ones. Unfortunately this analysis can not be extended to networks with a
general topology.

A slightly different asymptotic with many sources and small buffer character-
istics was proposed by Ozturk, Mazumdar and Likhanov in [4]. They consider
an asymptotic regime defined by N traffic sources, link capacity increasing pro-
portionally with N but buffer size such that lim B(N)

N → 0. In their work they
calculate the rate function for the buffer overflow probability and also for the
end to end loss ratio. This last result can be used to evaluate the end to end
QoS performance in a network backbone in contrast with the Wischick result
explained before, where it is necessary to aggregate at each link N i.i.d. copies
of the previous output link.

Ozturk et al. also introduce the “fictitious network” model. The fictitious net-
work is a network with the same topology than the real one, but where each flow
aggregate goes to a link on its path without being affected by the upstream links
until that link. The fictitious network analysis is simpler and so, more adequate
to on-line performance evaluation and traffic engineering. Ozturk et al. show
that the fictitious network analysis overestimates the overflow probability. In
this work we analyze when, for an interior network link, the overflow probability
calculated using the fictitious network is equal to the overflow probability of the
real network.

In the next section we summarize Ozturk et al. main results.
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3.2 Many Sources and Small Buffer Asymptotic Performance
Model

Ozturk, Mazumdar and Likhanov work. Consider a network of L links
which is accessed by M types of independent traffic. Consider a discrete time
fluid FIFO model where traffic arrives at time t ∈ Z and is served immediately
if buffer is empty and is buffered otherwise. Each link k has capacity NCk and
buffer size Bk(N) where Bk(N)/N → 0 with N → ∞. Input traffic of type
m=1,...,M, denoted Xm,N is stationary and ergodic and has rate Xm,Nt at time
t (workload at time t of N sources of type m).

Let μNm = E(Xm,N0 )/N and Xm,N(t1, t2) =
t2∑
t=t1

Xm,Nt . We assume that

μNm →
N→∞

μm and Xm,N(0, t)/N satisfies the following Large Deviation Prin-

ciple (LDP) with good rate function IX
m

t (x):

− inf
x∈Γo

IX
m

t (x) ≤ lim inf
N→∞

1
N

log P

(
Xm,N(0, t)

N
∈ Γ

)
(19)

≤ lim sup
N→∞

1
N

log P

(
Xm,N(0, t)

N
∈ Γ

)
≤ − inf

x∈Γ
IX

m

t (x) (20)

where Γ ⊂ R is a Borel set with interior Γ o and closure Γ and IX
m

t (x) : R →
[0,∞) is a continuous mapping with compact level sets. We also assume the
following technical condition: ∀ m and a > μm,

lim inf
t→∞

IX
m

t (at)
log t

> 0

Type m traffic has a fixed route without loops and its path is represented by
the vector km = (km1 , ...., k

m
lm

), where kmi ∈ (1, .., L). The set Mk = {m : kmi =
k, 1 ≤ i ≤ lm} denotes the types of traffic that goes through link k. To guarantee
system stability it is assumed that∑

m∈Mk

μm < Ck (21)

The main result of Ozturk et al. work is the following theorem.

Theorem 2. Let Xm,Nk,t be the rate of type m traffic at link k at time t. There
exist a continuous function gmk : R

M → R relating the instantaneous input rate
at link k for traffic type m to all of the instantaneous external input traffic rates
such that:

Xm,Nk,0

N
= gmk

(
X1,N

0

N
, ...,

XM,N0

N

)
+ o(1) (22)

The buffer overflow probabilities are given by:
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lim
N→∞

1
N

logP (overflow in link k) = −Ik =

− inf

{
M∑
m=1

IX
m

1 (xm) : x = (xm) ∈ R
M ,

M∑
m=1

gmk (x) ≥ Ck
}

(23)

In (22), o(1) verifies that lim
N→∞

o(1) = 0 since Bk(N)
N →

N→∞
0. The function

gmk (x) is constructed in the proof of the theorem. Ozturk et al. prove that the
continuous function relating the instantaneous input rate at link i for trafficm to
all of the instantaneous external input traffic rates is the same function relating
these variables in a no buffers network. The function relating the instantaneous
output rate at link i for traffic m to all of the instantaneous input traffic rates
at this link is:

fmi (x,Ci) =
xmCi

max(
∑
j∈Mi

xj , Ci)
(24)

In a feed-forward network the function gmk (x) can be written as composition of
the functions of type (24) in a recursive way. Using equation (24) the buffer
overflow probability can be calculated for any network link, by solving the opti-
mization problem of equation (23). We need to know the network topology, the
link capacities and, for each arrival traffic type m, the rate functions IX

m

1 .
Ozturk et al. define also the total (end to end) loss ratio as the ratio between

the expected value of lost bits at all links along a route and the mean of input
traffic in bits, for stream m identified by Xm. With the previous definition they
find the following asymptotic for the loss ratio Lm,N :

lim
N→∞

1
N

logLm,N = − min
k∈km

Ik (25)

The main problem of this approach is that the optimization problem of equa-
tion (23) could be very hard to solve for real-size networks. The calculation of
the function gmk (x) is recursive and so, when there are many links it becomes
complex. In addition, the virtual paths can change during the network oper-
ation. Therefore, it is necessary to recalculate on-line the function gmk (x). To
solve equation (23), it is also necessary to optimize a nonlinear function under
nonlinear constraints. In order to simplify this problem, Ozturk et al. introduce
the “fictitious network” concept, that is simpler and gives conservative results.
In the next section we find conditions to assure that there is no overestimation in
the calculus of the link overflow probability in the fictitious network analysis. We
also find a bound for the error (difference between the rate function calculated
for the real network and the fictitious one) in those cases where the previous
condition is not satisfied.

The aim of our work is to define an admission control mechanism. Such a
mechanism is simple a set of rules to accept or reject a flow that intend to access
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the network. This can be done by defining an acceptance region, i.e. which is the
set of flows that can access the network. In [4] an acceptance region based on
end-to-end QoS guarantees, is defined. This acceptance region is the traffic mix
that can flow through the network without QoS violation. Assume that Xm,N

is the sum of Nnm i.i.d. process. More formally, the acceptance region noted by
D is the mix or collection {nm}Mm=1 of sources which can be flowing through the
network while the QoS (loss ratio) for each class is met, that is:

D = {(nm),m = 1, ...,M : lim
N→∞

1
N

logLm.N < −γm} with γm > 0 (26)

We will concentrate then in the estimation of this acceptance region. We aim
not only to do it in a efficient way but also in a simple one in order to apply it
on-line.

3.3 Fictitious Network Analysis

We analyze an interior network link k under the same assumptions that in Ozturk
et al. work. M is the set of traffic types that access the network and Mi is the
set of traffic types that go through link i. We suppose that the network is feed-
forward, this means that each traffic type has a fixed route without loops. In
the real network, the link k overflow probability large deviation function (or rate
function) is given by:

IRk = inf

{∑
i∈M

IX
i

1 (xi) : x = (xi)i∈M,
∑
i∈M

gik(x) ≥ Ck
}

(27)

In the fictitious network this function is given by

IFk = inf

{ ∑
i∈Mk

IX
i

1 (xi) : x = (xi)i∈Mk
,
∑
i∈Mk

xi ≥ Ck
}

(28)

In the following it is assumed that each traffic type is an aggregate of N i.i.d
sources. This implies that each rate function IX

i

1 is convex and IX
i

1 (μi) = 0 for
all i. Then, (27) and (28) are convex optimization problems under constraints.
The second one has the advantage that the constraints are linear and there are
well known fast methods to solve it. The functions IX

i

1 are continuous, so we
solve the following problems corresponding to the real and fictitious network
respectively.

PR

⎧⎪⎪⎨⎪⎪⎩
min

∑
i∈M

IX
i

1 (xi)

∑
i∈M

gik(x) ≥ Ck
PF

⎧⎪⎪⎨⎪⎪⎩
min

∑
i∈Mk

IX
i

1 (xi)

∑
i∈Mk

xi ≥ Ck
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Definition 1. Consider two optimization problems

P1

{
min f1(x)
x ∈ D1

and P2

{
min f2(x)
x ∈ D2

P2 is called a relaxation of P1 if D1 ⊆ D2 and f2(x) ≤ f1(x), ∀x ∈ D1.

Proposition 1. PF is a relaxation of PR.

Proof. Since the functions IX
i

1 are non negatives, it is clear that
∑
i∈Mk

IX
i

1 (xi) ≤∑
i∈M

IX
i

1 (xi) ∀x = (xi)i∈M. Then, we have to prove that

{
x :

∑
i∈M

gik(x) ≥ Ck
}
⊆
{
x :

∑
i∈Mk

xi ≥ Ck
}

By definition, gik(x) = 0 ∀ i /∈ Mk and gik(x) ≤ xi ∀ i ∈ Mk (since gik can be
written as composition of functions of type (24)) then∑

i∈M
gik(x) =

∑
i∈Mk

gik(x) ≤
∑
i∈Mk

xi

and therefore
∑
i∈Mk

gik(x) ≥ Ck, implies
∑
i∈Mk

xi ≥ Ck.

Remark 4. If an optimum of the fictitious problem PF verifies the real problem
PR constraints and the objective functions take the same value at this point,
then it is an optimum of the real problem too.

The following theorem gives conditions over the network to assure that link k
overflow probability rate function for the real and for the fictitious network are
equal (E = IRk − IFk = 0). Since the network is feed forward, it is possible to
establish an order between the links. We say that link i is “previous to” or “less
than” link j if for one path, link i is found before than link j in the flow direction.

Theorem 3 (Sufficient Condition). If x̃ = (x̃i)i∈Mk
is optimum for PF , and

the following condition is verified for all links i less than k:

Ck −
∑

j∈Mk\Mi

μj ≤ Ci −
∑

j∈Mi\Mk

μj ∀ i < k (29)

then x∗ defined by:

(x∗)i =
{
x̃i if i ∈ Mk

μi if i /∈Mk

is optimum for PR.

Proof. See [14].
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Ci Cj Ck

X1

X2 X3 X4

Fig. 2.

Example 1. Consider a network like in figure 2. We analyze the overflow proba-
bility at link k.
If condition (29) is attained for link k, then E = IR

k − IF
k = 0. This condition is:⎧⎨⎩

Ck − μ4 ≤ Ci − μ2

Ck − μ4 ≤ Cj − μ3

Sufficient condition in terms of available bandwidth

Definition 2. For a traffic type m in a link j, it is defined the available band-
width ABWm

j as the difference between the link j capacity and the mean value
of the transmission rate of the other traffic types in j.

In terms of the previous definition, the theorem condition (29) assures that
the overflow probability rate function at link k on real and fictitious network
are the same if for all link j < k, and for all m traffic type in Mj ∩ Mk,
ABWm

j > ABWm
k . This condition is represented in figure 3 for a simple network

with two links.

X 1

X 2

X 3

C j C k

L ink  j L i n k  k

A B W k
A B W j

u 2
u 3

Fig. 3. Sufficient condition in terms of available bandwidth

Sufficient but not necessary condition. The theorem condition (29) is suf-
ficient to assure that the overflow probability rate function at link k on real and
fictitious networks are the same, but it is not a necessary condition. In fact, if x̃
is optimum for the fictitious problem, and if x∗ defined as:

(x∗)i =
{

x̃i si i ∈ Mk

μi si i /∈ Mk
(30)

satisfies the real problem constraints, then x∗ is optimum for the real problem.
If x∗ verifies the following condition∑

j∈Mi

(x∗)j ≤ Ci ∀ i < k (31)
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it also verifies the real problem constraints and therefore is optimum for the real
problem.

Therefore, in the case that the theorem condition is not fulfilled, if we found
x̃ optimum for the fictitious problem, then is easy to check if the rate functions
are equal or no. It is enough to check (31), where x∗ is defined in (30).

Error bound. Since the functions IXi

1 are non negatives, it is clear that the
rate function for the real problem is always greater than the fictitious one. Then
the error E = IR

k − IF
k is always non negative. This implies that the fictitious

network overestimates the overflow probability. We are interested in finding an
error bound for the overestimation of the fictitious analysis when conditions (29)
and (31) are not satisfied. A simple way to get this bound is to find a point x
which verifies the real problem constraints. In this case, we have that:

E = IR
k − IF

k ≤
∑
i∈M

IXi

1 (xi) −
∑

i∈Mk

IXi

1 (x̃i)

To assure that x verifies the real problem constraints, we have already seen that
it is enough to show that

∑
j∈Mi

xj ≤ Ci ∀ i < k and
∑

j∈Mk

xj ≥ Ck. Therefore,

we have to solve this inequalities system. It can be seen that the optimum of
the fictitious problem is in the boundary of the feasible region (

∑
i∈Mk

x̃i = Ck).

Since we are looking for a point near the optimum of the fictitious problem in
the sense that the error bound be as small as possible, we solve the following
system: ⎧⎪⎪⎨⎪⎪⎩

∑
j∈Mi

xj ≤ Ci ∀ i < k

∑
j∈Mk

xj = Ck

(32)

For the interesting cases, where there are losses at link k, this system always
has a solution. In the following an algorithm to find a solution of this system is
defined. We define the following point:

(x∗)j =
{

x̃j if j ∈ Mk

0 if j /∈ Mk

If x∗ verifies the conditions (32), we find a point that verifies the real problem
constraints. In some cases this is not useful because IXj

1 (0) = ∞ and we have
that the error bound is infinite. If P (Xj,N

1 ≤ 0) �= 0, the function IXj

1 (0) < ∞
and a finite error bound is obtained. If x∗ is not solution for system (32), then
we redefine (by some small value) the coordinates where

∑
j∈Mi

xj > Ci in such

a way that
∑

j∈Mi

xj = Ci. The second equation must be verified too and, since

some coordinates were reduced, others coordinates have to increase to get the
total sum equal to Ck. Since the system is compatible, following this method,
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a solution is always found. There is no guarantee that the solution given by
this method minimizes the error bound. However, this method has a very simple
implementation and gives reasonable error bounds as we can see in the numerical
examples of the last section.

3.4 End-to-End Loss Ratio Evaluation

In the previous section we found sufficient conditions to assure that results on
the fictitious and on the real network analysis coincide for an interior link. How-
ever, to define an admission control mechanism based on the end-to-end quality
of service, we must find a condition that guarantees that the end-to-end loss
ratio coincides for both networks. A natural answer is that the sufficient con-
dition found in theorem 3 must be verified for all links in the considered path.
However, as equation 25 suggest, we will show that this is not necessary since
it is enough that the sufficient condition is verified for the link with minimum
overflow probability rate function. This link must be then identified, and clearly
we aim to do it within the fictitious network context. We must then be sure that
the link with minimum rate function is the same for the real and the fictitious
network. In the sequel we address this two issues.

Proposition 2. Let kf be the link with minimum overflow probability rate func-
tion in the fictitious network for traffic type m: Ikf

= minki∈km Iki

If the conditions of theorem 3 are verified for link kf , the minimum overflow
probability rate function for traffic type m in the real network is also attained at
link kf .

Proof. See [14].

Proposition 3. Let k be the link where Ik = − min
k∈km

Im
k for the real network ,

i.e. the link where the minimum rate function of traffic type m is attained. Let Ik

be the rate function of the same link k for the fictitious network. If the sufficient
conditions of theorem 3 are verified for link k then Lm = L

m
, i.e. the end-to-end

loss ratio for real and fictitious network coincide.

Proof. See [14].

Remark 5. Previous propositions show that to evaluate the end-to-end loss ratio
Lm, it is enough that sufficient conditions of theorem 3 are verified by the link
k where the minimum rate function of traffic type m path is attained. In this
case, it results that Lm = L

m
= Ik. If sufficient conditions are not verified, then

the error bound obtained for the one link case can be applied.

3.5 Rate Function Estimation

In previous sections we show how to evaluate the end-to-end loos ratio in terms
of the rate function for the fictitious network. In order to implement an on-
line admission control based on this information, we must be able to accurately
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estimate the corresponding rate function. In this section we analyze how this
estimation can be done using traffic traces of the input traffic.

Let Xm,N
k (0, t) be the traffic type m workload at link k during the time interval

(0, t). We suppose that Xm,N
k is the sum of Nρm independent sources of type m:

Xm,N
k (0, t) =

Nρm∑
i=1

X̃m,i
k (0, t)

In this case, the instantaneous rate of traffic type m at time t is given by:

Xm,N
k,t =

Nρm∑
i=1

X̃m,i
k,t

Given the stationarity of the traffic, we can replace the t-index by 0 and for
simplicity we omit the link index k. Then the instantaneous rate of total input
traffic at link k is:

ZN
0 =

∑
m∈Mk

Xm,N
0 =

∑
m∈Mk

Nρm∑
i=1

X̃m,i
0 =

N∑
j=1

Z̃j

where the variables Z̃j are independent and identically distributed (iid) random
variables. Each variable Z̃j has the distribution of a mix of the variables X̃m,i

0

(given by the proportions ρm of each traffic type m present at link k). This
means that instantaneous rate of input traffic at link k is the sum of N iid
random variables and Cramer theorem (see for example [6]) can be applied. The
variable ZN

0
N verifies then a large deviation principle with rate function:

IZ
t (x) = sup

θ≥0
{θx − Λ(θ)} = sup

θ≥0
{θx − logE

(
eθZ̃1

)
} (33)

Given the rate function of the LDP, IZ
t (x), we can calculate IF

k :

IF
k = inf

{
IZ(z) : z ≥ Ck

}
= inf

z≥Ck

sup
θ≥0

{θz − Λ(θ)}

= sup
θ≥0

{θCk − Λ(θ)} (34)

Before solving the optimization problem 34, we must calculate or estimate Λ(θ).
If some model is assumed for the traffic, Λ(θ) can be calculated analytically. In
case no model is assumed as in our case, it must be estimated from measurements
i.e. from traffic traces. A possible and widely used approach [7,8] is to estimate
the expectation as a temporal average of a given traffic trace {Z̃N(t)}t=1:n:

E
(
eθZ̃1

)
= E

(
eθ

ZN
0

N

)
≈ 1

n

n∑
t=1

eθZN(t)/N
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Then Λ(θ) can be estimated by Λn(θ) = log
(

1
n

∑n
t=1 eθZN(t)/N

)
Now, the rate function IF

k can be estimated as: IF
k,n = supθ≥0 {θCk − Λn(θ)}.

However it remains unclear how good is this estimation. We will show that if
Λn(θ) is a good estimator of Λ(θ), then IF

k,n is also a good estimator for the rate
function IF

k .

Theorem 4. If Λn(θ) is an estimator of Λ(θ) such that both are C1 functions
and:

Λn(θ) −→
n

Λ(θ)
∂

∂θ
Λn(θ) −→

n

∂

∂θ
Λ(θ)

where the convergence is almost surely and uniformly over bounded intervals,
then IF

k,n is a consistent estimator of IF
k . Moreover, if a functional Central

Limit Theorem (CLT) applies to Λn−Λ, i.e,
√

n (Λn(θ) − Λ(θ)) w=⇒
n

G(θ) , where

G(θ) is a continuous gaussian process, then:
√

n
(
IF
k,n − IF

k

)
w=⇒
n

N(0, σ) , where

N(0, σ) is a centered normal distribution with variance σ.

Proof. See [14].

From the previous analysis we conclude that the rate function and then the ad-
mission control region can be accurately estimated from traffic traces in a simple
way. As we claimed before, this can be used in the definition of an admission
control mechanism based in the end-to-end quality of service expected by the
traffic.

3.6 Numerical Example

In this section we present a numerical example to validate our results. Additional
numerical examples can be found in [14].

There are many issues that could be evaluated to analyze the performance of
an admission control mechanism. However, since the overall performance of our
proposition depends on how accurate are the results obtained when the fictitious
network model is considered, we will concentrate here only in this aspect.

Example 2. Consider a network like in figure 4. We analyze the overflow proba-
bility at link k, assuming that Ci > Ck.

If condition (29) is attained for link k, then E = IR
k − IF

k = 0.
This condition is: Ck ≤ Ci − μ2.

Ci Ck

X1

X2

Fig. 4. Example 2-Network topology
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If this condition is not satisfied, since x̃ = Ck is optimum for PF , we first verify
if x∗ = (Ck, μ2) is optimum for (PR). It is sufficient to show that x∗ verifies the

real problem constraints, i.e:
{

Ck + μ2 ≤ Ci

Ck = Ck

If Ck + μ2 > Ci, we look for x∗ = (x∗
1, x

∗
2) that verifies

{
x∗

1 + x∗
2 ≤ Ci

x∗
1 = Ck

It is possible to choose x∗
1 = Ck and x∗

2 = Ci − Ck > 0 resulting in the
following error bound:

E ≤ I1(Ck) + I2(Ci − Ck) − I1(x̃1) = I2(Ci − Ck) (35)

In the following numerical example, we calculate the overflow probability rate
function for the real and fictitious network. Let Ci = 16kb/s per source and
Ck growing from 4 to 15.5kb/s per source. All traffic sources are on-off Markov
processes. For X1, the bit rate in the on state is 16kb/s, and average times are
0.5s in the on state and 1.5s in the off state. For X2, the bit rate in the on state
is 16kb/s, and average times are 1s in the on state and 1s in the off state. Since
μ1 = 4kb/s the stability condition is Ck > μ1 = 4kb/s. Using these values, the
sufficient condition (29) is, Ck ≤ 8kb/s. Figure 5 shows that while this condition
is satisfied both functions match, but after Ck ≥ 8kb/s they separate. Figure 5
also shows the overestimation error (E = IR

k − IF
k ) and the error bound (35)

described before. In this case, the error bound is exactly the error.
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Fig. 5. Example 2-Rate functions and error bound

4 End-to-End QoS Prediction Based on Active
Measurements and Statistical Learning

4.1 Introduction

The many sources and small buffer asymptotic analyzed in the previous section,
can only be applied to analyze an end-to-end path in a backbone network. If
the end points are end users this asymptotic cannot be applied because the path
goes through the backbone but also through the access network where the many
sources asymptotic is not valid. Therefore, a different approach must be applied
if the access control mechanism must take a decision based on end-to-end QoS.
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In this section we analyze another approach based on measurements and sta-
tistical learning in order to evaluate the end-to-end QoS parameters seen by
applications like a video on demand service.

A possible measurement technique for such tool is to send the application
traffic (a video for example) and to measure the video QoS parameters at the
receiver. However, in many cases these application flows may have bandwidth
requirements that are not negligible compared with links capacity. This technique
could overload a congested link degrading the QoS perceived by clients using
the system. This QoS degradation can be tolerated during short periods but the
previous methodology cannot be used if the operator requires a permanent or
frequent network monitoring.

Other measurement techniques estimate the QoS parameters seen by an ap-
plication using light probe packets and without considering the particular char-
acteristics of the application. These probe packets do not overload the network
but this procedure assumes, for example, that the delay of a specific application
can be approximated by the probe packets delay. This previous assumption is
not always true because the QoS parameters depend on the statistical behavior
of each traffic. Therefore, in many cases, this kind of estimation yields inaccurate
results.

We propose a methodology that is an intermediate point between both ap-
proaches (to send a multimedia flow during long periods or to send light probe
packets during short periods) and provides an accurate estimation of QoS pa-
rameters seen by an application without overloading the network during long
periods.

Our goal is to learn the relation between the QoS parameters seen by an ap-
plication and the probe packets interarrival times statistic. This statistic char-
acterizes the network state. Once the model is learned, in order to predict the
QoS parameters, it is necessary only to send light probe packets.

More formally, we consider the regression model

Y = Φ(X) + ε (36)

where X , Y and ε are random variables. The random variable X is an estimation
of the state of network path, the response Y is the QoS parameter seen by the
application (delay, jitter, loss rate) and ε is a centered random variable which
represents an error, where ε and X are independent.

The previous formulation evidences two problems to be addressed in this
work. First, it is necessary to find an accurate estimation of the state of the
network path (the variable X). Second, it is necessary to estimate the function
Φ. We propose to estimate this function learning Φ from samples of the random
variables Y and X .

In order to estimate the state of the network path, we analyze a functional
random variable X that is the empirical distribution of the probe packets inter-
arrival times.

In order to estimate the function Φ we propose a statistical learning approach
based on the Nadaraya-Watson estimator. Nadaraya-Watson, first introduced
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for real data [15], is used in this work mainly for functional regression [16].
We propose also an extension of theoretical results about the Nadaraya-Watson
functional estimator in a nonstationary context. This non-parametric approach
is based on mapping data obtained from probe packets and any QoS parameter
seen by an application.

4.2 Problem Formulation and Proposed Solution

We first consider the case of a path with a single link. The multilink case is
discussed later. We assume that the cross traffic, the link capacity and the buffer
size are unknown. The QoS parameter seen by the application is called Y and it
is a function of the link and traffic characteristics: Y = F (Xt, Vt, C, B).

where Xt is the cross traffic stochastic process, Vt is the video or other ap-
plication traffic stochastic process, C is the link capacity and B is the buffer
size. The link capacity C and the buffer size B are not known but it is assumed
that both have constant values during the monitoring process. As the goal is
to estimate a QoS parameter over the known process Vt (a video sequence for
example), Vt can be considered as an input to our problem. Taking into account
the previous considerations, we can say that Y = F (Xt). At the end of this
section we discuss these assumptions about C, B, and Vt.

The previous formulation pose two different problems that should be ad-
dressed. On one hand the estimation of the function that relates the cross traffic
and the QoS parameter and on the other the estimation of the cross traffic pro-
cess Xt. In order to take into account the multilink case, the last estimation is
what we call the estimation of the state of the network path.

In order to estimate the cross traffic we send probe packets from the user
equipment and measure the interarrival times. When two consecutive probe
packets are queued in the same busy period at the link queue, as shown in
figure 6 (left), the interarrival time is equal to Xi

C + K
C , where Xi is the amount

of cross traffic that arrived at the queue between probe packets i and i+1, K is
the probe packets size and C is the link capacity. Then, during the busy periods,
the interarrival times are proportional to the cross traffic volume at least up to
a constant.

In the case where the packet i+1 is queued after the packet i leaves the queue,
as we infer the cross traffic volume from the values tiout, we can conclude that
there is a cross traffic volume larger than the real one.

Baccelli et al. [17] present a rigorous probabilistic approach to active probing
methods for cross traffic estimation. They analyze the system identifiability and
show that different cross traffic types can give rise to the same sequence of
observed probe delays. Therefore, it is not always possible to determine the

c t p p p p v i d e o

Fig. 6. Probe packets, probe video (video) and cross traffic (ct)
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distribution of any desired aspect of the cross traffic using probes. However, we
are not looking for an accurate estimator of the cross traffic. We are actually
looking for an estimation of Y . Therefore, our interest is only in finding an
estimator that allow us to distinguish between possible states of the network.
This state is represented by a variable X that is a function of the probe packets
interarrival times.

We will estimate the function Φ in the regression model of equation 36 from
the observations of the pairs (X, Y ).

We divide the experiment in two phases. The first phase is called the learning
phase. In the learning phase we send a burst of probe packets. The probe packets
interdeparture time is a fixed value tin and the packets have a fixed size K.
Immediately after the probe packets we send a video sequence training sample
during a short period.

This procedure is repeated periodically sending the probe packets and the
video sequence alternatively as shown in figure 6 (right).

We build the variable Xj by measuring for each experiment j the interarrival
times of the probe packets burst. We also measure the QoS parameter Yj of the
corresponding video sequence and we have a pair (Xj , Yj) for each experiment.
The problem is how to estimate the function Φ : D → R by Φ̂ from these
observations, where X ∈ D and R is the real line.

The second phase is called the monitoring phase. During the monitoring phase
we send only the probe packets. We build the variable X in the same way as
in the learning phase. The QoS parameter Ŷ of the video sequence is estimated
using the function Φ̂ built in the learning phase by Ŷ = Φ̂(X). We remark that
this procedure does not load the network because it avoids sending the video
sequence during the monitoring phase.

Remark 6. The previous discussion is based on the single link case. We discuss
now some considerations about the multilink case. First, we must highlight that
the multilink case can be reduced to the single link one in many important esce-
narios. For example, when the application service is offered by a server located at
the ISP backbone (for example a video on demand server) and the user access is
a cellular link or an ADSL link. In these cases the bottleneck is normally located
at the access since the backbone is overprovisioned and it behaves as a single link.

However, there are cases where the packets must wait in more than one queue.
In these cases the different queues modify the variable X that we use to charac-
terize the cross traffic. This means that we estimate a variable X where the in-
fluence of all queues are accumulated. Nevertheless even in this case our method
will work fine if it is possible to distinguish with this variable between different
cross traffic processes observed in the path.

Remark 7. Another assumption was that the network path, the link capacities
and the buffer sizes are fixed. For link capacities and buffer sizes this assumption
is reasonable. However, the route between two points on the network can change.
This problem can be solved because it is possible to verify periodically the route
between two points using for example an application like trace-route. If a new
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route is detected two circumstances can arise. If the system has learned infor-
mation about the new route, this information can be used for the estimation. If
the system has not learned information about the new route it is necessary to
trigger a learning phase. Finally, we remark that in some cases a change in the
route does not affect the measures, for example when the bottleneck is in the
access link and the backbone is overprovisioned.

Remark 8. In this section we work with the assumption that the system is
trained with a unique kind of video (we assume that Vt is a fixed sequence).
This is not really an issue since the video QoS parameters depend on a set of
characteristics like coding, bit-rate, frame-rate and motion level. Therefore, we
can train the system with a set of video sequences that represent the different
classes of videos. Later the system will use the corresponding training samples
depending on the specific video that we want to monitor.

4.3 Statistical Learning, the Nadaraya-Watson Estimator

In this section we discuss the mathematical tool selected to estimate Φ. We
present a brief review of current results about Nadaraya-Watson estimations.
We consider the regression model of equation 36. It is not assumed an explicit
form for the function Φ that relates the state of the network with the QoS
parameters, and it is not assumed either any particular probability distribution
for the random variables involved in the model. For this reason the model is
nonparametric.

There are several results on nonparametric regression for real random variables
and for random variables in R

d since the works of Nadaraya and Watson [18].
The Nadaraya-Watson estimator for the real case is

Φ̂n(x) =

n∑
i=1

YiK
(

||x−Xi||
hn

)
n∑

i=1

K
(

||x−Xi||
hn

) =

n∑
i=1

YiKn (Xi)

n∑
i=1

Kn (Xi)
(37)

K is a Kernel, which is a positive function that integrates one and Kn(Xi) =
K
(

||x−Xi||
hn

)
. hn is a sequence that tends to zero and it is called the kernel

bandwidth. This estimator is a weighted average of the samples Y1, . . . , Yn. The
weights are given by Kn (Xi) taking into account the distance between x and
each point of the sample X1, . . . , Xn.

4.4 The Empirical Distribution of the Probe Packets Interarrival
Times

In this section we select for the variable X , the empirical distribution of the probe
packets interarrival times. This lead us to a functional regression model. In last
years some theoretical results on the functional Nadaraya-Watson estimator were
developed.
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Fig. 7. Probe packets inter-arrival times

Why functional regression? We try to use as first option for the variable X
the mean and/or the variance of the probe packets interarrival times.

In figure 7 (left) it can be observed the estimation of Y using these possible
choices for X . We develop many experiments with simulated data and with
data taken from operational networks and the estimations of Y are in all cases
inaccurate. It is not possible to estimate Y from the mean and the variance.

In figure 7 (right) we show four empirical distribution functions for simu-
lated data. Two of them were obtained in the presence of high cross traffic and
the others with low cross traffic. These empirical distribution functions capture
some network characteristics that allow us to distinguish between them. In the
next section we analyze the QoS estimation using these empirical distribution
functions.

Functional Nadaraya-Watson estimator. For functional random variables,
i.e. when the regressor X is a random function Ferraty et al. [16] introduce
a Nadaraya-Watson type estimator for Φ, defined by equation (37), where the
difference with the real case is that ‖ · ‖ is a seminorm on a functional space
D. One of the main issues in the functional approach is the “curse of dimen-
sionality”. The estimation Φ̂n(x) will be accurate if there are enough training
samples near x. This issue becomes crucial when the observations come from
an infinite dimensional vector space. This problem is addressed in the literature
and we refer for example to [16,19] for different approaches. These works state
the convergence and the asymptotic distribution of the estimator for stationary
and weakly dependent (for example mixing) functional random variables.

Extensions to the nonstationary case. The cross traffic Xt on the Internet
is a dependent and non-stationary process. This topic has been studied by many
authors during last ten years. Zhang et al. [20] show that many processes on the
Internet (losses for example) can be well modelled as independent and identical
distributed (i.i.d.) random variables within a “change free region”, where sta-
tionarity can be assumed. They describe the overall network behavior as a series
of piecewise-stationary intervals.

The nonstationarity has different causes. In all cases it is very important to
have estimators that can be used with nonstationary traffic.
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As our data comes from Internet data traffic and it is typically nonstationary,
we extend previous results about functional nonparametric regression to this
case. Instead of considering random variables X equally distributed we consider
a model introduced by Perera in [21] defined by Xi = ϕ(ξi, Zi) where ξi takes
values in a seminormed vector space with a seminorm ||·||, and Zi is a real random
variable that takes values in a finite set {z1, z2, . . . , zm}. For each k = 1, . . . , m
the sequence (ϕ(ξi, zk))i≥1 is weakly dependent and equally distributed, but the
sequence Zi may be nonstationary as in [21]. The model represents a mixture
of weakly dependent stationary process, but the mixture is nonstationary and
dependent. Here ξ represents the usual variations of the traffic, and the variable
Z selects between different traffic regimes, and represents types of network traffic.

With this model two main theoretical issues appear: the convergence and
the asymptotic distribution of the estimator. We prove in [23] the almost sure
convergence of the estimator. The asymptotic distribution of the estimator for
this model is discussed in [22].

4.5 First Application to Simulated Data

In this section we analyze the accuracy of estimations with functional Nadaraya-
Watson applied to simulated data. We analyze the estimation procedure by sim-
ulations using the ns-2 simulator software [24]. We simulate a link fed with a
video trace, a simulated cross traffic and probe packets. The cross traffic corre-
sponds to a model X = ϕ(ξ, Z). We have two Markovian ON-OFF sources and
Z is a random variable that takes values in {0, 1} selecting periodically between
this two sources. Fixing the value of Z we obtain stationary processes ϕ(ξ, 0)
and ϕ(ξ, 1).

The first source (source 0) generates Markovian ON-OFF traffic corresponding
to ϕ(ξ, 0) with average bit rate varying from 150 Mb/s to 450 Mb/s and average
time Ton in the ON state and Toff in the OFF state varying from 100 to 300 ms.
The second source (source 1) generates Markovian ON-OFF traffic corresponding
to ϕ(ξ, 1) with average bit rate varying from 600 Mb/s to 900 Mb/s and average
time Ton in the ON state and Toff in the OFF state varying from 200 to 500 ms.
For each period an independent random variable is sampled to select the average
bit rate. The payload of probe packets is 20 bytes and for the video packets is
1400 bytes. The video sequence has an average bit rate of 480 kbps. The link
capacity is 1.6 Mbps.

We send this cross traffic to a network link together with the probe packets
and the simulated video sequence. Each test consists on a probe packet burst
with fixed interdeparture time t∗in. After this burst we send a simulated video
traffic (a video traffic trace). For each test j we compute from the probe packets
the empirical distribution function of interarrival times Xj and we measure the
average delay Yj of the video packets.

The kernel is K(x) =
{

(x2 − 1)2 if x ∈ [−1, 1]
0 if x /∈ [−1, 1]

and we use the L1 norm for the distance between the empirical distribution
functions.
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Concerning the time scales in our experiment the probe traffic is sent with
fixed time t between consecutive probe packets. The aim is to find some criterion
for choosing the best time scale in order to have accurate estimates. We consider
different sequences of observations for a finite set of time scales {t1, t2, . . . , tr}.
In practice, as we send bursts of probe traffic with fixed time t between packets
we have observations with time scales in the set {t, 2t, . . . , rt}. Consider n + m

observations for each time scale
{
(Xtj

i , Y
tj

i ) : 1 � i � n + m, 1 � j � r
}

.
By dividing the sequence for a fixed time scale in two we can estimate the

function Φtj (for the time scale tj) by Φ̂
tj
n with the first n samples.

We then compute the difference σ2
tj (n, m) = 1

m

m∑
i=1

(
Φ̂

tj
n (Xtj

n+i) − Y
tj

n+i

)2

,

that gives a measure of the estimator performance for the time scale tj . We
choose t∗n,m such that minimize σ2

tj (n, m).
The kernel bandwidth is selected with a similar procedure.
In the simulations we have 360 values of (X, Y ) and we divide the sample in

two parts. The estimation of Φ is obtained from the last 300 samples and the
accuracy of the estimation is evaluated over the first 60 samples by comparing
Φn(Xj) with the measured average delay Yj for j = 1, . . . , 60. The relative error

in each point j is computed by |Φ̂n(Xj)−Yj |
Yj

. Figure 8 show the estimated and the
measured value of the average delay, showing a good fitting.
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Fig. 8. Average delay estimation for simulated data

4.6 Experimental Results

In this section we show results of the procedures presented in this paper applied
to different operational networks. The experiments were done with a measure-
ment software tool specially developed for this purpose. In order to evaluate
the practical limits of this methodology we analyze different scenarios that have
different levels of complexity. In this paper we show only measurements using a
cellular access network.

We analyze a cellular connection used with a PC and an cellular modem. The
video sequences are downloaded from a server located at Facultad de Ingenieŕıa,
Universidad de la República. In this case the videos were codified at an average
rate of 96 kbps. First of all, we take the first 30 samples in order to select the
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Fig. 9. Video packet losses (left) and mean delay (right) in the cellular case

model. Next, we take the other 35 points not used to select the model in order
to validate the model.

Figure 9 left and right show the video losses and its mean delay for the 35
points of the validation sample. The accuracy of the estimation is reasonable
taking into account the variability of the data.

5 Conclusions

This work addresses the challenge of guaranteeing quality of service (QoS) in the
Internet from a statistical point of view. First, we have discussed the end-to-end
QoS parameters estimations based models from the Large Deviation Theory.
Later, we have analyzed the estimation of QoS parameters seen by an applica-
tion based on end-to-end active measurements and statistical learning tools. We
have discussed how these methodologies can be applied to different parts of the
network in order to analyze its performance. We have obtained tight estimations
applying both methodologies.
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Abstract. In order to differentiate the perceived QoS between traffic
classes in heterogeneous packet networks, equipment discriminates in-
coming packets based on their class, particularly in the way queued
packets are scheduled for further transmission. We review a common
stochastic modelling framework in which scheduling mechanisms can be
evaluated, especially with regard to the resulting per-class delay distribu-
tion. For this, a discrete-time single-server queue is considered with two
classes of packet arrivals, either delay-sensitive (1) or delay-tolerant (2).
The steady-state analysis relies on the use of well-chosen supplementary
variables and is mainly done in the transform domain. Secondly, we pro-
pose and analyse a new type of scheduling mechanism that allows precise
control over the amount of delay differentiation between the classes. The
idea is to introduce N reserved places in the queue, intended for future
arrivals of class 1.

1 Introduction

In heterogeneous packet-based networks, the Quality of Service (QoS) perceived
by a particular application highly depends on the presence of and interaction
with other flows, due to statistical multiplexing and queueing in the intermediate
network nodes. This is particularly the case in situations of high network load or
congestion in intermediate network nodes. In a sense, managing a large hetero-
geneous network successfully, is a many-facetted problem, not unlike governing a
society. Different groups of people have different characteristics, desires and as-
pirations, often conflicting with each other, but all of them are part of the same,
highly interactive system. The actions of one group will always affect the others
to some degree and it is the responsibility of the authorities to issue clear rules
and laws as to how human interactions should take place, as well as to distribute
the limited (monetary) resources among the different interest groups. Ideally, the
primary aim of government’s legislation and budget is to maximise prosperity
and individual well-being. In this sense, traffic flows in a network are similar
to people in society in many respects. Just like people, they share the same
infrastructure, are unpredictable and may exhibit erratic or even malevolent be-
haviour. Therefore, enforcing strict rules and intelligent resource distribution are
� SMACS: Stochastic Modeling and Analysis of Communication Systems.
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required to achieve maximal QoS satisfaction. Hence, there is a continuing trend
of introducing QoS-awareness into the equipment of network nodes, with the aim
of sharing available network resources (e.g. bandwidth) among the traffic flows in
a more intelligent and deliberate way, tailored as closely as possible to the needs
of each flow. For this, many different techniques are used, both at the applica-
tion level (traffic shaping, congestion notification) and at the level of the network
(congestion avoidance, active queue management, specific packet scheduling and
packet discarding mechanisms), see e.g. [25] for an overview. In answer to the
scalability problems that arise when trying to meet the QoS demands of each
separate flow in the network, the Differentiated Services (DiffServ) architecture
[4] has been proposed. DiffServ is packet-based instead of flow-based. This means
the individual flows are aggregated into a limited number of service classes and
nodes decide on the per-hop behaviour of each packet based on its class. A sim-
ulation study of DiffServ with both delay and loss QoS classes is found in [44].
A controllable DiffServ mechanism is Proportional Differentiated Services [18],
which aims to quantitatively differentiate the QoS among the classes relative to
some predefined parameters. Many other scheduling mechanisms that limit the
delay of a selected flow keep track of a ‘deadline’ for each queued packet, such as
earliest deadline first (EDF) [43,38] and alternative best-effort [26] or use virtual
clocks [52]. An overview can be found in [25,40]. Another approach to accommo-
date delay-sensitive traffic, is to keep queues small by discarding packets before
congestion can arise. Several packet-discarding strategies have been presented
and analysed in literature, such as push-out buffer (POB) [11], partial buffer
sharing (PBS) [10,27], random early detection (RED) [39,23] and their variants.
Aside from policies deciding whether or not a packet is admitted to the buffer,
there is also a host of scheduling mechanisms that are responsible for determining
which packet from the buffer is the next to be transmitted once the output link
becomes available. QoS-aware scheduling mechanisms aim at providing some-
how a better service to selected flows with higher importance, at the expense of
a worse service delivered to the other flows. A theoretically ideal and fair way
to share the server capacity over different flows is Generalised Processor Sharing
(GPS) [41,51], but this mechanism is difficult to apply in packet-based networks,
so adaptations for packet scheduling are needed. For instance in the framework
of ATM [3], weighted-round-robin (WRR) and weighted-fair-queueing (WFQ)
[13] were proposed to achieve GPS-like weighted throughput and fairness [33].
For these mechanisms, there are separate queues for each type of traffic and the
server ‘visits’ each queue in a cyclic, weighted and/or timed manner [42]. In the
DiffServ framework, WFQ and WRR were recycled to ‘class-based’ WFQ and
WRR, meaning that the flows (sometimes several thousands) are aggregated
into a limited number of service classes between which a service differentiation
is desirable.

We first review a common stochastic modelling framework by which the per-
formance of some basic scheduling mechanisms can be evaluated, especially with
regard to the resulting per-class delay distribution. A discrete-time single-server
queueing model is considered with two classes (or ‘types’) of packet arrivals,
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either delay-sensitive (type 1) or delay-tolerant (type 2). The queue operates in
slotted time and all packets are assumed to require a single slot of service. We
make abstraction of any packet loss and assume the queue to have infinite ca-
pacity. The arrival process is time-independent, although the numbers of 1- and
2-packets that arrive within a slot may be correlated. The equilibrium delay dis-
tribution experienced by each class is obtained via some standard intermediary
steps. The first ➀ is to identify a minimal but sufficiently large state space by
which the system can be described as a Markov process. As we will see, the num-
ber of required supplementary variables [12,28] or ‘dimensions’ in the state space
specifically depends on the considered scheduling mechanism. Secondly ➁ the
equilibrium distribution of the system’s state over this space is calculated as a
joint probability generating function (pgf), which in turn is required for the final
step, ➂ obtaining the per-class delay distribution, also in the form of a generating
function. This generating-functions approach, also outlined in e.g. [29,49,5], has
proven to be successful in application to an impressively broad range of queueing
models. We here specifically apply it to assess the performance of an alternative
scheduling mechanism called the MR (Multiple Reservation) mechanism, which
we introduce in the next section.

2 Class-Based Scheduling Mechanisms

The quintessential QoS-flat scheduling mechanism (or ‘queueing discipline’) is
FIFO (First-In First-Out) where packets are served in their arrival order, with-
out regard of their class. Occasionally useful disciplines are also LIFO (Last-In
First-Out) [2] and ROS (Random Order of Service) [30,22]. The latter not only
neglects the class but also the arrival order of the packets. Clearly, no significant
differentiation in the per-class delay distribution is expected under any of these
disciplines. On the other hand, the most extreme way of service differentiation
is AP (Absolute Priority) or ‘HOL priority’ (Head of Line), either preemptive
or non-preemptive, see [45,47,24,9,48] as well as the contribution of Walraevens
et al. in this volume. Under AP, the next scheduled packet is the one that (1)
belongs to the set of queued packets with highest priority and (2) has the longest
waiting time of the packets in the set. If there are M traffic classes with lower
classes having higher priority, then a class-i packet only has a transmission op-
portunity in the complete absence of packets from classes 1 to i−1. Hence, AP

guarantees the lowest possible delay for class-1 traffic, at the cost of increasing
the delay for the other classes. The drawback is that classes with lower prior-
ity may experience dramatically high delay, especially when the partial load of
the higher-priority classes is high, an effect known as packet starvation. There-
fore, AP may be a bridge too far in many situations. Several amendments to AP

have been proposed that try to soften the severe strictness of the policy. For
example, in [46] a Probabilistic Priority scheme is discussed that assigns a small
probability pi to each class by which the server may skip service to class i+1,
even though class-i packets are available. In case of two priority classes, [35,36]
analyse different ways of implementing priority jumps (PJ), as proposed in [32].
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Packets of type 1: seize the furthest reservation

Packets of type 2

Fig. 1. A queue operating under MR with N = 4. The queue spaces are numbered as
indicated, and the positions of the reservations at the start of slot k are given by the
variables mj,k (j =1, . . . , N).

The idea is to allow class-2 packets (with lower priority) to promote to class
1 on some occasions and ‘jump’ to the tail of the high-priority queue. Consid-
ered jumping schemes are: HOL-PJ where class-2 packets jump after some de-
lay threshold, HOL-MBP (Merge-by-probability) where the entire class-2 queue
jumps with some probability β, HOL-JOS (Jump-or-serve) where jumps occur
at the same rate as the output link, HOL-JIA (Jump-if-Arrival) where jumps
are synchronised with class-2 arrivals, and so on. We here specifically focus on
the performance analysis of a new queue scheduling mechanism that can realise
a statistic reduction of the delay for type 1 traffic at the cost of increasing the
delay for type 2 traffic. This delay differentiation is achieved by introducing a
total of N (N �1) reserved spaces in the queue that will be occupied by future
arriving packets of type 1. We refer to this scheduling mechanism as the Multiple
Reservation (MR) discipline. The basic idea was first coined by Burakowski and
Tarasiuk in [8], where a rudimentary estimation of the mean delay for both traf-
fic types is given in case of Poisson arrival flows. In our previous work [14,15],
we have obtained exact expressions for the equilibrium distribution of the delay
of both packet types, in case of a single reserved position (i.e. N=1), as well as
for geometric service times in [19]. This was subsequently extended in [16,17] to
the general case N > 1 where efficient numerical procedures were presented to
calculate the pgf, mean and tail distribution of the delay experienced by both
types of packets. As a convention, let us number the positions of the spaces in
the queue as in Fig. 1, i.e. the server has position 0, while the queue spaces have
numbers that increase with their distance to the server. The policy for storing
and scheduling packets in the queue is then the following:

	 Initially, there are N reserved positions (R’s) in the queue, on positions 1 to
N . This is also the case every time the queue is empty or ‘idle’.

	 Of all the packets arriving in a slot, the 1-packets are stored in the queue first
and then the 2-packets.

	 If a 1-packet is stored, it seizes the most advanced R in the queue (i.e. the
one with the lowest position number) and makes a new R at the end of
the queue. A 2-packet on the other hand, is stored at the end of the queue in
the usual FIFO manner.
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	 As long as it is not seized by a 1-packet, an R behaves as a normal packet in
the sense that it shifts one place to the right every time a packet leaves the
server. However, an R cannot enter the server at position 0, nor can it leave
the queue.

It is clear that the number of R’s always remains equal to N , due to the fact
that each 1-packet seizes an R but at the same time also creates an R at the
end of the queue. Note that MR is work-conserving and maintains the per-type
packet ordering, just like FIFO and AP. The differentiation in delay arises from
the fact that 1-packets may jump over already stored 2-packets. For example, in
the situation of Fig. 1, the next arriving 1-packet will take position 3, thereby
jumping over 4 packets of type 2. Clearly, the higher we choose N the more the
delays of type 1 and type 2 packets will differ. More so, if N →∞ the queue
operates in exactly the same way as AP, providing the maximum possible delay
differentiation. In this way, the number of reservations N in the queue can be
seen as a parameter by which the amount of delay differentiation can be carefully
controlled.

3 Discrete-Time Queueing Model

In the following, we propose a discrete-time queueing model by which the per-
class delay distribution under a specific scheduling mechanism can be assessed
quantitatively. We assume all packets are stored in a single queue with infinite
capacity and that each packet requires one slot service. In general, packets belong
to one of M service classes with class i having more strict delay requirements
(higher priority) than class i+1. Let ai,k denote the number of packets of type i
(1
 i
M) that arrive in the queue during slot k. We assume that the numbers
of arrivals in subsequent slots are independent and identically distributed (iid),
with their joint distribution given by the pgf

A(z1, . . . , zM ) � E[za1,k

1 · . . . · zaM,k

M ] . (1)

This allows for the numbers of arrivals of different classes during the same slot
to be correlated. We assume delayed access for the packets, meaning that any
arrivals during slot k are not stored in the queue until the end of that slot.
Consequently, no packet can be served during the slot in which it arrived. Let
the random variable υi,k denote the number of packets of type i present in the
system at the beginning of slot k, summing up to uk =υ1,k+. . .+υM,k, denoting
the total system content at that time. In case of QoS-flat disciplines, it is often
logical to single out a traffic class i and regard the other as an aggregated class ı̄.
Let aı̄,k =

∑
j �=i aj,k, then A(x, z) � E[xak,ı̄zak,i ] = A(x

1
, . . . , x

i−1
, z

i
, x
i+1
, . . . , x

M
) is

the joint distribution of the arrivals in slot k of classes ı̄ and i. This is equivalent
to considering M = 2, with type-1 packets having delay priority over type-2
packets, and joint pgf A(z1, z2) = E[za1,k

1 z
a2,k

2 ]. We will also use the marginal
distributions Ai(z) of the number of arrivals per slot of type i=1, 2, which are
given by

A1(z) � E[za1,k ] = A(z, 1) , A2(z) � E[za2,k ] = A(1, z) . (2)
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The total number of arrivals (both of type 1 and 2) during slot k is denoted by
aT,k =a1,k+a2,k with pgf AT (z)=E[zaT,k ]=A(z, z). The mean number of arrivals
per slot (arrival rate) of type i follows from the moment-generating property of
pgfs as λi = E[ai,k] = A′

i(1), while the total arrival rate is λT = λ1 +λ2 =
A′

T (1) . Some higher-order derivatives evaluated for z = 1 are λ′i = A′′
i (1) and

λ′T = A′′
T (1), as well as the mixed moment λ12 = ∂2

∂z1∂z2
A(1, 1) = E[a1a2]. To

keep the forthcoming expressions tractable, we use the following notation for
the distribution of the type-1 arrivals in the probability domain. Let the mass
function of the number of 1-arrivals per slot be

βi � Prob[a1,k = i] , i � 0 , and α � β0 = A1(0) = A(0, 1) , (3)

such that A1(z)=
∑+∞

i=0 βi z
i. Additionally, define

Ai∗(z) � E[za2,k{a1,k = i}] , i � 0 , (4)

which is the pgf of the number of 2-arrivals in case there are exactly i arrivals of
type 1 in the same slot, and where E[X{Y }] = E[X |Y ] Prob[Y ]. Note also that
βi =Ai∗(1), i�0.

4 Equilibrium State of Multi-class Queues

The ‘system’ we are considering is the queue as specified above, containing pack-
ets of both classes. Our final goal is to obtain the distribution of the per-class
delay. Formally, let us consider an arbitrary class-i packet (i=1, 2) and tag it as
packet P . Denote the arrival slot of P as slot I. We define the delay di of P as
the number of slots between the end of slot I and the end of the slot in which P
departs from the queue. It is clear that for most scheduling disciplines, di heavily
depends on the state of the system when P arrives. For example, if the system
content uI is large at the moment P arrives, its delay will typically be large as
well, because all of the already present packets have to be served prior to P ’s
transmission. This is the reason why intermediate step ➁ of obtaining the exact
equilibrium system state is required.

As mentioned in section 1, the first step ➀ however is to identify a suitable
description of the system’s state during an arbitrary slot k which contains enough
information so that the per-class delay distribution can be derived from it. The
variables 〈s1, . . . , sn〉 that are chosen to be part of the system state are called the
system state variables and we characterise their distribution in slot k by their
joint pgf Pk. The primary concern here, is to choose the collection of system
state variables in such a way that it is Markovian, in the sense that Pk+1 can
be determined from Pk without relying on any information pertaining to slots
other than k. We assume that the system reaches equilibrium for k →∞, i.e. that
appropriate stability conditions for the system’s parameters are met. Whenever
we deal with random variables assumed in this equilibrium regime, we may
drop the time index k where appropriate. For the equilibrium distribution of
the system state we thus write P = limk→∞ Pk. For a general arrival process,
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note however that the distribution PI of the system state in the arrival slot of
P may be different from the overall equilibrium distribution P . Nevertheless, it
is known [5] that due to the temporally uncorrelated (iid) nature of the packet
arrival process we assumed in section 3, the system state as ‘seen’ by an arbitrary
arriving packet of either type has the same distribution as the system state in
an arbitrary slot, i.e. PI = P . The results we obtain in this section can therefore
immediately be used for the delay analysis in sections 5 and 6.

So let us apply steps ➀ and ➁ to the QoS-flat disciplines first. For 2-class
FIFO, it suffices to maintain the total system content 〈uk〉 as per-slot information,
i.e. the only required system state variable is uk. The evolution of the system
content is governed by the well-known Lindley equation:

uk+1 = (uk − 1)+ + aT,k , (5)

where (·)+ is the operator max(·, 0). The equilibrium pgf of the system state
then follows as

U(z) � lim
k→∞

E[zuk ] = AT (z)E[z(u−1)+ ] = (1−λT )
AT (z)(z − 1)
z − AT (z)

, (6)

see [5,6,29]. Applying the moment-generating property of pgfs on (6), as well as
applying de l’Hôpital’s rule, we obtain the mean equilibrium system content as

E[u] = U ′(1) = λT +
λ′T

2(1− λT )
. (7)

The importance of (6) and (7) is the fact that they hold for most work-conserving
disciplines. The total system content u, i.e. all packets irrespective of their class,
is distributed as in (6) for all the scheduling mechanisms we consider in this pa-
per. Whether the total system content alone suffices as system state description
is another matter of course. For LIFO, no system state needs to be maintained
at all (i.e. 〈〉) since the delay of P is independent of the number of packets uI

already stored in the system. For ROS on the other hand, 〈uk〉 is again sufficient.
For QoS-aware scheduling mechanisms, the delay of P usually depends on

how many of the present packets in the system are of type 1 and how many of
type 2. In case of AP [47] however, it turns out that keeping track of the total
system content uk alone is sufficient for the delay analysis, i.e. we require 〈uk〉,
leading again to (5)–(7). Nevertheless, the joint pgf of υ1 and υ2 can be obtained
using the system equations

υ1,k+1 = (υ1,k−1)+ +a1,k , υ2,k+1 =

{
(υ2,k − 1)+ + a2,k if υ1,k =0 ,
υ2,k + a2,k if υ1,k>0 .

(8)

The joint pgf of υ1 and υ2 then found as [47]

U(z1, z2) = E[zυ1
1 z

υ2
2 ] = (1−λT )

A(z1, z2)(z2 − 1)
z1 −A(z1, z2)

(z1 −X(z2))
z2 −X(z2))

, (9)
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where the functionX(z) is implicitly defined byX(z) = A(X(z), z) andX(1)=1.
For the variants of mechanisms with priority jumps (PJ) [35,36] mentioned in
the introduction however, the required state space is usually 〈υ1,k, υ2,k〉, leading
to different variants of (9).

For the Multiple Reservation mechanism (MR), recall that the jth packet in
an arriving batch of 1-packets seizes the jth reserved space if j 
 N . Hence,
besides the queue content uk we also need to keep track of the precise positions
of all N reservations in the queue. We number the R’s from 1 to N , with the
first reservation being the one closest to the server, i.e. the one with the smallest
position number. Conversely, we may also say that the jth reservation (j =
1, . . . , N) has order j. At the start of slot k, we denote the position of the order
j reservation by mj,k, as is illustrated in Fig. 1. As a 1-packet always seizes the
R with the lowest position number, it is seen that there can be no 1-packets
in the queue on positions larger than m1,k. In other words, all packets behind
the first reservation must be of type 2. So what variables need to be added to
the system state in order for the per-class delay distribution to be derived? If
P is of type 1 and the jth 1-packet of an arriving batch, it will seize the jth
order reservation (j 
N). Each time, a new reservation is made at the end of
the queue, at position uk +N . Therefore, it is clear that the positions of all
R’s together with the queue content uk need to be part of the system’s state
variables, i.e. 〈mj,k, j=1, . . . , N ;uk〉.

The following system equations establish the value of the system state vari-
ables in slot k+1, for all possible values of those variables in slot k. The working
method is to start from a certain state at the start of slot k. Then consider every
possible event during this slot in terms of arrivals, storage, scheduling and de-
partures and finally, write down the new system state this results in at the start
of slot k+1. In principle, this yields a function from one (N+1)-dimensional space
to another, although this space can be somewhat reduced by ruling out states
than can never be reached. For instance, because of their physical meaning, we
know that the system state variables must satisfy the constraint

1 
 m1,k < m2,k < . . . < mN,k 
 (uk − 1)+ +N , (10)

which for the position of the jth reservation individually results in

j 
 mj,k 
 (uk − 1)+ + j , j=1, . . . , N . (11)

As a convention, let j indicate any value from 1 to N , unless stated otherwise.
In our analysis it turns out that, instead of the variables mj,k, it is often more
convenient to work with the variables

m̂j,k � mj,k − j , (12)

which all have 0 as their minimal value instead of j. Therefore, the constraints
(10) and (11) now respectively become

0 
 m̂1,k 
 m̂2,k 
 . . . 
 m̂N,k 
 (uk − 1)+ , (13)
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0 
 m̂j,k 
 (uk − 1)+ . (14)

Obviously, knowledge of the value or distribution of mj,k implies that of m̂j,k

and vice versa, so we may interchangeably use both as system state variables.
For the system equations we can distinguish between four cases, in all of

which the new system content uk+1 is determined by (5). Observe also that a2,k

appears in (5) but not in any of the following equations for m̂j,k+1 where only
the number of arrivals of type 1 is of importance. Assuming that the system is
not empty to begin with, the events during slot k can generally be summarised
as follows. First, there are a1,k 1-arrivals to be stored. One by one they seize the
first R they see and make a new one at the end. As such, seen as a group, the
first N of these 1-arrivals take R’s that existed before slot k, while any remaining
1-arrivals seize an R that was created by a previous 1-arrival in slot k. At the end
of the slot, after the 2-packets have been stored as well, the packet in the server
terminates its service and leaves the queue. Then, at the start of slot k+1 a new
packet will enter service, at least if there are any left in the system. It is the first
packet (the one with lowest position number p) that will jump over any R’s at
positions 1 to p−1 into the server at position 0. Then, since position p is free
now, all packets and reservations on positions larger than p shift one position
towards the server. As we have said, these considerations lead us to distinguish
four groups of system equations as follows.

	 uk =0 (empty system)
First of all, in case of an empty system we know that the N reservations are
grouped together on positions 1 to N , so

uk =0 ⇒ m̂1,k = m̂2,k = . . . = m̂N,k = 0 .

Therefore, we have in slot k+1:

m̂j,k+1 = (a1,k − 1)+ . (Empty)

	 uk>0, a1,k =0 (no 1-arrivals)
In this and the remaining cases, we know that the system is not empty in slot
k. Since a1,k =0 there are no arrivals of type 1 here. None of the reservations
will be seized so they all survive to the next slot. However, after the packet
in service during slot k has left, they will be shifted by one position as far as
the lower constraint in (14) is not violated. We have

m̂j,k+1 = (m̂j,k − 1)+ . (Keep)

	 uk>0, a1,k = i with 1
 i<N
In this case, the number of 1-arrivals i is smaller than the number of reserva-
tions N . These i arrivals seize the first i reservations, i.e. those at positions
m1,k up to mi,k and make i new reservations at the end of the queue. So the
last i reservations in the next slot will be newly created and positioned to-
gether at the end of the queue. Then, accounting for the fact that one packet
will leave, it turns out that we have

m̂j,k+1 = uk + i− 2 , if j = N−i+1, . . . , N . (AtEnd)
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On the other hand, the first N−i R’s in the new slot are reservations that were
not seized and have survived. Their ordering number has simply decreased
by i or in other words, they have ‘i-shifted’:

m̂j,k+1 = m̂j+i,k + i− 1 , if j = 1, . . . , N−i . (i-shift)

	 uk>0, a1,k = i with i�N
Now, there are at least as many 1-arrivals as there are reservations. In this
case all new reservations will be grouped at the end of the queue, since none
of the old R’s survive. Equation (AtEnd) now applies for all new reservation
positions, i.e.

m̂j,k+1 = uk + i− 2 , j = 1, . . . , N . (AtEnd)

Now we use the above equations to obtain the equilibrium distribution of the
system state 〈mj,k, j=1, . . . , N ;uk〉, of which we define the joint pgf as

Pk(y1, y2, . . . , yN ; z) � E[ym̂1,k

1 y
m̂2,k

2 · · · · · ym̂N,k

N zuk ] . (15)

The equations (Empty), (Keep), (i-shift) and (AtEnd) allow to relate the joint
pgf Pk+1 of the system state in slot k+1 to the distribution Pk in slot k. We
perform separate calculations for the four cases above, splitting up the joint pgf
into four terms as

Pk+1(y1, y2, . . . , yN ; z) = E[ym̂1,k+1
1 y

m̂2,k+1
2 · · · · · ym̂N,k+1

N zuk+1]

= E[. . . {uk =0}] + E[. . . {uk>0, a1,k =0}] (16)

+
N−1∑
i=1

E[. . . {uk>0, a1,k = i}] +
+∞∑
i=N

E[. . . {uk>0, a1,k = i}] .

For the first term, (Empty) applies, as well as (5) such that

E[ym̂1,k+1
1 y

m̂2,k+1
2 · · · · · ym̂N,k+1

N zuk+1{uk =0}]
= E[(y1 y2 · · · yN )(a1,k−1)+ za1,k+a2,k{uk =0}]
= . . .

=
p0,k

y1 y2 · · · yN

[
(y1 y2 · · · yN − 1)A(0, z) +A(y1 y2 · · · yN z, z)

]
, (17)

where, p0,k =Uk(0)=Pk(0, 0, . . . , 0; 0) is the probability that the system is empty
at the beginning of slot k. The second term of (16) can be further developed with
(Keep), which yields

E[ym̂1,k+1
1 y

m̂2,k+1
2 · · · ym̂N,k+1

N zuk+1{uk>0, a1,k =0}]
= E[y(m̂1,k−1)+

1 y
(m̂2,k−1)+

2 · · · y(m̂N,k−1)+

N zuk−1+a2,k{uk>0, a1,k =0}]
= A(0, z)E[y(m̂1,k−1)+

1 y
(m̂2,k−1)+

2 · · · y(m̂N,k−1)+

N zuk−1{uk>0}]
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= A(0, z)
+∞∑
n=1

n−1∑
j1=0

n−1∑
j2=j1

n−1∑
j3=j2

· · ·
n−1∑

jN =jN−1

y
(j1−1)+

1 · · · y(jN−1)+

N zn−1pk(j1, . . . , jN ;n)

= A(0, z)
+∞∑
n=1

zn−1

[
n−1∑
j1=1

n−1∑
j2=j1

n−1∑
j3=j2

n−1∑
j4=j3

· · ·
n−1∑

jN=jN−1

yj1−1
1 yj2−1

2 yj3−1
3 · · · yjN−1

N pk(j1, . . . , jN ;n)

+
n−1∑
j2=1

n−1∑
j3=j2

n−1∑
j4=j3

· · ·
n−1∑

jN=jN−1

yj2−1
2 yj3−1

3 · · · yjN−1
N pk(0, j2, . . . , jN ;n)

+
n−1∑
j3=1

n−1∑
j4=j3

· · ·
n−1∑

jN=jN−1

yj3−1
3 · · · yjN−1

N pk(0, 0, j3, . . . , jN ;n)

+ . . .

+
n−1∑
jN=1

yjN−1
N pk(0, 0, . . . , 0, jN ;n)

+pk(0, 0, . . . , 0;n)
]

=
A(0, z)
z

[
1

y1y2y3 · · · yN

(
Pk(y1, y2, y3, . . . , yN ; z)− Pk(0, y2, y3, . . . , yN ; z)

)
+

1
y2y3 · · · yN

(
Pk(0, y2, y3, . . . , yN ; z)− Pk(0, 0, y3, . . . , yN ; z)

)
+ . . .

+
1
yN

(
Pk(0, 0, . . . , 0, yN ; z)− Pk(0, 0, . . . , 0, 0; z)

)
+Pk(0, 0, . . . , 0, 0; z)− p0,k

]
, (18)

where we have used the following notation for the mass function of the system
state distribution in slot k:

pk(j1, j2, . . . , jN ;n)�Prob[m̂1,k =j1, m̂2,k =j2, . . . , m̂N,k =jN , uk =n]. (19)

In the third term of (16), we must apply (i-shift) for the new reservations of
order 1 to N−i and (AtEnd) for the remaining reservation positions. We have
for 1
 i<N , using (4):

E[ ym̂1,k+1
1 · · · ym̂N−i,k+1

N−i︸ ︷︷ ︸
(i-shift)

· ym̂N−i+1,k+1
N−i+1 · · · ym̂N,k+1

N︸ ︷︷ ︸
(AtEnd)

·zuk+1{uk>0, a1,k = i}]

= E[ym̂i+1,k+i−1
1 · · · ym̂N,k+i−1

N−i yuk+i−2
N−i+1 · · · yuk+i−2

N zuk−1+i+a2,k{uk>0, a1,k = i}]
= (zy1y2 · · · yN−i)i−1(yN−i+1 · · · yN)i−2Ai∗(z)
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E[ym̂i+1,k

1 · · · ym̂N,k

N−i (zyN−i+1 · · · yN)uk{uk>0}]
= (zy1y2 · · · yN−i)i−1(yN−i+1 · · · yN)i−2Ai∗(z)[

Pk(1, 1, . . . , 1
i
, y1, y2, . . . , yN−i; zyN−i+1 · · · yN)− p0,k

]
. (20)

Finally, in the last term of (16), we find for i�N using (AtEnd),

E[ym̂1,k+1
1 y

m̂2,k+1
2 · · · ym̂N,k+1

N zuk+1{uk>0, a1,k = i}]
= zi−1(y1y2 · · · yN )i−2Ai∗(z)

[
Uk(zy1y2 · · · yN)− p0,k

]
. (21)

Adding up the terms (17), (18), (20) and (21), we get the right-hand side of (16).
If equilibrium kicks in, we can single out the function P (y1, . . . , yN ; z) and find
our basic functional equation for the equilibrium distribution of the MR system
state with N reservations:(

z ỹ1 −A(0, z)
)
P (y1, y2, . . . , yN ; z)

= z p0

[
(ỹ1 − 1)A(0, z) +A(z ỹ1, z)

]
+A(0, z)

[
(y1−1)P (0, y2, . . . , yN ; z)
+ y1(y2−1)P (0, 0, y3, . . . , yN ; z)
+ y1y2(y3−1)P (0, 0, 0, y4, . . . , yN ; z)
+ . . .

+ y1y2 · · · yN−1(yN−1)P (0, 0, . . . , 0; z)− ỹ1p0
]

+
N−1∑
i=1

(z ỹ1)i

ỹN−i+1
Ai∗(z)

[
P (1, . . . , 1

i
, y1, y2, . . . , yN−i; z ỹN−i+1)− p0

]
+

+∞∑
i=N

ziỹi−1
1 Ai∗(z)

[
U(z ỹ1)− p0

]
, (22)

where we define ỹj as the product yjyj+1 · · · yN . This functional equation com-
pletely determines the equilibrium distribution P , although we see that a lot of
unknown functions have yet to be determined. Nevertheless, all these unknowns
can be resolved by using relation (22) only, as we will demonstrate. Observe that
there are a total of 2N unknown functions on the right-hand side of (22). Let
us designate a shorthand to each of these functions and order them in a list as
follows

1. 1 = P (0, y2, y3, y4, . . . , yN ; z)
2. 1 = P (1, y2, y3, y4, . . . , yN ; z)
3. 2 = P (0, 0, y3, y4, . . . , yN ; z)
4. 2 = P (1, 1, y3, y4, . . . , yN ; z)
5. 3 = P (0, 0, 0, y4, . . . , yN ; z)
6. 3 = P (1, 1, 1, y4, . . . , yN ; z)
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...
2N−1. N = P (0, 0, 0, 0, . . . , 0; z)

2N. N = P (1, 1, 1, 1, . . . , 1; z) = U(z) (23)

Note that we could have included the probability p0 in this list as well, although
it easily follows as p0 =1−λT by imposing the normalisation condition on U(z).
The unknown functions can be determined in this order by performing the ap-
propriate substitutions in (22). In fact, the functional equation is able to provide
each of the unknowns in the list as a function of unknowns further in the list. To
make clear how this is done, let us denote by the function P (y1, y2, . . . , yN ; z)
in an explicit form, i.e. equal to (22) but with all unknowns (those in list (23))
resolved. On the other hand, we represent by ? 1 1 2 2 . . .NN a relation deter-
mining P (y1, y2, . . . , yN ; z), but in which the functions after the question mark
are still unresolved. Obviously, this is the functional equation in the form given
by (22). Clearly, the final explicit expression for the equilibrium distribution of
the system state we are looking for is . Even for small N though, obtaining
is an enormous task to do by hand, so we only explain how to do this, rather
than actually doing it.

As we have said, (22) holds the key to determining all the unknown functions
explicitly by evaluating it for the right arguments. In what follows, we describe
a ‘binary tree backtracking’ scheme that shows us the way. There are two types
of substitutions that yield relevant information. The first one is to let

y1→1, y2→1, . . . , yn−1→1, yn→1 , (24)

for some n= 1, . . . , N . This directly gives the relation n ? n+1n+1. . .NN. The
second type of substitution is to let

y1→1, y2→1, . . . , yn−1→1, yn → A(0, z)
yn+1yn+2 · · · yNz

, (25)

which is mostly the same as (24), except for the last step. Note that if (25) is
performed on (22), the left-hand side vanishes. Based on the fact that probability
generating functions are bounded for arguments lying in the unit disc and by
using a similar argumentation as in [14,15], we know that the right-hand side
has to vanish as well. This provides the relation n ? n n+1n+1. . .NN.

We can arrange the substitutions of type (24) and (25) in a binary tree as
shown on the left side of Fig. 2. Branches going down correspond to substitutions
yj → 1, while branches to the right indicate a substitution yj →A(0, z)/ỹj+1z.
Hence, every path in this tree corresponds to either (24) or (25), depending on
the last branch. In other words, each path represents a sequence of substitutions
which, if applied to the functional equation, yield the relation indicated on the
node the path ends in. Starting from the top of the tree, we can progressively
determine the relations on each node, until finally, we obtain N =U(z) explicitly.
Note that we have included the latter function in the list of unknowns notwith-
standing the fact that it is known to be (6). On the right side of Fig. 2, we show
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y1 → A(0, z)

y2y3 · · · yNz

y1 → 1

y2 → A(0, z)

y3y4 · · · yNz

y2 → 1

y3 → A(0, z)

y4y5 · · · yNz

y3 → 1

yN−1 → 1

yN → A(0, z)

z

yN → 1

? 1 1 2 2 . . . NN

1 ? 1 2 2 3 . . . NN

1 ? 2 2 3 3 . . . NN

2 ? 2 3 3 4 . . . NN

2 ? 3 3 4 4 . . . NN

3 ? 3 4 4 5 . . . NN

N−1 ? NN

N ? N

N

? 1 1 2 2 . . . NN

1 ? 1 2 2 3 . . . NN

1 ? 2 2 3 3 . . . NN

2 ? 2 3 3 4 . . . NN

2 ? 3 3 4 4 . . . NN

3 ? 3 4 4 5 . . . NN

N−1 ? NN

N ? N

N

1

1

2

2

3

N−1

N

N

Fig. 2. Binary tree backtracking scheme to obtain the unknown functions for the MR
system state distribution. First, we go from top to bottom executing the substitutions
indicated on the branches. This progressively yields relations for each unknown in the
list as a function of all unknowns further in the list. Then, it is possible to backtrack
from the bottom to the top which allows to fully resolve the function on each node.

the second part of the calculation scheme. Starting from the bottom node, we
work our way to the top by backtracking the previously obtained unresolved
relations. Indeed, once we have N, we can use this in the node with relation
N ? N to resolve N. In turn, the explicit expressions N and N allow to obtain
N−1 in the node with relation N−1 ? NN, and so forth until we reach the top.
At this point, we have an explicit expression for , as well as for every other
unknown in the list (23). Note that in case N=1, the scheme exists of only one
stage containing substitutions y1→1 and y1→A(0, z)/z, which we have used in
[14,15] to obtain U(z) and P (0, z) respectively.
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We now discuss an important property regarding the behaviour of the MR

system which may not readily be apparent from the analysis so far. Let us first
introduce the following notation: m[N ]

j,k is the position of the jth reservation at
the beginning of slot k in a system with N reservations. Corresponding to (12),
let also m̂[N ]

j,k = m[N ]

j,k− j. Of course, if it is clear from the context that we are
considering a system with N reservations, the superscript [N ] may be dropped.
In what follows, we use this notation for other quantities as well, to indicate the
number of reservations in the system they are related to. The following theorem
is crucial to our analysis of the packet delay distribution.

Theorem 1 (Reservation Theorem). If a queue with N reservations and a
queue with N−1 reservations are both empty in slot 0 and are both subjected to
the same number of arriving 1- and 2-packets in each of the following slots 0 to
k−1, then we have that

m
[N ]
j,k = m

[N−1]
j−1,k + 1 , or equivalently, m̂

[N ]
j,k = m̂

[N−1]
j−1,k , (26)

at the beginning of slot k, for j=2, . . . , N .

Proof. As we assume that both systems are empty in slot 0, the variables m̂[N ]
j,0

and m̂[N−1]
j,0 are all equal to 0 such that (26) holds. Now, suppose that (26) holds

in slot k for all j=2, . . . , N . If we can show that

m̂
[N ]
j,k+1 = m̂

[N−1]
j−1,k+1 , j=2, . . . , N , (27)

then by induction, this proves the theorem. For certain values of the reservation
positions in slot k, the system equations (Empty), (Keep), (AtEnd) and (i-shift)
provide the new reservation positions in slot k+1. Therefore, we must compare
these equations to their equivalent in case of a system with onlyN−1 reservations.
Doing so, assuming that (26) holds, it can be checked easily that (27) holds as
well, for every possible value of uk and a1,k. This completes the proof.

Together with the fact that the MR systems with N and N − 1 reservations
also hold the same total number of packets, theorem (26) leads to the following
corollary concerning the joint pgfs of the system state of both systems. Let P [N ]

k

be the system state distribution (15) for a system with N reserved spaces. It is
now easily seen that

P
[N ]
k (1, y2, . . . , yN ; z) = E[y

m̂
[N ]
2,k

2 y
m̂

[N ]
3,k

3 · · · · · ym̂
[N ]
N,k

N z]

= E[y
m̂

[N−1]
1,k

2 y
m̂

[N−1]
2,k

3 · · · · · ym̂
[N−1]
N−1,k

N z]

= P
[N−1]
k (y2, . . . , yN ; z) . (28)

If we let the arguments y2 to yn assume the value 1, then it directly follows from
(28) for some 0
n<N that

P
[N ]
k (1, . . . , 1, yn+1, . . . , yN ; z) = P

[N−n]
k (yn+1, . . . , yN ; z) . (29)

This property says that the distribution of the last N−n reservation positions in
a system with N reservations is equal (up to a fixed shift) to that of reservation
positions in a system with only N−n reservations.
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5 Delay Analysis in Multi-class Queues

Before continuing, let us remind the usefulness of Little’s law [21,34], which states
that E[u] =λT E[d]. The mean of the delay d of an arbitrary packet (regardless
of type) can therefore immediately be obtained from (7). For a 2-class system,
this can be written as

E[u] = E[υ1] + E[υ2] = λT E[d] = λ1E[d1] + λ2E[d2] . (30)

Additionally, the law also applies for packets of a single type only, i.e. E[υi] =
λiE[di], i = 1, 2. So for the work-conserving scheduling disciplines we consider
here, once the mean delay of one type of packets is known, that of the other type
directly follows from (7) and (30). That said, we now perform the per-class delay
analysis ➂ for the QoS-flat scheduling mechanisms. As we will see, contrary to
intuition, the distributions of d1 and d2 are not necessarily the same, even though
the scheduling mechanism does not distinguish between classes [50]. For FIFO,
the delay of a packet of class i is di =(u−1)++fi+1, where fi is the number of
packets that arrive in the same slot as P and are stored in the queue before P .
Note that we used u instead of uI since they have the same distribution anyway.
Let aI

1 and aI
2 be the total numbers of arrivals of type 1 and 2 respectively

during the arrival slot I of P . Note that these variables do not have the same
joint distribution as a1 and a2. If P is of type i, the joint mass function of the
numbers of arrivals of type 1 and 2 during the arrival slot of P is given by [5]

Prob[aI
1 =j1, aI

2 =j2] =
ji
λi

Prob[a1 =j1, a2 =j2] , i=1, 2 . (31)

Taking into account that the arrivals in slot I are stored in totally random order
and that whenever aI

1+a
I
2 =h, P is stored in any of the h possible positions with

equal probability, one finds for the pgf Fi(z) of fi:

Fi(z) =
1
λi

1
1−z

∫ 1

z

∂

∂zi
A(x, x)dx , with E[fi] =

λ12+λ′i
2λi

. (32)

Hence, the delay of a packet of type i has pgf Di(z)=E[z(u−1)++fi+1] given by

Di(z) = zFi(z)
(1−λT )(z−1)
z−AT (z)

, with E[di] = 1+
λ′T

2(1−λT )
+
λ12+λ′i

2λi
, (33)

the latter complying to (30). In case of LIFO, the delay of P is determined by
the number of packets f∗i stored after P in slot I instead of before. Clearly,
fi and f∗i have the same distribution (32). In the following slots, the queue
content needs to drop by f∗i levels before P can be served. We therefore have
di =1+

∑f∗
i

n=1 ηn where the ηn are iid random variables with common pgf YT (z),
known as sub-busy periods and defined as η=min{h>0 : uk+h =uk−1} for any
slot k where uk > 0. In other words, a sub-busy period η is the time it takes
to end up with one less packet in the system as when the period started. By a



Analysis of QoS-Aware Scheduling 937

recursive probabilistic argument [5,47], the pgf YT (z) of η can be obtained as
the solution of YT (z) = zAT (YT (z)) and YT (1) = 1, from which Y ′

T (1) = 1
1−λT

.
The delay of an i-packet under LIFO is therefore

Di(z) = zE[(YT (z))f∗
i ] = zFi(YT (z)) , with E[di] = 1 +

λ12+λ′i
2(1−λT )λi

, (34)

again with the latter complying to (30), as can be checked. Note that this deriva-
tion does not require knowledge of the distribution of u, as we already mentioned
in section 4. For ROS, the order in which the arrivals of slot I are stored does
not matter, since this mechanism does not keep any order in the queue. Both
classes of packets have therefore exactly the same distribution of which the mean
directly follows from (7) and (30). Higher-order moments can be derived as well,
see [30].

For the per-class delay analysis of the QoS-aware mechanisms AP and MR,
packets of different types arriving in slot I are not stored in the queue as a
random mix so that (32) can not be used. Instead, first all 1-packets are stored
and then all 2-packets. Therefore, supposing P is of type i, it is useful to define i
as the number of i-packets arriving in slot I that are stored before (and including)
P . Its pgf Li(z) is found as

Li(z) =
z(1−Ai(z))
λi(1− z) , i=1, 2 , (35)

again by considering (31) and the fact that P could be any of the aI
i arrivals

with equal probability. Likewise, if P is of type 2, the joint pgf of aI
1 and 2 is

found to be

F (x, y) = E[xaI
1y�2 ] =

y

1−y
A1(x)−A(x, y)

λ2
. (36)

Now, in case of the QoS-aware absolute priority mechanism AP, the delay of
1-packets can be retrieved fairly easy. Note that the 1-packets are entirely insen-
sitive to the presence of 2-packets. Therefore, the delay d1 is the same as in a FIFO

system where only 1-arrivals occur, i.e. where a2 =0 and hence AT (z)=A1(z).
For such an arrival process, (32) reduces to F1(z) = 1−A1(z)

λ1(1−z) and (33) to

DAP

1 (z) =
1−λ1

λ1
z
A1(z)−1
z−A1(z)

. (37)

Note that the system content distribution (6) for a FIFO-system with only 1-
arrivals indeed equals the marginal distribution U(z, 1) of (9), see (49). For the
delay of 2-packets however, we need to take into account that d2 is affected by
1-arrivals occurring after slot I [47]. We have

d2 = 1 +
(u−1)++aI

1+�2−1∑
n=1

η1,n , (38)
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where the η1,n are iid variables denoting a sub-busy period pertaining to 1-
packets only, i.e. the time required for u1,k to be reduced by one unit. Seen dif-
ferently however, η1,n is also the time it takes for P to advance one position in the
queue. Unlike before with LIFO, now only 1-arrivals can impede the advancement
of P and the pgf Y (z) of η1,n is therefore implicitly given by Y (z)=zA1(Y (z))
with Y (1)=1. Hence, from (38) and using (36),

DAP

2 (z) =
1−λT

λ2
z
AT (Y (z))−A1(Y (z))
Y (z)−AT (Y (z))

. (39)

The delay moments can directly be derived from (37) and (39), as well as expres-
sions for the tail behaviour of these distributions. Concerning the latter, we note
that DAP

2 (z) may exhibit non-exponential decay in some situations, see [37,47]
for a discussion. The delay analysis under MR of type-1 packets is given in the
following section. Once E[d1] is calculated, the mean delay E[d2] can then di-
rectly be obtained from (7) and Little’s law (30). However, for a full analysis of
the delay distribution experienced by packets of type 2, we refer to our previous
work [16,17].

6 Type-1 Delay of the Reservation Mechanism

Our purpose here is to obtain the delay d1 experienced by a packet P of type 1
as it goes through the MR system with N reserved spaces. Let us introduce

ωj = Prob[1 =j] =
1
λ1

+∞∑
i=j

βi , j � 1 , (40)

for the mass function of 1, such that according to (35), L1(z) =
∑+∞

j=1 ωjz
j .

What is of importance is the exact position in which P will be stored at the end
of slot I. If P is the first of the batch (1 = 1) it will seize the first reservation
at position m1, if 1 = 2 then it takes position m2, and so forth. If 1 is larger
than N however, P will seize a reservation created by one of the 1−1 previous
1-arrivals in slot I, located somewhere at the end of the queue. We find that

d1 =

{
mj if 1 = j 
 N ,

(u − 1)+ + 1 if 1 > N .
(41)

Taking the z-transform and using (40), we get

D1(z)=
N∑

j=1

ωjE[zmj ] + E[z(u−1)+ ]
+∞∑

j=N+1

ωjz
j

=
N∑

j=1

ωjE[zm̂j ]zj + E[z(u−1)+ ]
(
L1(z)−

N∑
j=1

ωjz
j
)
, (42)
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where E[z(u−1)+ ] is given in (6). The marginal distribution E[zm̂j ] appearing
in (42) on the other hand, is more difficult to obtain. However, this is where
Theorem 1 and its corollary (29) come into play. For j=1, . . . , N we have

E[zm̂
[N ]
j ] = P [N ](1, 1, . . . , 1, z

j
, 1, 1, . . . , 1; 1) = E[zm̂

[N−j+1]
1 ] . (43)

The conclusion is that instead of having to calculate the marginal distributions of
all reservation positions m̂[N ]

j (j=1, . . . , N), it is sufficient to obtain the marginal
distributions of m̂[N−j+1]

1 , i.e. only of the first reservation positions in the systems
with 1 up to N reservations.

6.1 Distribution of the First Reservation Position m1

The marginal distribution of m̂1 can be obtained from the full system state dis-
tribution in slot I determined by functional equation (22). We derive a recursive
relation for E[zm̂1 ] by using substitutions similar to those in the first stage of
Fig. 2. Specifically, let all arguments in (22) be equal to 1 except for the first
one, for which we take y1 → z. Using Theorem 1 again in the form of (43),
we find

(z−α)P [N ](z, 1, 1, . . . , 1; 1) = p0(z−1)fN(z) + α(z−1)P [N ](0, 1, . . . , 1; 1)

+
N−1∑
i=1

βiz
iP [N−i](z, 1, 1, . . . , 1; 1) , (44)

where

fn(z) � 1
z−AT (z)

+∞∑
i=n

βiz
i , n � 1 . (45)

Note that the factor (z−AT (z))−1 is entirely due to the last term of (22) where
U(z) appears under the mentioned substitution. Let us also define

Φn(z) � fn(z)− fn(α)=
1

z−AT (z)

+∞∑
i=n

βiz
i − 1

α−AT (α)

+∞∑
i=n

βiα
i . (46)

In (44), the probability P (0, 1, . . . , 1; 1) that m̂1 = 0 can be obtained from the
functional equation by evaluating it for the right arguments. First, let z → α
in (44) such that the left-hand side vanishes. As we have explained before, the
other side must be equal to 0 then as well, which results in

P [N ](0, 1, . . . ; 1) = −p0
α
fN(α) +

1
α(1−α)

N−1∑
i=1

βiα
iP [N−i](α, 1, . . . ; 1) . (47)

Plugging this into (44) yields the desired recursive relation for the distribution
of the first reservation position. If we first introduce a shorter notation for this
distribution, Ωn(z)=P [n](z, 1, . . . , 1; 1)=E[zm̂

[n]
1 ], then we finally find

ΩN (z)=p0(z−1)
ΦN(z)
z−α +

N−1∑
i=1

βi

ziΩN−i(z)− z−1
α−1α

iΩN−i(α)
z−α . (48)
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In principle, our work is done now, since this relation determines all Ωn(z),
n=1, . . . , N , being the distributions of the first reservation position in systems
with 1 up to N reservations. Through (42) and (43), this directly provides the
pgf of d1. Indeed, (48) can be solved in an iterative way since ΩN (z) appears only
on the left-hand side while the other side only depends on Ω1(z) to ΩN−1(z).
However, the problem is that we also have to determine the constant Ωn(α) in
step n (n=1, . . . , N−1). Since Ωn(z) is a pgf and α<1, we know there must be
a solution for the quantities Ωn(α) lying between 0 and 1, but obtaining these
values in a direct analytic way proves to be difficult. The main issue here is that
if (48) is solved by iteration, the complexity doubles with each step, producing
expressions of exponentially increasing length and requiring the n-fold use of de
l’Hôpital’s rule. Fortunately, the quantities Ωn(α) can be obtained numerically
using an entirely different approach, discussed in the next paragraph.

6.2 Obtaining the Unknowns Ωn(α)

It is seen that for N = ∞, the packets in the MR system behave the same as
in the AP system. Indeed, the MR queue will decouple into two logical sub-
queues in this case: one for the 1-packets at the front closest to the server and
one containing a swarm of 2-packets at the far end. We call these sub-queues
the 1-queue and the 2-queue respectively. In between these sub-queues there
is an impenetrable barrier containing an infinite number of R’s that causes a
‘decoupled’ operation of the system. Arrivals of type 1 will always be stored in
the first R of the barrier and thus find connection to the logical 1-queue. On
the other hand, the MR discipline dictates that the arriving 2-packets are stored
at the end of the queue and therefore become part of the logical 2-queue. If
the server becomes available, the next packet that is scheduled for service is
the one positioned closest to the server. Since the 1-packets are grouped on the
first positions, the server always schedules a 1-packet if one is available. Only if
there are no 1-packets present, a 2-packet will jump over the barrier to be served
next. We can use this resemblance of the logical 1-queue in an MR system with
N=∞ to the high-priority packets in the queue under AP, to obtain the limiting
distribution Ω∞(z) of the position m̂[∞]

1 of the first reservation. As before, note
that since for AP the 1-packets are not in any way affected by the 2-packets, we
know that υ1 is distributed as for FIFO given that there are no 2-arrivals. Hence,
similar to (6), we have

U AP

1 (z) = (1−λ1)
A1(z)(z − 1)
z −A1(z)

. (49)

Now, assuming that υ1 is also the number of 1-packets in the logical 1-queue,
we have

m̂
[∞]
1 = m

[∞]
1 − 1=(υ1 − 1)+ . (50)

With (49), it then easily follows that

Ω∞(z) = (1−λ1)
z − 1

z −A1(z)
, and Ω∞(α) = (1−λ1)

α− 1
α−A1(α)

. (51)
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Whereas calculating the functions Ωn(z), n = 1, 2, . . . iteratively from (48) is
difficult, taking the transform of this sequence is much easier. Specifically, let us
define Ω(x, z) =

∑+∞
n=1Ωn(z)xn, which is the generating function of the gener-

ating functions Ωn(z). From (48) we find a closed-form expression for Ω(x, z):

Ω(x, z) =
p0(z−1)Φ(x, z)− z−1

α−1 (A1(αx) − α)Ω(x, α)
z−A1(zx)

, (52)

where we have used the x-transform of the functions Φn(z) as well, Φ(x, z) =∑+∞
n=1 Φn(z)xn, which from (46) is calculated as

Φ(x, z) =
x

1−x
[A1(z)−A1(zx)

z −AT (z)
− A1(α) −A1(αx)

α−AT (α)

]
. (53)

The function Ω(x, z), being the transform of probability generating functions,
is known to be analytic for x and z lying in the unit disc. If we could find
a pair (x, z) in that region for which the denominator in (52) becomes zero,
then we know the numerator should be zero as well. Fortunately, one can invoke
Rouché’s theorem to show that if |x|<1, there always exists a unique Ŷ (x) for
which |Ŷ (x)|<1 and that satisfies

Ŷ (x) = A1

(
x Ŷ (x)

)
, with Ŷ (1) = 1 . (54)

Note that Ŷ (z)=Y (z)/z where Y (z) was used in (39). Now, if we let z→ Ŷ (x)
in (52), the numerator must vanish, which yields

Ω(x, α) = p0(α−1)
Φ(x, Ŷ (x))
A1(αx) − α . (55)

This, together with (53), allows us to write (52) as

Ω(x, z) = p0
x

1−x
z−1

z−A1(zx)

[
A1(z)−A1(zx)
z −AT (z)

− A1(Ŷ (x)) − Ŷ (x)
Ŷ (x) −AT (Ŷ (x))

]
, (56)

which determines the sequence of pgfs Ω1(z), Ω2(z), . . .. Let us assume a fixed
(complex) value of z, then it is possible to obtain Ωn(z) by inverting the x-
transform (56). There exist many numerical methods to obtain the coefficients
[xn]Ω(x, z) of a generating function and most of them involve the evaluation
of Ω(x, z) on a number of discrete points on a contour C around the origin in
the x-plane. For instance, the inversion method in [1] uses a circular contour Cr

of radius 0< r < 1 around x= 0. However, the problem with the evaluation of
Ω(x, z) now is that the function Ŷ (x) appearing in (56) is not known explicitly.
Indeed, we know that Ŷ (x) exists and is unique, but we only have the implicit
relation (54) to determine it. This complicates matters a bit, since every time
we want to evaluate Ω(x, z) for a certain x on Cr (and a certain z, of course),
we also have to determine Ŷ (x) numerically from (54). To find this value, one
can choose any complex root-finding algorithm to find the root z∗ = Ŷ (x) of
z∗−A1(z∗x). We can apply this numerical inversion method particularly in case
z = α, i.e. to obtain the quantities Ωn(α), n = 1, 2, . . . which we will need to
obtain the mean value of the type-1 packet delay.
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6.3 Mean Value of the Type-1 Packet Delay

For the pgf D1(z) of the type-1 packet delay, we now have from (42) and (43)
that

D1(z) =
N∑

j=1

ωjz
jΩN−j+1(z) + p0

z−1
z−AT (z)

(
L1(z)−

N∑
j=1

ωjz
j
)
, (57)

where the functions Ωn(z) follow from the discussion in the previous paragraph.
As such, D1(z) can be evaluated numerically for any particular z. The mean
packet delay follows from (57) as

E[d1] = D′
1(1) =

N∑
j=1

ωj Ω
′
N−j+1(1) + L′

1(1) +
λ′T

2(1−λT )

+∞∑
j=N+1

ωj , (58)

where Ω′
n(1)=E[m̂[n]

1 ], n=1, . . . , N and where we have used the fact that p0 =
1−λT . Clearly, the problem at hand is now to determine the mean value E[m̂[n]

1 ]
of the first reservation position in a system with n reservations, n = 1, . . . , N .
In order to do so, we assume that the quantities Ωn(α) are available. As we
discussed, they can either be obtained analytically by iterating (48) and taking
the limit z→α in each step, or they follow from the numerical inversion method
discussed in the previous paragraph. Differentiating (48) to z and taking the
limit z→1 on both sides, we find after some straightforward manipulations and
using (46):

E[m̂[N ]
1 ] =

1
1−α

[
λ1−1 +

λ′T
2(1−λT )

+∞∑
i=N

βi − p0
α−AT (α)

+∞∑
i=N

βiα
i

+
1

1−α
N−1∑
i=1

βiα
iΩN−i(α)

]
+

N−1∑
i=1

βi

1−αE[m̂[N−i]
1 ] . (59)

As was the case with (48), this relation can be solved iteratively. However, still
assuming that we know the sequence Ωn(α), it is possible to provide a direct
solution of the expected values E[m̂[n]

1 ] from (59). For the sake of clarity, let us
define the following shorthands

μn � E[m̂[n]
1 ] = Ω′

n(1) , n=1, . . . , N , (60)

δi � βi

1−α , i>0 , (61)

Γn � 1
1−α

[
λ1−1 +

λ′T
2(1−λT )

+∞∑
i=n

βi − p0
α−AT (α)

+∞∑
i=n

βi α
i

+
1

1−α
n−1∑
i=1

βi α
iΩn−i(α)

]
. (62)
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This reduces (59) to

μN = ΓN +
N−1∑
i=1

δi μN−i . (63)

In this relation, the quantities Γn, n = 1, . . . , N and δi, i � 1 are fully known
whereas the quantities μn are the mean values we seek. One can already deduce
from (63) that each μn will be a linear combination of the quantities Γ1 up to Γn

with coefficients being a function of δ1 up to δn. In order to find these coefficients
we proceed as follows. Let us first arrange the values obtained from (62) in a
N×1 matrix Γ ,

Γ T �
[
Γ1 Γ2 Γ3 . . . ΓN

]
. (64)

Secondly, we use the values (61) to define the following N×N matrix,

H �

⎡⎢⎢⎢⎢⎢⎢⎢⎣

δ1 1 0 0 · · · 0
δ2 0 1 0 · · · 0
δ3 0 0 1 · · · 0
...

. . .
δN−1 0 0 0 · · · 1
δN 0 0 0 · · · 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (65)

This matrix H is an instance of what is known as a Leslie matrix [31] due to
P.H. Leslie who used this kind of matrices in 1945 for the study of population
growth. In addition, let e be the row matrix e �

[
1 0 0 . . .

]
of appropriate size.

Now, it can be verified that μn is obtained by calculating the (n−1)th power of
H, i.e. the solution of (63) is

μn = eHn−1 Γ , n=1, . . . , N . (66)

This provides the mean values μn =Ω′
n(1) in the expression for the mean delay

(58) which now becomes

E[d[N ]
1 ] = e

( N∑
j=1

ωj HN−j
)
Γ +

λ′T
2(1−λT )

(
1−

N∑
j=1

ωj

)
+ 1 +

λ′1
2λ1

. (67)

This expression allows us to calculate the mean delay of type 1 in the system
with N reservations by means of N−1 matrix multiplications. However, in doing
so, it is possible to arrange the calculations in such a way that the mean values
E[d[n]

1 ] of the delay in the corresponding systems with less than N reservations
are produced as well. In other words, calculating the delay in a system with one
additional reservation requires only one additional matrix multiplication. The
following algorithm shows how this can be achieved.

	 For n= 1, . . . , N , calculate the values Ωn(α), either analytically or numeri-
cally, as explained before. Note that for high n, one could consider approxi-
mating Ωn(α) by the limiting value Ω∞(α) given in (51).
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	 For n=1, . . . , N , calculate the entries Γn in the matrix Γ using (62).
	 Now construct the matrix H as in (65) and define the starting values

ψ0 =
λ′T

2(1−λT )
+ 1 +

λ′1
2λ1

and Q0 = 0 . (68)

Then, for n=1, . . . , N , calculate

ψn = ψn−1 − λ′T
2(1−λT )

ωn , and Qn = Qn−1 H + ωnI , (69)

where I is the N×N identity matrix. As the mean value of d[n]
1 follows from

(67) for N =n, we can now see that after the nth step in this iteration, the
mean delay of type 1 in a system with n reservations is given by

E[d[n]
1 ] = ψn + eQn Γ . (70)

6.4 Tail Distribution of the Type-1 Packet Delay

Another important characteristic of the delay distribution besides the mean
value, is its tail distribution. We use the dominant pole approximation which
is known to yield very accurate results, see e.g. [5,7]. Specifically, from the in-
version formula for z-transforms, it follows that the probability mass function
Prob[d1 =n] can be expressed as a weighted sum of negative nth powers of the
poles of D1(z). Since all these poles have a modulus larger than 1, Prob[d1 =n] is
dominated by the contribution of the pole zd with the smallest modulus. It was
shown that this ‘dominant’ pole zd must necessarily be real and positive in order
to ensure a nonnegative probability mass function. As such, the probability for
a 1-packet to experience a delay of n slots can be expressed by the following
geometric form for sufficiently large values of n:

Prob[d[N ]
1 =n] ∼= −θ[N ]

1 z−n−1
d , (71)

where zd is the pole of D1(z) with smallest modulus and θ[N ]
1 is the residue in zd:

θ
[N ]
1 = Reszd

D1(z) = lim
z→zd

(z−zd)D1(z) . (72)

The first thing to do therefore, is to identify the dominant pole zd ofD1(z). After
careful inspection of the expression (57), one can prove that its dominant pole
can only originate from the factor (z −AT (z))−1 appearing in the second term,
but also present in each Ωn(z) through (46) and (48). Note that the multiplicity
of this factor is equal to 1 in all of these terms. As such, zd can be obtained
numerically as the smallest real root larger than 1 of

z −AT (z) = 0 . (73)
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This value is independent of N and identical to the dominant pole we have in
case of FIFO, see (6). Secondly, we have to evaluate the limit in (72) to obtain
the residue θ[N ]

1 . Fortunately, not all terms in D1(z) as given in (57) have zd as a
pole. Consequently, all the contributions to D1(z) that do not, will vanish when
taking the limit z→zd, due to the factor (z−zd). Therefore, if we only consider in
(48) the contributions that have a pole in zd, we hope that the recursion becomes
easier to solve. This approach is still exact, because we only neglect terms that
would vanish under the limit (72) anyway. Let us define Ω∗

n(z), n = 1, . . . , N
as these ‘modified’ versions of the original functions Ωn(z) determined by (48),
such that

Reszd
Ω∗

n(z) = lim
z→zd

(z−zd)Ω∗
n(z) = lim

z→zd

(z−zd)Ωn(z) = Reszd
Ωn(z) . (74)

Note that these modified functions are no longer pgfs. Their only correct in-
terpretation is having the same residue in zd as the original pgfs. (48) yields

Ω∗
N (z) = p0(z−1)

fN(z)
z−α +

N−1∑
i=1

βi
zi

z−α Ω
∗
N−i(z) , (75)

where we recall that fn(z) is defined in (45). The required residues (74) are
therefore determined by the recursion

Reszd
ΩN (z) =

p0
1−A′

T (zd)
zd−1
zd−α

+∞∑
i=N

βiz
i
d +

N−1∑
i=1

βi
zi

d

zd−α Reszd
ΩN−i(z) , (76)

where we have used de l’Hôpital’s rule and definition (45). This relation can be
represented much simpler if we introduce

μ∗n � Reszd
Ωn(z) , n=1, . . . , N , (77)

δ∗i � βi

zd−α z
i
d , i>0 , (78)

Γ ∗
n � zd−1

zd−α
p0

1−A′
T (zd)

+∞∑
i=n

βi z
i
d , n=1, . . . , N , (79)

similar to (60)–(62). Relation (76) then becomes

μ∗N = Γ ∗
N +

N−1∑
i=1

δ∗i μ
∗
N−i , (80)

which is symbolically exactly the same as (63) and therefore has the same kind
of solution:

μ∗n = Reszd
Ωn(z) = e (H∗)n−1 Γ ∗ , n=1, . . . , N . (81)

Here, the matrix H∗ is the same as H, but with every entry δi replaced by δ∗i .
Using this solution, we finally find from (57) for the residue θ[N ]

1 :
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θ
[N ]
1 =e

( N∑
j=1

ωj z
j
d (H∗)N−j

)
Γ ∗+

p0zd
λ1

A1(zd)−1
1−A′

T (zd)
+
p0(1−zd)
1−A′

T (zd)

N∑
j=1

ωj z
j
d . (82)

As with the mean value of the delay, the calculation of the residue θ[N ]
1 can be

performed in such a way that the equivalent residues θ[n]
1 for systems with fewer

than N reservations are produced as well. The following algorithm implements
this.

	 For n=1, . . . , N , calculate the entries Γ ∗
n in the matrix Γ ∗ using (79).

	 Now determine the values δ∗i as in (78) and populate the matrix H∗. The
residues θ[1]1 to θ[N ]

1 can now progressively be obtained as follows. Define the
starting values

ψ∗
0 = p0

zd
λ1

A1(zd)−1
1−A′

T (zd)
, and Q∗

0 = 0 . (83)

Then, for n=1, . . . , N , calculate

ψ∗
n = ψ∗

n−1 + p0
1−zd

1−A′
T (zd)

ωn z
n
d , and Q∗

n = Q∗
n−1 H∗ + ωn z

n
d I . (84)

After each step, the residue θ[n]
1 then follows from (82) as θ[n]

1 = ψ∗
n+eQ∗

n Γ ∗.

7 A Comparative Example

Let us consider a specific example to demonstrate the delay differentiation re-
alised between the two packet types by MR as compared to FIFO and AP. We
choose the distribution of the arrivals as

A(z1, z2) =
1

1+λ1 − z1 λ1
· eλ2(z2 − 1) , (85)

i.e. the numbers of arrivals per slot of type 1 and 2 are independent and have
a geometric and Poisson distribution respectively, with partial loads λ1 and λ2.
In Fig. 3 we plotted E[d[N ]

1 ] and E[d[N ]
2 ] as functions of the traffic mix λ1/λT

and for a fixed total load λT = 0.9. The mean delay under FIFO and the mean
delay for 1- and 2-packets under AP are shown as well. Note that for FIFO we
plotted only one curve, indicating the delay of an arbitrary packet regardless
of its type. We see that the higher N , the more the mean delays of both types
deviate from FIFO and the closer they get to their respective AP limits. On the
far left side of the plot, there are but few 1-packets among a multitude of 2-
packets. As a consequence, the queue contains mainly 2-packets and always has
almost all of its reservations positioned directly in front of the server. Therefore,
a rare arriving 1-packet can generally jump over the whole queue content and
be served directly in the next slot. So even if there is only one reserved space,
the behaviour under the MR mechanism is equal to that under AP for very low
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Fig. 3. Mean delay of both 1- and 2-packets versus the traffic mix λ1/λT in case of
N = 1, 3, 5, 10, 15, 20, 25 and 30 reservations in the queue. The arrivals of type 1 and
type 2 are independent and have a geometric and Poisson distribution respectively with
total load λT =0.9.

λ1/λT , resulting in a maximal delay differentiation. On the far right of the plot,
most of the traffic is of type 1, while 2-packets arrive only very rarely. From
the point of view of the 1-packets, there is no difference between FIFO, AP or
the intermediate MR mechanism if λ1/λT is very high. However, the delay of a
rare 2-packet is influenced a great deal by the queueing discipline in this case.
While such a packet is almost sure to stay in the queue forever under AP, its
delay under MR increases from the FIFO value more or less linearly with N . In
our opinion, this is where the main strength compared to AP emerges. If only a
small part of the traffic consists of low-priority traffic, their delay can be chosen
at an arbitrary level by changing N , whereas the delay is almost infinite under
AP (packet starvation).

8 Conclusions

We have reviewed an approach for modelling and analysing multi-class queues
in heterogeneous packet network architectures (e.g. DiffServ). In particular, a
discrete-time single-server queue with infinite capacity is considered. In case
there are two traffic classes, type 1 with delay-sensitive and type 2 with delay-
tolerant packets, we show the effectiveness of a transform domain analysis with
carefully chosen supplementary variables to assess the per-class packet delay
distributions. The achieved QoS differentiation mainly depends on the scheduling
mechanism in the queue. We considered, partially or in whole, First-In First-
Out (FIFO), Last-In First-Out (LIFO), Random Order of Service (ROS), Absolute
Priority (AP) and a novel approach based on Multiple Reservations (MR). For
the latter, we discussed in detail the delay analysis of the type 1 packets in
the queue.
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Abstract. Over the recent years, IP networking has been developing in a large 
range of telecommunication areas such as network technologies, protocols,  
new services and applications. This chapter presents an overview of the funda-
mental concepts of IP networking and architectures, future evolution of the 
Internet and its protocols, applications and services, current technologies and 
integration implications and convergence of IP and other multi-service net-
works. Particular attention is devoted towards the exposition of research issues 
of current and future Internets, including some important mechanisms to control 
and manage diversity and network resources to enhance network performance 
and Quality-of-Service (QoS).  

Keywords: Internet Protocol (IP), IP networking, Quality-of-Service (QoS), 
network protocol, multicast, security, IP Version 6 (IPv6), future Internet. 

1   Introduction 

In the early years, the Internet was developed and used mainly by universities, re-
search institute, industry, military and government. The main network technologies 
were campus networks with dial-up terminals and server networks interconnected by 
backbone networks. The main applications were email, file transfer, news groups and 
remote login. The explosion of interest in Internet started in mid-1990s, when the 
World Wide Web (WWW) provided a new application with interface to ordinary us-
ers without knowing anything about the Internet technology and thinking that the 
Web was the Internet. The impact was far beyond people’s imagination and the use of 
the Internet started reach our daily lives, such as information access, communications, 
entertainment, e-commerce and e-government. New applications and services have 
been developed based on web technology every day. 

In the meantime, the technologies and industries started to comprehend that com-
puter, telephony; broadcast, mobile and fixed networks cannot longer be separated 
from each other. Due to the popularity and new applications and services, the original 
design of the Internet cannot meet the increasing new demands and requirements that 
the Internet Engineering Task Force (IETF) started to work on the next generation of 
networks called Internet Protocol (IP) version 6 (IPv6). The IPv6 is a result of the 
development of the next generation of Internet networks. The 3rd generation mobile 
networks, Universal Mobile Telecommunications Systems (UMTS), have also 
planned to have an all-IP protocol for the mobile communication networks. Of course, 
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this paper will not be able to address all these issues, but will be able to provide an 
overview of next and future generation Internets including IPv6 from view points of 
protocol, performance, Traffic Engineering (TE) and Quality-of-Service (QoS) sup-
port for future Internet applications and services. Development and evolution of next 
generation Internet continue since the advent of IPv6, but the fundamental issues of 
the future Internet are still the same that these issues are covered herewith. 

The tutorial paper is organised as follows: The basic concepts of IP networking are 
introduced in Section 1. The IP at the Network Layer is described in Section 3. The 
Transmission Control Protocol (TCP) and User Datagram Protocol (UDP) are pre-
sented at the Transport Layer in Section 4. The next generation Internet is explored in 
Section 5. Future directions and concluding remarks are included in Sections 6 and 7, 
respectively. Finally, a list of acronyms employed throughout this chapter can be seen 
in Appendix 1. 

2   Basic Concepts of IP Networking  

IP networking is an outcome of evolution of computer and data networks. Initially, 
there are many technologies available to support different data services and applica-
tions using different methods for different types of networks. The network technolo-
gies include Local Area Network (LAN), Metropolitan Area Network (MAN)  
and Wide Area Networks (WAN) using star, bus ring, tree and mesh topologies and 
different media access control mechanisms.  

LAN is used to connect computers together in a room, building or campus. Some-
times bridges are used to extend the reach of the LAN. MAN is a high-speed network 
to connect computers together in a city. WAN, the same as Internet is used in a coun-
try, continent and worldwide. Different types of networks may use different protocols 
and interconnecting them together to form a larger network. There were many  
solutions to the challenge in the past, but IP networking is the solution most widely 
used today. 

2.1   Protocol Hierarchies 

Protocol hierarchy is an important concept to deal with the complexity in the network 
design. It consists of a stack of different layers or level. Each layer consists of entities 
or peers communicating with each other using a protocol define for that layer. Each 
layer also offers services to the layer above through its interface, and makes use of the 
services provided by the protocol below though the lower layer interfaces. The fol-
lowing is an explanation of the terms [1-3]: 

• Layer or level: each offers certain services to the higher layers and shields details 
of how the services are actually implemented. 

• Protocol: it provides the rules and conventions used for communications between 
the communicating parties. 

• Peer: it is an entity of corresponding layer on different machine. 
• Interface: It is an access point between the layers. A peer can make use of services 

provided from a layer below or provide services to the layer above through the  
interface. 
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• Architecture: it is a set of layers and protocols. 
• Protocol stack: it consists of list of protocols, one protocol per layer. 

2.2   Network Connection-Oriented and Connectionless Services 

There are two types of connections in networks: connection-oriented and connec-
tionless services. In connection-oriented service, a connection is set up before com-
munications to reserve resources from source to destination; the connection will  
be granted by the network when there are enough resource is available to support the 
required QoS for both the new connection and the ongoing connections, then data can 
be exchanged between the communication parties; other wise the connection set-up 
will fail hence there is no data exchange; the connection is closed down after using. 
Telephone network is a typical example of connection-oriented service. 

In connectionless service, there is no need to set up a connection. Each packet car-
ries the destination address of the data. Each network node or router makes use of the 
routing protocols forwards the packet to the next router until the packet reaches its 
destination. A typical example of connectionless service is the postal service. IP at 
network layer also provides a connectionless service. 

2.3   The OSI Reference Model 

The Open System Interconnection (OSI) reference model is a proposed standard de-
veloped by the International Standard Organisation (ISO). It deals with connecting 
open systems, i.e., systems are open for communication with other systems. The OSI 
reference consists of seven layers [1]: 

• Application layer 
• Presentation layer 
• Session layer 
• Transport layer 
• Network layer 
• Data link layer 
• Physical layer 

The following list the principles that were applied to arrive at the seven layers model: 

• A layer is a different level of abstraction; 
• Each layer performs a well defined function; 
• The function of each layer should be chosen to lead to internationally stan-

dardised protocols; 
• The layer boundaries should be chosen to minimise information flow across 

the interface; 
• The number of layers should be large enough but not too large; 

It is a complete reference model has been discussed in almost every book on com-
puter and data networks [1-3]. Every network protocol, such as IEEE 802.3 LAN, 
IEEE 802.11 LAN, Asynchronous Transfer Mode (ATM) or Frame Relay, tries to use 
it as reference, for comparison or for explanation the functions of each layer of the 
protocol. But the OSI model is not much used today, but IP is everywhere.  
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2.4   The IP Reference Model 

Fig. 1 illustrates the early Internet reference model. It is can be seen that the main 
applications in the early development of the Internet are telecommunications network 
(telnet), File Transfer Protocol (FTP), email and Domain Name System (DNS) at ap-
plication layer of the OSI model. The corner stones of Internet protocol are the TCP 
and UDP at the transport and IP at network layers, respectively [4]. 

 
Application Telnet FTP Email DNS 
Transport TCP UDP 
Network IP 
Link & 
Physical 

ARPANET SATNET Packet 
Radio 

LAN 

Fig. 1. The early Internet reference model 

The actual networks can be LAN, radio, satellite or any other type of networks. It 
can be seen that the Internet protocol reference model defines the protocol, and doesn’t 
define the type network or its technology, but to support IP the network has to provide 
physical layer for real data transmission and data link layer to carry IP packets. 

3   The IP at Network Layer 

The Internet is also referred to as a network of networks [4]. It defines the format of 
the Internet packets and functions of the routers to deliver the packets from source to 
destination. For simplicity purpose, the IEEE data transmission standard 802.3 for 
LANs (known as Ethernet) is used as an example to explain the Internet concept. 

In an Ethernet, each computer can be uniquely identified at physical and link layer 
by its Ethernet address. It can send data to another computer or other computers in the 
Ethernet by broadcasting using the other hosts’ addresses or Ethernet broadcasting 
address. Each host can have a unique IP address of IP network identifier (net-id) and 
IP hot identifier (host-id) in the Internet. 

All the computers in the Ethernet have the same IP net-id forming a sub-network 
(subnet). The subnet can be interconnected together by using routers to become a part 
of a larger subnet. Then eventually all the subnets together forms the Internet. The 
routers attached to the same subnet (autonomous system) can exchange information 
using routing protocols to figure out the topology of the Internet and calculate the best 
router which to forward the packet to reach its destination. 

Clearly, the host can send a packet to the other host within the same subnet. If the 
other host is outside of the network, the host can send the packet to a router attached 
to the subnet. The router can forward the packet to the next one until the packets reach 
their destinations. 

Therefore, the fundamental components of the Internet should include IP address, 
address resolution between the IP address and link/physical address such as Ethernet 
and routing protocol. 
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3.1   IP Packet Format 

In the Internet reference model, there is only one network layer protocol that is asso-
ciated with IP. It is a unique protocol making use of the transmission services pro-
vided by the different types of networks below, and providing end-to-end network 
layer service to the transport layer protocols above. 

The IP packets may be carried across different type of networks, but their IP for-
mat stays the same. Therefore, any protocol above IP layer can only see the IP packet 
that the differences of the networks are screened out by the IP layer. 

Fig. 2 shows the format of the IP packet and Fig. 3 the options. The following is a 
brief discussion of each field of the IP packet header [4]. 

 
Version IHL Type of  

services 
                Total length 

Identification - DF MF Fragment offset 
Time to Live  Protocol Header checksum 

Source address 
Destination address 

Options 
Payload 

Fig. 2. The IP packet header 

• The version field keep track of which version of the protocol the datagram be-
long to. The current version is 4, also called IPv4 [4].  IPv5 is an experimental 
version. The next version to be introduced into the Internet is IPv6 [5].   

• The IP header length (IHL) field is the length of the header in 32-bit words. 
The minimum value is 5 and maximum 15, which limits the header to 60 
bytes. 

• The type of service field allows the host to tell the network what kind of ser-
vice it wants. Various combinations of Delay, Throughput and reliability are 
possible. 

• The total length includes both header and data. The maximum value is 
65535. 

• The identification field is needed to allow destination host to determine 
which datagram a newly arrived fragment belong to. Every IP packet in the 
network is identified uniquely. 

• DF: Don’t Fragment. This is to tell the network not to fragment the packet, 
as a receiving party may not be able to reassemble the packet. 

• MF: More Fragments. This is to indicate that more fragments to come as a 
part of the IP packet. 

• The fragment offset tells where in the current datagram this fragment  
belongs. 

• The time to live is a counter used to limit packet lifetime to prevent the 
packet staying in the network forever. 



956 Z. Sun 

 

• The protocol field tells it which transport process to give it to. It can be TCP 
or UDP. It can also be possible to carry data of other transport layer protocols. 

• The checksum field verifiers the IP heard only. 
• The source and destination addresses indicate the network number and host 

number. 
• Options are variable length.  Five functions are defined: security, strict rout-

ing, loose source routing, record route and timestamp. 

 
Option Description 

Security Describe how secret the IP packet is 
Strict source routing Give a complete path to be followed 
Loose source routing Gives a list of routers to be visited by the packet 
Record route Make each router append its IP address  
Timestamp Make each router append its IP address & timestamp 

Fig. 3. Option fields of the IPv4 packet header 

3.2   IP Address 

The IP address used in the source and destination address fields of the IP packet is 32 
bits long. It can have up to three parts. The first part identifies the class of the network 
address from A to E, the second part is the net-id and the third part is the host-id.  

In class A and B addresses, there are a large number of host-ids. The hosts can be 
grouped into subnets and each subnet is identified by using some of the high order 
host-id bits. A subnet mask is introduced to indicate the split between net-id + sub-id 
and host-id. 

Similarly, there is a large number of net-id in the class C addresses. Some of the 
lower order bits of the net-id can be grouped together to form a super-net. This is also 
called Classless Inter-Domain Routing (CIDR) addressing. Routers do not need to 
know anything within the super-net or the domain. 

Class A and B addresses identify the attachment point of the hosts. Class D ad-
dresses identify the multicast address (like radio channel) but not an attachment point 
in the network. Class E is reserved for future use.  

3.3   Address Resolution Type Protocols  

The Address Resolution protocol (ARP) is a protocol used to find the mapping  
between the IP address and network address such as Ethernet address. Within the 
network, a host can ask for the network address giving an IP address to get the map-
ping. If the IP address is outside the network, the host will forward the IP address to a 
router (it can be a default or proxy). 

The reverse ARP (RARP) is the protocol solved the reverse problem, i.e., to find 
the IP address giving a network address such as Ethernet. This is normally resolved 
by introducing a RARP server. The server keeps a table of the address mapping. An 
example of using RARP is when a booting machine has not got an IP address and 
should contact a server to get an IP address to be attached to the Internet. 
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3.4   IP Routing Protocols 

As the Internet becomes larger and larger, it is impractical or impossible to configure 
the routing table manually though in the early days and small network manual con-
figuration of network was carried out for convenience but error prone. Protocols have 
to be developed to configure the Internet automatically and dynamically. 

A part of the Internet owned and managed by a single organisation or by a com-
mon policy can form a domain or autonomous system (AS). The interior gateway 
routing protocol is used for IP routing within the domain. Between domains, the exte-
rior gateway routing protocol has to be used as political, economical or security issues 
often need to be taken into account. 

3.4.1   The Interior Gateway Routing Protocol 
The original routing IP (RIP) was distance vector [6, 7]. Within the domain, each 
router has a routing table of the next router leading the destination network. The 
router periodically exchanges its routing information with its neighbour routers and 
updates its routing table based on the new information received.  

Due to its slow convergence problem, a new routing protocol is introduced in 
1979, called link state protocols. Instead of getting routing information from its 
neighbour, the link state protocol collects and exchanges information on their links. 
Every router in the network will have the same set of link state information and calcu-
late independently the routing table. This solves the problems of the RIP. 

In 1988, the IETF began work on a new interior gateway routing (IGR) protocol, 
called Open Shortest Path First (OSPF). The OSPF became a standard in 1990. It is 
based on the link state protocol. It is also based on published in Open literatures, and 
designed to supports a variety of distance metrics, adaptive to changes in topology 
automatically and quickly, support routeing based on type of services, and real time 
traffic, support load balancing, support for hierarchical systems and some levels of 
security, and also deals with routes connected to the internet via a tunnel. 

The OSPF supports three kinds of connections and networks, namely Point-to-
point lines between exactly two routers, multicast networks (such as LANs) and 
multi-access networks without broadcasting (such as WANs). 

When booting, a router to contact its neighbour routers by sending contact message 
for information. Adjacent routers (designated routers in the each LANs) exchange  
information. Each router periodically floods link state information to each of its adja-
cent routers. Database description messages include the sequence numbers of all the 
link state entries, sent at IP packets. Using flooding, each router informs all the other 
neighbour routers. This allows each router to construct the graph for its domain and 
compute the shortest path to form a routing table. 

3.4.2   The Exterior Gateway Routing Protocol 
An IGR protocol moves packets as efficiently as possible but this is not the case with 
an exterior gateway protocol (EGP) protocol [8], as EGP needs to deal with external 
subnets, which may have different ownerships, policies and network technologies. The 
Border Gateway Protocol (BGP) [9] is created to replace EGP, and is fundamentally a 
distance vector protocol, but quite different from most others, such as RIP. Each BGP 
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router keeps track of the exact path used. This also solves the problem of RIP. BGP 
works similarly to RIP but overcomes the weakness of RIP by tracking the path.  

4   TCP and UDP Protocols at Transport Layer 

The transport layer protocols appear only on the hosts. When an IP packet arrives in a 
host, it decides which application process to handle the data, as the IP packet can 
carry data for email, telnet, FTP or WWW. It may also add additional functions on 
this layer such as reliability, flow control and congestion control. There are two pro-
tocols at the transport layer, namely TCP [10] and UDC [11], defined in the Internet 
reference model. 

4.1   The TCP at Transport Layer 

The TCP is a connection-oriented, end-to-end reliable protocol [10].  It provides for 
reliable inter-process communication between pairs of processes in host computers. 
Very few assumptions are made as to the reliability of the network layer protocols  
below the TCP layer.  TCP assumes it can obtain a simple, potentially unreliable 
datagram service from the lower level protocols (such as IP).  In principle, the TCP 
should be able to operate above a wide spectrum of communication systems ranging 
from hard-wired connections to packet-switched or circuit-switched networks.  

4.1.1   The TCP Segment Header Format 
Fig. 4 illustrates the TCP segment header. It includes the following fields [10]: 

• Source Port:  16 bits - The source port number. 
• Destination Port:  16 bits - The destination port number. 
• Sequence Number:  32 bits - The sequence number of the first data octet in 

this segment (except when the synchronised (SYN) control bit is present). If 
SYN is present the sequence number is the initial sequence number (ISN) 
and the first data octet is ISN+1. 

• Acknowledgment Number:  32 bits - If the Acknowledgment (ACK) control 
bit is set this field contains the value of the next sequence number the sender 
of the segment is expecting to receive.  Once a connection is established this 
is always sent. 

• Data Offset:  4 bits - The number of 32 bit words in the TCP Header. This 
indicates where the data begins.  The TCP header (even one including  
options) is an integral number of 32 bits long. 

• Reserved:  6 bits - Reserved for future use (must be zero). 
• Control Bits:  6 bits (from left to right): 

- URG:  Urgent Pointer field significant                   
- ACK:  Acknowledgment field significant 
- PSH:  Push Function 
- RST:  Reset the connection 
- SYN:  Synchronize sequence numbers 
- FIN:  No more data from sender 
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• Window: 16 bits - The number of data octets beginning with the one indi-
cated in the acknowledgment field which the sender of this segment is will-
ing to accept. 

• Checksum: 16 bits - The checksum field is the 16 bit one's complement of 
the one's complement sum of all 16 bit words in the header and text. If a 
segment contains an odd number of header and text octets to be check 
summed, the last octet is padded on the right with zeros to form a 16 bit 
word for checksum purposes.  The pad is not transmitted as part of the seg-
ment. While computing the checksum, the checksum field itself is replaced 
with zeros.  

• URG Pointer: 16 bits - This field communicates the current value of the ur-
gent pointer as a positive offset from the sequence number in this segment.   

• Options: variable. 
• Padding: variable. 

 
 

options

options padding

data 

source port destination port

sequence number 

acknowledgement 

data reserved u a p r s f

checksum urgent pointer

window 

0 8 16 24 (31) 

urg check urgent 
ackcheck ack 
pshpush 
rst reset 
syn synch seq 
fin no more 

 

Fig. 4. The TCP segment header 

To identify the separate data streams that a TCP may handle, the TCP provides a port 
identifier. Since port identifiers are selected independently by each TCP they might 
not be unique.  To provide for unique addresses within each TCP, we concatenate an 
internet address identifying the TCP with a port identifier to create a socket which 
will be unique throughout all networks connected together. 

A connection is fully specified by the pair of sockets at the ends.  A local socket 
may participate in many connections to different foreign sockets.  A connection can 
be used to carry data in both directions, that is, it is "full duplex". 

TCPs are free to associate ports with processes however they choose. However, 
several basic concepts are necessary in any implementation.  

Well-known sockets are a convenient mechanism for a priori associating a socket 
address with a standard service.  For instance, the "Telnet-Server" process is perma-
nently assigned to a socket number of 23, FTP-data 20 and FTP-control 21, Trivial 
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FTP (TFTP) 69, Simple Mail Transfer Protocol (SMTP) 25, Post Office Protocol 3 
(POP3) 110 and www-http 80. 

4.1.2   Connection Set-Up and Data Transmission 
A connection is specified in the OPEN call by the local port and foreign socket argu-
ments.  In return, the TCP supplies a (short) local connection name by which the user 
refers to the connection in subsequent calls.  There are several things that must be 
remembered about a connection. To store this information we imagine that there is  
a data structure called a Transmission Control Block (TCB). One implementation 
strategy would have the local connection name be a pointer to the TCB for this con-
nection. The OPEN call also specifies whether the connection establishment is to be 
actively pursued, or to be passively waited for [10]. 

The procedures of establishing connections utilize the SYN control bit (flag) and 
involve an exchange of three messages.  This exchange has been termed a three-way 
hand shake. The connection becomes “established” when sequence numbers have 
been synchronized in both directions. The clearing of a connection also involves the 
exchange of segments, in this case carrying the FIN control flag. 

The data that flows on a connection may be thought of as a stream of octets. The 
sending user indicates in each SEND call whether the data in that call (and any pre-
ceding calls) should be immediately pushed through to the receiving user by the  
setting of the PSH flag. 

A sending TCP is allowed to collect data from the sending user and to send that 
data in segments at its own convenience, until the push function is signalled, then it 
must send all unsent data.  When a receiving TCP sees the PSH flag, it must not wait 
for more data from the sending TCP before passing the data to the receiving process. 

There is no necessary relationship between push functions and segment bounda-
ries.  The data in any particular segment may be the result of a single SEND call, in 
whole or part, or of multiple SEND calls. 

4.1.3   Congestion Control and Flow Control  
One of TCP's functions is end-host based congestion control for the Internet. This is a 
critical part of the overall stability of the Internet [12]. In the congestion control algo-
rithms, TCP assumes that, at the most abstract level, the network consists of links and 
queues. Queues provide output-buffering on links that are momentarily oversub-
scribed. They smooth instantaneous traffic bursts to fit the link bandwidth. 

When demand exceeds link capacity long enough to fill the queue, packets must be 
dropped. The traditional action of dropping the most recent packet ("tail dropping") is 
no longer recommended, but it is still widely practiced. 

TCP uses sequence numbering and ACKs on an end-to-end basis to provide  
reliable, sequenced, once-only delivery. TCP ACKs are cumulative, i.e., each one 
implicitly ACKs every segment received so far.  If a packet is lost, the cumulative 
ACK will cease to advance. 

Since the most common cause of packet loss is congestion, TCP treats packet loss 
as a network congestion indicator (but such assumption is not applicable in wireless 
or satellite networks where packet loss is more likely caused by transmission errors). 
This happens automatically, and the subnetwork need not know anything about IP or 
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TCP. It simply drops packets whenever it must, though some packet-dropping strate-
gies are fairer than others. 

TCP recovers from packet losses in two different ways. The most important is by a 
retransmission timeout. If an ACK fails to arrive after a certain period of time, TCP 
retransmits the oldest unacknowledged packet. Taking this as a hint that the network 
is congested, TCP waits for the retransmission to be acknowledged before it contin-
ues, and it gradually increases the number of packets in flight as long as a timeout 
does not occur again (slow start). 

A retransmission timeout can impose a significant performance penalty, as the 
sender will be idle during the timeout interval and restarts with a congestion window 
of 1 following the timeout. To allow faster recovery from the occasional lost packet in 
a bulk transfer, an alternate scheme known as "fast recovery" was introduced. 

Fast recovery relies on the fact that when a single packet is lost in a bulk transfer, 
the receiver continues to return ACKs to subsequent data packets, but they will not 
actually ACK any data. These are known as "duplicate acknowledgments" or 
"dupacks". The sending TCP can use dupacks as a hint that a packet has been lost, and 
it can retransmit it without waiting for a timeout.  Dupacks effectively constitute a 
negative acknowledgement (NAK) for the packet whose sequence number is equal to 
the acknowledgement field in the incoming TCP packet.  TCP currently waits until a 
certain number of dupacks (currently 3) are seen prior to assuming a loss has oc-
curred; this helps avoid an unnecessary retransmission in the face of out-of-sequence 
delivery.  

The TCP congestion control algorithm is the end-system congestion control algo-
rithm used by TCP [12].  This algorithm maintains a congestion window (cwnd), 
which controls the amount of data which TCP may have in flight at any given point in 
time. Reducing cwnd reduces the overall bandwidth obtained by the connection;  
similarly, raising cwnd increases the performance, up to the limit of the available 
bandwidth. 

TCP probes for available network bandwidth by setting cwnd at one packet and 
then increasing it by one packet for each ACK returned from the receiver. This  
is TCP's "slow start" mechanism.  When a packet loss is detected (or congestion is 
signalled by other mechanisms), cwnd is set back to one and the slow start process is 
repeated until cwnd reaches one half of its previous setting before the loss. Cwnd con-
tinues to increase past this point, but at a much slower rate than before. If no further 
losses occur, cwnd will ultimately reach the window size advertised by the receiver. 

4.2   The User Datagram Protocol (UDP) 

This UDP is defined to make available a datagram mode of packet-switched computer 
communication in the environment of an interconnected set of computer networks 
[11]. This protocol assumes that the IP is used as the underlying protocol. 

This protocol provides a procedure for application programs to send messages to 
other programs with a minimum of protocol mechanism. The protocol is connec-
tionless and does not provide any guarantee on delivery and duplicate protection. 
Applications requiring ordered reliable delivery of streams of data should use  
the TCP.  
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Fig. 5. The UDP datagram header format 

Fig. 5 illustrates the UDP datagram header format. The fields of the UDP datagram 
header include: 

• Source Port is an optional field, when meaningful, it indicates the port of the 
sending process, and may be assumed to be the port to which a reply should 
be addressed in the absence of any other information.  If not used, a value of 
zero is inserted. 

• Destination Port has a meaning within the context of a particular internet 
destination address. 

• Length is the length in octets of this user datagram including this header and 
the data. (This means the minimum value of the length is eight). 

• Checksum is the 16-bit one's complement of the one's complement sum of a 
pseudo header of information from the IP header, the UDP header, and  

• The data, padded with zero octets at the end (if necessary) to make a multiple 
of two octets. 

The major uses of this protocol are the Internet Name Server and the Trivial File 
Transfer, and recently for real time applications such as Voice over IP (VoIP) where 
retransmission of lost data is undesirable. The well-know ports are defined in the 
same way as the TCP. 

5   Next Generation Internet 

It can be seen from the IP networking basics that the Internet was originally designed 
to transfer data between computers. The applications and services including email, ftp 
and telnet don’t require real time QoS which is required by telephony and provided by 
telephony networks for a century. More and more people own portable computers and 
mobility becomes a new requirement to give people more freedom of movement tak-
ing their computer with them. More and more business transactions, commercial and 
public uses of the Internet make the security of a very important issue of the Internet. 
All these new requirements and the large scale of the Internet today were not taken 
into consideration of the original design of the Internet. In addition, there was also 
concern that the IPv4 may soon run out of IP address which trig the development of 
the next generation of Internet Protocol. IPv6 is a result of the new development. 
Though the IPv6 has started to address these issues, there is still a long way from a 
perfect solution to the problems. The following is a brief discussion of these issues 
before discussing the future directions in the next section. 
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5.1   QoS and Network Performance 

Two aspects need to be taking into consideration: user application aspect describes 
what level of QoS is considered to be acceptable and network aspect provides mecha-
nisms to meet the QoS requirement of the user and makes efficient use of network  
resources [13, 14]. 

5.1.1    Best Effort Service and Elastic Applications 
In the future, networks will carry at least two types of applications. Some applications 
(which are already common in the Internet) are relatively insensitive to the perform-
ance they receive from the network. For example, a file transfer application would 
prefer to have an infinite bandwidth and zero end-to-end delay. On the other hand, it 
works correctly, through with degraded performance, as the available bandwidth de-
creases and the end-to-end delay increases. In other words, the performance require-
ments of such applications are elastic, they can adapt to the resources available. Such 
applications are called best-effort applications, because the network promises them 
only to attempt to deliver their packets, without guaranteeing them any particular per-
formance bound. Note that best effort service, which is the service provided for best 
effort applications, does not require the network to reserve resources for a connection. 

5.1.2   Guaranteed Service and Inelastic Applications 
Besides best effort application, we expect future networks to carry traffic from appli-
cations that do require a bound on performance. For example an application that  
carries voice as a 64 Kbit/s stream become nearly unusable if the network provide less 
that 64Kbit/s on end-to-end path. More over, if the application is two-way and inter-
active, human ergonomic constraints require the round-trip delay to be smaller than 
around 150 ms. If the network want to support a perceptually “good” two-way voice 
application, it must guarantee, besides a bandwidth of 64 Kbit/s, a round trip delay of 
less than 150 ms. The performance requirements of such applications are inelastic. 
Thus the application, and other application of its kind, demands a guarantee of service 
quality from the network. We call these applications guaranteed-service applications. 
Guaranteed service applications require the network to reserve resources on their  
behalf. 

5.1.3   QoS Provision and Network Performance 
Best effort service is the default service a network would give to a datagram between 
the source and destination in today’s Internet networks. Among other implications, 
this means that if a datagram is changed to a best effort datagram, all flow control that 
is normally applied to best effort datagrams is applied to that datagram too. 

The controlled load service is intended to support a broad class of applications 
which have been developed for use in today's Internet, but are highly sensitive  
to overloaded conditions.  Important members of this class are the "adaptive real-time 
applications" currently offered by a number of vendors and researchers. These appli-
cations have been shown to work well on unloaded nets, but to degrade quickly under 
overloaded conditions. A service which mimics unloaded nets serves these applica-
tions well.   
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Guaranteed service guarantees that datagrams will arrive within the guaranteed de-
livery time and will not be discarded due to queue overflows, provided the flow's  
traffic stays within its specified traffic parameters.  This service is intended for appli-
cations which need a firm guarantee that a datagram will arrive no later than a certain 
time after it was transmitted by its source.  For example, some audio and video "play-
back" applications are intolerant of any datagram arriving after their play-back time. 
Applications that have hard real-time requirements will also require guaranteed  
service.  

In the playback applications, datagrams often arrive far earlier than the delivery 
deadline and will have to be buffered at the receiving system until it is time for the 
application to process them. 

5.2   IP Mobility 

Mobile IP [15] is proposed as a standard by a working group within the IETF designed 
to solve this problem by allowing the mobile node to use two IP addresses: a fixed home 
address and a care-of address that changes at each new point of attachment. 

To maintain existing transport-layer connections as the mobile node moves from 
one place to another, but keeping its IP address the same. Most of the Internet applica-
tions today are based on the TCP. TCP connections are indexed by a quadruplet of the 
IP addresses and port numbers of sources and destination. Changing any of these four 
numbers will cause the connection to be disrupted and lost. On the other hand, correct 
delivery of packets to the mobile node's current point of attachment depends on the 
network number contained within the mobile node's IP address, which changes at new 
points of attachment. To change the routing requires a new IP address associated with 
the new point of attachment.  

In Mobile IP, the home address is static and is used, for instance, to identify TCP 
connections. The care-of-address changes at each new point of attachment and can be 
thought of as the mobile node's topologically significant address; it indicates the net-
work number and thus identifies the mobile node's point of attachment with respect to 
the network topology. The home address makes it appear that the mobile node is  
continually able to receive data on its home network, where Mobile IP requires the 
existence of a network node known as the home agent. Whenever the mobile node is 
not attached to its home network (and is therefore attached to what is termed a foreign 
network), the home agent gets all the packets destined for the mobile node and  
arranges to deliver them to the mobile node's current point of attachment.  

When the mobile node moves to a new place, it registers its new care-of address 
with its home agent. To get a packet to a mobile node from its home network, the 
home agent delivers the packet from the home network to the care-of address.  
The further delivery requires that the packet be modified so that the care-of address 
appears as the destination IP address. This modification can be understood as a packet 
transformation or a redirection. When the packet arrives at the care-of address, the  
reverse transformation is applied so that the packet once again appears to have the 
mobile node's home address as the destination IP address.  

When the packet arrives at the mobile node, addressed to the home address, it will 
be processed properly by TCP.  
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In Mobile IP the home agent redirects packets from the home network to the care-
of address by constructing a new IP header that contains the mobile node's care-of  
address as the destination IP address. This new header then shields or encapsulates the 
original packet, causing the mobile node's home address to have no effect on the en-
capsulated packet's routing until it arrives at the care-of address. Such encapsulation is 
also called tunnelling bypassing the usual effects of IP routing.  

Mobile IP, then, is best understood as the cooperation of three separable mechanisms:  

• Discovering the care-of address: agent advertisement and agent solicitation. 
• Registering the care-of address: the registration process begins when the 

mobile node, possibly with the assistance of a foreign agent, sends a registra-
tion request with the care-of address information. When the home agent re-
ceives this request, it (typically) adds the necessary information to its routing 
table, approves the request, and sends a registration reply back to the mobile 
node. The registration is authenticated by using Message Digest 5.  

• Tunnelling to the care-of address: the default encapsulation mechanism that 
must be supported by all mobility agents using Mobile IP is IP-within-IP. 
Minimal encapsulation is slightly more complicated than that for IP-within-
IP, because some of the information from the tunnel header is combined with 
the information in the inner minimal encapsulation header to reconstitute the 
original IP header. On the other hand, header overhead is reduced.  

5.3   IP Security 

Internet security is a very important problem but also a very difficult one, as the 
Internet covers the world across political and organisational boundaries [16, 17]. 

It also involves how and when communicating parties (such as users, computer, 
services and network) can trust each another, as well as understanding the network 
hardware and protocols. 

The basic mechanics in the Internet at network layer used to provide security in-
cluding authentication using public key systems, privacy using public and secret key 
systems and access control using firewalls, and at transport layer include Secure 
Socket Layer (SSL). A brief discussion of the topics is presented below. 

The IETF has provided security standards for the Internet known as IP Security 
(IPSec). The IPSec protocol suite is used to provide interoperable cryptographically 
based security services (i.e. confidentiality, authentication and integrity) at the IP 
layer. It is composed of the Authentication Header (AH) protocol, the Encapsulated 
Security Payload (ESP) confidentiality protocol and it also includes an Internet Secu-
rity Association Establishment and Key Management Protocol (ISAKMP). 

IP AH and IP ESP may be applied alone or in combination with each other. Each 
protocol can operate in one of two modes: Transport mode or tunnel mode. In trans-
port mode, the security mechanisms of the protocol are applied only to the upper layer 
data and the information pertaining to IP layer operation as contained in the IP header 
is left unprotected. In tunnel mode, both the upper layer protocol data and the IP 
header of the IP packet are protected or ‘tunnelled’ through encapsulation. The trans-
port mode is intended for end-to-end protection that can be implemented only by the 
source and destination hosts of the original IP datagram. Tunnel mode can be used 
between firewalls. 
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Filters can also be set up in the firewalls to block some IP packets from entering 
the network based on the IP addresses and port numbers. 

A firewall consists of two routers doing IP packet filtering and an application 
gateway for higher layer checking. The inside one checks outgoing packets. The  
outside one checks incoming packets. An application gateway, between the routers, 
carries out further examination of higher layer protocol data including TCP, UDP, 
Email, WWW and other application data. This configuration is to make sure that no 
packets get in or out without having to pass through the application gateway. Packet 
filters are table driven and check the raw packets. The application gateway checks 
contents, message sizes, and headers. 

SSL builds a secure connection between two sockets including: 

• Parameter negotiation between client and server. 
• Mutual authentication of client and server. 
• Secure communication. 
• Data integrity protection. 

5.4   IP Multicast 

We review the IP multicast technology [18].  Multicast allows a communications 
network source to send data to multiple destinations simultaneously whilst transmit-
ting only a single copy of the data on to the network. The network then replicates the 
data and fans it out to recipients as necessary. Multicast can be considered as part of a 
spectrum of three types of communications: 

• Unicast: transmitting data from a single source to a single destination (for exam-
ple, downloading a web page from a server to a user’s browser; or copying a file 
from one server to another); 

• Multicast: transmitting data from a single source to multiple destinations. The 
definition also encompasses communications where there may be more than one 
source (i.e. multipoint-to-multipoint). Videoconferences provide an example of 
this latter, where each participant can be regarded as a single source multicasting 
to the other participants in the videoconference. 

• Broadcast: transmitting data from a single source to all receivers within a domain 
(for example within a LAN; or from a satellite to all receivers within a satellite 
spotbeam). 

The advantages of multicast are as follows: 

• Reduced network bandwidth usage: for example, if data packets are being multi-
cast to 100 recipients the source only sends a single copy of each packet.  
The network forwards this to the destinations, only making multiple copies of the 
packet when it needs to send packets on different network links to reach all desti-
nations.  Thus only a single copy of each packet is transmitted over any link in 
the network, and the total network load is reduced compared to 100 separate  
unicast connections. This is particularly beneficial on satellite systems where re-
sources are limited and expensive. 

• Reduced source processing load: the source host does not need to maintain state 
information about the communications link to each individual recipient. 
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Multicast can be either best effort or reliable.  “Best effort” means that there is no 
guarantee that the data sent by any multicast source is received by all or any receivers, 
and is usually implemented by a source transmitting UDP packets on a multicast ad-
dress (the addressing mechanism is described in further detail below).  “Reliable” 
means that mechanisms are implemented to ensure that all receivers of a multicast 
transmission receive all the data that is sent by a source: this requires a reliable multi-
cast protocol. 

5.4.1   IP Multicast Addressing 
Each terminal or host in the Internet is uniquely identified by its IP address. In IP 
Version 4, this consists of a 32-bit address space, divided into a network number and 
a host number which respectively identify a network and the terminal attached to the 
network.  A normal unicast IP datagram includes a source address and destination 
address in the IP packet header; routers use the destination address to route the packet 
from the source to the destination.  Such a mechanism cannot be used for multicast 
purpose, since the source terminal may not know when, where and which terminals 
will try to receive the packet [18]. 

From the IP networking basics we know that a range of addresses is defined for 
multicast purposes only. The range of addresses, called Class D addresses, is from 
224.0.0.0 to 239.255.255.255. Unlike Classes A, B and C, these addresses are not 
associated with any physical network number or host number, but instead are associ-
ated with a multicast group that is like a radio channel; members of the group receive 
multicast packets sent to this address, and the address is used by multicast routers to 
route IP multicast packets to users that register for a multicast group.  The mechanism 
by which a terminal registers for a group, Internet Group Membership Protocol 
(IGMP) [19], is described below. 

5.4.2   Multicast Group Management  
In order to make efficient use of network resources, the network sends multicast packets 
only to those networks and subnets that have users belonging to the multicast group. 
The IGMP [19] allows hosts or terminals to declare an interest in receiving a multicast 
transmission and supports three main types of messages: Report, Query and Leave. 

A terminal wishing to receive a multicast transmission issues an IGMP join Report, 
which is received by the nearest router. This Report specifies the IP multicast class D 
address of the group being joined. The router then uses a multicast routing protocol 
(described below) to determine a path to the source. To confirm the state of terminals 
receiving multicast, a router occasionally issues an IGMP Query to terminals on its 
network/sub-network. When a terminal receives such a query, it sets a separate timer 
for each of its (potentially many) group memberships.  When each timer expires, the 
terminal issues an IGMP Report to confirm that it still wishes to receive the multicast 
transmission. However, in order to suppress duplicate reports for the same Class D 
group address, if a terminal has already heard a report for that group from another 
terminal it stops its timer and does not send a Report. This has the benefit of avoiding 
flooding the subnetwork with IGMP Reports.  

When a terminal wishes to finish receiving the multicast transmission it issues an 
IGMP Leave request. If all the members of a group in a subnet have left, the router 
does not forward any more multicast packets to that subnet. 
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5.4.3   IP Multicast Routing 
In a normal IP router used for unicast, the routing table contains information that 
specifies paths that lead to a given IP destination addresses. However, this routing 
table is not useful for IP multicast since multicast packets do not contain information 
about the location of the packet’s destinations. Therefore different routing protocols 
and routing tables have to be used. Multicast routing protocols address the issue of 
identifying a route for data to be transmitted across a network from a source to all its 
destinations, while minimising the total network resources required for this. 

In IP multicast, the routing table is effectively built from destinations to the sources 
rather than from sources to destinations, since only the source address in the IP data-
gram corresponds to a single physical location. Tunnelling techniques may also be 
used to support multicast over routers that do not have multicast capabilities.  

A number of multicast routing protocols have been developed by the IETF. These in-
clude Multicast Extensions to OSPF (M-OSPF) [20], Distance Vector Multicast Routing 
Protocol (DVMRP) [21], Protocol-Independent Multicast - Sparse Mode (PIM-SM) 
[22] and PIM-Dense Mode (PIM-DM) [23] and Core-Based Tree (CBT) [24]. 

Here we briefly review the underlying principle of operation of two protocols. 
DVMRP and PIM-DM are “flood and prune” algorithms: in these protocols, when a 
source starts sending data, the protocols flood the network with the data. All routers 
that have no multicast recipients attached send a prune message back towards the 
source (they know they have no receivers because they have received no IGMP join 
Reports). These protocols have the disadvantage that a “prune” state is required in all 
routers (i.e. “I have pruned on this multicast address”), including those routers with 
no multicast recipients downstream.   

Flood and prune protocols use Reverse Path Forwarding (RPF) to forward multi-
cast packets from a source to the recipients: the RPF interface for any packet is the  
interface that the router would use to send unicast packets to the packet source. If a 
packet arrives on the RPF interface it is flooded to all other interfaces (unless they 
have been pruned), but if the packet arrives on any other interface it is silently dis-
carded.  This ensures efficient flooding and prevents packet looping. 

DVMRP uses its own routing table to compute the best path to the source, whereas 
PIM-DM uses an underlying unicast routing protocol.  

5.4.4   IP Multicast Scope 
Scoping is the mechanism that controls the geographical scale of a multicast transmis-
sion, by making use of the time to live (IP networking) (TTL) field in the IP header. It 
tells the network how far (in terms of router hops) any IP packet is allowed to propa-
gate, allowing IP multicast sources to specify whether packets should be sent only to 
the local sub-network, or to larger domains or the whole Internet [18]. This is 
achieved by each router reducing the TTL by 1 when forwarding the packet to the 
next hop, and discarding the packet if the TTL is 0. Each subnet may additionally 
have filters or firewall to discard some packets according its security policy that may 
be beyond the control of the multicast source. 

It can be seen in a satellite network that even with a small TTL value, IP multicast 
packets can reach a very large number of members of a multicast group scattered in a 
very large geographical area.  
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5.4.5   Address Mapping and Configuration 
Different network technologies may use different addressing scheme for assigning 
addresses, also called physical addresses, to devices.  For example, an IEEE 802 LAN 
uses a 48-bit address for each attached device, and Integrated Services Digital Net-
work (ISDN) uses the International Telecommunication Union-Telecommunication 
(ITU-T) E.164 address scheme.  Similarly, in a satellite network each ground earth 
station or gateway station has a physical address to be used for circuit connections or 
packet transmissions.  However, the routers that are interconnected by the satellite 
network know only the IP addresses of the other routers.  Therefore, address mapping 
between each IP address and its related physical address is required, so that packet 
exchanges between the routers can be carried out through the satellite network using 
the physical addresses.  The precise details of this mapping depend on the underlying 
data link layer protocols used over the satellite. 

5.5   IPv6 

The IPv6 [5] packet header format can be seen in Fig. 6. This IPv6 is designed to  
address the drawbacks of IPv4, namely to 

• support more host address. 
• reduce the size of the routing table. 
• simplify the protocol to allow routers to process packets fast. 
• have better security (authentication and privacy). 
• provide different service to different Type of service including real time 

data. 
• aid multicasting (allow scopes). 
• allow mobility (roam without changing address). 
• facilitate the protocol’s evolvement. 
• permit co-exists of old and new protocols.  

 
Version Priority Flow label 

Payload length Next header Hop limit 
Source address  

(16 bytes) 
Destination address  

(16 bytes) 
Payload 

Fig. 6. IPv6 packet header format 

Comparing to the IPv4, it can be seen that a significant change has been made on the 
IP packet format to achieve the objectives of the IP network layer functions. 

• The version field has the same function as the IPv4. It is 6 for IPv6 and 4  
for IPv4.  

• The traffic class field is used to distinguish between packets with different 
real time delivery requirement. 
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• The flow label field is used to allow source and destination to set up a 
pseudo-connection with particular properties and requirements 

• The payload field is the number of bytes following the 40-byte header, in-
stead of total length in IPv4. 

• The next header field tells which transport handler to pass the packet to, like 
the protocol field in the IPv4. 

• The hop limit field is a counter used to limit packet lifetime to prevent the 
packet staying in the network forever, like the TTL field in IPv4. 

• The source and destination addresses indicate the network number and host 
number, 4 times larger that IPv4 

• There are also extension headers like the options in IPv4. Table 1 shows the 
IPv6 extension header. 

Each extension header consists of next header field, and fields of type, length and 
value. 

Table 1. IPv6 Extension Headers 

Extension Header Description 

Hop by hop options Miscellaneous information for routers 

Destination options Additional information for destination 

Routing Loose list of routers to visit 

Fragmentation Management of datagram fragments 

Authentication Verification of the sender’s identity 

Encrypted security payload Information about encrypted contents 

6   Future Directions 

New research and developments have been carried out in every aspects of the IP net-
working including user terminal, access networks, core networks, applications and 
services, and network technologies.  

In user terminals, convergence has been taking place that mobile phone can be 
used to surf the web, to send email message, video and picture in addition to teleph-
ony service. In access networks, we have seen the development of wireless  
LAN (WLAN), x-Digital Subscriber Line (xDSL) and cable, optical fibre and other 
broadband access in local loops. In core network, the UMTS has adapted the IP core 
networks as a part of its standards. IP multicast has been exploited for broadcasting 
services whilst digital video broadcasting (DVB) is also trying to support future Inter-
net services. 
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It is clear that the IPv6 has addressed some of the important issues on network pro-
tocols in the network layers, but there are still many issues beyond the scope of IPv6. 
We also see the convergence different levels and different sections of the networks. 

In the future, the terminals will be different from what we have today, the access 
networks will be different, the core networks, new application will be developed and 
new technologies deployed. We will not be able to know what exactly what will be 
the terminals, access network, core networks, new application and new network tech-
nologies and how much traffic will be generated onto the networks, but will be able to 
develop new tools, new algorithms and new platform and new methodology to char-
acterise the traffic generated by the application, plan and dimension the network,  
engineering the traffic to utilise the network resources efficiently, meet the QoS of 
individual application, and also for future development of network to meet the in-
creased demand of interconnecting different types of networks. 

It is always difficult and sometimes impossible to make a prediction of the future. 
Many tried but failed. I do not intend to make a prediction, but to observe the direc-
tions we are going. Everyone should be able to get a sense of direction by observe the 
direction we going. But the direction may change when time goes by. 

Following the principles of the networking tradition, the direction of future could 
develop vertically in the areas terminal services and applications, access networks, 
core networks, network technologies and horizontally in the areas of end-to-end is-
sues such as TE, QoS, IP security, network performance modelling and simulations. 

6.1   IP Services and Applications 

The open problems include what the future applications and services are and how to 
characterise them quantitatively in term of traffic flows. The typical traffic will gener-
ated by the following applications and services: 

• Web services, 
• IP telephone and IP Multimedia applications, 
• Distribution services: video on demand, broadcasting, news papers will be  

distributed over IP networks, 
• Middleware and Global Resource Information Database (GRID), Distributed, 

Pervasive and Ubiquitous Computing, 
• Disconnected and nomadic computing, tiny and ubiquitous computers,  
• Distributed storage management, high performance servers and networking, 

special-purpose and embedded systems,  
• User behaviours and charge policy. 

6.2   IP Access Network 

There are many types of access networks available including Ethernet LAN, dial-up 
connection, broadband access and WLAN, Mobile and satellite networks. All these 
converge towards IP based access.  

The migration of all services over IP, and the integration of IP and different tech-
nology, make the IP-based paradigm the common platform for both traditional data 
and new real-time and multimedia services that will be developed in both wireless and 
wire-line environments. It is envisaged that future networks (called “Beyond 3rd 
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Generation” systems) will be composed of an IPv6 backbone and multiple access 
network using different technologies (e.g. UMTS, Local Multipoint Distribution Sys-
tem (LMDS) and WLAN. This architecture has to offer advanced traffic control capa-
bilities and QoS guarantees to the end users. Providing quality of service to user that 
can access an IP backbone network via different access technologies is a challenging 
task, because the user has not to be aware of the underlying access technologies. 

The access unawareness is the key concept of multi-access network and that has an 
impact on the requirements the network should have. Moreover new functionalities 
have to be defined: 

• Enhanced QoS management: in a multi-access scenario the functions of IP 
QoS control (centralized or distributed) and Resource Management for each 
access have to be tightly related to one another, in order to perform a more 
accurate admission control for each user. 

• QoS adaptivity: as different access networks may provide different QoS and 
bit rates to user applications, some new adaptation schemes that help services 
and applications to adapt to changing QoS conditions, are needed. 

• Seamless mobility: the user has to be able to move among different accesses 
networks in a seamless manner in order to avoid service interruptions. 

More convergence is expected relating to evolving High speed LAN, WLAN, UMTS, 
dial-up link, broadband wireless and satellite networks. 

6.3   IP Core Networks 

The Internet is modelled as a group of interconnected ASs or as a group of intercon-
nected routers. The BGPv4 routing tables characterize at the AS level the topology of 
the Internet.  

The Internet topology can be characterized using the information obtained from 
real BGP tables.  

Expected developments in core networks relate to Inter-domain routing, inter-
domain routing, QoS, Multi-Protocol Label Switching (MPLS), congestion control, 
TE and resource management [25].  

Concerning Intra-domain routing, IP networks typically use distributed protocols 
for intra-domain routing which take routing decisions locally, according to simple 
algorithms of path computation. In these protocols the path computation is based on 
static metrics such as hop-count, delay, or bandwidth, independently from how loaded 
the links may be. This simple and decentralized approach allows an efficient deploy-
ment of IP networks, avoiding complex planning procedures that other routing  
technologies have to face. 

However, this simplicity of path selection algorithms introduces problems related 
to convergence and control of traffic flows. In an IP network, administrators actually 
have little control over end-to-end paths, which favours traffic concentration in a few 
links and, therefore, bandwidth misuse. That is why some proposals are trying to 
solve some of the major problems in intra-domain IP routing, avoiding to lose its ad-
vantages. The objective is to deploy mechanisms to improve network performance 
without an excess of complexity. 
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For multipath Routing, a mono-path routing protocol is usually unable to do a 
proper allocation of resources in presence of heavy load, because only one path can be 
used to send the traffic. In this context, there is a risk that sections with good metric 
concentrate traffic on few links, which, consequently, are prone to saturate even with 
light global loads. Besides, if metrics are computed dynamically according to the 
network situation, mono-path routing can lead to serious instabilities, since it does not 
allow a gradual reaction in case of overload. Multipath routing addresses these prob-
lems by using simultaneously more than one next-hop choice for a given destination. 

Dynamic Routing [26] allows flows to spread out in the network in the most effi-
cient way, adapting to changes in demand and avoiding points of congestion. In this 
way, global network performance would be less vulnerable to sudden changes in de-
mand, as the network would be able to smooth its effects. Most of the dynamic rout-
ing solutions that are currently being proposed for IP TE follow an MPLS-based 
model. A different approach is to modify present Interior Gateway Protocols (IGPs) 
such as OSPF or Intermediate System to Intermediate System (IS-IS) OSI-compliant 
routing protocols [27]. Different contributions have developed this idea. In these  
proposals, distributed processing is used and decisions are taken locally, thus leading 
to a better behaviour and allowing an incremental deployment strategy. Nevertheless 
solutions based on this approach have to be carefully designed to avoid problems of 
instability. 

Concerning combining level 2 and level 3 routing, MPLS has been proposed as a 
ubiquitous solution for TE and routing problems. MPLS [25] as well as Generalised 
MPLS (GMPLS) [28] introduce complexity and present both scalability issues and 
difficulties for TE support in large networks [25]. Due to these facts, an “all IP” solu-
tion, based in the improvement of existing IP routing protocols and the introduction of 
simple QoS mechanisms, is a new direction to pursue given that it seems the best ap-
proach to improve the performance of the IP networks. 

For QoS Routing [25], the upcoming gigabit-per-second high-speed networks are 
expected to support a wide range of communication-intensive real-time multimedia 
applications. The QoS requirements of multimedia applications raise new challenges 
for next-generation IP networks. In particular, one of the key-issues is QoS routing, a 
class of solutions that are aimed at identifying cost-efficient network paths that are 
sufficient resources to meet certain performance and reliability constraints. QoS rout-
ing allows selecting network routes with enough resources for the requested QoS  
parameters. The goal of routing solutions is twofold: first, it must satisfy the QoS  
requirements for every admitted connection and, second, achieving global efficiency 
in resource utilization. QoS based routing, as well called constraint based routing, is 
needed in all aspects of routing, e.g., routing algorithms, route optimization algo-
rithms, routing management, etc. The main areas of QoS routing, which still require 
broad and deep investigations, are the following: 

- Architecture for QoS routing (c.f., Differential Services (Diffserv) over 
MPLS [29, 30]). 

- QoS routing protocols [31] (c.f., source routing, distributed routing,  
hierarchical routing). 

- QoS routing algorithms [32] (c.f., Path computation algorithms, Path selec-
tion algorithms, Path recovery algorithms, Path optimization algorithms). 



974 Z. Sun 

 

Concerning TE and QoS in core networks, there are different approaches to handle 
QoS. The easiest one is over-dimensioning where the capacities must be upgraded 
when the traffic exceeds a predetermined threshold. A more flexible methods results 
from providing over-provisioning only for some service classes in combination with 
DiffServ. In these cases not any QoS parameter can be guarantied but due to weighted 
queuing and low load on the physical link, real time service is differentiated from best 
effort one. Another method consists by limiting the number of service categories, and 
provides virtual tubes. Current proposals establish a number of categories close to 
three types: elastic, semi-elastic and non-elastic flow [33]. A strong TE scheme re-
sults from MPLS in combination with forward equivalent classes, or by a so-called 
bandwidth broker [34].  

The future work has to focus on the comparison of the advantages and disadvan-
tages of the different traffic engineering schemes. For this purpose various methods 
under different service scenarios and in combination with different network types 
must be considered. This requires software tools for network design and dimensioning 
and performing analysis. The analytical models used in these tools have to be evalu-
ated by corresponding simulation tools.   

6.4   Network Technology 

Wireless and Optical network technologies represent a unique opportunity because of 
their almost unlimited potential bandwidth. Providing better support for QoS in Inter-
net environments, however, raises fundamental challenges including [35 - 37]: 

• IP over wireless access networks.  
• IP over Wavelength Division Multiple Access (WDMA) optical core networks. 
• Complexity of multi-layer architectures. 
• New switching techniques, integration of routing and wavelength assignment, 

dynamic provisioning of optical channels.  
• New architectural alternatives to explored the full potential of optical networks. 
• Flexible and cost effective use of network resources and designed to serve di-

verse user demands. 

6.5   Traffic Engineering 

Future network infrastructures will have to handle a huge amount of IP-based data 
traffic, which supports several types of services, including a significant portion of 
real-time services [38, 39]. The multi-service characteristics of such network infra-
structure rise up a clear requisite: the ability to support different classes of services 
demanding for different QoS requirements.  Moreover, Internet traffic is much vari-
able with time, with respect to traditional voice traffic, and it is not easily predictable 
[40]. This means that networks have to be flexible enough to react adequately to traf-
fic changes. Besides the requirements of flexibility and multi-service capabilities that 
lead to respect different levels of QoS requirements, there is another key aspect that 
needs to be taken into account: cost effectiveness. In fact, global IP traffic will 
increase by a factor of five from 2008 to 2013, approaching 56 exabytes per month in 
2013, compared to approximately 9 exabytes per month in 2008 [41]. But the reve-
nues will not expect to approach anywhere near to a factor of five. Actually, revenues 
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coming from voice-based services are quite higher with respect to the ones derived by 
current Internet services. Therefore, to obtain cost effectiveness it is necessary to de-
sign networks that make an effective use of bandwidth or, in a broader sense, of net-
work resources.   

TE is a solution that enables the fulfilment of all those requirements, since it allows 
network resources to be used when necessary, where necessary and for the desired 
amount of time [42]. Practically speaking, TE can be regarded as the ability of the 
network to dynamically control traffic flows in order to prevent congestions, to opti-
mize the availability of resources, to choose routes for traffic flows while taking into 
account traffic loads and network state, to move traffic flows towards less congested 
paths, to react to traffic changes or failures timely.  

6.6   New Concepts of Network Architecture 

It is necessary to search for balance between different types of services and applications, 
between different layers of the protocols, between quality and quantitative, between 
efficiency and complexity, between keep the protocols and break the protocols, and 
between keep the balance and break the balance. 

The balance point is also instable point due to change of applications and tech-
nologies. Therefore, the future is about to search for a new balance as soon as lost the 
old or existing balance, hence progress will be made. 

7   Concluding Remarks 

An overview was presented covering the fundamentals of IP network architecture 
evolution, applications and services, current technologies, technology integration, 
convergence of IP and other multi-service networks and future directions. Particular 
attention is devoted to the description of some important mechanisms that control and 
manage diversity and network resources, towards the enhancement of network per-
formance and QoS. 
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APPENDIX 1: List of Acronyms 

ACK - Acknowledgment  
AH - Authentication Header  
ARP - Address Resolution Protocol  
ARPANET - Advanced Research Projects Agency Network 
AS - Autonomous System 
ATM - Asynchronous Transfer Mode  
CBT - Core-Based Tree 
BGP - Border Gateway Protocol 
BGPv4 - BGP version 4 
CIDR - Classless Inter-Domain Routing  
DF - Don’t Fragment Flag 
Diffserv - Differential Services 
DNS - Domain Name System 
DVB - Digital Video Broadcasting 
DVMRP - Distance Vector Multicast Routing Protocol  
EGP - Exterior Gateway Protocol 
ESP - Encapsulated Security Payload  
FIN - Finish  
FTP - File Transfer Protocol 
GRID - Global Resource Information Database  
Host-id - Host Identifier 
IETF - Internet Engineering Task Force 
IGMP - Internet Group Membership Protocol 
IGP - Interior Gateway Protocol 
IHL - Internet Header Length 
IP - Internet Protocol 
ISAKMP - Internet Security Association Establishment and Key  

                  Management Protocol  
ISDN - Integrated Services Digital Network  
IS-IS - Intermediate System to Intermediate System  
ISN - Initial Sequence Number  
ISO - International Standard Organisation  
IPSec - IP Security  
IPvn - IP Version n, n = 4, 5 and 6 
ITU-T - International Telecommunication Union-Telecommunication 
LAN - Local Area Network 
LMDS - Local Multipoint Distribution System 
MAN - Metropolitan Area Networks 
MF - May Fragment Flag 
M-OSPF - Multicast Extensions to OSPF  
MPLS - Multi-Protocol Label Switching 
NAK - Negative Acknowledgement  
Net-id - Network Identifier 
OSI - Open System Interconnection  
OSPF - Open Shortest Path First  
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PIM - Protocol-Independent Multicast 
PIM-DM - PIM-Dense Mode  
PIM-SM - PIM-Sparse Mode  
PSH - Push  
POP3 - Post Office Protocol 3  
QoS - Quality-of-Service 
RARP - Reverse ARP 
RIP - Routing IP 
RPF - Reverse Path Forwarding  
RST - Reset  
SATNET - Satellite Network 
SMTP - Simple Mail Transfer Protocol  
SSL - Secure Socket Layer 
SYN - Synchronization   
TCB - Transmission Control Block 
TCP - Transmission Control Protocol  
Telnet – a protocol over TCP/IP for accessing remote computers 
TE - Traffic Engineering 
TFTP - Trivial FTP 
TTL - Time to Live (IP networking) 
UDP - User Datagram Protocol  
UMTS - Universal Mobile Telecommunications Systems 
URG - Urgent  
VoIP - Voice over IP 
xDSL - x-Digital Subscriber Line  
WAN - Wide Area Networks 
WDMA - Wavelength Division Multiple Access 
WLAN - Wireless LAN 
WWW - World Wide Web 
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Abstract. This chapter focuses on the multimedia distribution over
Internet IP under the auspices of the NoE Euro-NGI research project
”Routing in Overlay Networks (ROVER)”. The multimedia distribution
is supported by several components such as services, content distribu-
tion chain, protocols and standards whilst Internet is used for content
acquisition, management and delivery as well as an Internet Protocol
Television (IPTV) infrastructure with QoS facilities. As the convergence
between fixed and mobile services of wide and local area networks is
also expected to take place in the home networking, this puts an extra
burden on multimedia distribution, which requires the different types of
wireless access solutions (e.g., WiMAX). In this context, the ROVER re-
search project adopts the IP Multimedia Subsystem (IMS), which offers
a wide range of multimedia services over a single IP infrastructure such
as authentication and, for wireless services, roaming capabilities. The
research project also considers overlay routing as an alternative solution
for content distribution.

1 Introduction

The telecommunication industry is actually facing two serious challenges with
implications on future architectural solutions. The first challenge is regarding the
irreversible move towards IP-based networking. The second challenge is regard-
ing the deployment of broadband access in the form of diverse Digital Subscriber
Line (DSL) technologies based on optical fiber and high-capacity cable but also
the WiMAX access (IEEE 802.16 Worldwide Interoperability for Microwave Ac-
cess) [20] to provide high bandwidth access to home networks as well as to small
and medium-sized businesses. Altogether, these developments offer the opportu-
nity for more advanced and more bandwidth-demanding multimedia applications
and services, e.g., Internet Protocol Television (IPTV), Voice over IP (VoIP),
online gaming. A plethora of QoS requirements and facilities are associated with
these applications, e.g., multicast facilities, high bandwidth, low delay/jitter,
low packet loss. Furthermore, a very important issue is regarding the perceived

c©
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QoS and the standards associated, e.g., as defined in ITU-T BT.500.11, ITU-
T P.862. Even more difficult is for the service provider to develop a networking
concept and to deploy an infrastructure able to provide end-to-end (e2e) QoS for
applications with completely different QoS needs. On top of that, the architec-
tural solution must be a unified one, which is independent of the access network
and content management (i.e, content acquisition, storage and delivery). Other
facilities like billing and authentication must be provided as well.

The foundation of multimedia distribution is provided by several components,
the most important ones are services, content distribution chain, protocols and
standards. The fundamental idea is to use the Internet for content acquisition,
creation, management and delivery. Furthermore, an important goal is to offer
the end user the so-called Triple Play, which means grouping together Internet
access, TV and telephone service into one subscription on a broadband connec-
tion. Other important issues are billing and content protection, e.g., copyright
issues, encryption and authentication (Digital Rights Management).

The convergence between fixed and mobile services that is actually happening
in the wide and local area networking is expected to happen in the home net-
working as well. This puts an extra burden on multimedia distribution, which
means that wireless access solutions of different types (e.g., WiMAX) must be
considered as well. The consequence of throwing Triple Play into wireless services
is the upcome of Quadruple Play.

It is therefore important to consider mechanisms and protocols put forth by
the Internet Engineering Task Force (IETF) to provide a robust and systematic
design of the basic infrastructure, and protocols like Session Initiation Proto-
col (SIP), IP DiffServ (RFC 2474/2475), together with Multi Protocol Label
Switching (MPLS) and traffic engineering (RFC 3031), should be taken into
consideration as possible solutions for the QoS control in core networks. An-
other important IETF initiative is regarding content distribution issues, which
are addressed in the IETF WG for Content Distribution Networks (CDN) and
Content Distribution Internetworking (CDI). Furthermore, new developments
within wireless communications like IP Multimedia Subsystem (IMS) [7,16] are
highly relevant for such purposes. Similarly, the new paradigms recently devel-
oped for content delivery application-based routing (e.g., based on Peer-to-Peer
(P2P) solutions) can be considered as alternative solutions for the provision of
QoS on an e2e basis, without the need to replace the IPv4 routers with IP Diff-
Serv routers. The main challenge therefore is to develop an open architectural
solution that is technically feasible, open for future updating and services and
cost-effective.

2 State of the Art

There are several important components involved in multimedia distribution
over IP. The most important ones are Internet Protocol Television (IPTV),
multimedia-related protocols (e.g., Session Initiation Protocol (SIP), Common
Open Policy Service (COPS), Real Time Streaming Protocol (RTSP)), P2P
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networking, overlay routing, strategies for content management, billing, and
authentication.

A general belief existing today is that the emergence of the IPTV system
and the associated protocols represents a tremendous opportunity for carriers
to push for new advantageous bussiness models and for customers to obtain
new exciting multimedia services. IPTV is expected to offer new services like
live programming over the network, VoD, two-ways interactive communication,
personalization, digital video creation and recording as well as integration with
computer platforms. Allthought IPTV is still evolving, the promises are huge.
For instance, according to recent delivered figures, the pay-TV market provided
more than 55 billion dollars in subscriber revenue in 2004 [9]. The same study
shows that it is forecasted that the Asia/Pacific market alone could reach as
much as 20 million IPTV subscribers in 2009.

IPTV is a method for distributing television content over IP. It describes a
system where a digital television is delivered to subscribing consumers by using
the Internet Protocol over a broadband connection [11]. IPTV is not a protocol
but a service that covers both live TV (multicasting) and stored video, i.e.,
Video-on-Demand (VoD). IPTV uses a two-way broadcast signal sent through
the provider’s backbone network and servers, and allowing consumers to select
content on demand, to timeshift and other interactive options, e.g., on-demand
video gaming. The consumer must have either a Set-Top Box (STB) or a personal
computer to send and receive different requests.

IPTV operates on a different premise than the traditional broadcast, cable
or satellite television in the sense that only the selected content is delivered to
the consumer. On the other hand, in the traditional TV system, all channels
are permanently pushed to the consumer rather than on a per-selection basis.
This feature offers important advantages for IPTV as the number of channels
is unlimited in this case whereas the number of channels offered on a cable or
satellite network is limited by the allocated spectrum. IPTV primarily uses the
protocols Internet multicasting with Internet Group Management Protocol ver-
sion 2 (IGMPv2) [10] for live television broadcasts and Real-Time Streaming
Protocol (RTSP) [17] for on-demand programs. Alternative solutions use multi-
cast overlay routing implemented at the application layer, but this is still under
research [4,15,8].

One of the most important questions for telecommunication companies devel-
oping IPTV is regarding a successful digital video strategy and the associated
challenges related to network architecture, content acquisition and management,
storage and delivery. At the same time, it is important to consider the newly
started developments towards the research and development of the IP Multime-
dia Subsystem (IMS) [7,19,16].

IMS represents a new framework, basically specified for mobile networking,
to provide IP-based telecommunication services. Fundamental elements in IMS
are the convergence of voice, data and multimedia services, integration of mo-
bile and Internet domains as well as facilities created to allow consumers to
access, create, consume and share digital content by using interoperable devices.
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IMS represents in fact a culmination of technology standards put forth by the
Internet Engineering Task Force (IETF) and two third Generation Partnership
Project groups (3GPP and 3GPP2). Based on that, more and more telecom-
munication carriers and equipment vendors (e.g., Ericsson, Lucent Technologies,
Motorola, Nokia, Alcatel, British Telecommunications) are releasing equipments
and services according to IMS recommendations [7].

The IMS architecture provides basicaly a framework to integrate a range of
protocols and media types. Some of the most important functionalities include IP
connectivity-based development, access-independent processing, QoS guarantees
for multimedia, policy control for efficient use of media resources, user and data
security and authentication using SIP, charging capabilities, roaming support,
service control across the network and service development with API support.

Another important aspect is regarding the models for content delivery existing
today. The Internet was initially developed as a simple model for content delivery,
in which the network does the routing and the end-system does the control.
The ubiquitous client-server computing model together with the World Wide
Web content delivery have created the fundamental infrastructure for content
delivery that exists today. Tremendous effort has also been put in place in the
development of systems to provide networks with Quality of Service guarantees
(IP QoS). In spite of big research and development efforts, the limitations of
such systems have now become clear, especially in terms of scalability, failure
to emerge as an open end-to-end service, and difficulties in developing suitable
models for charging. Furthermore, provisioning of end-to-end QoS for a traffic
flow that traverses multiple Autonomous Systems (ASs) has been proven to be
difficult due to difficulties in arranging cooperation among ASs.

At the same time, new paradigms for content delivery have emerged, where
the main point is that widely-distributed applications are making their own
forwarding decisions. New classes of applications include content distribution
networks [13], robust routing overlays [1], Peer-to-Peer (P2P) file sharing [18],
network-embedded storage [14], scalable object location [3], and scalable event
propagation [5]. An important characteristic of these applications is that specific
facilities are created for the convergence, with different degrees, of networking,
distributed computing and applications.

Over the last years, such systems have evolved to be some of the major traffic
contributors in the Internet [12]. P2P applications have now become immensely
popular in the Internet community, due to characteristics like communication
among equals (computers are acting as both clients and servers, so-called ”ser-
vents”) as well as pooling and sharing of exchangeable resources such as storage,
bandwidth, data and CPU cycles. Although an exact definition of ”P2P systems”
is still debatable, such a system typically represents a distributed computing
paradigm where a spontaneous, continuously changing group of collaborating
computers act as equals in supporting applications such as resource redundancy,
content distribution, and other collaborative actions.

In most cases the peers act from the network’s edge instead of core, and
they can dynamically join and leave the network, discover each other and form
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ad-hoc collaborative environments. Each of the participating peers is sharing
and exploiting the resources brought collectively to the network pool. The re-
sources needed for the execution of a specific (application) task are dynamically
aggregated for the required time period, e.g., by swarming techniques [6]. Be-
yond that, the allocated resources return to the network pool. These features
allow the P2P system to still provide services even when losing resources, in
contrast to the classical client-server concept where failures in the system may
completely disrupt the service.

3 Content Distribution Networks

Content Distribution Networks (CDNs) are networking solutions where high-
layer network intelligence is used to improve the performance in delivering me-
dia content over the Internet, e.g., static or transaction-based Web content,
streaming media, real-time video, radio. The fundamental concept is based on
distributing content to cache servers located close to end users, resulting so in
better performance, e.g., maximize bandwidth, minimize content latency and
jitter, improve accessibility. CDNs are composed by multiple Points of Presence
(PoP) with clusters (so-called surrogate servers) that maintain copies of (iden-
tical) content, resulting so in better balance between cost for content providers
and QoS for customers. CDN nodes are deployed in multiple locations, in most
cases placed in different backbones. They cooperate with each other, transpar-
ently moving content so as to optimize the delivery process and to provide users
the most current content. The optimization process may result, e.g., in reducing
the bandwidth cost, improving availability and improving QoS.

The client-server communication flow is replaced in CDN by two commu-
nication flows, namely between the origin server and the surrogate server and
between the surrogate server and the client. On top of that, questions related to
QoS, content multicasting and multipath routing heavily complicate the picture.
Requests for content delivery are intelligently directed to nodes that are optimal
with reference to some parameter of interest, e.g., minimum number of hops, or
networks, away from the requester.

Organizations offering content to geographically distributed clients sign a con-
tract with a CDN provider and distribute the content over the selected CDN
by using a specific overlay model. Some of the most popular commercial CDN
providers are Akamai, Nexus, Mirror Image Internet and LimeLight Network.

It is also important to mention that content distribution can be done by using
IP multicast as well. In such a case, specific code is deployed in IP routers or
switches such as they are able to recognize specific application types and make
forward decision of their own that are based on predefined policies.

In practice, there are several challenges that must be solved in order to of-
fer high-quality distribution at reasonable prices. Some of the most important
questions are related to where to place the surrogate servers, which content to
outsource, which practice to use for the selected content outsourcing, how to
exploit data mining over CDN to improve the performance and what model
to use for CDN pricing.
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For instance, it is very important to choose the best network placement for
surrogate servers since this is critical for the content outsourcing performance. A
good placement solution may also have other positive effects, e.g., by reducing the
number of surrogate servers needed to cover a specific CDN. Actually, several
placement algorithms have been suggested, e.g., Greedy, Hot Spot and Tree-
Based Replica, each of them with own advantages and drawbacks.

Another challenge is the selection of the content that should be outsourced
in order to meet the customers needs. An adequate management strategy for
content outsourcing should consider grouping the content based on correlation
figures or access frequency and replicate objects in units of content clusters.
Furthermore, given a specific CDN infrastructure with a given set of surrogate
servers and selected content for delivery, it is important to select an adequate
policy for content outsourcing, e.g., cooperative push-based, uncooperative pull-
based, cooperative pull-based. These policies are associated with different ad-
vantages and drawbacks, today however most of the commercial CDN providers
(Akamai, Mirror Image) use uncooperative pulling. This is done in spite of non-
optimal solutions used to select the optimal server from which to serve the con-
tent. The challenge is to provide an optimal trade-off between cost and user
satisfaction and new techniques like caching, content personalization and data
mining can be used to improve the QoS and performance of CDN.

An important parameter is related to the CDN pricing. Today, some of the
most significant factors affecting the pricing of CDN services are bandwidth cost,
traffic variations, size of content replicated over surrogate servers, number of sur-
rogate servers, and security cost associated with outsourcing content delivery.
It is well known that cost reduction occurs when technology investments allow
for delivering services with fewer resources. The situation is however more com-
plex in the case of CDN since higher bandwidth and lower bandwidth cost also
have as a side effect that customers develop more and more resource-demanding
applications with harder and harder demands for QoS guarantees.

The fundamental entities of a CDN are network infrastructure, content man-
agement, content routing and performance measurement. Content management
is about the entire content workflow, from media encoding and indexing to con-
tent delivery at edges including ways to secure and manage the content. On the
other hand, content routing is about delivering the content from the most appro-
priate server to the client requesting for it. Finally, performance measurement
is considered as part of network management and it is regarding measurement
technologies used to measure the performance of the CDN as a whole.

4 Routing in Overlay Networks

Overlay networks recently emerged as a viable solution to the problem of content
distribution with multicasting and QoS facilities. Overlay networks are networks
operating on the inter-domain level, where the edge hosts learn of each other and,
based on knowledge of underlying network performance, they form loosely cou-
pled neighboring relationships. These relationships are used to induce a specific
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graph, where nodes are representing hosts and edges are representing neighbor-
ing relationships. Graph abstraction and the associated graph theory can be
used to formulate routing algorithms on overlay networks. The main advantage
of overlay networks is that they offer the possibility to augment the IP routing
as well as the Quality of Service (QoS) functionality of the Internet.

One can state that, generally, every P2P network has an overlay network
at the core, which is mostly based on TCP or HTTP connections. The conse-
quence is that the overlay and the physical network can be completely separated
from each other as the overlay connections do not reflect the physical connec-
tions. This is due to the abstraction offered by the TCP/IP protocol stack at
the application layer. Furthermore, by means of cross-layer communication, the
overlay network can be matched to the physical network if necessary. This offers
important advantages in terms of reduction of the signaling traffic.

Overlay networks allow designers to develop own routing and packet manage-
ment algorithms on top of the Internet. A similar situation happened in fact
with the Internet itself. The Internet was developed as an overlay network on
top of the existing telephone network, where long-distance telephone links were
used to connect IP routers. Overlay networks operate in a similar way, by using
the Internet paths between end-hosts as ”links” upon which the overlay routes
data, building so a virtual network on top of the network. The result is that
overlay networks can be used to deploy new protocols and functionality atop of
IP routers without the need to upgrade the routers. New services can be easily
developed, with own routing algorithms and policies.

Generally, there are two classes of overlay networks, i.e., routing overlays
and storage and lookup overlays. Routing overlays operate on inter-domain IP
level and are used to enhance the Border Gateway Protocol (BGP) routing and
to provide new functionality or improved service. However, the overlay nodes
operate, with respect to each other, as if they were belonging to the same domain
on the overlay level. QoS guarantees can be provided as well.

On the other hand, storage and lookup overlays focus on techniques to use the
power of large, distributed collections of machines, like in the case of Chord and
Akamai. These overlays are actually used as a support for a number of projects
on large distributed systems. The distinction between the two classes of overlays
has become more and more blurred over the last years.

Strategies for overlay routing describe the process of path computation to pro-
vide traffic forwarding with soft QoS guarantees at the application layer. There
are three fundamental ways to do routing. These are source routing, flat (or dis-
tributed) routing and hierarchical routing. Source routing means that nodes are
required to keep global state information and, based on that, a feasible path is
computed at every source node. Distributed routing relies on a similar concept
but with the difference that path computation is done in a distributed fashion.
This may however create problems like distributed state snapshots, deadlock
and loop occurrence. There are better versions that use flooding but at the price
of large volumes of traffic generated. Finally, hierarchical routing is based on
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aggregated state maintained at each node. The routing is done in a hierarchical
way, i.e., low level routing is done among nodes in the neighborhood of a logical
node and high level routing is done among logical nodes. The main problem with
hierarchical routing is related to imprecise states.

Notably, overlay routing exploits knowledge of underlying network perfor-
mance and adapts the end-to-end performance to asymmetry of nodes in terms
of, e.g., connectivity, network bandwidth and processing power as well as the
lack of structure among them. Overlay routing has the possibility to offer soft
QoS provisioning for specific applications while retaining the best-effort Inter-
net model. It can for instance bypass the path selection of BGP to improve
performance and fault tolerance.

A specific challenge with overlay routing is related to the presence of high
churn rates in P2P networks. The consequence is that the topology is very dy-
namic, which makes it difficult to provide hard QoS guarantees. Similar situa-
tions do exist in wireless ad-hoc networks.

There are two main categories of routing protocols for overlay networks,
namely proactive protocols and reactive protocols. Proactive protocols period-
ically update the routing information, i.e., independent of traffic arrivals. On
the other hand, reactive protocols update the routing information on-demand,
i.e., only when routes need to be created or adjusted due to changes in rout-
ing topology or other conditions (e.g., traffic must be delivered to an unknown
destination). Proactive protocols are generally better at providing QoS guaran-
tees for real-time traffic like multimedia. The drawback lies in the traffic volume
overhead generated by the protocol itself. Reactive protocols scale better, but
they experience higher latency when setting up a new route.

A number of research activities are being carried out worldwide focusing on
overlay routing for services like streaming and on-demand. Important research
questions are, e.g., on scalability, data search and retrieval, load balancing, churn
handling, QoS provisioning with multicast or multipath facilities. It is our am-
bition to give our contribution to answering these questions.

5 Conclusions

The chapter reported on some of the recent developments in multimedia dis-
tribution over Internet IP. The multimedia distribution is supported by several
components such as services, content distribution chain, protocols and standards
whilst Internet is used for content acquisition, management and delivery. Given
that the convergence between fixed and mobile services of wide and local area
networks is expected to also take place in the home networking, this puts an
extra burden on multimedia distribution. In this context, the ROVER research
project adopted the IP Multimedia Subsystem (IMS), which offers a wide range
of multimedia services over a single IP infrastructure such as authentication and,
for wireless services, roaming capabilities. The research project also considers
overlay routing as an alternative solution for content distribution.
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Abstract. Performance evaluation of Network Intrusion Detection Systems 
(NIDS) has been carried out to identify its limitations in high speed environ-
ment. This has been done by employing evasive and avoidance strategies simu-
lating real-life normal and attack traffic flows on a sophisticated Test-Bench. 
Snort, an open source Intrusion Detection System, has been selected as an 
evaluation platform. In this paper, Snort has been evaluated on host and virtual 
configurations using different operating systems and hardware implementa-
tions. Evaluation methodology is based on the concept of stressing the system 
by injecting various traffic loads (packet sizes, bandwidth and attack signatures) 
and analyzing its packet handling and detection capacity. We have observed 
few performance issues with Snort which has resulted into packet drop and low 
detection rate. Finally, we have analyzed the factors responsible for it and  
have recommended techniques to improve systems packet handling and detec-
tion capability. 

Keywords: Host platform, Network Intrusion Detection Systems (NIDS), oper-
ating systems (OS), packet drop, performance evaluation, Snort, Traffic, virtual 
platform. 

1   Introduction 

The recent era has witnessed a tremendous increase in the usage of computer network 
applications. The rapid inception of these systems in almost every circle of our life 
has made them attractive target to malicious activities. In response, various techniques 
have been designed to ensure security and stability of these systems among them 
Network Intrusion Detection Systems (NIDS) has gained substantial importance. 
NIDS are designed to prevent intrusion into a computer system or a network by pro-
viding information on a hostile activity that may have incurred to challenge1 Security 
Attributes. Intrusion Detection Systems (IDS) of any type (host based or network 

                                                           
1 Security Attributes: Confidentiality, Integrity, Privacy and Non Repudiation of data exchanged 

in a computer network. 
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based) operate via network or system users. They can also be controlled via sensors 
configured to report suspected activity back to the central system or administrator. 
IDS generally fall into two key categories: anomaly-based (behaviour-based) and 
signature-based (knowledge-based) [1]. Today, variety of open source and commer-
cial NIDS are available, this can be said that the NIDS has established their impor-
tance, however; their performance remains a debatable issue.  

Anomaly-based IDS apply various application logics to determine the network 
threats. They work by establishing a “normal” profile for a system or a network and 
later generating alerts by observing the deviations from this norm. Signature-based IDS 
use predefined attack signatures to detect threats and generate alerts. The signature 
definitions represent known system and network vulnerabilities, for example specific 
viruses/worms or known patterns of malicious activity like log file editing etc. These 
systems need continuous update and evaluation by IDS vendors or administrators [2]. 

A typical scenario of employing NIDS in a network is its implementation on the 
server with minimum active services. This set-up is quite susceptible to insider attacks 
especially in high speed environments. The current NIDS are also threatened by re-
source crunch attempts such as Distributed Denial of Service (DDoS) attacks which 
has increased from few megabits in the year 2000 to 40 Gbps in 2010 [3]. The per-
formance criteria of NIDS demands that every single packet (header and payload) 
passing through the network need to be evaluated with the same link speed; however 
the massive increase in speed and throughput has generated performance issues. 
Sending a large amount of traffic or using computationally expensive techniques like 
fragmentation can also compromise NIDS and force it to start dropping the packets. 

NIDS can be implemented as software-based or hardware-based. Software-based 
NIDS are more configurable, easy to update and require less maintenance; however 
their performance is quite slow. On the other hand, hardware-based NIDS can handle 
a large volume of traffic. They are expensive, require more maintenance and are hard 
to update. The choice between the two is a trade-off between cost and performance. 
We have felt a need to investigate the performance of software-based systems in cur-
rent day high speed conditions using different implementations scenarios. Quite few 
efforts have also been made to measure the performance of NIDS. Most of the evalua-
tion methodologies are based on testing the IDS in a moderate traffic conditions. 
Furthermore, some of these approaches have used previously saved data sets instead 
of real-time traffic which looks quite unrealistic. The actual performance of the  
systems was gauged under limited conditions and under a simulated non realistic 
network flow. The results obtained during these investigations could not portray  
actual performance output of NIDS. 

We have endeavored to evaluate the system on realistic network conditions provid-
ing NIDS different levels of hardware support in order to analyze its performance 
more practically. The recent development of multi-core systems has also added few 
more opportunities to deploy software-based system; these shall also be investigated 
in this paper.  

The aim of our work is to provide the answers to the following questions: 

• Is it possible to deploy the current software-based NIDS such as Snort [4] at rate 
more than 500 Mbps using commodity hard-ware? Also to identify the limits of 
incoming traffic, a system can handle effectively in terms of packet loss. 
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• Is the use of different operating systems (OS) (in normal desktop and server ma-
chines), hardware resource (single and multi-core processors) and configurations 
(host and virtual) affect the NIDS performance? 

• Do the software-based NIDS can catch up with the advancement in network 
speed once implemented on normal hardware or there is no space for software-
based NIDS anymore? 

Our research has focused on signature-based IDS with an emphasis on evaluating its 
performance in high-speed traffic conditions. We have selected Snort [4] as a test plat-
form because of its popularity and status as a de-facto IDS standard. We are confident 
that the results obtained in this research would also be applicable to other IDS available 
in the market. The test environments selected for the research has a significant edge 
over [5] and our results develop a new understanding of IDS performance limitations. 

Our evaluation methodology is based on the concept of analyzing the system ca-
pacity in terms of its packet handling capability by implementing it into different 
hardware configurations and testing platforms. We have achieved this by establishing 
three different Test-Benches where every setup has been assigned specific evaluation 
task. Test-Bench I implements the Snort on mid range commodity hardware (limited 
processing power and system memory). The results obtained on this platform describe 
the efficacy of NIDS implementation at this level. The Test-Bench II and III utilize 
high range commodity hardware built on Intel Xeon Dual Quad-Core processor using 
4.0 GB RAM. These Test-Benches analyzed the system performance on host and 
virtual configurations, respectively. We have also analyzed the system capability by 
observing its response to known attacks in Test-Bench I; however this criterion has 
not been considered for other Test-Benches. 

This paper is organized into sections. Section 2 gives an overview of Snort. Sec-
tions 3, 4 & 5 describe Test-Benches I, II and III respectively. Section 6 presents the 
analysis of results obtained and finally in Section 7 few solutions are recommended to 
improve the performance of the system in high speed conditions. Conclusions follow 
in Section 8. Finally, a list of acronyms can be found in Appendix I and string match-
ing algorithms are revised in Appendix II. 

2   Overview of Snort 

Open source software has gained tremendous popularity and acceptance among aca-
demia and research community. Apart from being free of cost there are several other 
qualities which has made them popular. Few advantages of open source software are 
access to source code, detailed documentation and online forum to discuss implemen-
tation and operational issues. This research has focused on a widely accepted open 
source software tool, Snort which has received great acceptance in the IDS market. 

Snort is capable of performing real-time traffic analysis and packet logging on the 
network. It performs protocol analysis and can detect variety of network threats by 
using content/ signature matching algorithms. Snort can be configured as a packet 
sniffer, packet logger and NIDS. As packet sniffer, it reads the packets off the net-
work and in a packet logger mode, it logs packets to the storage device. NIDS mode 
enables the Snort to analyze the network traffic against set of defined rules in order to 
detect intrusion threats.  
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Fig. 1. Snort Architecture  

Snort architecture consists of four basic components: sniffer, pre-processor, detec-
tion-engine and output as shown in Fig. 1. In its most basic form, Snort is a packet 
sniffer. However, it is designed to receive packets and process them through its pre-
processors. A pre-processor takes the raw packets and evaluates them against certain 
plug-ins for example the RPC (Remote Procedure Call) plug-in, Hypertext Transfer 
Protocol (HTTP) plug-in, etc. The plug-ins check for certain types of behaviour by 
undertaking packet inspection. Once the packet is determined to have a particular 
“behaviour”, it is then sent to the detection engine. Snort handles many kinds of pre-
processors and their affiliated plug-ins, including IP fragmentation handling, port 
scanning and flow control. It also includes analysis of richly featured protocols such 
as the HTTPinspect pre-processor handles etc [6]. 

Snort being a signature based IDS uses rules to check for hostile packets in the net-
work. Rules are sets of requirements used to generate an alert and have a particular 
syntax. For example, one rule that checks for peer-to-peer file sharing services looks 
for the string “GET” in connection to the service running on any port other than Trans-
port Control Protocol (TCP) port 80. If a packet matches the rule, an alert is generated. 
Once an alert is triggered, the alert can be sent to multiple places such as a log file, a 
database or generates a Simple Network Management Protocol (SNMP) trap [7]. On 
successful detection of a hostile attempt, the detection engine sends an alert to a log file 
through a network connection into the required storage (output) [6]. Snort can also be 
used as Intrusion Prevention System (IPS) [6]. Snort 2.3.0 RC1 integrated this facility 
via Snort-inline into the official Snort project [4].  

The main objective of Snort and other NIDS is to effectively analyze all packets 
passing through the network without any loss. The performance of majority of run-
ning applications depends upon memory and processing power. In the context of 
NIDS, this performance dependency includes Network Interface Cards (NIC), Input 
and Output (I//O) disk speed and OS. In recent years, technologies have advanced in 
both hardware and software domains, multi-core systems have been introduced to 
offer powerful processing functionality also software are progressing well in provid-
ing more functionalities.  

Snort, which was developed in early 1990’s, doesn’t support multi-threading. Detec-
tion engine component of Snort represent the critical part, where pattern matching  
function is performed.  Recent Virtual Resource Tree (VRT) rules library contains more 
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than 8000 rules; this augments the need of an effective pattern matcher. Snort is using 
three different pattern matching algorithms: Aho-Corasick, modified Wu-Manber and 
low memory key-word trie (lowmem) [6,8]. Further details of these algorithms can be 
found in Appendix II. Modifications have been made in these algorithms to analyze 
their performances. We have conducted memory usage and performance comparison 
tests on different pattern matching algorithms and the results are shown in Table 1. This 
can be concluded that the pattern matching component of IDS is a major hurdle in the 
performance issues once related to system hardware. Quite significant amount of mem-
ory is utilized to match approximately 8000 rules in a noticeable time.  

Table 1. Performance Measurements – Pattern Matching Algorithms 

Algorithms  
(8,296 Rules) 

Memory usage 
Mega Bytes 

(MB) 

Packet 
processing 

time(seconds) 
Aho-Corasick (full) [6] 640 620 
Aho-Corasick (sparse) [6] 240 714 
Aho-Corasick (std) [6] 1080 665
Wu-Manber [8] 130 635 
Wu-Manber (low) [8] 75 655 

 

3   Test-Bench I 

The network is composed of six machines using Pro-Curve Series 2900 switch [9] as 
shown in Fig. 2 and it is similar to that adopted in [10]. The Test-Bench I comprises a 
number of high performance PCs running open source tools to generate background 
traffic, run attack signatures and monitor network performance.  

Win XP SP2

Win XP SP2Win XP SP2

Win XP SP2

Win XP SP 2

Linux 2.6

Win XP SP 2

Linux 2.6

Attacking Hosts Receiving Hosts  

Traffic Generation Hosts

Snort on Hosts Platform Virtual Platform Virtual Platform 

PC 1 PC 2

 

Fig. 2. Test-Bench I  
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The hardware description of the network is shown in Table 2. The network compo-
nents are described below. 

Table 2. Network Description- Test-Bench 1 

Machine Type Hardware Description Tools Used

Network traffic/ back 

ground traffic generator

(Win XP SP2) 

Dell Precision T3400, Intel Quad-Core, Q6600 2.40

GHz. 2 GB RAM, PCIe, IGbps RJ45, Network

Card (Broadcom NetXtremo Gigabit Ethernet).

Traffic Generators: NetCPS [10], 

Tfgen [11], Http Traffic Gen 

[12], LAN Trrafic Version 2 [13]

and D-ITG Version 2.6 [14]

Network traffic/ back

ground traffic generator

(Linux 2.6)

Dell Precision T3400, Intel Quad-Core, Q6600 2.40

GHz. 2 GB RAM, PCIe, IGbpss RJ45, Network

Card (Broadcom NetXtremo Gigabit Ethernet).

Traffic Generators: D-ITG 

Version 2.6 [14] and hping

Version 2 [15]

Attack Machine

• Win XP SP2

• Linux 2.6

Dell Precision T3400, Intel Quad-Core, Q6600 2.40

GHz. 2 GB RAM, PCIe, IGbps RJ45, Network

Card (Broadcom NetXtremo Gigabit Ethernet).

Attack Traffic Generator: 

Metasploit framework [16]

IDS Machines

• Snort – Win XP SP2

• Snort – Linux 2.6

Dell Precision T3400, Intel Quad-Core, Q6600 2.40

GHz. 2 GB RAM, PCIe, IGb/s RJ45, Network Card

(Broadcom NetXtremo Gigabit Ethernet).

• IDS:Snort [4], Traffic Monitor: 

Bandwidth Monitor [17] on Win 

XP SP2 

• IDS:Snort and Traffic Monitor: 

nload [18] on Linux 2.6. 

Switch ProCurve Series 2900 [9], 10Gbps switch with 24x1 Gbps ports and 2x10 Gbps

3CR17762-91-UK ports.  

3.1   Traffic Generators 

Two machines are configured to generate network traffic on Windows XP SP 2 [20] 
and Linux 2.6 [21] respectively as shown in Fig. 2.  Distribution of network traffic is 
TCP (70%), User Datagram Protocol (UDP) (20%) and Internet Control Message 
Protocol (ICMP) (10%).  

3.2   Attacking Host 

Two machines are configured to generate attacks/ exploits on Windows XP SP 2 and 
Linux 2.6 as shown in Fig. 2. 

3.3   IDS Machine (Snort) 

In the Test-Bench I, Snort is operated on both host and virtual machines for both Win-
dows and Linux platforms. This has been done to analyze the performance of Snort 
using the limited resources of a virtual machine and also with the full processing capa-
bility of host computer. We have selected Snort version 2.8.3 [4] for evaluation. 

Snort was also tested for its accuracy on the different OS platforms (Windows XP 
SP2 & Linux 2.6). The platforms were tested by injecting a mixture of heavy network 
traffic and scripted attacks through the Snort host. Snort.conf file in its default  
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configuration was selected for evaluation. The performance of Snort was also been 
evaluated under the following variant conditions: 

•  Generating attacks from different operating system hosts. 
•  Varying traffic payload, protocol and attack traffic in different scenarios, named 

as Alpha, Bravo, Charlie, Delta and Echo (as shown in Table 3).  
•  Subjecting it to hardware constraints of virtual machine configurations. 

Table 3. Test-Bench Scenarios 

Scenario

Network Traffic

Generator PC1

Network Traffic

Generator PC2

Attack Traffic 

Generator – Metasploit

IDS: Snort

Alpha Host Win XP SP2 Host Win XP SP2 Host Linux 2.6 Virtual Win XP SP2

Bravo Host Win XP SP2 Host Win XP SP2 Host Linux 2.6 Virtual Linux 2.6

Charlie Host Win XP SP2 Host Win XP SP2 Host Linux 2.6 Host Win XP SP2

Delta Host Win XP SP2 Host Win XP SP2 Host Linux 2.6 Host Linux 2.6

Echo Host Win XP SP2 Host Win XP SP2 Host Win XP SP2 Host Linux 2.6

 

3.4   Results 

Snort was evaluated on the basis of network traffic that ranged from 100 Mbps to  
1.0 Gbps (divided into five different test scenarios). The other parameters selected for 
evaluation include network utilization, CPU usage and Snort CPU usage. Snort per-
formance in terms of packets analyzed, packets dropped, alerts/ log and detection 
status have also been considered for critical evaluation. 

3.4.1   Scenario Alpha  
Snort was configured to run using performance limiting configuration of a Windows 
XP SP 2 virtual machine. The results obtained are shown in Fig. 3. It was subjected to 
heavy background traffic and attack exploits (from a well resourced Linux host). They 
demonstrate that the performance of Snort deteriorates markedly as network traffic 
load increases. 

3.4.2   Scenario Bravo 
Snort was configured to run using the performance-limiting configuration of a Linux 
virtual machine and the attacker is a well resourced Linux host. The results obtained, 
as shown in Fig. 4 identify the similar performance limitations as found in scenario 
alpha. However, an improvement can be observed when Snort runs on the same operat-
ing system as that of the attacking host. 

3.4.3   Scenario Charlie  
Snort was configured to run using a well-resourced Windows platform and the at-
tacker on a Linux host. The results obtained are shown in Fig. 5. Snort performance 
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declines as a result of being run on a different operating system platform to the at-
tacker. However, an improvement can be observed in comparison to the equivalent 
virtual scenario. 

3.4.4   Scenario Delta  
Snort and the attacker both configured using well resourced Linux platform as hosts. The 
results obtained are shown in Fig. 6. Comparatively an improved performance for Snort 
can be observed in this scenario as both attacker and Snort are using same OS (Linux).  

Attack Platform: Host Linux 2.6 vs Snort Platform: Virtual Windows

Parameter 100 – 200 Mbps 500 – 700 Mbps 800 Mbps – 1.0 Gbps

Network Utilization 12 % 56% 90%

CPU Usage 50 – 70% 90 – 100% 95 – 100%

Snort CPU Usage 40 – 50% 80 – 90% 90-98%

Packets Analysed 72.5% 66% 38 %

Packets Dropped 27.5% 34% 62 %

Alerts & Log 100% 75% 20%
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Fig. 3. Results – Scenario Alpha 

Attack Platform: Host Linux 2.6 vs Snort Platform: Virtual Linux 2.6

Parameter 100 – 200 Mbps 500 – 700 Mbps 800 Mbps – 1.0 Gbps

Network Utilization 12 % 54 % 90%

CPU Usage 50 – 70% 88 - 95% 90 – 100%

Snort CPU Usage 40 – 50% 75 - 85% 90-95%

Packets Analysed 75 % 62 % 45%

Packets Dropped 25 % 38 % 55 %

Alerts & Log 100% 50 % 30 %
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Fig. 4. Results – Scenario Bravo 



996 M. Akhlaq et al. 

 

 

 

 

 

 

 

 

 
 

Fig. 5. Results – Scenario Charlie 

Attack Platform: Host Linux 2.6 vs Snort Platform: Host Linux 2.6

Parameter 100 – 200 Mbps 500 – 700 Mbps 800 Mbps – 1.0 Gbps

Network Utilization 21% 55% 95%

CPU Usage 18 – 25% 29 - 36% 38 – 43%

Snort CPU Usage 15 – 20% 22 - 27% 29-36%

Packets Analysed 98.5% 47 % 32 %

Packets Dropped 1.5% 53 % 68 %

Alerts & Log 100% 50 % 30 %
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Fig. 6. Results – Scenario Delta 

3.4.5   Scenario Echo  
Snort is configured to run on a well-resourced Linux platform and the attacker  
on a Windows host as shown in Fig. 7. Similar results to those in scenario  
Charlie obtained, where the operating system platform used Snort and attacker are  
reversed.  

Attack Platform: Host Linux 2.6 vs Snort Platform: Host Windows

Parameter 100 – 200 Mbps 500 – 700 Mbps 800 Mbps – 1.0 Gbps

Network Utilization 13% 53% 90%

CPU Usage 20 – 30% 30 - 35% 35 – 40%

Snort CPU Usage 15 – 20% 20 - 25% 25-30%

Packets Analysed 98.2 % 38 % 27 %

Packets Dropped 1.8 % 62 % 73 %

Alerts & Log 100% 50 % 20 %
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Attack Platform: Host Windows vs Snort Platform: Host Linux 2.6

Parameter 100 – 200 Mbps 500 – 700 Mbps 800 Mbps – 1.0 Gbps

Network Utilization 15% 54 % 96%

CPU Usage 25 – 30% 32 - 35% 38 – 45 %

Snort CPU Usage 18 – 22% 22 - 26% 27-35%

Packets Analysed 99 % 42 % 35 %

Packets Dropped 1 % 58 % 65 %

Alerts & Log 100% 60 % 30 %
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Fig. 7. Results – Scenario Echo 

4   Test-Bench II 

Fig. 8 describes the Test-Bench II that Snort has been implemented on a fully  
resourceful host machine built on dual quad core processor using 4.0 Gb RAM, the 
configuration of the network machines are shown in Table 4. Snort been respectively 
evaluated on the fully resourceful platforms built on Windows Server 2008 [22], Linux 
Server 2.6 and Free Berkley Software Distribution (BSD) 7.0 [23] respectively.  
 

Win XP SP2

Win XP SP2Win XP SP2

Win XP SP2

Linux 2.6

Linux 2.6

Free BSD 7.0

Linux 2.6

Attacking Hosts Receiving Hosts  

Traffic Generation Hosts

Respective Snort Hosts 

Linux 2.6

 

Fig. 8. Test-Bench II 
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Table 4. Network Description- Test-Benches II and III 

Machine Type Hardware Description Tools Used

Network traffic/ back 

ground traffic generator

(Win XP SP2) 

Dell Precision T3400, Intel Quad-Core, Q6600 2.40

GHz. 2 GB RAM, PCIe, IGbps RJ45, Network

Card (Broadcom NetXtremo Gigabit Ethernet), L2

cache 2 x 4.0 MB, FSB 1066 MHz.

Traffic Generators: NetCPS [10], 

Tfgen [11], Http Traffic Gen 

[12], LAN Trrafic Version 2 [13]

and D-ITG Version 2.6 [14]

Network traffic/ back

ground traffic generator

(Linux 2.6)

Dell Precision T3400, Intel Quad-Core, Q6600 2.40

GHz. 2 GB RAM, PCIe, IGbps RJ45, Network

Card (Broadcom NetXtremo Gigabit Ethernet), L2

Cache 2 x 4.0 MB, FSB 1066 MHz.

Traffic Generators: D-ITG 

Version 2.6 [14] and hping

Version 2 [15]

IDS Machine Dell Precision T5400, Intel Xeon Dual Quad-Core

2.0 GHz, 4 GB RAM, L2 cache 2x6MB, FSB 1066

MHz, PCIe, Network Interface Card, 10 Gbps

Chelsio, HD: 1000 GB, Buffer 32 MB, SATA.

IDS: Snort [4]

Receiving Hosts

• Win XP SP2

• Linux 2.6

Dell Precision T3400, Intel Quad-Core, Q6600 2.40

GHz. 2 GB RAM, PCIe, IGb/s RJ45, NIC 10 Gbps

Chelsio on Win XP SP2 host and Linux 2.6 host has

Broadcom NetXtremo Gigabit Ethernet.

• Win XP SP2 – LAN Traffic 

Generator 

• Linux 2.6 – D-ITG Traffic 

Generator

Switch ProCurve Series 2900 [9], 10Gbps switch with 24x1 Gbps ports and 2x10 Gbps

3CR17762-91-UK ports.  

The system performance is gauged in terms of its packet handling capacity of the  
application built on respective platforms for different types of network traffic. 

4.1   Evaluation Methodology 

4.1.1   UDP Traffic 
The evaluation methodology is based on the following specifications: 

• Different packet sizes (128, 256, 512, 1024 and 1514 bytes) were generated and 
Snort’s performance at the following traffic-load was evaluated: 750 Mbps,  
1.0 Gbps, 1.5 Gbps and 2.0 Gbps respectively. 

• Varying traffic payload: UDP and Mixed TCP, UDP and ICMP Traffic. 
• Snort’s performance characteristics were evaluated - packets received, packets 

analysed, packets dropped and CPU usage at various packet sizes and band 
widths levels. 

• Duration of test: 1, 5 and 10 minutes, we have taken the average value of the 
results obtained. 

The response of the IDS System (Snort) on UDP traffic injected in various packet 
sizes and bandwidths is shown in Table 5; each scenario is discussed in following 
paragraphs: 

4.1.2   Mixed Traffic 
The mixture of TCP (70%), UDP (20%) and ICMP (10%) traffic was generated repli-
cating realistic network flow as follows: 
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• Generating random packet sizes and observing the response of system – packet 
handling capacity. 

• Traffic bandwidth limited to 1.0 Gbps – supporting commodity hard-ware on 
account of system implementation as a Test-Bench. 

• Recording packet drop statistics in all three Snort platforms built on Free BSD, 
Linux and windows respectively.  

Table 5. Host-based Configuration Results – UDP Traffic (Packet loss %) 

Traffic 
(Bandwidth) 

OS 128 
Bytes

256 
Bytes

512 
Bytes

1024 
Bytes 

1514 
Bytes 

 
750 Mbps 

Free BSD 15.40 9.450 3.29 6.64 6.26 
Linux 56.91 52.67 27.83 6.72 6.40
Windows 51.76 50.62 25.32 6.83 6.35 

 
1 Gbps 

Free BSD 52.60 32.15 28.40 25.04 24.89 
Linux 72.70 69.04 65.88 55.26 53.35 
Windows 68.05 66.82 61.97 53.60 52.90

 
1.5 Gbps 

Free BSD 66.70 62.03 46.22 41.60 40.80
Linux 77.60 71.50 67.32 57.10 55.50 
Windows 80.60 74.70 70.23 68.31 64.60

 
2 Gbps 

Free BSD 74.07 69.80 65.30 50.54 49.40
Linux 78.04 75.80 69.60 59.30 57.30  

4.2   Results 

4.2.1   UDP Traffic – 750 Mbps 
Performance of all operating systems linearly improved from smaller packet size (128 
Bytes) to larger one (1514 Bytes); however Free BSD shows a significant edge over 
the others in all ranges of packet sizes as shown in Fig. 9. 

 

Fig. 9. Results: Packet Dropped (%), UDP Traffic – 750 Mbps 

4.2.2   UDP Traffic – 1.0 Gbps  
Increase in the bandwidth shows decline in the performance of system result into 
more packet loss as shown in Fig. 10. Considerably uniform response has been  
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Fig. 10. Results: Packets Dropped (%), UDP Traffic – 1.0 Gbps 

observed in all categories of packet sizes from all platforms tested respectively. This 
scenario also showed a comparatively improved performance from Free BSD how-
ever not an ideal one. 

4.2.3   UDP Traffic – 1.5 Gbps  
A further increase in the traffic bandwidth result into more packet loss by the system. 
Approximately similar performance was observed in all packet sizes, the response 
indicates Free BSD performed better followed by Linux and Windows at last as 
shown in Fig. 11. 

 

 

Fig. 11. Results: Packets Dropped (%), UDP Traffic – 1.5 Gbps 

4.2.4   UDP Traffic – 2.0 Gbps  
At 2.0 Gbps of traffic input, performance of Windows seemed totally compromised at 
128 Bytes of packet sizes, the platform lost approximately all the input traffic and 
performed no evaluation. It gradually increased for higher packet sizes, in a similar 
pattern as observed for the lower traffic bandwidths. This, however; displayed a 
highly compromised performance from all platforms identifying the strong limitations  
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Fig. 12. Results: Packets Dropped (%), UDP Traffic – 2.0 Gbps 

to handle the input traffic reaching 2.0 Gbps as shown in Fig. 12. Practically, the 
system build on Free BSD, Linux and Windows platforms once subjected to 2.0 Gbps 
of input traffic suffer heavy packet loss. 

4.2.5   Mixed Traffic 
The main reason to conduct this test is to ascertain the performance of system in real-
istic network conditions. The results here also followed quite similar pattern of system 
response. Table 6 describes the results obtained, Free BSD showed quite good  
performance in terms of handling mixed traffic for the bandwidth of 1.0 Gbps on a 
multi-core implementation. 

Table 6. Host-based Configuration Results – Mixed Traffic 

Operating System Dropped Packets 
FreeBSD 21.7 % 
Linux 27.2 % 
Windows 26.3 %  

5   Test-Bench III 

Virtualization is a framework for abstracting the resources of a PC into multiple exe-
cution platforms by creating multiple machines on a single computer. Each machine 
operates on the allocated hardware and can afford multiple instances of applications 
[24]. This concept has been successfully incepted within the industry/ business com-
munity. The mechanics of system virtualization to implement network security tools 
has been considered as an appropriate choice for academia dealing with information 
security [25, 26].  

The concept has been developed to address the issues related to reliability, security, 
cost and complexity of the network/systems. It has successfully been used for the proc-
essing of legacy applications, ensuring load balancing requirements, resource sharing 
and tasking among virtual machines by using autonomic computing techniques.  
The technique has also shown merits in the situation where an application failure on one  
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Fig. 13. Test-Bench III 

machine does not affect the other. In addition, ease of isolation allows multiple OS 
platforms to be built on one machine running variable instances of applications. This 
has made the concept quite fascinating for the research community.  

As discussed in [10], the Test-bench III is distributed into three parts and config-
ured around a ProCurve series 2900 switch [9] as shown in Fig. 13. 

The basic idea of the evaluation process revolves around packet capturing and 
evaluation by virtual platforms and Snort. We have selected two machines for traffic 
generation: Linux 2.6 and Windows XP SP2 platforms respectively. Similarly, the 
traffic reception machines were also deployed to fulfill network requirements. Details 
of the traffic generation tools are shown in Table 2 and 4. 

The virtual platform running Snort has been configured on a dual quad-core proces-
sor. The machine hardware details are listed in Table 4. The system is built on the 
Windows 2008 Server platform and three separate virtual platforms have been created-
Windows XP SP2, Linux 2.6 & Free BSD 7.1. Snort is running simultaneously on all 
the virtual machines and similar traffic-loads and type are injected onto all platforms. 

5.1    Evaluation Methodology 

In order to ascertain the capability of Snort to handle high-speed network traffic on 
virtual platforms we proceed as follows: 

• Parallel Snort sessions were run on all virtual machines. 
• The machines were injected with similar traffic-load characteristics (UDP and 

TCP Traffic) for 10 minutes.   
• Different packet sizes (128, 256, 512, 1024 and 1460 bytes) were generated and 

Snort’s performance at the following traffic-load was evaluated: 100 Mbps,  
250 Mbps, 500 Mbps, 750 Mbps, 1.0 Gbps and 2.0 Gbps respectively. 
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• Snort’s performance characteristics were evaluated - packets received, packets 
analysed, packets dropped and CPU usage at various packet sizes and band 
widths levels. 

• Packets received were compared at both the host OS and the virtual platforms 
running the Snort applications.  

• During the course of the tests, no changes were made in OS implementation spe-
cifically Linux using New Application Program Interface (NAPI) [27] and2 MMP 
and Free BSD using Berkley Packet Filter (BPF) [28]. 

5.2   Results 

The results are distributed over UDP and TCP traffic types respectively. It was  
observed that the total packets transmitted from the traffic-generating PCs was 
equivalent to the number of packets received at the host machine/ OS running virtual 
platforms as shown in  Table 7; however, this is not the case once the system found3 
non responsive.  

5.2.1   UDP Traffic 
The results below are described in relation to packet size, bandwidth (i.e. traffic-load), 
and the virtual OS platform running the Snort application:  

5.2.1.1   Snort Response for Packet Sizes of 128 and 256 Bytes 

• Linux shows quite good performance for these packet-sizes upto 250 Mbps traf-
fic-load; its performance declined at higher bandwidth levels as shown in Fig. 14. 
The system found non responsive at the traffic-loads of 750 Mbps and above.  

Table 7. Packets Received at Host Operating Systems  

Bandwidth 128 Bytes 256 Bytes 512 Bytes 1024 Bytes 1460 Bytes

100 MB 60 35.82 17.77 10.56 6.96

250 MB 178.1 94.14 48.00 18.34 20.22

500 MB 358.3 148.29 92.56 46.2 39.00

750 MB System Non Responsive 144.72 91.56 45.23

1.0 GB System Non Responsive 167.40 78.00

2.0 GB System Non Responsive

Total Packets Received at OS (Millions) – UDP 

Total Packets Received at OS (Millions) – TCP 
Bandwidth 50 Connections 100 Connections 200 Connections

100 MB 10 26.7 21.60

250 MB 31.86 39.763 48.69

500 MB 67.90 108.56 84.098

750 MB 80.29 113.72 124.58

1.0 GB 102.51 118.144 148.982

2.0 GB 147.54 170.994 221.28
 

                                                           
2 Modified Device Drivers Packet Handling Procedures. 
3 In non responsive situation we consider 100% packet loss. 
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• Windows shows good performance for 128 Bytes packet sizes at 100 Mbps load-
ing only. Its performance is compromised at higher loading levels as shown in 
Fig. 14. The system also found non responsive at traffic-loads of 750 Mbps and 
above. 

• Free BSD performs slightly better than Windows as shown in Fig. 14. The sys-
tem also found non responsive at traffic-loads of 750 Mbps and above.  
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Fig. 14. Snort Packets Received (%) - UDP Traffic (128 Bytes & 256 Bytes) 

5.2.1.2   Snort Response for Packet Sizes of 512 and 1024 Bytes 

• Linux shows quite good performance for traffic-load up to 500 Mbps for all 
packet sizes as shown in Fig. 15. The Linux however system found non respon-
sive at traffic-loads of 1.0 Gbps and above for 512 Bytes packet sizes and at 2.0 
Gbps for packet sizes of 1024 Bytes.   

• Windows also performed satisfactorily at traffic-loads of 250 Mbps and 500 Mbps 
for packet sizes of 512 Bytes and 1024 Bytes respectively as shown in Fig. 15. 
The system found non responsive at traffic-loads of 1.0 Gbps and above for packet 
size of 512 Bytes and 2.0 Gbps for packet sizes of 1024 Bytes.  

• Free BSD responds a bit better than Windows as shown in Fig. 15. The system 
found non responsive at traffic-loads greater than 1.0 Gbps  for packet sizes of 
512 Bytes and  2.0 Gbps for packet sizes of 1024 Bytes.   

5.2.1.3   Snort Response for Packet Size of 1460 Bytes 

• Linux shows significantly better performance for packet sizes of 1460 Bytes of 
packet for traffic-loads up to 1.0 Gbps however, the system found non responsive 
at 2.0 Gbps loading as shown in Fig. 16.  

• Windows also shows good performance upto750 Mbps loading. The system 
found non responsive at 2.0 Gbps traffic-load as shown in Fig. 16.  

• Free BSD responds a bit better than Windows as shown in Fig.16. The system 
found non responsive at 2.0 GB traffic-load as shown in Fig. 16.  
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Fig. 15. Snort Packets Received (%) - UDP Traffic (512 Bytes & 1024 Bytes) 

5.2.2   TCP Traffic 
We have included the results of 512 Bytes packet sizes in this section due to paucity 
of space. The results have been accumulated on the basis of successful connections 
(50, 100 and 200 respectively). 

5.2.2.1   Snort Response for 50 Connections of 512 Bytes 

• Linux exhibits quite good performance up to 750 Mbps loading however, its 
performance declined at higher traffic-loads as shown in Fig. 16.  
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Fig. 16. Snort Packets Rx (%) - UDP (1460 Bytes) & TCP (50 Connections) 
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• Windows was acceptable up to 250 Mbps loading and its performance reduced 
for higher traffic-loads as shown in Fig. 16. 

• Free BSD performed a bit better than Windows as shown in Fig. 16.  

5.2.2.2   Snort Response for 100/ 200 Connections of 512 Bytes  

• Linux exhibits quite good performance up to 250 Mbps loading with minimum 
packet loss, however, its response linearly declined for higher traffic-loads. Win-
dows also exhibits a similar performance level up to 250 Mbps loading levels and 
its performance declined for higher traffic-loads as shown in Fig. 17. 

• Free BSD performs a bit better than Windows as shown in Fig. 17. 
• Overall the performance of both categories (100 and 200 Connections is quite 

similar for packet size 512 Bytes. 

6   Analysis 

6.1   Test-Bench 1 

• As expected, the performance of Snort was found to be dependent on its support-
ing hard-ware components (CPU, memory, NIC etc). In the virtual scenarios, 
Snort was found to be less accurate for all categories of background traffic.  
Conversely, the performance of Snort improved when run natively on its host 
machine by utilizing all of the available hardware resources.  

The statistics for percentages of dropped packets are shown in Fig. 18. Re-
source constraints in the virtual machine have affected the overall performance of 
Snort resulting in a high number of packets dropped and a reduction in alerts 
logged.  
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Fig. 17. Snort Packets Received (%) - TCP Traffic (100 & 200 Connections) 
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Fig. 18. Packets Dropped 

• Background traffic plays a significant role in the performance of Snort. The 
higher the traffic, the less is the performance of Snort. The impact of background 
traffic can be ascertained by analyzing the statistics of alerts generated in differ-
ent categories as shown in Fig. 19. 

• Traffic within the range of 100 – 400 Mbps has no significant impact on the  
performance of Snort when run natively on host machines. However, its perform-
ance declines in a virtual setup. Snort was found to be accurate in all scenarios.  

• A slight increase in background traffic, in the range of 500 – 700 Mbps causes 
deterioration in the performance of Snort. This degradation is approximately the 
same in all scenarios.   

• With high background traffic levels, ranging from 800 Mbps – 1.0 Gbps Snort 
start bleeding. The number of alerts and log entries suffer significant reduction, 
thus identifying an evident limitation in Snort’s detection capability. 

• Snort was found to be more effective in the configuration where both attacker and 
host are on the same OS. 

• Snort performance is significantly reduced in the 1.0 Gbps scenarios.  
• System performance in relation to packet capture capabilities also found depend-

ent on CPU usage. Higher the CPU usage lesser would be the packet captured for 
analysis by Snort application. Packets received at virtual platform for evaluation 
by Snort are significantly less than the packets captured at host platform. How-
ever, lesser amount of packets received by virtual platforms result in improved 
packets analysis statistics by Snort. For example in Windows virtual platform, 
Snort analyzed 38% of the total packets received at system level whereas in host 
Windows configuration, this value reduced to 27%.  Better packets analysis per-
centage of virtual platform is due to the fact that the Snort analyzed considerably 
lesser amount of packets whereas the packets captured for analysis at host level 
are significantly more thus by no means virtual platform performed better than 
the fully resourceful host. 

• The performance of Snort on a Linux platform was observed to be comparatively 
better than that of Windows. The results shown in Fig. 20 are based on the  
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scenarios in which the Snort and attacker are on well resourced host machines 
(Scenario Charlie and Delta).  

• In general, Snort was found to be inaccurate when handling traffic levels above 
500 Mbps. There was also a significant performance decline when the traffic load 
exceeded 500 Mbps. 
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Fig. 19. Alerts & Log (Success Rate) 
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Fig. 20. Comparison - Snort on Linux & Win 

6.2   Test-Bench II 

The shaded cells in Table 5 indicate the case of I/O disk bottleneck, when the queue 
for I/O reading and writing exceeds an acceptable limit and the hosting machine is no 
longer able to process all the traffic (detailed discussion ahead). The overall assess-
ment of system performance indicates following: 
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• Snort running on Free BSD has achieved the greatest performance in comparison 
to other OS for all traffic volumes and packet sizes. 

• Windows and Linux showed quite similar performance in all scenarios.   
• Small sizes of UDP packets are computationally expensive and the performance of 

Snort declines for increase in traffic bandwidth.  
• Considering the 1024 Bytes as an average packet size for normal real life traffic, 

the raw processing rate of Snort application showed acceptable performance till 
bandwidth of 750 Mbps for all OS and 1.0 Gbps for Free BSD.   

• We have also recorded the CPU and memory usage of the system for packet size 
1024 Bytes (UDP Traffic) as shown in Fig. 21. It has been observed that more 
than   60 % of the hardware strength is available for the traffic ranging from 100 
Mbps to 2.0 Gbps.  

• The non highlighted results in Table 5 also indicates the Snort design to support 
multi-core architecture, this is also under the evaluation phase in our test-lab.  

6.3   Test-Bench III 

• The dynamics of virtualization requires the Host OS and the Virtual Machine 
Software (VMware Server [29]) to be stored in the physical memory (RAM) of 
the host machine. The virtual machines (Windows XP SP 2, Linux 2.6 and Free 
BSD 7.0) running on VMware Server have been respectively allocated  virtual 
RAM and disk space on the physical hard drive of the host machine. The proc-
esses/ applications running on the virtual machines use these simulated virtual 
RAMs and hard disks for the various operations shown in Fig. 22 [10]. 

 
The Test-Bench has multiple instances of Snort and packet-capture libraries running 
on different virtual platforms each with a different OS. The packets captured by each 
virtual machine are less than the packets received by the Network Interface Card 
(NIC), thus identifying packet loss somewhere in between. The basic cause of packet 
loss at each OS apart from the losses incurred by Snort during evaluation is the bot-
tleneck caused by a low disk data transfer rate.   

The memory and storage for each virtual machine has actually been allocated on the 
physical storage resources (i.e. hard disk) of the host machine. Packets received by the 
NIC without any loss are transferred to the hard disk buffer at the Peripheral Component 
Interconnect (PCI) rate (4/8 Gbps). From this buffer, these packets are required to be 
written to the disk at the buffer- to-host transfer rate of 300 MB/sec (SATA Hard Drive 
[30]); thus a huge gap between the disk-transfer rate and the incoming traffic load ex-
ists. In addition, traffic is fed to all virtual machines simultaneously (in parallel mode), 
the disk is physically only able to write to one location at a time. Thus any disk-write 
instance to a virtual machine will cause packet drops on another. There are also some 
additional packet losses due to context switching within the hard disk.  

In order to augment our analytical stance of showing hardware as one of the major 
bottlenecks for the efficacy of the virtualization concept for NIDS in high-speed net-
works we have utilized the disk queue length counter as shown in Fig. 10. In normal 
circumstances, the average disk queue length should be three or less (its ideal value) 
[31]. However; in our test network, it is observed to be always greater than the ideal 
value for the traffic ranges measured at 2.0 Gbps [10]. 
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Fig. 21. CPU & Memory usage 
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Fig. 22. Virtualization Concept 

7   Recommendations 

7.1   Processor Speed 

Snort has shown a dependency on the hardware strength of host system. Our results 
identify a decline in the performance of Snort once CPU usage touches 50%. The in-
crease in CPU usage is due to the processing overheads incurred when presented with 
high background traffic levels. Snort system hardware therefore needs to be compatible 
with the network traffic load it needs to process. We propose a simple mathematical 
formula to select a processor for the host system running Snort depending on network 
traffic loads as follows: 
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                             Ct = Nt x K;   K = 4.8                          (1) 

where Ct stands for processor speed in GHz, Nt is the maximum value of anticipated 
network traffic in Gbps and K is constant. The value of K is based on the statistics 
from the results obtained in this research work. We have verified our proposed for-
mula in different scenarios and found it satisfactory. 

7.2   Protocol Oriented Analysis 

During our testing work, we also explored a technique which incorporates the analysis 
of traffic based on protocols. This was undertaken by creating a number of mirror 
ports on the network switch. The host Snort machines are configured to respond to  
a specific protocol, thus considerably reducing the processing required to be per-
formed. These protocol-oriented engines reduce the numbers for packet dropped, 
increase efficiency and reduce response time. The proposed architecture is shown  
in Fig. 23. The concept also addresses the limitation of Snort being a non multi- 
threaded application [32]. 

Protocol Oriented Analysis
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Snort running on all machines

HTTPICMPTCPUDP Any Other

 

Fig. 23. Protocol Oriented Analysis 

7.3   Serialization Concept 

Another technique enables the re-evaluation of dropped packets by the Snort engine. 
Packets dropped by the Snort engine on account of processing overheads and over-
flow are analyzed by a parallel logic designed to handle packets based on certain 
attributes. The flow diagram as shown in Fig. 24 can be a good supplement to the 
Snort packet-dropping weakness under high traffic conditions. We have discussed this 
concept in our work based on Comparator Logic in [33]. 
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The dropped packets belonging to a complete session can be reassessed and packets 
showing incomplete sessions get deleted. Similarly, packets showing protocol viola-
tions get deleted and others get a chance to be re-evaluated. Other suitable parameters 
could also be incorporated into the architecture. 

7.4   Dynamic Configuration 

Site specific NIDS configuration that maximizes the analysis under predefined re-
source constraints as presented in [34] can also be implemented for Snort. 

8   Conclusions 

This chapter has focused on ways of determining the efficacy of the widely deployed 
open-source NIDS, namely Snort, in high-speed network environments. The current 
development in hardware technologies has opened broad prospects for legacy applica-
tions particularly software-based deployed at network edges. Multi-core systems are 
available and widely used to offer intensive computational opportunities.  

The test scenarios employed, involved the evaluation of application under different 
traffic conditions and observing the response of system to known attack signatures. 

Serialisation Concept
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Deleted Protocol Statistics

SatisfiedViolated

Deleted
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Fig. 24. Serialization Concept 

The results obtained have shown a number of significant limitations in Snort  
at commodity level. It was confirmed that the underlying host hardware plays a 
prominent role in determining overall system performance. It was also shown that 
performance is further degraded as the number of virtual instances of NIDS is  
increased, irrespective of the virtual OS used. 

This hardware dependency is exacerbated when running Snort as a virtual machine 
and it is to be anticipated that running a large number of Snort instances would lead to 
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major degradations in performance and detection levels. In general, any limitations in 
system configuration would result in poor performance of the IDS and thus, it  
could be concluded that commodity hardware is not the ideal platform for IDS im-
plementation in high speed environment. The results obtained have shown a number 
of significant limitations in the use of virtual NIDS, where both packet-handling and 
processing capabilities at different traffic loads were used as the primary criteria for 
defining system performance. Furthermore, it was demonstrated a number of signifi-
cant differences in the performance characteristics of the three different virtual OS 
environments in which Snort was run. 

The performance of Snort was analyzed under realistic network conditions. The re-
sults obtained identify a strong dependency of Snort on the host machine configura-
tion. It can be ascertained that Snort is not suitable for all network implementations 
with high volume of traffic above 750 Mbps. During the course of this study,  
the suitability of some techniques was identified towards the enhancement of the 
performance of Snort and they can form the basis of the enhancement of the recom-
mended solutions in future research works. 
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Appendix I: List of Acronyms 

BSD - Berkley Software Distribution  
BPF - Berkley Packet Filter  
CPU - Central Processing Unit  
DDoS - Distributed Denial of Service Attack  
D-ITG - Distributed Internet Traffic Generator  
FSB - Front Side Bus  
Gbps - Giga bits per second  
GB - Giga Bytes  
HTTP - Hypertext Transfer Protocol  
ICMP - Internet Control Message Protocol  
IDS - Intrusion Detection Systems  
I/O - Input and Output  
IPS - Intrusion Prevention Systems  
MB - Mega Bytes  
MMP - Modified Device Drivers Packet Handling Procedures  
NIDS - Network Intrusion Detection Systems  
NIC - Network Interface Card  
NAPI - New Application Program Interface  
OS - Operating System  
Pkts - Packets  
PC - Personal Computer  
PCI X - Peripheral Component Interconnect Extended  
PCIe - Peripheral Component Interconnect Express  
RX - Received  
RPC - Remote Procedure Call  
RJ45 - Registered Jack Serial 45  
SNMP - Simple Network Management Protocol  
TCP - Transmission Control Protocol  
UDP - User Datagram Protocol  
VRT - Virtual Resource Tree  
VM Ware - Virtual Machine Software  
Win XP SP2 - Windows XP Service Pack Serial 2  

Appendix II  

Aho-Corasick Algorithm. The algorithm is multi-pattern exact matching algorithms, 
based on FSA (finite state automata). In pre-processing stage, Aho-Corasick con-
structs a state machine called Trie from the strings to be matched. Aho-Corasick state 
machine implementation can be based on either of two – Non Deterministic Finite 
Automata (NFA) or Deterministic Finite Automata (DFA).  

We have considered NFA which mainly comprise Full, Sparse and Standard (Std) 
bands. The Full matrix representation is one in which all the states have a next state 
entry for each of the possible input values. However, this kind of a data structure is 
too memory consuming, and hence not a suitable data structure for storage purposes. 
In the Sparse storage format, the data structure is a bit different. The elements of the 
new storage matrix will be the number of valid state transitions for the given state, the 
valid transitions and the corresponding next state. This kind of a storage helps us 
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reduce memory, but speed may be compromised because the random access into the 
matrix is now lost in this modified structure. Finally the Standard mode is the high 
memory and high performance type.  

Aho, Alfred V.; Margaret J. Corasick (June 1975). "Efficient string matching: An 
aid to bibliographic search". Communications of the ACM 18 (6): 333–340 
 
Wu-Manber Algorithm. The algorithm is a high performance multi-pattern match-
ing algorithm, it has two broad types Wu Manber and Wu Manber (Low). The regular 
Wu Manber algorithm has two stages. It uses the bad-character shift and considers 
the characters from the text in blocks of size B instead of one by one and, conse-
quently, expands the effect of bad-character shift. Wu-Manber algorithm uses a hash-
ing table to index the patterns in the actual matching phase. The best performance of 
Wu-Manber algorithm is O(Bn/m), where n is the text size and m is minimum length 
of the pattern. The running time of the Wu-Manber algorithm does not increase in 
proportion to the size of the pattern set. The performance of the Wu-Manber algo-
rithm is dependent on the minimum length of the patterns. In pre-processing stage, the 
Wu-Manber algorithm builds three tables, a SHIFT table, a HASH table and a PRE-
FIX table.  SHIFT table is used to determine how many characters in the text can be 
shifted (skipped) when the text is scanned. The HASH and PREFIX tables are used 
when the shift value is 0 to determine which pattern is a candidate for the match and 
to verify the match. 

Compared with the regular Wu-Manber algorithm, the improved Wu-Manber 
(low) algorithm has three differences, which make it more efficient: 1) a rarest sub-
string with fixed length is chosen for each original pattern as representative to better 
the quality of the Boyer-moore like SHIFT table; 2) a second Boyer-moore SHIFT 
table is computed to improve the likelihood of shifting text sliding window continu-
ously; 3) a simple hash function with good randomness property is crafted to build a 
balanced hash table to accelerate the searching speed of possible matching patterns. 

Reference, Boyer Moore: Boyer R. S., Moore J. S: A fast string searching algorithm. 
In Communications of the ACM. 1977,20 (10), pp. 762-772 (1977). 
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Abstract. The goal of quality of service (QoS) routing in overlay net-
works is to address deficiencies in today’s Internet Protocol (IP) routing.
This is achieved by application-layer protocols executed on end-nodes,
which search for alternate paths that can provide better QoS for the
overlay hosts. In the first part of this paper we introduce fundamental
concepts of QoS routing and the current state-of-the-art in overlay net-
works for QoS. In the remaining part of the paper we report performance
results for the Overlay Routing Protocol (ORP) framework developed at
Blekinge Institute of Technology (BTH) in Karlskrona, Sweden. The re-
sults show that QoS paths can be established and maintained as long
as one is willing to accept a protocol overhead of maximum 1.5% of the
network capacity.

1 Introduction

One of Internet’s characterizing features is its pervasive nature. Online bank-
ing, online shopping, voice over IP (VoIP), IP Television (IPTV), video on
demand (VoD) and social networking (e. g. , Facebook and Twitter) are just
a few examples of Internet services that have become an integral part of our
lives. Some of these services, in particular those making heavy use of video and
audio streams, have strict requirements on how the media streams must be han-
dled during transit in the network. The requirements are typically expressed

, packet delay, delay jitter and packet
loss. A network that meets these requirements is said to provide QoS [1]. A key
issue in providing QoS is that of selecting paths for network traffic such that the
stream requirements are satisfied. This can be done by QoS routing, which is
a mechanism for optimizing network performance by constrained-path selection
and traffic flow allocation.

To be more specific, QoS routing solves the following problem. A source node
must transfer data over a network to a set of destination nodes. The two sets can
be overlapping in the sense that some nodes are both senders and receivers. The
data is in the form of packets. These packets are grouped into flows, where a flow
consists of packets sharing the same source and destination address as well as a
set of common QoS requirements called the flow demand. The problem is how
1 In the field of computer networking, the term bandwidth is used to denote data rate

or capacity, unless specified otherwise.

c©
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to satisfy all flow demands simultaneously. Two sub-problems must be solved
in order to meet the flow demands. First, one must find at least one path that
connects each source node to the corresponding destination node. Second, the
flows must be allocated to these paths without violating their QoS requirements.
A more far reaching objective is to solve these two problems while maximizing
network throughput and minimizing congestion.

The network architect relies on a number of low-level building blocks in order
to design a network with support for QoS. Examples of QoS low-level building
blocks routing algorithms and protocols, resource reservation protocols, traffic
shapers scheduling algorithms, admission control mechanisms, congestion avoid-
ance and congestion control techniques. A QoS architecture defines how building
blocks are combined in order to provide QoS.

Integrated Services (IntServ) is the first proposed QoS architecture for IP-
based networks [2]. In IntServ, resources are allocated along the path by using
the Resource Reservation Protocol (RSVP) [3]. IntServ performs per-flow re-
source management. This has led to skepticism towards IntServ’s ability to scale,
since core routers in the Internet must handle several hundred thousands flows
simultaneously [4].

A second QoS architecture called Differentiated Services (DiffServ) [5] was
developed, due to concerns about IntServ’s scalability. DiffServ attempts to solve
the scalability problem by dividing the traffic into separate forwarding classes.
Each forwarding class is allocated resources as stipulated in the service level
agreement (SLA) between provider and customer. Packets are classified and
mapped to a specific forwarding class at the edge of the network. Inside the core,
routers handle the packets according to their forwarding class. Since routers do
not have to store state information for every flow, but only have to inspect certain
fields in the packet header, it is expected that DiffServ scales much better than
IntServ. A major problem with the DiffServ architecture has to do with end-to-
end QoS provisioning over multiple DiffServ domains. Premium services cannot
be offered unless bilateral SLAs exist between peering domains over the entire
end-to-end path. Currently, technical difficulties coupled with the providers’ lack
of incentive to engage in bilateral SLAs has prevented wide-spread deployment
of DiffServ [6,7].

Both architectures are of benefit to services and users located in the same
network (e. g. , the corporate network), but fail to address a more heterogeneous
scenario, where the service provider and users are scattered across the Internet.
The main reason for this situation is because of the lack of interaction between
network providers or difficulties to align premium services to a common denom-
inator among the providers [8].

Furthermore, another issue to consider in the context of QoS is that of inter-
domain routing. From a hierarchical point of view, Internet consists of a large
number of autonomous systems (ASs). Interconnected ASs exchange routing
information using the Border Gateway Protocol (BGP) [9]. An AS connects
to other ASs through peering agreements. A peering agreement is typically a
business contract stipulating the cost of routing traffic across an AS along with
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other policies to be maintained. When there are several routes to a destination
the peering agreements force an AS to prefer certain routes over others. For
example, given two paths to a destination where the first one is shorter (in terms
of hops) and the second one is cheaper, the AS will tend to select the cheaper
path. This is called policy routing and is one of the reasons for suboptimal
routing. With the commercialization of the Internet it is unlikely that problems
related to policy routing will disappear in the near future.

In summary, the Internet landscape today consists of a number of “islands”
where QoS is provided by IntServ, DiffServ or other customized architectures. As
long as peering agreements exist QoS services can be extended beyond the “is-
land” borders. Otherwise, QoS is limited to IP’s best-effort service. Consequently,
some researchers are investigating the possibility to deploy QoS in overlay net-
works on top of IP. Overlay networks are more flexible to change architecturally,
less dependent on network providers and cheaper to deploy. On the other hand,
they face many challenges in the form of fluctuating QoS resources, coordination
and scalability.

The remainder of this article is structured as follows. An overview of the cur-
rent state-of-the-art in overlay networks for QoS is presented in Section 2. That
is followed by a brief presentation of essential principals of QoS routing in Sec-
tion 3. Section 4 introduces basic models for path selection and flow allocation.
Simulation results for overlay routing protocols developed at BTH in Sweden
are described in Section 5. We conclude with a brief summary and suggestions
for future work. This article is based on the work presented in [10].

2 Overlay Networks for QoS

An overlay network utilizes the services of an existing network in an attempt
to implement new or better services. Each overlay node establishes virtual links
with a subset of its peers according to rules specific to the overlay. A virtual link
consists of a sequence of one or more physical links (i. e. , a physical path). The
physical path is selected by inter-domain (e. g. , BGP) and intra-domain routing
protocols such as the Routing Information Protocol (RIP) and the Open Shortest
Path First (OSPF). Virtual paths are selected by overlay routing protocols.

An example of an overlay network is shown in Figure 1. The physical intercon-
nections of three ASs are depicted at the bottom of the figure. The gray circles
denote nodes that use the physical interconnections to construct virtual paths
used by the overlay network at the top of the figure.

The nodes participating in the overlay network perform active measurements
to discover the QoS metrics associated with the virtual paths. As an example,
assume that an overlay node in AS1 wishes to communicate with another overlay
node in AS2. Assume further that AS1 always routes packets to AS2 by using the
direct link between them, due to some policy or performance metric. The overlay
node in AS1 may discover through active measurements that the path crossing
AS3 can actually provide better QoS (e. g. , smaller delay), than the direct link
to AS2. In this specific case, the AS1 node forwards its traffic to the AS3 node,
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Fig. 1. Overlay network

which in turn forwards the traffic to the destination node (or to the next node on
the path if multiple hops are necessary). It is worth to emphasis that the overlay
network can choose its routes automatically, without involving the autonomous
systems into its decisions. This is the basic argument to motivate routing in
overlay networks. Examples of such overlays are the Resilient Overlay Network
(RON), OverQoS, the QoS-aware routing protocol for overlay networks (QRON)
and the QoS overlay network (QSON).

In RONs [11], strategically placed nodes in the Internet are organized in an
application-layer overlay. Nodes belonging to the overlay aid each other in rout-
ing packets in such a way as to avoid path failures in the Internet. Each RON
node carefully monitors the quality of Internet paths to his neighbors through
active measurements. In order to discover the RON topology, RON-nodes ex-
change routing tables and various quality metrics (e. g. , latency, packet loss
rate, throughput) using a link-state routing protocol. The path selection is done
at the source, which signals to nodes downstream the chosen path. Nodes along
the path signal to the source nodes information about link failures pertaining
to the selected path. Results involving thirteen sites scattered widely over Inter-
net showed the feasibility of this solution. RON’s routing mechanism was able
to detect and route around all 32 outages that occurred during the time frame
for the experiment, 1% of the transfers doubled their Transmission Control
Protocol (TCP) throughput and 5% had their loss rate reduced with 5 % .

Following the success of RONs, the authors of [12] propose OverQoS, an
overlay-based QoS architecture for enhancing Internet QoS. The key part of
the architecture is the controlled-loss virtual link (CLVL) abstraction, which
provides statistical loss guarantees to a traffic aggregate between two overlay
nodes in the presence of changing traffic dynamics. They demonstrate that their
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architecture can supply the following QoS enhancements with as Little as 5 %
bandwidth overhead: smoothing losses, packet prioritization, as well as statistical
bandwidth and loss guarantees.

Another approach involving strategically placed nodes in the Internet is pre-
sented in [13]. The authors propose an architecture where each AS has one or
more overlay brokers. The overlay brokers are organized into clusters that inter-
connect with each other to form an overlay service network that runs a QRON.
The purpose of QRON is to find an overlay path satisfying a bandwidth con-
straint. QRON nodes use source routing and a number of backup paths to cope
with bandwidth fluctuations. The authors were able to show that the QRON
algorithms perform well under a variety of traffic loads while balancing the load
among overlay brokers.

In a similar spirit, the QSON architecture[14] advocates a backbone overlay
network for QoS routing. This architecture relies on well-established business
relationships of two kinds. The first type of business relationships is defined
by end-users who purchase QoS services from the QSON provider. The QSON
provider is able to supply these services by engaging in SLAs with several Inter-
net service providers (ISPs). This is the second kind of business relationships.
The QSON overlay is spanned by QSON proxies located between ISP domains.
Each proxy stores a list of paths to the other proxies. The proxies use probes
to reserve bandwidth and to inform each other about changes in available band-
width. Simulation results have shown that QSON is able to provide bandwidth
reservation with low control overhead.

3 Principles of QoS Routing

In QoS networks every link and every node has a state described by specific QoS
metrics. The link state can consist of available bandwidth, delay and cost whereas
the node state can be a combination of available memory, central processing
unit (CPU) utilization and harddisk storage. The link state and the node state
may be considered separately or they may be combined. The focus here is on
link state.

Routing is the process of finding a path between two hosts in a network. In QoS
routing, the path must be selected such that QoS metrics of interest stay within
specific bounds. The routing process relies on a routing algorithm for computing
constrained paths and on a routing protocol for distributing state information. In
general, the algorithm is independent from the protocol. The coupling between
them is decided when the QoS routing architecture is specified. For example, the
QoS-enabled OSPF (QOSPF) protocol suggests that a modified Bellman-Ford
algorithm should be used for pre-computed paths and Dijkstra’s algorithm for
on-demand paths [15].

There are three basic forms of storing state information: local state, global
state and aggregated (partial) state [16].

When a node keeps local state, it maintains information about its outgoing
links only. No information about the rest of the network is available.
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A global state is the combination of local states for all nodes in a graph.
Global states are imprecise (i. e. , they are merely approximations of the global
state) due to non-negligible delay in propagating information about local states2.
When the network size grows, the imprecision grows as well. This makes it hard
to maintain an accurate picture about resource availability in the network and
in turn has a severe impact on QoS routing.

Aggregated state aims to solve scalability issues in large networks. The basic
idea is to group together adjacent nodes into a single logical node. The local
state of a logical node is the aggregation of local states for physical nodes that
are part of the logical node. Similar to the case of global state, this leads to
imprecision that grows with the amount of state information aggregated in the
logical node.

Imprecision, also called uncertainty, is not generated by aggregation only.
Other sources of uncertainty are network dynamics (churn), information kept
secret by ISPs due to business reasons, as well as approximate state information
due to systematic or random errors in the measurement process [17]. An interest-
ing solution suggested for mitigating these problems is to replace the determin-
istic state information metrics with random variables. In this case, the routing
algorithm must be changed such as to select feasible paths on a probabilistic
basis, with the result that the selected paths are those most likely to satisfy the
QoS constraints [18]. However, a non-trivial problem with this approach lies in
the estimation of the probability distributions for state variables [19].

There are three different classes of routing strategies, each corresponding
roughly to one form of maintaining state information: source routing, (flat) dis-
tributed routing and hierarchical routing [20].

In source routing the nodes are required to keep global state and the feasible
path is computed at the source node. The main advantage in this case is that
route computation is performed in a centralized fashion, avoiding some of the
problems associated with distributed computation. The centralized computation
can guarantee loop-free routes. One disadvantage of source routing is the require-
ment to maintain global state. In a network where the QoS metrics often change,
this requires large communication overhead in order to keep the state informa-
tion updated. Additionally, due to the propagation delay, the state information
may become stale before reaching the destination. This leads to imprecise state
information, as explained above. Furthermore, depending on the network size
and the number of paths to compute, the source routing algorithm can result in
very high computational overhead [20].

Distributed routing, typically, also relies on nodes maintaining global states,
but the path computation is performed in a distributed fashion. This dimin-
ishes computational overhead and also allows concurrent computation of multiple
routes in search for a feasible path. Distributed computation suffers from prob-
lems related to distributed state snapshot, deadlock and loop occurrence [16].

2 Link state information is said to become stale when network latency prevents timely
updates.
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Additionally, when global state is maintained, distributed routing shares with
source routing the problems related to imprecise state information.

Some suggestions on using flooding-based algorithms, require nodes to main-
tain local state only [21,22]. This mitigates problems related to imprecise state
information. However, flooding-based algorithms tend to generate large volumes
of traffic compared to the other forms of routing.

In hierarchical routing, the network is divided into groups of nodes and the
state information is aggregated for the nodes participating in a group. With this
form of aggregation, a group appears as a logical node. One node in the group is
designated leader or border node and acts as a gateway for the communication
with other logical nodes. Each group can in turn be divided into smaller groups.
Using this form of recursion, several hierarchical levels can be created. Nodes
maintain global state information for peers within a group and aggregated state
information about the other groups. The major advantage of hierarchical routing
is scalability[20,23]. In particular, since nodes maintain aggregated state infor-
mation there is less state information to be transmitted to other nodes, hence
less communication overhead. For the same reason, there is also less computa-
tional overhead. However, each level of hierarchy induces additional uncertainty
in the state information. This problem becomes more difficult when several QoS
metrics must be aggregated, since for some topologies there can be no meaning-
ful way to combine the metrics [16]. Some solutions for topology aggregation are
presented in [24,25].

In large overlay networks such as Skype, Vuze3 DHT and Gnutella, the nodes
are computers controlled by regular users instead of a central authority. This
type of decentralized network is appealing to service providers because the cost
of bandwidth and computation required to deliver the service is shifted towards
the end-users. Unfortunately, such an overlay network tends to be an unreliable
infrastructure. By this, we mean that end-nodes are at owner’s whim, and users
can turned them off at any time. When a node is turned off a set of links is
removed from the overlay network. If the links belong to established QoS paths,
their removal will trigger path re-computations. Additionally, traffic flows may
need to be reallocated to new paths. This type of node churn is similar to the
topology dynamics occurring in mobile ad-hoc networks, when stations move
out of radio range. Routing protocols that handle topology dynamics can be
classified as proactive or reactive protocols.

Proactive protocols, such as destination sequence distance vector (DSDV) pe-
riodically update the routing tables [26]. In contrast, reactive protocols (e. g. , dy-
namic source routing (DSR) and ad-hoc on-demand distance vector (AODV))
update the routing tables only when routes need to be created or adjusted due to
changes to topology [26]. Proactive protocols are in general better at providing
QoS guarantees for real-time traffic such as multimedia. Their disadvantage lies
in the traffic volume overhead generated by the protocol itself. Reactive pro-
tocols scale better than proactive protocols, but will experience higher latency
when setting up a new route [26].

3 Formerly known as Azureus.
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The focus of this section has been so far placed on single path routing. Mul-
tipath routing exploits path diversity in the network to find several paths that
can satisfy a flow demand. In single path routing, a flow demand is dropped
if no suitable path is found. With multipath routing, there is still a chance to
satisfy the flow demand, particularly in the case of bandwidth, by spreading the
flow over several paths. The ability to spread demands over multiple paths of-
fers additional advantages for load balancing, congestion control, reliability and
security [27]. However, multipath routing introduces additional overhead in the
form of bandwidth usage and processing requirements. The bandwidth overhead
is due to extra link state information that nodes must share. A multipath router
must compute and store in memory more than one path for each known source-
destination pair. This is the reason for higher processing requirements than in
the case of single-path routing.

QoS routing in overlay networks faces additional challenges such as those
related to estimation of link state parameters and selfish behavior. We describe
them briefly below.

A typical overlay networks consist of nodes, which are computer processes
executing at the application layer, and of virtual links4 implemented on top of
TCP or the User Datagram Protocol (UDP). In this scenario, the link state
parameters are not readily available but must be estimated through active mea-
surements.

Although active measurement methods exist for most metrics of interest [28,29]
there are still open questions to be answered before they can used in practice.
One of these issues is that of finding an adequate measurement frequency. In
other words, we are asking how long should we wait after obtaining data from
one measurement until we start the next measurement. Ideally, one wants to
capture all significant changes in the measured metric while keeping the vol-
ume of injected traffic at a minimum. Another issue is that of estimating the
validity of the measurements when all nodes in the overlay execute them con-
currently or when active measurements for different metric types are performed
simultaneously.

In fact, the issues related to active measurements are related to a bigger
problem: the likely mismatch in the interaction between overlay routing and
traffic engineering [30,31]. The goal of overlay routing is to satisfy in an optimal
way the flow demands within the overlay network. On the other hand, the goal of
traffic engineering is to optimize the performance of the whole network, including
any existing overlays. Whereas traffic engineering addresses the needs of all nodes
under a common administrative domain (e. g. , an AS), overlay routing caters
for a subset of the Internet, with nodes from many different networks.

The traffic matrix concept is central to traffic engineering. A traffic matrix con-
tains estimates of the traffic volumes exchanged by all source-destination pairs in
the network. These estimates include both overlay and non-overlay traffic. The
traffic matrix is used as input for the inter- and intra-domain routing algorithms.

4 Also called logical links.
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If the traffic matrix changes, flows within the network can be re-routed as a result.
The overlay routing algorithm reacts to changes in the network layer routes by re-
adjusting the overlay traffic to repair flow demands that are no longer satisfied.
Thus, two closed-loop control mechanisms modify each other’s input. The selfish
behavior of the overlay network can lead to traffic oscillations. Results presented
in [30,31] indicate that the price for optimizing the traffic in the overlay can be
severe performance degradation in the rest of the network. Gaining a better un-
derstanding of the interaction between traffic engineering and selfish routing is an
important research topic.

4 Optimization Models

In Section 1 it was stated that QoS routing is a mechanism for optimizing net-
work performance by constrained-path selection and traffic flow allocation. Given
one flow demand and information about the network, the goal of constrained-
path selection is to find a path such that the flow demand is satisfied. For multi-
ple flow demands, the constrained-path selection algorithm must be run several
times, once for each flow demand. In contrast, the goal of flow allocation is to
satisfy multiple demands simultaneously. This is the same goal as that of traffic
engineering. In fact, flow allocation is one of the components required by traffic
engineering. Other required components are topology and state discovery, traffic
demand estimation and configuration of network elements [7].

Flow allocation algorithms tend to utilize resources more efficiently since all
routes are recomputed when the demands change. When used in combination
with multipath routing the efficiency can be increased by exploiting path redun-
dancy. However, a major disadvantage of flow allocation is that ongoing flows
can be temporarily disrupted when routes change [7]. Constrained-path selection
algorithms handle each changing flow demand by itself, without disrupting other
flows. Although different, these two types of algorithms can be combined as it
is shown in Section 5.

The algorithms assume that information about network topology is available
in the form of a weighted digraph G(V , E), where V is the set of nodes (vertices)
in the network and the set E contains the links (edges). The weight of each link
represents a set of metrics of interest, such as bandwidth, delay, jitter, packet
loss and cost. In addition to the graph and link weights, information about the
flow demands is available as well. A flow demand is expressed as a set of path
constraints for the path P (s, d), where s ∈ V is the source node and d ∈ V is the
destination (sink) node. In its simplest form, the flow demand contains only the
bandwidth required to transfer data from s to d. It is assumed here that flow
demands are tied to the direction of the path.

In the case of a multi-constrained path (MCP) problem we attempt to find
one constrained path at a time. This is a feasibility problem. Each link weight
in G(V , E) is a vector of QoS metrics, where each metric belongs to one of the
following types:
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additive: delay, jitter, cost
multiplicative: packet loss
min-max: bandwidth, policy flags

Multiplicative weights can be turned into additive weights by taking the loga-
rithm of their product. The constraints on min-max metrics can be dealt with by
pruning the links of the graph that do not satisfy the constraints [32]. Therefore,
in the remainder of this section we focus on additive link weights only.

For i = 1, . . . , m we denote by wi(u, v) the ith additive metric for the link
(u, v) between nodes u and v such that (u, v) ∈ E . The MCP optimization
problem for m constraint values Li on the requested path is shown in Table 1.

Table 1. Multi-constrained path selection problem (MCP)

find path P

subject to wi(P ) =
∑

(u,v)∈P

wi(u, v) ≤ Li for i = 1, . . . , m and (u, v) ∈ E

The MCP selection problem problem can be converted to a multi-constrained
optimal path (MCOP) selection problem by minimizing or maximizing over one
of the metrics wi. It is also possible to define a path-weight function f over all
metrics and to optimize over the path-weight function itself, as shown in Table 2.

Table 2. Multi-constrained optimal path selection problem (MCOP)

minimize f (w(P ))

subject to wi(P ) =
∑

(u,v)∈P

wi(u, v) ≤ Li for i = 1, . . . , m and (u, v) ∈ E

Wang and Crowcroft proved in [33] that MCP problems with two or more
constraints are NP-complete. By extension, MCOP problems with two or more
constraints are NP-complete as well. The apparent intractability of these prob-
lems suggests abandoning the search for exact solutions in the favor of heuristics
that have a better chance of running in polynomial time. Chen and Nahrstedt
suggest a O (2L) heuristic [21] for the MCP problem, where L is the length of
the feasible path.

The results of a study [34] on the NP-complexity of QoS routing found four
conditions leading to its appearance:

– graphs with long paths (large hop-count),
– link weights with infinite granularity, or excessively large or small link weights,
– strong negative correlation among link weights,
– “critically constrained” problems, which are problems with constraint values

close to the center of the feasible region.



Unicast QoS Routing in Overlay Networks 1027

The authors of the study consider that these conditions are unlikely to occur in
typical networks. If they are right, the consequence is that the exponential run
time behavior of exact algorithms occurs very seldom.

In the flow allocation problem, it is assumed that we know about one or more
directed paths connecting a source node s and a destination node d. These paths
can be discovered automatically, for example with a K shortest paths (KSP) al-
gorithm [10,35]. Due to space constraints we restrict our focus to bandwidth
allocation problems only. We consider the following type of optimization prob-
lems: given a digraph G(V , E), a set P of directed paths and a set D of flow
demands for bandwidth, we would like to allocate bandwidth on the paths in P
such as to simultaneously satisfy all demands.

If the traffic volume pertaining to a specific flow is allowed to be distributed
over several paths to the destination, this is said to be a feasibility problem for
bifurcated flows. On the other hand, if the problem includes the requirement
that the entire traffic flow between two nodes must be transmitted on a single
path, we have a feasibility problem for non-bifurcated flows. This problem is
known to be computationally intractable [36] for large networks (it is in fact
NP-complete). The remainder of this article considers only feasibility problems
for bifurcated flows.

We adopt a notation called link-path formulation [36] to formalize our prob-
lem statement. Using this notation, we let the variable xdp denote bandwidth
allocated to demand d on path p. Recall that a demand is a request for a specific
amount of bandwidth, hd, from a source node to a destination node. The source
node and the destination node can be connected by more than one path, which
explains the use of the index variable p. We use the variables D and E to denote
the number of demands in the demand set D and the number of edges (links)
in the set E , respectively. Further, the capacity of a link e is denoted by ce. The
indicator variable δedp is defined as

δedp =

{
1 if link e is used by demand d on path p,
0 otherwise.

(1)

Our problem statement can now be written as shown in Table 3.
In [36], it is suggested that the pure allocation problem (PAP) described in

Table 3 can be reformulated in the form of the linear optimization problem
shown in Table 4. The new problem, PAP with modified link-path formulation
(PAP-MLPF), has an additional variable z to be modified. Unlike the PAP, this
problem always has a feasible solution in the sense that a minimum value for z

Table 3. Pure allocation problem (PAP)

find xdp for all d ∈ D, p ∈ P
subject to

∑
p xdp = hd, d = 1, 2, . . . , D∑
d

∑
p δedpxdp ≤ ce, e = 1, 2, . . . , E
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Table 4. PAP with modified link-path formulation (PAP-MLPF)

minimize z for all d ∈ D, p ∈ P
subject to

∑
p xdp = hd, d = 1, 2, . . . , D∑
d

∑
p δedpxdp ≤ z + ce, e = 1, 2, . . . , E

can be found. If z < 0 in the solution, we have a successful bandwidth allocation.
Otherwise the value of z indicates how much additional bandwidth is required
to obtain feasibility.

5 A Framework for Overlay Routing Protocols

In this section we present performance results for a couple of routing protocols
that combine theoretical concepts presented earlier in this paper.

The Overlay Routing Protocol (ORP) framework was developed at BTH
in Karlskrona, Sweden as part of the Routing in Overlay Networks (ROVER)
project. The framework consists of two protocols: the Route Discovery Protocol
(RDP) and the Route Management Protocol (RMP).

RDP is used to find network paths subject to various QoS constraints [10,37].
To achieve this goal, RDP uses a form of selective diffusion based on ideas
presented in [21,38].

The purpose of RMP is to alleviate changes in the path QoS metrics, due to
node and traffic dynamics. This is done through a combination of path restora-
tion and optimization algorithms for traffic flow allocation on bifurcated paths.
The purpose of the flow allocation is to spread the demand on multiple paths
towards the destination. The design of RMP is influenced by ideas presented
in [23,39].

5.1 Route Discovery Protocol

RDP is a distributed routing protocol relying on local state information. It’s
distributed path computation is achieved by selective diffusion. RDP uses two
different kinds of packets: control packets (CPs), which are used to explore avail-
able paths from a source to a destination, and acknowledgement packets (APs)
that transport data about available paths back to the source node.

When a node in the overlay wants to open a route to another overlay node it
assembles a CP with the desired QoS constraints. The CP is sent to all adjacent
nodes connected by links satisfying the QoS constraints. If at least one feasible
link is found, the CP is added to the sender’s list of active CPs and a timer is
started accordingly. If no information is received before the timer expires, the
CP is considered lost and it is removed from the active CP list.

If no feasible link exists, the CP is dropped and no further actions are taken.
The receive and forward process is repeated at several nodes until one or more
CPs reach the destination node, or all CPs are dropped by intermediate nodes.
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If all CPs are lost, the nodes on the feasible path eventually experience timeouts
and thus are able to free any reserved resources.

The feasible path defined by the first CP that arrives at the destination is
copied into an AP. The AP is sent back to the source node over the reverse fea-
sible path5. All subsequent CPs that arrive to the destination node are dropped.

Chen and Nahrstedt [21,16] provide worst-case complexity results for the time
and communication overhead required to establish a constrained path with this
algorithm. For a path length L, the time complexity is O (2L). In the case of
RDP, the path length is bounded by the time-to-live (TTL) value carried by CPs
and APs. Hence, RDP’s time complexity for one QoS request is O (2 TTL). The
communication complexity for one QoS request is on the order O (E + TTL)
according to [10].

5.2 RDP Simulation Results

The focus of the simulations is entirely on bandwidth reservations. In what fol-
lows, the term QoS session is used to denote a request for a directed path with
a constraint on minimum available bandwidth. Each session has an associated
session duration, which specifies the life length of the path. If a path is suc-
cessfully established, the amount of bandwidth specified by the path constraint
is reserved for the entire session duration. The links in these experiments are
error-free and no churn occurs.

We present here results for the following metrics:

call blocking ratio: ratio between the number of infeasible QoS sessions and
the total number of QoS sessions arrived at the network,

low-TTL blocking ratio: ratio between infeasible sessions due to low TTL
value and the total number of infeasible sessions6,

bandwidth overhead: ratio between the average number of RDP bytes per
second and network capacity (i. e. , the aggregated volume of every link in
the network).

Results involving additional metrics are available in [10].
The results shown in Figure 2 and Figure 3 are plotted against increasing

values of network utilization. The network utilization, ρ, is defined as [13,40]

ρ =
λTQH∑
e∈E

be

(2)

where T is the average session duration, Q is the average amount of QoS (band-
width) requested, H is the average path length across all node pairs, and be is
the available bandwidth on link e. The simulation parameters are summarized
in Table 5.
5 Traveling on the reverse feasible path between node v1 and node vN means traveling

in the opposite direction on the feasible path (i. e. , over hops vN , vN−1, . . . , v1).
6 Low-TTL blocking occurs when an AP is dropped because it has traveled the maxi-

mum number of hops allowed. The metric does not take into account the possibility
that a feasible path may exist for higher TTL values.
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Table 5. Simulation parameters

Parameter Assigned value

Network utilization, ρ 0.1, 0.25, 0.50, 0.75, 1.00

Session duration Generalized Pareto with mean 180 s and 600 s

Requested bandwidth ranges Uniform, 16–64 Kbps , 128–512 Kbps and 1–2 Mbps

Network size 100 nodes

Topology Barabási-Albert[41,10]

Link bandwidth Uniform, 10–10000 Kbps

TTL 8 hops

In the plots the blue color is used for sessions with mean duration of 180 sec-
onds, while red color denotes sessions with mean duration of 600 seconds. Plots
for 16-64Kbps sessions are drawn with solid lines, those for 128–512Kbps are
drawn with dashed lines, and 1-2Mbps session plots use alternating dots and
dashes. Each hollow circle indicates the simulated utilization factor pertaining
to the value on the y-axis.

The call blocking ratio and the low-TTL blocking ratio are shown side by side
in Figure 2. It can be noticed by observing Figure 2(a) that 180 seconds sessions
consistently experience higher call blocking ratio than 600 seconds sessions. The
explanation is found in Equation 2. This equation is used to compute the uti-
lization factor, ρ, by adjusting the arrival rate, λ, while the other parameters are
kept fixed. For a given ρ value, the arrival rate must be higher for short sessions
than for long sessions. A higher arrival rate implies that more feasible paths
must be found. This leads to higher bandwidth overhead since more CPs are in
the network, as it can be observed in Figure 3. Since less network capacity is
available in this case than in the case of low arrival rate, the call blocking ratio
is higher. Further support for this assertion is found in Figure 2(b). There it can
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Fig. 2. RDP call blocking
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Fig. 3. RDP bandwidth overhead

be observed that, when the utilization factor exceeds 0.25, most call blocking
is due to failure to satisfy the constraints of the QoS session, and not due to
low-TTL blocking.

Two different graphs are used in Figure 3 to show the RDP bandwidth over-
head. This is done because in the case of a single graph, the high bandwidth
overhead of 16-64Kbps sessions would make it hard to distinguish the band-
width overhead of the remaining sessions. Indeed, for 16-64Kbps sessions the
bandwidth overhead is 40–80 times higher than that of 1–2Mbps sessions.

The results suggest that one needs to carefully consider the interaction be-
tween the TTL value and the bandwidth overhead. This is in fact a trade-off be-
tween success in finding feasible paths and efficiency in keeping the overhead low.
In our simulations the worst-case cost in the case of RDP, namely 0.9% band-
width overhead, occurs for 16–64Kbps flow demands with 180 seconds mean
session duration when the utilization factor is one.

5.3 Route Maintenance Protocol

RMP combines path restoration and flow allocation to handle the type of re-
source fluctuations described in Section 3. In this paper the focus is on band-
width constraints, but the protocol as such has support for different types of QoS
constraints. RMP relies on two main components: an algorithm for distributing
link-state information and an optimization algorithm for flow allocation.

Link-state information is distributed using the link vector algorithm proposed
by Behrens and Garcia-Luna-Aceves [23]. The difference between a link-state
algorithm and a link vector algorithm is that the link-state algorithm is require to
broadcast complete topology information. When a link vector algorithm is used,
a node uses selective diffusion to disseminate link-state information pertaining
only to its preferred paths. This reduces the communication overhead associated
with traditional link-state algorithms.
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In the case of RMP, the preferred paths are setup using RDP. The QoS
information provided by RDP ensures that a node has link-state information
about each link in each of its preferred paths. The set of links belonging to a
node’s preferred paths is called the source graph of that node. Nodes exchange
source graph information with their neighbors. Additionally, nodes have link-
state information about their own outgoing links. The topology information
known to a node consists of its own links, its own source graph and the source
graphs reported by its neighbors [23].

Nodes report incremental source graph information to their neighbors. Obvi-
ously, when a node joins the overlay it receives complete source graphs from its
neighbors. Beyond that, information is transmitted only if the link-state changes
(i. e. , triggered updates). In other words, RMP is a reactive protocol.

A node enters restoration mode when a path is broken. A path is considered
broken when one or several links are deleted from the source graph or when
their updated state information makes it impossible to satisfy the path QoS
constraints. In restoration mode the following actions are taken:

i) a broken path error message is sent to the source node of each affected flow,
ii) Yen’s KSP algorithm [35] is executed to find the K backup paths to the

destinations affected by the topology updates,
iii) the corresponding flow demands and the backup paths are used to construct

a PAP-MLPF optimization problem as described in Section 4,
iv) the simplex method [42] is used to solve the PAP-MLPF problem,
v) if the simplex method is successful, the links on the new paths are added

to the source graph; otherwise the affected flows are dropped (i. e. , packets
belonging to them are not forwarded further).

The time complexity of the link vector algorithm after a single link change
is O (n), where n is the number of nodes affected by the change. The upper
bound for n is given by the length of the longest path in the network. The
communication complexity O (E) is asymptotic in the number of links in the
network [23].

5.4 RMP Simulation Results

The purpose of the experiments is to evaluate RMP’s performance for different
levels of churn. In the experiments we focus entirely on bandwidth reservations.
A network topology with 100 nodes and 780 links is used for all experiments.
The links in these experiments are error-free.

We denote by pt the total number of preferred paths, by pr the number of
restored paths, and finally by pf the number of path failures (i. e. , paths that
could not be restored). The relation 0 ≤ pr + pf ≤ pt always holds.

We focus on the following simulation metrics:

path failure ratio: ratio between the number of path failures and the total
number of preferred paths in the network, pf/pt,
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restored paths ratio: ratio between the number of restored paths and the
number of broken paths, pr/(pr + pf ) for pr + pf > 07,

bandwidth overhead: ratio between the average number of RDP bytes per
second and network capacity (i. e. , the aggregated volume of every link in
the network),

Additional metrics are available in [10].
We simulate 50 random flow demands (i. e. , pt = 50). This value provides

an acceptable trade-off between link utilization and the time required to run
the simulations. The flow demand bandwidth is uniformly distributed over three
different ranges: 16–64Kbps , 128–512Kbps and 1–2Mbps , as in the case of
RDP. The source and destination node of each flow demand is selected randomly.

Link bandwidth is interpreted in our simulations as residual capacity after
bandwidth is reserved on preferred paths. The residual capacity determines the
amount of path diversity within the network. Here, the residual capacity is expo-
nentially distributed with mean value equal to the maximum bandwidth demand
multiplied by an integer scaling factor. For example, for the bandwidth range 1–
2Mbps and a scaling factor of 2, the link bandwidth is exponentially distributed
with mean value 4Mbps . Intuitively, a scaling factor of 1 means that 63% of
the links have less capacity than the maximum value of the demand range. For a
scaling factor of 5 only 18% of the links have less bandwidth than the maximum
value of the demand range.

The following scaling factors are used: 1, 2, 3, 4, and 5. The use of exponential
distribution with mean value based on the maximum bandwidth demand results
in a good mix of links with very little bandwidth as well as links with lots of
residual capacity. Using the upper bound of the bandwidth range is a matter of
preference. In fact, any value within the bandwidth range can be selected and
the mean link bandwidth is scaled accordingly. The residual network capacity
increases proportionally with the integer multiple value.

We present simulation results for two different levels of churn: one based on the
Gnutella session durations with mean duration of 130 seconds [10] and another
based on exponential session durations with mean duration of 30 seconds. The
two types of churn correspond roughly to the following scenarios:

Gnutella churn: general purpose peer-to-peer (P2P) overlay network,
Exp(30 s ): wireless network with moving stations.

RMP is configured to use 3, 5, and 7 backup paths, respectively. They are ab-
breviated as 3SPs, 5SPs and 7SPs in the text and figures. A higher number of
backup paths increases the chances for successful flow allocation in situations
with low residual network capacity.

Figure 4 shows the performance of path restoration for each type of churn.
The solid black line at the top of each sub-figure indicates the ratio of path
failures to the total number of paths (pt = 50) when no path restoration is in
use. Lower path failure ratio values indicate higher RMP success in restoring

7 Instances where pr + pf = 0 are not used in computing the average.
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Fig. 4. RMP path restoration

●

●

●

●

●

1 2 3 4 5

0.
0

0.
1

0.
2

0.
3

0.
4

0.
5

0.
6

Scaling factor for residual capacity

R
es

to
re

d 
pa

th
s 

ra
tio

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

16−64 Kbps, 3SP
16−64 Kbps, 5SP
16−64 Kbps, 7SP
128−512 Kbps, 3SP
128−512 Kbps, 5SP
128−512 Kbps, 7SP
1−2 Mbps, 3SP
1−2 Mbps, 5SP
1−2 Mbps, 7SP

(a) Gnutella churn

●

●

●

●

●

1 2 3 4 5

0.
0

0.
2

0.
4

0.
6

0.
8

Scaling factor for residual capacity

R
es

to
re

d 
pa

th
s 

ra
tio

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

16−64 Kbps, 3SP
16−64 Kbps, 5SP
16−64 Kbps, 7SP
128−512 Kbps, 3SP
128−512 Kbps, 5SP
128−512 Kbps, 7SP
1−2 Mbps, 3SP
1−2 Mbps, 5SP
1−2 Mbps, 7SP

(b) Exp(30 s ) churn

Fig. 5. RMP restored paths ratio

paths. The path failure ratio is lower in the case of Gnutella churn because the
session durations are longer on the average, which translates in fewer link failures
per time unit.

In both cases of churn, the path failure ratio decreases when RMP is used.
Clearly, RMP’s success is directly proportional to the amount of residual capac-
ity. In terms of reduced path failure ratio, the largest gains are registered for
Exp(30 s ) scenarios. In this scenarios, the path failure ratio is very high in the
absence of RMP, which means that there is a lot of room for improvement.

Using more backup paths (i. e. , 5SPs or 7SPs) shows most gain in the case of
Exp(30 s ) scenarios for bandwidth range 1–2Mbps . With less aggressive churn,
the usefulness of additional backup paths decreases.
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Fig. 6. RMP bandwidth overhead

A complementary view of RMP’s path restoration success is shown in Figure 5
in terms of the ratio of number of restored paths to the number of broken paths.
RMP’s largest success in restoring broken paths is experienced in the case of 16-
64Kbps scenarios. In Figure 5(b) for scaling factor 4 and 5, the restored paths
ratio for 128-512Kbps scenarios with 7SPs is slightly higher than the restored
path ratio for 16-64Kbps scenarios with 7SPs. These minimal differences are due
to the random selection of source and destination node for each flow demand.

The bandwidth overhead shown in Figure 6 is computed by dividing the band-
width utilization with the network capacity (i. e. , the sum of residual capacity
and used capacity). In contrast to RDP’s bandwidth overhead, the RMP band-
width overhead is biased. For example, the 16–64Kbps scenarios dominate in
each of the churn scenarios. This happens because the amount of average resid-
ual capacity per link is determined by the product between the scaling factor
in use and the upper bound of the bandwidth range. Hence, the network capac-
ity for 16–64Kbps scenarios is always lower than for the other two bandwidth
ranges. Comparison of bandwidth overhead is fair only for graphs within the
same bandwidth range.

For each bandwidth range, the largest bandwidth overhead occurs in 7SPs
scenarios with Exp(30 s ) churn when the scaling factor is equal to one: 0.6% in
the case of 16–64Kbps scenarios, 0.07% in the case of 128–512Kbps scenarios,
and 0.02% in the case of 1–2Mbps scenarios.

6 Summary

This paper has introduced fundamental concepts related to QoS routing in over-
lay networks. Furthermore, the paper has reported on performance results for
RDP and RMP, which are two protocols under the ORP framework. The fo-
cus of the performance results has been on the cost in the form of bandwidth
overhead incurred from running these protocols.



1036 D. Ilie and A. Popescu

The worst-case cost in the case of RDP, namely 0.9% bandwidth overhead,
occurs for 16–64Kbps flow demands with 180 seconds mean session duration
when the utilization factor is one. For RMP, the worst-case cost, 0.6% , occurs in
Exp(30 s ) scenarios with 16-64Kbps flow demands, 7SPs and scaling factor one
for residual capacity. Assuming an additive cost when RDP and RMP are being
used together, the worst-case cost is estimated to be as high as 1.5% protocol
overhead in terms of bandwidth.

RMP can be quite efficient in restoring broken paths provided enough residual
capacity is available. For example in Exp(30 s ) scenarios, in spite of aggressive
churn, RMP is able to restore up to 40% of broken paths used for transporting
1–2Mbps flows, with approximately 0.02% bandwidth overhead.

We plan to run similar tests in a more realistic environment, such as Plan-
etLab. However, a realistic PlanetLab implementation requires that ORP is ex-
tended to include two important elements: an overlay network that organizes
nodes and transports ORP messages and the ability to measure link-state vari-
ables (e. g. , available bandwidth, delay and loss).

All experiments presented here focus on a single QoS metric: bandwidth.
Additional experiments should be performed to evaluate ORP’s performance
when several QoS metrics are combined. For RMP, this requires that Yen’s KSP
algorithm is replaced by the Self-Adaptive Multiple Constraints Routing Algo-
rithm (SAMCRA) [32] or another similar algorithm.
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Abstract. Overlay networks have shown to be very effective towards the
support and enhancement of network performance and the availability of
new applications and protocols without interfering with the design of the
underlying networks. One of the most challenging open issues in overlay
networks, however, is paths overlapping, where overlay paths may share
the same physical link and thus, the ability of overlay networks to quickly
recover from congestion and path failures is severely affected. This chap-
ter undertakes a review of some graph theoretic based methods for the
selection of a set of topologically diverse routers towards the provision of
independent paths for better availability, performance and reliability in
overlay networks. Moreover, it proposes a graph decomposition-based ap-
proach for the maximization of path diversity without degrading network
performance of in terms of latency. Some remarks on future developments
and challenges in the field of overlay networks are included.

Keywords: Overlay networks, internet, protocols, graph theory,
network decomposition, network applications.

1 Introduction

An overlay network is a structured virtual network that is implemented on top
of an actual physical network and it consists of nodes connected via logical
links, each of which is associated with a path, that includes physical links of the
underlay network [1]. The overlay network aims to support new network and
application services without affecting the design of the underlying network (e.g.,
Internet). The applications of overlay networks range from routing overlay to
security overlay.
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Routing overlay aims to enhance or replace the existing Internet routing to-
wards improved functionalities, services and network performance. Multicast
overlays, one of the earliest mechanisms to employ routing overlays, have proven
to be most suitable in deploying wide area multicast systems, such as the one
used to broadcast the annual ACM SIGCOMM Conference (c.f., Chu et al [3]).
Even though IP multicast has been in place for over 2 decades, it is still not
widely used as an Internet service. On the other hand, security overlay, such
as that adopted in Virtual Private Networks (VPNs), is based on techniques to
control the power of large and distributed collections of servers and provide bet-
ter network layer authentication and authorization, storage and lookup overlay
(c.f., Stoica et al [2]).

In graph theoretic terms, an underlay network may be considered as a graph
G = (S, E), where S is a set of nodes (routers) and E is a set of links. A
node ηi ∈ S, i ∈ [1, N ], where N is the cardinality of S, represents a router,
and a link (ηi, ηj) ∈ E denotes a bidirectional physical link of the underlying
network G. Moreover, an overlay network may be viewed as an embedded tree
τ = (s, D, So, Eo) on G, where s is the source node, s ∈ S0, D is the set of
destination nodes, So ⊆ S is a set of nodes in G traversed by overlay links and Eo

is the set of overlay paths. Moreover, an overlay path eo = (s, η0 . . . , ηl, d) ∈ Eo

is made up of source node s followed by a sequence of routers ηi ∈ So and ending
by the destination node d ∈ D. The number of hops in the router sequence is
given by l and hence the number of routers is R = l+1. Two overlay and underlay
networks are depicted in Fig. 1, where all nodes are presented as white circles
except those of the underlay nodes connected directly to the overlay nodes, which
are displayed by black circles.
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Fig. 1. Overlay and underlay networks
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The robustness of the overlay networks depends on the diversity of the overlay
paths between the source and destination nodes, usually expressed in terms of
administration, linkage and geographical distribution. Apart from the benefits
from and particular interests in overlay networks, a major challenge that has
so far been largely overlooked is that of path diversity. As overlay paths may
share the same physical link, the ability of overlay networks to quickly recover
from congestion and path failures is severely affected. Thus, the underlying net-
work topology should be taken properly into consideration during the design,
development and deployment of overlay networks.

This tutorial has its roots in Mkwawa et al [4, 5] and addresses some graph
theoretic based methods as applied to the optimal selection of a set of topologi-
cally diverse routers towards the provision of largely independent paths towards
better availability and performance in overlay networks.

The rest of this tutorial is organized as follows: A review on resilient overlay
networks is presented in Section 2. The state of the art of underlay aware overlay
networks that try to assess the impact of overlay network on the performance
of the underlying network is explored in Section 3. The effect of topology on
overlay networks is discussed in Section 4. A decomposition criterion towards
the improvement in the design and implementation of overlay networks and
services is proposed in Section 5. Conclusions follow in Section 6.

2 Resilient Overlay Networks

As it has been reported by several authors in the literature, current Internet
routing protocols are very slow to detect and recover failures in links and routers
(c.f., [6,7,8,9,10,11,12,13,14,15,16]). Consequently, the performance degradation
(i.e. path failures and network congestion) is visible to end users. This shows that,
although the Internet routing infrastructure is highly redundant, nevertheless it
fails to fully utilise alternative redundant paths. To rectify this problem, several
researchers have proposed various types of resilient overlay networks (RONs)
(e.g., Rexford et al [16] and Andersen et al [17]). A complete graph (i.e., each
node of an overlay network is connected to each other) representing a RON can
be seen in Fig. 2.

The main goal of a RON (c.f., Andersen et al [17]) is to enable a group of
nodes to communicate with each other under a failure of the underlying paths
connecting them. The detection is done by frequently sending probes among
overlay nodes at a very short intervals.

The networks trade the overhead of short time probes (at a magnitude of
O(n2)), where n is the number of nodes of a RON, for prompting path outages
(i.e., failures) or congestion and recovery. However, these networks have not com-
pletely avoided path outages and congestion. The research reported in [16, 18]
showed that 40 − 50% of the path outages were still unavoidable and the stud-
ies explained that all alternative paths through overlay nodes experienced the
outages at the same time. This suggests that there is interdependency amongst
path outages that is attributed to the fact that no appropriate consideration of



1042 I.M. Mkwawa, D.D. Kouvatsos, and A. Popescu
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Fig. 2. A RON is deployed as a complete graph

the underlying network topology was taken into account prior to the selection
of the overlay nodes and the design of the overlay network.

Thus, a thorough consideration of the underlying network structure can reduce
the interdependency of path failures. There are several factors that can lead to
path failures such as single point of failures if paths are administered by the
same domain and overlay paths that share the same underlying physical links or
routers.

3 Topology Aware Overlay Networks

The problem of path diversity that leads to unavoidable outages (c.f., Section
2) generated a lot of interest in the overlay networks community. As a conse-
quence, Junghee et al [19] proposed a novel framework for topology aware overlay
networks that enhances the availability and performance of end-to-end commu-
nication. The main goal was to maximize path independence towards better
availability and performance of overlay services. To achieve the goal, Junghee
et al [19] measured the diversity between different Internet Service Providers
(ISPs) and also between different overlay nodes inside each ISP. Based on these
measurements, a topology aware node placement heuristics were developed to
ensure diversity of paths. This allowed the avoidance path failures, which were
present in earlier works (c.f., [17]).

More specifically, a selected set of routers that were topologically diverse was
selected in [19] by setting a threshold value α. If the correlation coefficient be-
tween two overlay nodes i and j, ρij was higher than α, then it was judged
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that these two nodes have similar patterns of path diversity. Note that ρij is
defined by

ρij =
E(ij) − E(i)E(j)

σ(i)σ(j)
(1)

where the metrics E(k) and σ(k), k = i, j are, respectively, the expectation
and standard deviation associated with an overlay node k. These metrics can be
defined by (c.f., [19])

E(i) =
1
N

∑
s∈S,d∈D

Is,d (2)

σ(i) =
1
N

∑
s∈S,d∈D

(Is,d − E(i))2 (3)

where N is the number of nodes of the underlying network, Is,d is the number
of overlapping routers between an overlay path via overlay node i and underlay
path from source node (s ∈ S) and destination node (d ∈ S). Moreover, E(ij)
is the joint expectation value related with the overlay nodes i and j given by

E(ij) =
1
N

∑
s∈S,d∈D

Is,dJs,d (4)

After identifying the overlay nodes with similar pattern of path diversity, the next
task is to cluster them. The main goal at this stage is to maximize path diversity
by clustering together the nodes sharing the same routers without degrading the
performance of the overlay network. Then a node is selected to be an overlay node
at each cluster. The selection criterion here is to minimize network performance
degradation in terms of latency (how much time it takes for a packet to get from
one designated point to another) and, hence, select a node that has minimum
latency to be an overlay node. To this end, path diversity has been maximized
without degrading the performance (i.e., lowest latency) of the overlay network.

Junghee et al [19] showed that about 87% of path outages were avoided by
employing their proposed topology aware overlay network, which was applied
in the evaluation of real-world networks. Nevertheless, further problems (such
as path outages) about the credibility of this approach still remain open after
maximising path diversity and obtaining lowest latency . For instance, are there
any other topologies, rather than those based on RON, that can provide better
network performance?

To answer this question, the impact of underlying network topology is con-
sidered in the next section.

4 The Impact of Underlay Topology on Overlay Networks

One of the problems of a complete graph is the lack of scalability, therefore RON
is not scalable due to its topological (complete graph) nature and frequency of
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short interval probing [20]. An overlay topology has significant impact on the
overlay services such as, routing in terms performance and associated overheads.
Moreover, overlay networks require more header packets additional and process-
ing.

The characteristics of overlay networks are based on the degree of each node
that determines

– The overlay network neighbour information that each overlay node needs to
maintain;

– The maximal number of disjoint paths M that the underlying network could
provide for each pair of overlay nodes;

– The resilience, which defines the average number of underlying network dis-
joint paths that the overlay network can provide for each pair of overlay
nodes;

– The distortion, which is defined as the overlay path length penalty (OPLP)
in the case two nodes that cannot be directly connected via the underlying
network path (c.f., [21, 22].

The following sections review some topologies proposed in [21] that may be
suitable to be adopted as overlay network service topologies.

4.1 The Full Mesh Topology

In the full mesh (FM) topology, the overlay network is a complete graph (c.f.,
Fig. 3). Since overlay nodes have no control of the underlay links, it is difficult
for these nodes to obtain underlay link state information. Therefore, in order
to evaluate the performance of the overlay links (expressed by metrics such as
latency and bandwidth), the overlay nodes have to continuously send probing
packets to neighboring overlay nodes. These probes cause significant performance
degradation not only to the overlay links but also to the underlay network. As it
can be seen in Fig. 3, many overlay links use the same physical underlay link e.g.,
both links e4 and e5 use the physical underlay link (η8, η9). Due to the nature
of the full mesh topology, it was demonstrated in Andersen et al [17] that for
an overlay network made up of 50 nodes, each node will have at least 33Kbps
routing overhead.

4.2 The K-Minimum Spanning Tree Topology

Let G′ = (S′, E′) be a graph representing an overlay network, whereS′ is the
set of nodes and E′ is the set of links. Moreover, consider all the spanning trees
of G′ (i.e., subgraphs of G′, which are trees connecting together all the nodes
of S′), each of which has an overlay link cost that is defined by the number of
physical underlay hops the overlay link passes through. A minimum spanning
tree of graph G′ can be formed such that all nodes in S′ are connected via a
subset of the links in E′, whose total cost is minimal.

The K-Minimum spanning tree (KMST) topology for an overlay network is
based on an integer number K(K > 0) of minimum spanning trees connecting all



Overlay Networks and Graph Theoretic Concepts 1045

Underlay network

1

1

2 3

4

5 Overlay network

e

e

e

2

e3

4

e5

6

e7

e8 e9

e10

6 8

9

11

12
7

101

2

5

3

4

e

Fig. 3. An overlay network with a Full Mesh (FM) topology
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Fig. 4. An overlay network with a 2-minimum spanning tree (2-MST) topology

the overlay network nodes with the lowest cost amongst all the candidate trees.
To minimize the state maintenance overhead, Li and Mohapatra [21] proposed
an overlay network topology consisting of K minimal disjoint minimum spanning
trees in an FM overlay network topology i.e., the K trees have a minimal over-
lapping of overlay links. However, this cost can take different values depending
on the size of K and the trade-off between cost and performance. Fig. 4a shows
an overlay network, which is formed by a 2-Minimum spanning tree topology,
whose dashed and solid lines belong to two disjoint minimum spanning trees
(c.f., Fig. 4b and Fig. 4c).
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4.3 The Mesh Tree Topology

The Mesh Tree (MT) overlay network topology (i.e., messages sent on a mesh tree
network can take any of several possible paths from source to destination) was
suggested by Li and Mohapatra [21] in order to enhance the resilience of overlay
multicasting. The MT topology is constructed by first setting up a minimum
spanning tree connecting all the overlay nodes of the network. In this context, if
two overlay nodes have grandchild-grandparent or uncle-nephew relationship in
the minimum spanning tree, there will also be an overlay link connecting these
two overlay nodes. Fig. 5a depicts an example of an MT topology. Solid lines
constitute a minimum spanning tree (c.f., Fig. 5c) and the dash lines represent
mesh links forming a ’mesh’ linked-based minimum spanning tree (c.f., Fig. 5b).
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Fig. 5. An overlay network with a Mesh Tree (MT) topology

4.4 The Topology Aware K-Minimum Spanning Tree

The construction of Topology Aware K-Minimum Spanning Tree (TA-KMST)
(c.f., [21]) is constrained by the underlying topology and it is illustrated in Fig. 6.
This topology is similar to the KMST described in Section 4.2, but the disjoint
property of two overlay paths has to be considered in both the overlay and
the underlying layers. Therefore, if two overlay paths pass through the same
underlaying link, then they are deemed as overlapping paths. For example, in
Fig. 6a the overlay links e2 and e5 are overlapping as they pass through physical
links (η8, η9). Thus, the resulting TA-KMSTs is composed of the least number
of overlapping paths. The TA-KMST will, therefore, provide each source and
destination node with diverse disjoint overlay paths. Fig. 6a shows TA-KMST in
which dash and solid lines illustrate two least disjoint minimum spanning trees
(c.f., Fig. 6b and Fig. 6c).
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4.5 The Adjacent Connection Topology

The adjacent connection (AC) topology makes use the knowledge gained from
the underlay network in order to construct the overlay network. In this method,
Li and Mohapatra [21] assumed that the underlying network information con-
necting all the overlay nodes is known before hand. As the Internet normally
uses the shortest path routing strategy [23], constructing the overlay network
could be done by the following rule. If there is no other overlay node that is
connected to a node of the underlying network’s shortest path between a pair
of overlay nodes (c.f., Fig. 7), then there must be an overlay link between these
two overlay nodes (c.f., [21]).
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4.6 Comparisons of Overlay Topologies

A simulation study focusing on the comparative impact of overlay topologies
on the performance services such as messages routing was carried out by Li and
Mohapatra [21], based on the estimation of the OPLP and it is displayed in Table
1. Note that the maximum degree of a graph G′(S′, E′) is the maximum degree
of its vertices denoted by ΔG′(S′, E′). Moreover, ’Resilience’ and ’Distortion’ are
defined in the beginning of Section 4, N ′ is the number of nodes of the overlay
network, K is the number of the minimal disjoint minimum spanning trees of a
graph G′(S′, E′) and M is the maximal number of disjoint underlay paths for
each pair of overlay nodes.

As it can be observed in Table 1, a routing protocol’s performance significantly
varies on different overlay network topologies.

Table 1. Comparisons of overlay network topologies [21]

ΔG′(S′, E′) Number of Links Resilience Distortion

FM N’-1 n(N’-1)/2 M Low

KMST K ≤ K(N ′ − 1) < min(M, K) High

MT > 2 and < N ′ − 1 < 3(N ′ − 1) > 1 High

TA-KMST K ≤ K(N ′ − 1) < min(M, K) High

AC < N ′ − 1 < N ′(N ′ − 1)/2 M Low

5 A Network Decomposition-Based Topology

In Sections 3 and 4, separate considerations as given to the concepts of path
diversity and latency. The assessment of the combined impact of latency and
path diversity is a difficult optimisation problem as a router might give good
path diversity but poor latency and vice versa and which, consequently, will
degrade the performance.

In this section, an information theoretic decomposition approach is presented
aiming to answer some of the relevant questions such as ’how many routers are
needed to gain optimal/suboptimal path diversity?’ and ’which routers within
the same ISP should be chosen?’ (c.f., [4, 5]). More specifically, a network de-
composition criterion, which was originally devised by Kouvatsos [24, 25] in the
context of the optimal hierarchical design of complex systems represented as
undirected graphs G(S, E), can be adopted to facilitate both the maximisation
of path diversity and minimisation of latency before selecting any overlay service
networks. This combined optimisation process may enhance the performance of
overlay service in terms of failure recovery ratio, routing overhead and OPLP.

The decomposition criterion aims to ensure path diversity within a single
ISP and between different ISPs. Even though the assurance of paths diversity
is guaranteed, nevertheless further analysis and assessment of the performance
of each node is needed in order to evaluate the latency overhead. Note that a
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realistic model proposed by Lastovetsky et al [26] for the design of an Ethernet
switched network, can be used to obtain the latency overhead for each source
and destination pair. More specifically, the model allows the representation of
heterogeneity aspects for both links and nodes and it provides a more intuitive
and accurate expression of the execution time of the message passing interface
collective operations. To this end, to select a set of routers with the best la-
tency, the decomposition criterion in [24, 25] is also employed focusing on the
latency overhead instead of path diversity. For each sub-network (or, cluster), it
is sufficient to select one router at random as an overlay node.

Let N(N > 0) be the number of nodes of the underlay network. A theoretical
framework may be established by associating dichotomous random variables {zi :
i = 1, 2, ..., N} with each underlay node di (i = 1, 2, ..., N), such that each zi cuts
the domain of all different design solutions (i.e., forms) for the underlay network,
say D, into two sets such that zi takes the value 1 with probability pi, for the
set of forms that the node i fits and the value 0 with probability qi = 1 − pi

for the set of forms that it doesn’t fit (c.f., Alexander [27]). Similarly, all the
joint probabilities associated with the subsets of the nodes may be defined. For
example, the probability that both variables zi and zj fit a domain is given by
P (zi = 0, zj = 0) (c.f., [24]).

The overall aim of the decomposition process is to partition the set of nodes
of the underlay network, S = {η1, η2, . . . , ηN} into a number of subnetworks
{S1, S2, . . . , Sμ}, μ < N such that the information transfer between the subnet-
works is a minimum i.e., the diverse paths amongst nodes within the subsystems
is strong whilst the common paths amongst nodes between subsystems is weak.
In this context, the amount of information carried out by the underlay network
is given by the entropy function

H(S) = −
∑

σ

P (σ)logP (σ), (5)

proposed by Shannon [28], where σ is the joint state {s1, s2, ..., sm}, si being the
binary value taken by random variable zi, i = 1, ..., m and P (σ) is the joint state
probability.

To this end, let π be an arbitrary partition of S into non-empty subsets
S1, S2, . . . , Sμ, such that Si ∩Sj = ∅ and

⋃μ
i=1 Si = S. This partition belongs to

a certain partition-type Π , which is the set of all partitions, say {π1, π2, . . . , πμ},
1 < μ ≤ N each of which has the same cardinality in each subset S1, S2, . . . , Sμ.
The measure of the information transfer (i.e., information flow) between the
subnetworks formed when the underlay network follows the Gibbs Theorem (c.f.,
Watanabe [29]) and it can be given by

Cπ = {
∑
π∈Π

H(Si) − H(S)} ≥ 0, (6)

where H(S) is the amount of information contained in the underlay network
whilst

∑
π∈Π

H(Si) is the total information contained in the subnetworks {Si}
created by partition π.
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By minimizing the redundancy (6), the optimum partition π within a specific
partition-type Π = {π1, π2, . . . , πμ} can be determined via a network decompo-
sition criterion (c.f., Kouvatsos [24]), namely

min
π

{∑
π∈Π

ρ2
ij

}
(7)

where
∑

π∈Π

ρ2
ij is the sum of the squares of the weights on the links cut by the

partition π which expresses the degree of interconnection between di and dj given
by their correlation coefficient ρij (|ρij | ≤ 1). Thus, in graph theoretic terms,
the decomposition criterion expressed by redundancy (7) can be interpreted as
the minimization of the strength of connections of the nodes of the underlay
network given by squares of the weights of the links cut by the partition π.

In the context of overlay networks, two overlay nodes should be in the same
subsystem when their path diversity patterns are similar to each other over a set
of source and destination pairs. Thus, the decomposition criterion expressed by
the redundancy (7) clearly implies the decomposition of the underlay network
such that nodes with similar pattern are grouped together into subnetworks. The
associated correlation coefficient can be defined (c.f., Kouvatsos [25]) by,

ρij =
E(zi, zj) − E(zi)E(zj)

σ(zi)σ(zj)
(8)

where, (c.f., [19])

E(zi) =
1
K

∑
ds∈S,dr∈D

Li
ds,dr

(9)

σ(zi)2 =
1
K

∑
ds∈S,dr∈D

(Li
ds,dr

− E(zi))2 (10)

E(zizj) =
1
K

∑
ds∈S,dr∈D

Li
ds,dr

Lj
ds,dr

(11)

Moreover, E(zi) and E(zizj) the marginal and joint expectations of random
variables zi and zizj, respectively, σ(zi)2 is the squared of the standard deviation
of zi (i.e., variance) whilst Li

ds,dr
is a set of source nodes and the number of

overlapping routers between the overlay path through overlay node i and the
direct link from the source node ds to the destination node dr.

Each partition-type belongs to a set ΠΠΠ = {Π1, Π2, . . . , ΠT } whose cardinality
T is determined by (1/4m

√
3) exp(3.14

√
2m/3) [24]. Within each partition-type,

say Π , a partition with the smallest (minimum)
∑

π∈Π

ρ2
ij can be chosen to sug-

gest a possible decomposition of the underlay network. However, as it stands,
the redundancy (7) does not provide an unbiased reference for the comparison of
the different partitions for each partition-type Πi (i = 1, 2, . . . , T ), the value of∑
π∈Π

ρ2
ij may tend to be lower for some partition-types than others [27]. Therefore,
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the optimum partition of the network can only be achieved by taking into ac-
count the bias amongst asymmetrical partition-types and thus, eliminating their
discrepancies with respect to the number of severed links. In this context, the
overall optimum partition π ∈ ΠΠΠ can be determined by applying a normalisation
on

∑
π∈Π

ρ2
ij (c.f., [25]), namely,

min
π∈Π

{
N(π) =

min
π

∑
ρ2

ij − E(
∑

π∈Π

ρ2
ij)

(V ar(
∑

π∈Π

ρ2
ij))

1
2

}
(12)

where, E(
∑

π∈Π

ρ2
ij) and V ar(

∑
π∈Π

ρ2
ij) are the mean and variance of

∑
π∈Π

ρ2
ij ,

respectively.
As N(π) has the same mean and variance for all partition-types, it may be

used to evaluate the relative number of links severed by each partition and thus,
meaningfully compare the optimal underlay network decomposition effect of par-
titions of all types with each other. Note that the normalized function N(π) is
a generalization to one devised by Alexander [27] in the field of Architecture,
where pi = 0, 1 and |ρij | = 1. Moreover, in the context of the Specific EU Net-
work of Excellence (NoE) Euro-NGI Research Project ’ROVER-NETs: Routing
in Overlay Networks’ [30], the information theoretic decomposition criterion (7)
was initially proposed to maximize path diversity in overlay networks without
degrading the network performance. The decomposition criterion (7) was also
utilised into the context of the modular design and development process of an
operating teaching system on a DEC PDP8/1 computer at UMIST, University
of Manchester Institute of Science and Technology [31].

6 Conclusions and Future Work

This tutorial addressed the problem of paths overlapping on overlay networks and
highlighted the concept and importance of topology awareness prior to designing
and implementing overlay network services and applications. In this context, a
review of graph theoretic based methods was undertaken towards the selection
of a set of topological diverse routers and, thus, the provision of independent
paths for better network availability, performance and reliability. In particular,
a decomposition criterion for the optimal design of robust overlay networks was
explored, based on the information measure of entropy function and graph the-
oretic concepts. It was argued that this criterion enhances further the overlay
network services towards the maximization of path diversity without degrading
overlay network performance in terms of latency.

Repeated applications of the normalised decomposition process for each sub-
system {Si, i = 1, 2, . . . , μ} will identify a tree structure for the overlay network
with one root and m leaves. The root component represents the entire design of
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the overlay network; the leaves are the individual nodes whilst the intermediate
components (i.e., subsystems) are the subsets of nodes representing the most
independent subproblems. Thus, the logical structure of the overlay network can
have a tree-like representation, which can be constructed in a top-down manner.
In this sense, the path diversity can be maximised whilst the latency can be min-
imised at an early stage of the design process before any irreversible decisions
have been taken towards the selection of any overlay service networks. More-
over, any network failure can be rectified within a subnetwork, causing the least
possible disturbance to the rest of the network. This kind of optimisation pro-
cess may enhance the performance of overlay service in terms of failure recovery
ratio, routing overhead and OPLP.

Overlay networks are becoming increasingly popular because of their ability
to provide reliable and effective services. However, it is possible that it could
be problematic to have routing controls in both the overlay and underlay net-
work layers in the future as each of the two networks are unaware of what is
happening to the other network. In particular, even though overlay networks
generate heavy probing traffic amongst the associated nodes, this traffic is not
known to underlying network and vice versa. These problems have to be resolved
before the overlay networks have adverse implications on the overall Internet
performance.

Experimental performance evaluation studies are required in order to explore
further the utility of the network decomposition-based criterion towards the
maximisation of path diversity without degrading overlay network performance
in terms of latency.
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Escalle-Garćıa, Pablo 716

Ferreira, Fátima 393
Fiedler, Markus 37, 784, 795
Fiems, Dieter 203
Fretwell, Rod J. 141

Gauthier, Vincent 477
Geier, Alfons 594
Giordano, Stefano 979

Harrison, Peter G. 343
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