Martin Giese
Arild Waaler (Eds.)

Automated Reasoning
with Analytic Tableaux
and Related Methods

18th International Conference, TABLEAUX 2009
Oslo, Norway, July 2009
Proceedings

LNAI 5607

@ Springer



Lecture Notes in Artificial Intelligence 5607
Edited by R. Goebel, J. Siekmann, and W. Wahlster

Subseries of Lecture Notes in Computer Science



Martin Giese Arild Waaler (Eds.)

Automated Reasoning
with Analytic Tableaux
and Related Methods

18th International Conference, TABLEAUX 2009
Oslo, Norway, July 6-10, 2009
Proceedings

@ Springer



Series Editors

Randy Goebel, University of Alberta, Edmonton, Canada
Jorg Siekmann, University of Saarland, Saarbriicken, Germany
Wolfgang Wahlster, DFKI and University of Saarland, Saarbriicken, Germany

Volume Editors

Martin Giese

Arild Waaler

University of Oslo

Department of Informatics

P.O. Box 1080 Blindern, 0316 Oslo, Norway
E-mail: {martingi, arild} @ifi.uio.no

Library of Congress Control Number: 2009929055

CR Subject Classification (1998): 1.2.3, F.4.1,1.2, D.1.6, D.2.4
LNCS Sublibrary: SL 7 — Artificial Intelligence

ISSN 0302-9743
ISBN-10 3-642-02715-6 Springer Berlin Heidelberg New York
ISBN-13 978-3-642-02715-4 Springer Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.

springer.com

© Springer-Verlag Berlin Heidelberg 2009
Printed in Germany

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India
Printed on acid-free paper SPIN: 12702633 06/3180 543210



Preface

This volume contains the research papers presented at the International Con-
ference on Automated Reasoning with Analytic Tableaux and Related Methods
(TABLEAUX 2009) held July 6-10, 2009 in Oslo, Norway. This conference was
the 18th in a series of international meetings since 1992 (listed on page IX). Tt
was collocated with FTP 2009, the Workshop on First-Order Theorem Proving.

The Program Committee of TABLEAUX 2009 received 44 submissions from
24 countries. Each paper was reviewed by at least three referees, after which
the reviews were sent to the authors for comment in a rebuttal phase. After
a final intensive discussion on the borderline papers during the online meeting
of the Program Committee, 21 research papers and 1 system description were
accepted based on originality, technical soundness, presentation, and relevance.
Additionally, three position papers were accepted, which are published as a tech-
nical report of the University of Oslo. We wish to sincerely thank all the authors
who submitted their work for consideration. And we would like to thank the
Program Committee members and other referees for their great effort and pro-
fessional work in the review and selection process. Their names are listed on the
following pages.

In addition to the contributed papers, the program included three excellent
keynote talks. We are grateful to Patrick Blackburn (INRIA Nancy, France), Pe-
ter Jeavons (Oxford University Computing Laboratory, UK), and Pierre Wolper
(Université de Liege, Belgium) for accepting the invitation to address the confer-
ence. Two very good tutorials were part of TABLEAUX 2009: “The Theory of
Canonical Systems” (A. Avron and A. Zamansky, Tel-Aviv University, Israel),
and “LoTREC: Theory and Practice. Proving by Tableau Becomes Easier...”
(Bilal Said and Olivier Gasquet, Université Paul Sabatier, Toulouse, France). We
would like to express our thanks to the tutorial presenters for their contribution.

In addition to FTP 2009, three workshops were held in conjunction with
TABLEAUX 2009:

— The workshop on “Tableaux Versus Automata as Logical Decision Meth-
ods,”organized by Valentin Goranko from the University of the Witwater-
srand, Johannesburg, South Africa

— The workshop on “Proofs and Refutations in Non-classical Logics,” orga-
nized by Roy Dyckhoff from the University of St Andrews, Scotland, UK and
Didier Galmiche from LORIA, Henri Poincaré University, Nancy, France

— The workshop “Gentzen Systems and Beyond,” organized by Kai Briinnler
from the University of Bern, Switzerland, and George Metcalfe from Van-
derbilt University, Nashville, USA



VI Preface

Abstracts of the workshop papers were published separately as a technical
report of the University of Oslo.

It was a team effort that made the conference so successful. We are truly
grateful to the Steering Committee members for their support. And we partic-
ularly thank the local organizers for their hard work and help in making the
conference a success: Terje Aaberge, Roger Antonsen, Roar Fjellheim, Chris-
tian M. Hansen, Bjarne Holen, Magdalena Ivanovska, Espen H. Lian, Martin
G. Skjeeveland, Audun Stolpe, and Evgenij Thorstensen.

July 2009 Martin Giese
Arild Waaler
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Presenting Constraints

Peter Jeavons*

Oxford University Computing Laboratory
Wolfson Building, Parks Road, Oxford, UK

peter.jeavons@comlab.ox.ac.uk

Abstract. We describe the constraint satisfaction problem and show
that it unifies a very wide variety of computational problems. We dis-
cuss the techniques that have been used to analyse the complexity of
different forms of constraint satisfaction problem, focusing on the alge-
braic approach, and highlight some of the recent results in this area.

1 A Menagerie of Problems

Computational problems from many different areas involve finding values for
variables that satisfy certain restrictions. In this paper we will attempt to show
that it is useful to abstract the general form of such problems to obtain a generic
framework known as the constraint satisfaction problem. Bringing the problems
into a common framework draws attention to common aspects that they all
share, and allows very general analytical approaches to be developed. We will
survey some of these approaches, and the results that have been obtained in the
later sections.

First, we collect a range of examples to begin to illustrate the breadth of
problems that can be included under the general description of “finding values
for variables that satisfy certain restrictions”. This general description leaves
open the question of whether the values are chosen from a set that is finite or
infinite, continuous or discrete, structured or unstructured. It also leaves open
the question of how the restrictions are specified.

Ezample 1.1 (Linear Equations). One very important class of restrictions are
those obtained by specifying a system of linear equations that must hold be-
tween certain subsets of the variables. To solve a system of simultaneous linear
equations we must find values for variables that satisfy a conjunction of restric-
tions of this type, such as:

201 — 8x3+5r7= 3 A
r3—2x4= 0 A
To + 2x5 + 2x6 + 37 = —2
The notion of a linear equation implicitly requires the set of values taken by the
variables to have some algebraic structure: it must be possible to add and sub-

tract multiples of these values in some way. The complexity of solving a system
of such equations naturally depends on the nature of this algebraic structure.

* This research was supported by EPSRC research grant EP/D032636.

M. Giese and A. Waaler (Eds.): TABLEAUX 2009, LNAI 5607, pp. 1 2009.
(© Springer-Verlag Berlin Heidelberg 2009



2 P. Jeavons

If the set of allowable values is a field, allowing addition, subtraction, multi-
plication and division, then the problem is solvable in polynomial time, by an
algorithm such as Gaussian elimination that manipulates the set of equations
into an equivalent but simpler set. The field in question may be infinite (such as
the rationals, Q) or finite (such as the Galois field of order p, GF(p)).

However, if the set of values is not a field, but a more restricted algebraic
structure, such as a ring or group then we cannot use Gaussian elimination, or
any algorithm that relies on using division, so the complexity is less obvious. For
the ring of integers, Z, or any other principal ideal domain, we can appeal to
Bézout’s identity to find a solution efficiently, but for non-negative integers, N,
the problem is easily shown to be be NP-complete, even if we allow at most 3
variables per equation [5].

For finite sets of possible values a more general version of this problem has
recently been studied using the algebraic approach to constraint satisfaction
in [32], and a complete complexity classification has been obtained.

Ezample 1.2 (Polynomial Equations). A more general class of problems can be
obtained by relaxing the requirement for the specified restrictions to be linear,
and instead allowing arbitrary polynomial equations, such as:

222 — 8x3x4 +5x7 —3= 0 A
T3 — 2x4x507 = 0 A

rir3xl 4+ 223 4+ 228 + 317 +2= 0

The notion of a polynomial again implies that the set of values taken by the
variables has some algebraic structure: it must be possible to add, subtract and
multiply these values in some way. The set of all polynomials over a field or ring R
with variables x1, ..., x,, together with the standard addition and multiplication
operations on polynomials, itself forms a ring, which is denoted R[z1, ..., 2]

The complexity of solving a system of such equations naturally depends on the
structure of this ring of polynomials. For example, when R = Z we are seeking
integer solutions to a polynomial with integer coefficients, which is well-known
to be undecidable [34]. On the other hand, when R = C we can decide whether
a system of polynomials has any solutions by calculating a Grobner Basis for
the system, which can be done in doubly-exponential time [I]. Moreover, if the
values for each individual variable are restricted to a finite set, by adding a
univariate polynomial in each individual variable to the system, then a Grobner
Basis can be computed in singly-exponential time [30]. This approach is explored
in more detail in [30] in connection with solution techniques for general constraint
satisfaction problems over finite sets of values.

Ezample 1.3 (Linear Inequalities). Another general class of problems can be
obtained by moving from equations to inequalities, such as:

201 —8x3+ 57, < 3 A
r3—2x4> 0 A
To + 2x5 + 2x6 + 37 < —2
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In this case the set of possible values must be an ordered set with sufficient
algebraic structure to be able to add multiples of values.

If the set of possible values is Q, then solving such a system is a sub-problem
of the LINEAR PROGRAMMING problem: it is the problem of deciding if a linear
program is feasible. Since linear programming can be solved in polynomial time,
this problem is clearly polynomial. However, if the set of possible values is Z, then
this problem is equivalent to INTEGER PROGRAMMING, and hence NP-complete
(unless the total number of variables is bounded, see [33]).

If the set of possible values is finite, then the general problem is NP-complete,
but some tractable special cases have been identified using the algebraic approach
to constraint satisfaction. For example, if each inequality is > and has at most
one negative coefficient, then the system can be solved in polynomial time [29].

Ezample 1.4 (Disequalities). Another general class of problems can be obtained
by moving from inequalities to disequalities, such as:

201 —8xs+ 57 £ 3 A
r3—x4# 0 A
To + 2x5 + 2x6 + 3w7 £ —2

In this case, if the set of possible values is infinite, then a solution always exists,
so the problem is trivial. However, if the set of possible values is finite, with at
least 3 elements, then the general problem is NP-complete because we can use
a system of disequalities of the form x; — z; # 0 to model an arbitrary GRAPH
COLOURING problem [I§].

2 The Constraint Satisfaction Problem - 3 Definitions

The problems discussed in the previous section arise in many different contexts,
and have been studied using a wide variety of ad hoc techniques, but they all have
the same logical form. If we fix a relational structure B = (D, Ry, Ro, .. .), where
the universe D is the set of possible values taken by our variables, and Ry, Ra, . ..
are relations over D, then each problem instance is given by a primitive positive
sentence, @, involving relation symbols for the relations in B, and the question is
simply whether @ is true in B. A first-order formula is called primitive positive
over B if it is of the form

dridzs ...y, Y1 A AU

where the 1); are atomic formulas, i.e., formulas of the form R(z;,,...,z;, ) where
R is a relation symbol for a k-ary relation from B.

Problems of this form are known as constraint satisfaction problems, and
they have been very extensively studied, especially during the past 10 years (see,
for example, [2IRITOTTIIIAT622I31]).

Definition 2.1. An instance of the constraint satisfaction problem (CSP) is
given by a primitive positive sentence, @, over a fized relational structure, B.
The question is whether @ s true in B.
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This logical formulation of constraint satisfaction allows some classical com-
binatorial problems to be formulated very naturally.

Ezample 2.2 (Satisfiability). The standard propositional satisfiability problem
for ternary clauses, 3-SAT, consists in determining whether it is possible to satisfy
a Boolean formula given in CNF as a conjunction of ternary clauses.

This can be viewed as a constraint satisfaction problem by fixing the structure
Bssar to be ({0,1}, Ry,..., Rg), where the R; are the 8 relations definable by
a single ternary clause. For example, the clause  V =y V =z can be written as
Ri(z,y,z), where Ry = {(0,0,0),(0,0,1),(0,1,0),(1,0,0),(1,0,1), (1,1,0), (1,1, 1)}.
An instance of 3-SAT corresponds to a primitive positive sentence over Bsgar
with a conjunct for each clause.

Ezample 2.3 (Graph Colouring). The standard GRAPH k-COLOURABILITY prob-
lem consists in determining whether it is possible to assign k colours to the vertices
of a given graph so that adjacent vertices are assigned different colours.

This can be viewed as a constraint satisfaction problem by fixing the struc-
ture Broor to be ({1,...,k},#), where # is the binary disequality relation on
{1,...,k} given by {(¢,5) : i,5€{1,...,k},i £ j}.

An instance of GRAPH k-COLOURING corresponds to a primitive positive
sentence over Byoor with a conjunct for each edge of the graph.

A related strand of research has been the development of programming lan-
guages to facilitate the expression of practical constraint satisfaction problems,
and software tools to solve such problems. This approach is known as constraint
programming [37].

In the field of constraint programming, a constraint satisfaction problem is
usually defined in a more operational way, as follows.

Definition 2.4. An instance of the constraint satisfaction problem (CSP) is
given by a triple (V, A, C), where V is a finite set of variables, A is a function
which maps each element of V to a set of possible values, called its domain,
and C is a finite set of constraints.

FEach constraint ¢ € C is a pair, (o, R), where 0 = (o[l],0[2],...,0[r]) is a
sequence of variables from V', called the scope, and R C A(o[1]) x --- x A(o[r])
is a relation that defines the assignments to the variables in o allowed by this
constraint.

A solution to a CSP instance is a function which maps each variable to a
value from its domain which is consistent with all of the constraints.

This formulation focuses attention on the wariables, the domains and the
constraints; these are the key data structures in a software system for solving
constraint satisfaction problems. In this formulation the constraints are often
represented by oracles - black-box algorithms for a particular constraint type,
known as “propagators” [20037], which communicate information with each other
during the search for a solution by modifying the domains of the variables.

Many real-world problems such as timetabling and scheduling, are captured
very naturally in this formulation, as well as classic combinatorial search prob-
lems and puzzles.
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Ezxample 2.5 (Sudoku). In a Sudoku puzzle the aim is to fill in a 9 x 9 grid of
squares with the digits 1,...,9 in such a way that each digit occurs exactly once
in each row, each column, and each of 9 specified 3 x 3 subgrids. Each specific
instance of the puzzle has a selection of grid entries already filled-in, and the
aim is to fill in the remaining entries.

One way to model this problem as a constraint satisfaction problem (V, A, C)
is to choose the set of variables V' to be the 81 grid squares, and the function A
to give the pre-selected value on all filled grid squares, and the set {1,2,...,9}
on all other grid squares. The set C then contains 27 constraints, whose scopes
are the 9 rows, the 9 columns, and the 9 specified 3 x 3 sub-grids, and whose
relations are “all-different”.

By using specialised propagation algorithms for the “all-different” constraints,
combined with standard backtrack search, standard constraint solving software
tools are able to solve (generalised) Sudoku instances extremely efficiently [40].

It is easy to translate from our second formulation of the constraint satisfaction
problem (Definition 24)) to our original formulation (Definition Z]). To do this,
simply collect together all the possible values occurring in the domains given
by A into a single set D, and then collect together the relations over D that
occur in the constraints of C, to give a relational structure B with universe D.
The instance can then be written as a primitive positive sentence over B with a
conjunct R(c[1],...,o][r]) for each constraint (o, R) of arity .

In a given CSP instance there may be several constraints with the same con-
straint relation, but different scopes. If we collect together the scopes associated
with a particular constraint relation we get a set of tuples which is itself a rela-
tion, but a relation over the set of variables, V. If we do this for each constraint
relation occurring in our problem, we obtain a collection of such relations over
V', which can be viewed as a relational structure A with universe V. Note that
each relation E in A corresponds to a relation R in B of the same arity, and
vice versa. This is captured in standard algebraic terminology by saying that
the two relational structures, A and B are similar. Note also that a solution
to the original CSP instance is a mapping from V to D that maps any tuple
of variables related by a relation F in A to a tuple of values which are related
by the corresponding relation R in B. This is captured in standard algebraic
terminology by saying that a solution is a homomorphism from A to B.

These observations gives rise to our third alternative formulation of the con-
straint satisfaction problem.

Definition 2.6. An instance of the constraint satisfaction problem (CSP) is
given by a pair of similar relational structures A and B. The question is whether
there exists a homomorphism from A to B.

This clean algebraic formulation of constraint satisfaction was introduced by
Feder and Vardi [16] (and independently in [25]) and has turned out to be very
useful for the analysis of the complexity of different forms of the problem.

Ezample 2.7 (Graph Homomorphism). The standard GRAPH HOMOMORPHISM
problem consists in determining whether it is possible to map the vertices of a
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given graph G to the vertices of another given graph H so that adjacent vertices
of G are mapped to adjacent vertices of H.

This can be viewed as a constraint satisfaction problem by viewing G and H as
similar relational structures, each with a single binary relation. A homomorphism
between these structures is precisely a mapping with the desired properties.

Ezample 2.8 (Graph Colouring). The standard GRAPH k-COLOURABILITY prob-
lem described in Example2.3lcan be viewed as the constraint satisfaction problem
which asks whether there is a homomorphism from the given graph G to the struc-
ture Bxoor, defined in Example 2.3 which corresponds to a complete graph on
k vertices.

This formulation of the problem makes it easy to see that the GRAPH k-
COLOURABILITY problem is a special case of GRAPH HOMOMORPHISM.

Ezample 2.9 (Clique). The standard k-CLIQUE problem counsists in determining
whether a given graph G has a clique of size k, that is, a set of k vertices which
are fully connected. This can be viewed as a constraint satisfaction problem
which asks whether there is a homomorphism from the complete graph on k
vertices to the given graph G.

This formulation of the problem makes it easy to see that k-CLIQUE is a
special case of GRAPH HOMOMORPHISM.

3 Restricted Forms of CSP

It is clear from the examples in the previous sections that the general CSP is at
least NP-hard. This has prompted many researchers to investigate the ways in
which restricting the problem can reduce its complexity. We will call a restricted
version of the CSP tractable if there is a polynomial-time algorithm to determine
whether any instance of the restricted problem has a solution.

The algebraic formulation of the CSP, given in Definition 2.6] clearly identifies
two separate aspects of the specification of an instance: the source structure, A,
and the target structure, B.

Definition 3.1. Given classes of structures, A and B, we define the problem
CSP(A, B) to be the class of CSP instances (A, B), where A € A and B € B.

The source structure A specifies the scopes of the constraints in Definition [Z.4]
so if we restrict the possible source structures that we allow in an instance, then
we are restricting the set of variables and the ways in which the constraints may
be imposed on those variables.

The target structure B specifies the constraint relations in Definition 2.4l so
if we restrict the possible target structures that we allow in an instance, then we
are restricting the set of possible values and the types of constraints that may
be imposed on those values.

If B is the class of all structures, we write CSP(.A, —) in place of CSP(A, B). In
this case we impose no restriction on the type of constraint, but some restriction
on how the constraints may overlap. Such restrictions are known as structural
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restrictions, and have been widely studied [TIIT4AT5IT7I22I23I2435]. One example
of a constraint satisfaction problem with restricted structure is the k-CLIQUE
problem, described in Example [2.9] which is tractable for any bounded k, but
NP-complete if k is unbounded. In general, the structural restrictions that ensure
tractability are those that enforce a bound on some measure of width in the
class of source structures allowed [22] (although the picture is more complicated
if there is no fixed bound on the arity of the constraints [21]).

If A is the class of all structures, we write CSP(—, B) in place of CSP(A, B). In
this case we impose no restriction on the way the constraints are placed, but some
restriction on the forms of constraints that may be imposed. Such restrictions
are known as constraint language restrictions, and have also been widely stud-
ied [2I8IOITOITEI29I28]. One example of a constraint satisfaction problem with
restricted constraint language is the GRAPH k-COLOURABILITY problem, de-
scribed in Example 23] which is tractable when k& < 2, but NP-complete for
k > 3. In the remainder of this paper we will focus on techniques to deter-
mine the complexity of the problems obtained by imposing constraint language
restrictions.

Of course it is possible to impose other kinds of restrictions on the CSP,
by restricting the possible pairs (A,B) that are allowed in instances in some
other way. Such restrictions are sometimes referred to as hybrid restrictions [36],
because they involve simultaneous restrictions on both the source structure and
the target structure. Hybrid restrictions have been much less widely studied,
although some interesting cases have recently been identified [12J38].

4 Constraint Languages, Expressive Power, and
Reductions

From now on we shall focus on problems of the form CSP(—, B). To simplify the
discussion, we shall assume that the class of structures B contains all structures
with universe D and relations chosen from L, for some fixed set D (with |D| > 2)
and some fixed set L of relations over D. We will call D the domain and £ the
constraint language for our problem, and we will write the problem as CSP(L),
rather than as CSP(—, B). Note that the domain D and the constraint language
L may each be either finite or infinite.

Different choices of constraint language L give rise to a wide range of different
problems, as the following examples indicate:

Example 4.1. If L;;n denotes the set of all relations defined by linear equa-
tions over Q, then CSP(Lyrn) is the problem of solving linear equations over Q
described in Example [T

Ezample 4.2. If Lrcor denotes the set {#} containing the single binary dise-
quality relation over the set {1,2,...,k}, defined in Example [Z3] then
CSP(Lrcor) is the GRAPH k-COLOURABILITY problem described in
Example 231
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Ezample 4.3. If L3gar denotes the set {R1, Ra, ..., Rg} consisting of all rela-
tions over the set {0,1} which are defined by a single ternary clause, as de-
scribed in Example 2.2] then CSP(L3sar) is the 3-SAT problem described in
Example

Ezample 4.4. If Liinssar denotes the set {T'} containing the single relation
T ={(1,0,0),(0,1,0),(0,0,1)}, then CSP(L1in3541), corresponds precisely
to the ONE-IN-THREE SATISFIABILITY problem [39], which is NP-complete.

Ezample 4.5. If Lintervar denotes the set {R<1} containing the single relation
R<i={{a,b) : a,b€Q, a—b< 1},

then one element of CSP (L ntervar) is the CSP instance P, which has 4 con-
straints, {C4, Ca, C3,Cy}, defined as follows:

- C1 = ((v1,v2),R<1); — C3 = ((v3,v2),R<1);
= Oy = ((v2,03), R<1); = Cy = ((v3,v4), R<1).

The structure of this problem is illustrated in Figure [

R«

V1 @ g [ ~® U4

Fig. 1. The CSP defined in Example

Note that for any problem in CSP(L), the explicit constraint relations must be
elements of £, but there may be implicit restrictions on some subsets of the
variables for which the corresponding relations are not elements of £, as the
next example indicates.

Ezample 4.6. Reconsider the relation R<; and the instance P from Example[d.5]
Note that there is no explicit constraint in P on the pair (v, v3 ). However, it is
clear that the possible pairs of values which can be taken by this pair of variables
are precisely the elements of the relation R<a = {(a,b) : a,b € Q,a — b < 2}.
Similarly, the pairs of values which can be taken by the pair of variables {( vy, v4 )
are precisely the elements of the relation R<s = {(a,b) : a,b € Q,a —b < 3}.
Finally, note that there are two constraints on the pair of variables (vq, vs ).
The possible pairs of values which can be taken by this pair of variables are
precisely the elements of the relation S = {(a,b) : a,b € Q, -1 < (a —b) < 1}.
A natural way to capture these observations is to say that the relations
R<2,R<3 and S can all be “expressed” using the relation R<;.
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Definition 4.7. A relation R can be expressed in a constraint language L if
there exists an instance P in CSP(L), and a list, s, of variables, such that the
solutions to P when restricted to s give precisely the tuples of R.

For any constraint language £, the set of all relations which can be expressed in
L will be called the expressive power of £, and will be denoted £7.

Ezample 4.8. By generalising the constructions given in Example 4.6 it is clear
that when £ = {R<}, LT contains all binary relations of the form

{{a,b) : a,b€Q, —n1 < (a—b) < na}

where n, and nsy are arbitrary positive integers, or co, as well as relations of all
other arities.

The next result is simple but fundamental: it shows that if we can express a
relation in a constraint language, then we can add it to the language without
changing the complexity of the associated class of problems.

Proposition 4.9 ([25]). For any constraint language L and any relation R
which can be expressed in L, CSP(L U {R}) is reducible to CSP(L) in linear

time and logarithmic space.

Corollary 4.10. For any constraint language L, and any finite constraint lan-

guage Lo, if Lo € LT, then CSP(Ly) is reducible to CSP(L) in log space.

Hence the notion of expressive power provides a powerful general tool for finding
reductions, and hence comparing and analysing different forms of constraint
satisfaction problems over different constraint languages.

5 Calculating Expressive Power

Definition [£.7] states that a relation R can be expressed in a language £ if there
is some problem in CSP(£) which imposes that relation on some of its variables.
Taking the logical view of the CSP given in Definition 21l this means that a
relation can be expressed in a language L if it can be defined by a primitive
positive formula over £. The question of what can be defined by a primitive pos-
itive formula is a fundamental question in universal algebra, and a useful answer
was obtained for relations over a finite domain in the 1960’s [I9J6]. This result
was recently extended to relations over a countably infinite domain that are w-
categoricaiﬁ, [4]. The answer in both cases involves certain algebraic operations
known as polymorphisms, which are defined as follows:

Definition 5.1. An operation f : D* — D is a polymorphism of an n-ary re-
lation R if the tuple (f(t1[1], ..., t&[1]), ..., f(t1[n], ..., tk[n])) € R for all choices
of tuples t1,...,tx € R.

L' A countably infinite structure is called w-categorical if all countable models of its
first-order theory are isomorphic. An important example is the structure (Q, <).
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An operation f is said to be a polymorphism of a relational structure A if f is
a polymorphism of every relation of A. In fact, it can be shown that the k-ary
polymorphisms of a structure A are precisely the homomorphisms from A* to
A for the product structure A*.

Theorem 5.2 ([196/4]). Let A be a finite or w-categorical structure. A rela-
tion R has a primitive-positive definition over A if and only if every polymor-
phism of A is a polymorphism of R.

For any constraint language £ over a finite domain D, Theorem [5.2] tells us that
the expressive power of L is determined by the polymorphisms of £, which can
themselves be seen as solutions to a constraint satisfaction problem in CSP(L).

A straightforward consequence of this result is that, for any language over a
finite domain, there is a “universal construction” which can be used to determine
whether a relation is expressible in that language.

Definition 5.3. Let L be a set of relations over a finite set D.

For any natural number m > 0, the indicator problem for L of order m is
defined to be the CSP instance TP(L, m) with set of variables D™, each with
domain D, and constraints {C1,Cs,...,Cq}, where ¢ = Y, p |R|™. For each
R € L, and for each sequence ty,ts, ..., ty of tuples from R, there is a constraint
Ci = (s;, R) with s; = (v1,v2,...,v, ), where n is the arity of R and v; =
<t1[j],t2[j]7 s 7tm[j] > forj =1ton.

Note that for any set of relations £ over a set D, TP (L, m) has |D|™ variables,
and each variable corresponds to an m-tuple over D. A concrete example of an
indicator problem is given below, and more examples can be found in [27]. It is
shown in [28] that the solutions to ZP(L, m) are precisely the polymorphisms of
L of arity m, and hence, by Theorem [£.2] we have:

Corollary 5.4. Let L be a set of relations over a finite set D, let R = {t1,...,tm}
be any relation over D, and let n be the arity of R.

The relation R can be expressed in the language L if and only if the tuples of R
are given by the solutions to TP (L, m) restricted to the variabled] vi,va, ..., Uy,
where v; = (t1[j], t2lj], ..., tm[j]) for j =1 ton.

Example 5.5. Let £ be the set containing the single binary relation, Ry, over
the set D = {0,1,2}, defined as follows:

Ry = {<0,0>,<071>7<1,0>,<172>7<2,1>,<272>}
The indicator problem for { Ry} of order 2, ZP({Rx },2), has 9 variables and 36
constraints. The set of variables is
{(0,0),(0,1),(0,2),(1,0),(1,1),(1,2),(2,0),(2,1),(2,2)},
and the set of constraints is

2 This list of variables is not always uniquely defined - re-ordering the elements of R
may give a different list, but the same result holds for all such lists.
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{(((0,0),(0,0)), Rx), (({0,0),(0,1)), Rx), (({0,0),(1,0)), Rx), (({0,0),(1, 1)), Rx),
(((071>7<070>);RX)) ((<031>)<O)2>)7R><)7 (((071>)<170>)7R><)7 (((071>7<172>))RX))
(((072>7<071>);RX)) ((<032>)<O)2>)7R><)7 (((072>)<171>)7R><)7 (((072>7<172>))RX))
(((1,0),€0,0)), Rx), (((1,0),¢0,1)), Rx), (((1,0),(2,0)), Rx), (((1,0),(2,1)), Rx),
(((1,1),€0,0)), Rx), (((1,1),(0,2)), Rx), (((1,1),(2,0)), Rx), (((1,1),(2,2)), Rx),
((<1v2>7<071>);R><)) (((1)2>)<O)2>)7R><)7 (((172>)<271>)7R><)7 (((172>7<272>))RX))
(((270>7<170>);RX)) (((2)O>)<1)1>)7R><)7 (((270>)<270>)7RX)7 (((270>7<271>))RX))
(((271>7<170>);RX)) (((2)1>)<1)2>)7R><)7 (((271>)<270>)7RX)7 (((271>7<272>))RX))
(((2,2), (1, 1)), Rx), (((2,2),(1,2)), Bx), (((2,2),(2,1)), Bx), (((2,2),(2,2)), Rx) }.

This problem has 32 solutions, which may be expressed in tabular form as
follows:

Variables

(0,0) (0,1) (0,2) (1,0) (1,1) (1,2) (2,0) (2,1) (2,2)
Solution 1
Solution 2
Solution 3
Solution 4
Solution 5
Solution 6
Solution 7
Solution 8
Solution 9
Solution 10
Solution 11
Solution 12
Solution 13
Solution 14
Solution 15
Solution 16
Solution 17
Solution 18
Solution 19
Solution 20
Solution 21
Solution 22
Solution 23
Solution 24
Solution 25
Solution 26
Solution 27
Solution 28
Solution 29
Solution 30
Solution 31
Solution 32

NNNNNNNNNNNNNNNNOOOOOOOOOOOOOOOO
NNNNNNNNNNNNNNNFRRRRRRRRRROO0O0O0000000O0
NNNNNNNNNNNNNNNONOOOOOOOOOOOOOOO
NNNNNNFERRFRFRERNNMNNNNOOOOOOORREHEHFEEFEFOOOOOO
NNNHFHRFRNNRRRNNRRRRRHOORRROORRRE,OOO
NNFNNFEFNFEFNFRFFRFNNNNNONOOOOHFRFOFHOFROOROO
NNNNNNNNNNONNNNNOOOOONOOOODOOOOOO
NEFNNNFEFNNNNNNONFEFNRFREFRERROFRONOOOOOROORO
NNNNNNNNNNONNNNONOOOONOOOOOOOOOO

By Corollary 5.4l to verify that the relation Ry = {(0,0),(2,2)} can be ex-
pressed in the language {R«}, we simply have to check that the restriction of
this set of solutions to the pair of (identical) variables (0,2) and (0,2) gives
precisely the tuples (0,0) and (2,2) of R;.

Conversely, to establish that the relation Ry = {(0,0),(0,1)} cannot be ex-
pressed in the language { R« }, we simply observe that the restriction of this set of
solutions to the variables (0,0) and (0,1) gives the tuples (0,0),(0,1),(2,1)
and (2,2), which are not all contained in Ry. (The same result is obtained by
restricting to the variables (0,0) and (1,0).)
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6 Complexity

The results presented above have led to some very general techniques to identify
reductions and hence determine the complexity of CSP(L).

Definition 6.1. A constraint language, L, is said to be tractable if CSP(L")
can be solved in polynomial time, for each finite subset L' C L.

A constraint language, L, is said to be NP-hard if CSP(L') is NP-hard, for
some finite subset L C L.

It has recently been shown that any computational problem is polynomial-time
Turing equivalent to a problem of the form CSP(L) for some constraint language
L over an infinite domain D [3]. However, for any constraint language £ over a
finite domain D, CSP(L) lies in the complexity class NP, because a solution can
be verified in polynomial time (assuming that membership in each relation of £
can be verified in polynomial time).

By Proposition 4.9] we can show that many languages are NP-complete by
simply showing that they can express some known NP-complete language.

Example 6.2. Recall the NP-complete language L1;n3547 described in Exam-
ple A4l consisting of a single relation T' containing 3 tuples.

By Corollary (5.4 for any language £, and any two domain elements dy, d1,
if the solutions to ZP(L, 3), restricted to the variables (dy,do,do ), {do,d1,do )
and (dy,dp,dy ) is equal to {(d1,do,do),{(do,d1,do),{do,do,d1)}, then £ can
express a relation isomorphic to 7', and hence is NP-complete.

In particular, if ZP(L, 3) has only 3 solutions then £ is NP-complete.

Note that this provides a purely mechanical procedure to establish NP-
completeness of a constraint language, without having to design any specific re-
ductions, or invent any new gadgets or constructions, as the following example
illustrates.

Ezample 6.3. Reconsider the relation Ry over {0, 1,2}, defined in Example
The language { R« } is clearly tractable, because any problem in CSP({Rx})
has the trivial solution in which every variable takes the value 0.
However, if we consider the language Lo = {Rx, Ro}, where Rg = {(0,1,2)}
then we find that the indicator problem for Ly of order 3, ZP(Ly,3), with 27
variables and 217 constraints, has only 3 solutions. Hence, £y is NP-complete.

For any constraint language £, the indicator problem ZP(L,3) has at least 3
solutions (all 3 projection operations are always solutions). Hence the only way
that a language can fail to be NP-complete, is if it has additional solutions, or
in other words, additional polymorphisms.

Ezample 6.4. The language Ly defined in Example I contains precisely
those relations with the ternary polymorphism f defined by f(z,y,2) = z—y+=z.
In fact, having this single polymorphism is sufficient to ensure tractability for
any constraint language over a (finite or infinite) field [28]2].
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Ezample 6.5. Let £ be any constraint language over the domain {0, 1}.

In this case CSP(L) corresponds exactly to the GENERALISED SATISFIABILITY
problem [18], and it is known that £ is NP-complete unless it falls into one of
the following 6 classes [39):

Class 0a All relations contain the tuple (0,0,...,0).

Class Ob All relations contain the tuple (1,1,...,1).

Class Ia All relations can be defined using Horn clauses.

Class Ib All relations can be defined using anti-Horn clausesd.

Class IT All relations can be defined using clauses with at most 2 literals.
Class III All relations can be defined using linear equations over Z.

The indicator problem for £ of order 3, ZP(L, 3), has 8 variables, corresponding
to the 8 possible Boolean sequences of length 3. It has 256 possible solutions, cor-
responding to the 256 possible assignments of Boolean values to these 8 variables.

Amongst these 256 possible solutions, we can identify 6 distinguished assign-
ments as shown in the following table.

Variables
(0,0,0) (0,0,1) (0,1,0) (0,1,1) (1,0,0) (1,0,1) (1,1,0) (1,1,1)
Class 0a - Constant 0 0 0 0 0 0 0 0 0
Class Ob - Constant 1 1 1 1 1 1 1 1 1
Class Ia - Horn 0 0 0 0 0 0 0 1
Class Ib - Anti-Horn 0 1 1 1 1 1 1 1
Class II - 2-Sat 0 0 0 1 0 1 1 1
Class III - Linear 0 1 1 0 1 0 0 1

It can be shown [26] that the language L falls into one of the 6 tractable
classes described above if and only if ZP(L,3) has the corresponding solution,
as shown in this table, and hence £ has the corresponding polymorphism.

There has been considerable progress in identifying classes of polymorphisms
which are sufficient to ensure tractability (see [9] for a recent survey). The set
of polymorphisms of a constraint language is closed under composition, and can
be viewed as the set of term operations of an algebra [8]; some deep algebraic
ideas have been used to investigate the possible forms such a set can take [9],
leading to a number of intriguing new formulations of the following dichotomy
congecture originally proposed in [16]:

Congecture 6.6 ([8]9]). Let £ be a constraint language over a finite domain, such
that £ contains all unary constant relations. If £ has a polymorphism, f, that sat-
isfies the identities f(y,x,z,...,2) = f(z,y,2,...,2) = ... = f(x,2,...,2,Y),
then it is tractable. Otherwise it is NP-complete.

Conjecture is currently known to hold for domains of size 2 (Example [G.5))
and 3 [10/9] and for languages over any finite domain containing a single binary
symmetric relation [7] (see Example 7). Assuming that P#NP, the condition
stated in the conjecture is known to be a necessary condition for tractability [9];
it remains to be shown whether it is always sufficient.

3 An anti-Horn clause is a disjunction of literals, with at most one negative literal.
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This talk presents a survey of automata-based techniques for representing and
manipulating linear arithmetic constraints. After introducing the basic concepts
used in this approach, both representing integer constraints by finite-word au-
tomata and real constraints by infinite-word automata is discussed. Various re-
sults about the construction of automata from constraints and about the specific
properties of automata representing arithmetic constraints are then presented.
Finally, it is shown how this approach leads to simple and natural decision pro-
cedures that are in some ways related to tableaux.
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Abstract. We study the logic of comparative concept similarity CSL
introduced by Sheremet, Tishkovsky, Wolter and Zakharyaschev to cap-
ture a form of qualitative similarity comparison. In this logic we can
formulate assertions of the form "objects A are more similar to B than
to C". The semantics of this logic is defined by structures equipped with
distance functions evaluating the similarity degree of objects. We con-
sider here the particular case of the semantics induced by minspaces, the
latter being distance spaces where the minimum of a set of distances
always exists. It turns out that the semantics over arbitrary minspaces
can be equivalently specified in terms of preferential structures, typical of
conditional logics. We first give a direct axiomatisation of this logic over
Minspaces. We next define a decision procedure in the form of a tableaux
calculus. Both the calculus and the axiomatisation take advantage of the
reformulation of the semantics in terms of preferential structures.

1 Introduction

The logics of comparative concept similarity CSL have been introduced in [9]
to capture a form of qualitative comparison between concept instances. In these
logics we can express assertions or judgments of the form: "Renault Clio is more
similar to Peugeot 207 than to WW Golf". These logics may find an applica-
tion in ontology languages, whose logical base is provided by Description Logics
(DL), allowing concept definitions based on proximity /similarity measures. For
instance ([9]), the color "Reddish" may be defined as a color which is more
similar to a prototypical "Red" than to any other color (in some color model
as RGB). The aim is to dispose of a language in which logical classification
provided by standard DL is integrated with classification mechanisms based on
calculation of proximity measures. The latter is typical for instance of domains
like bio-informatics or linguistics. In a series of papers [QIIJ5/I0] the authors
propose several languages comprising absolute similarity measures and compar-
ative similarity operator(s). In this paper we consider a logic CSL obtained by
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adding to a propositional language just one binary modal connective £= express-
ing comparative similarity. In this language the above examples can be encoded
(using a description logic notation) by:

(1) Reddish = {Red} = {Green, ..., Black} ,
(2) Clio C (Peugeot207 = Golf) .

In a more general setting, the language might contain several =peature Where each
Feature corresponds to a specific distance function dgeature measuring the simi-
larity of objects with respect to one Feature (size, price, power, taste, color...).
In our setting a KB about cars may collect assertions of the form (2) and others,
say:

(3) Clio C (Golf &= Ferrari430) ,
(4) Clio C (Peugeot207 = MaseratiQP) ,

together with some general axioms for classifying cars:

Peugeot207 T Citycar
SportLuzuryCar = MaseratiQP U Ferrari430 .

Comparative similarity assertions such as (2)—(4) might not necessarily be the
fruit of an objective numerical calculation of similarity measures, but they could
be determined just by the (integration of) subjective opinions of agents, answer-
ing, for instance, to questions like: "Is Clio more similar to Golf or to Ferrari
4307". In any case, the logic CSL allows one to perform some kind of reasoning,
for instance the following conclusions will be supported:

Clio C (Peugeot207 = Ferrarif30) ,
Clio C (Clitycar &= SportLuzuryCar) .

and also Clio C (Clitycar &= SportLuzuryCar M 4 Wheels) .

The semantics of CSL is defined in terms of distance spaces, that is to say
structures equipped by a distance function d, whose properties may vary accord-
ing to the logic under consideration. In this setting, the evaluation of A &= B can
be informally stated as follows: x satisfies A &= B iff d(x, A) < d(x, B) meaning
that the object x is an instance of the concept A &= B (i.e. it belongs to things
that are more similar to A than to B) if z is strictly closer to A-objects than
to B-objects according to distance function d, where the distance of an object
to a set of objects is defined as the infimum of the distances to each object in
the set.

In [9UITISIT0], the authors have investigated the logic CSL with respect to
different classes of distance models, see [II] for a survey of results about de-
cidability, complexity, expressivity, and axiomatisation. Remarkably it is shown
that CSL is undecidable over subspaces of the reals. Moreover CSL over arbi-
trary distance spaces can be seen as a fragment, indeed a powerful one (including
for instance the logic S4, of topological spaces), of a general logic for spatial
reasoning comprising different modal operators defined by (bounded) quantified
distance expressions.
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The authors have pointed out that in case the distance spaces are assumed to
be minspaces, that is spaces where the infimum of a set of distances is actually
their minimum, the logic CSL is naturally related to some conditional logics.
The semantics of the latter is often expressed in terms of preferential structures,
that is to say possible-world structures equipped by a family of strict partial
(pre)-orders <, indexed on objects/worlds [7I12]. The intended meaning of the
relation y <, z is namely that x is more similar to y than to z. It is not hard
to see that the semantics over minspaces is equivalent to the semantics over
preferential structures satisfying the well-known principle of Limit Assumption
according to which the set of minimal elements of a non-empty set always exists.

The minspace property entails the restriction to spaces where the distance
function is discrete. This requirement does not seem incompatible with the pur-
pose of representing qualitative similarity comparisons, whereas it might not be
reasonable for applications of CSL to spatial reasoning.

In this paper we contribute to the study of CSL over minspaces. We first show
(unsurprisingly) that the semantics of CSL on minspaces can be equivalently
restated in terms of preferential models satisfying some additional conditions,
namely modularity, centering, and the limit assumption. We then give a direct
axiomatization of this logic. This problem was not considered in detail in [I1]. In
that paper an axiomatization of CSL over arbitrary distance models is proposed,
but it makes use of an additional operator. Our axiomatisation is simpler and
only employs £=. Next, we define a tableaux calculus for checking satisfiability
of CSL formulas. Our tableaux procedure makes use of labelled formulas and
pseudo-modalities indexed on worlds [J,., similarly to the calculi for conditional
logics defined in [3]. Termination is assured by suitable blocking conditions. To
the best of our knowledge our calculus provides the first known practically-
implementable decision procedure for CSL logic.

2 The Logic of Comparative Concept Similarity CSL

The language Les, of CSL is generated from a (countable) set of propositional
variables V1, Vs, ... € V, by ordinary propositional connectives plus :
AB = 1|V, |-A| ANB| A& B (where V; € V).

The semantics of CSL introduced in [9] makes use of distance spaces in order
to represent the similarity degree between objects. A distance space is a pair
(A,d) where A is a non-empty set, and d : A x A — R2% is a distance function
satisfying the following condition:

(ID) Ve,y € A, d(z,y)=0iff x =y .

Two further properties are usually considered: symmetry and triangle inequality.
We briefly discuss them below.

The distance between an object w and a non-empty subset X of A is defined
by d(w, X) = inf{d(w,z) | z € X}. If X =, then d(w,X) = oo. If for every
object w and for every (non-empty) subset X we have the following property

(MIN) inf{d(w,z) | z € X} = min{d(w,z) | z € X} ,
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we say that (A, d) is a minspace.
We next define CSL-distance models as Kripke models based on distance
spaces:

Definition 1 (CSL-distance model)
A CSL-distance model is a triple M = (A, d, M) where:

— A is a non-empty set of objects.
— d is a distance on A (so that (A,d) is a distance space).
- M. V, — 24 s the evaluation function which assigns to each propositional
variable V; a set VM C A. We further stipulate:
1M=0, (~CM=A-CM, (CnDyM=cMnDM,
(C=DM={weA |d(w7C’M) < d(w, DM)} .

If (A, d) is a minspace, M is called a CSL-distance minspace model (or simply
a minspace model). We say that a formula A is valid in a model M if AM = A.
We say that a formula A is valid if A is valid in every CSL-distance model.

As mentioned above, the distance function might be required to satisfy the fur-
ther conditions of symmetry (SY M) (d(z,y) = d(y,z)) and triangular inequal-
ity (TR) (d(z, z) < d(z,y) + d(y, 2)). It turns out that CSL cannot distinguish
between minspace models which satisfy (T'R) from models which do not. In con-
trast ([9]), CSL has enough expressive power in order to distinguish between
symmetric and non-symmetric minspace models. As a first step, we concentrate
here on the general non-symmetric case, leaving the interesting symmetric case
to further research.

CSL is a logic of pure qualitative comparisons. This motivates an alternative
semantics where the distance function is replaced by a family of comparisons
relations, one for each object. We call this semantics preferential semantics,
similarly to the semantics of conditional logics [8|7]. Preferential structures are
equipped by a family of strict pre-orders. We may interpret this relations as
expressing a comparative similarity between objects. For three objects, x <., y
states that w is more similar to x than to y.

The preferential semantics in itself is more general than distance model se-
mantics. However, if we assume the additional conditions of the definition [2] it
turns out that these two are equivalent (theorem [H).

Definition 2. We will say that a preferential relation <, over A:

(1) is modular iff Vz,y,z € A, (z <wy) = (2 <w Yy V T <y 2) .
(i1) is centered iff Ve € A, x =w V w <y T .
(111) satisfies the Limit Assumption ff VX C A, X #0 — ming (X) #0
where ming, (X)={y e X |Vz(z <oy —2¢ X)} .

! We note that the Limit Assumption implies that the preferential relation is asym-
metric. On the other hand, on a finite set, asymmetry implies Limit Assumption.
Modularity and asymmetry imply that the relation is also transitive and irreflexive.
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Modularity is strongly related to the fact that the preferential relations represent
distance comparisons. This is the key property to enforce the equivalence with
distance models. Centering states that w is the unigue minimal element for its
preferential relation <,,, and can be seen as the preferential counterpart of (IDJ).
The Limit Assumption states that each non-empty set has at least one minimal
element with respect to any preferential relation (i.e it does not contain an
infinitely descending chain), and corresponds to (MIN]).

Definition 3 (CSL-preferential model). A CSL-preferential model is a triple
M = (A, (Rw)wea, ™M) where:

— A is a non-empty set of objects (or possible worlds).
— (Rw)wea is a family of preferential relation, each one being modular, cen-
tered, and satisfying the limit assumption.

— M s the evaluation function defined as in definition[d] except for &:

(A= ByM = {we A|Fw e AM such that Yy € BM, © <, y} .
Validity is defined as in definition [1

We now show the equivalence between preferential models and distance minspace
models. We say that a CSL-preferential model Z and a CSL-distance minspace
model J are equivalent iff they are based on the same set A, and for all formulas
Ae ECSL, AT = A7

Theorem 4 (Equivalence between CS/L-preferential models and CS.L-
distance models)

1. For each CSL-distance minspace model, there is an equivalent CSL-prefe-
rential model.

2. For each CSL-preferential model, there is an equivalent CSL-distance min-
space model.

Proof 1. (|9)): given T = (AZ,d,.7) a CSL-distance minspace model, just define
a preferential model J by stipulating z <, y iff d(w, ) < d(w,y), and for all
propositional variables V;, Vi‘7 = V. It is easy to check that <,, is modular,
centered, and satisfies the limit assumption, and that Z and J are equivalent.

2. Since the relation <,, is modular, we can assume that there exists a ranking
functiond 1 : A — RZ° such that @ <y y iff ru(z) < re(y). Therefore,
given a CSL-preferential model J = (A7, (<y)weas,.” ), we can define a
CSL-distance minspace model Z = (A7, d,.7), where the distance function
d is defined as follow: if w = = then d(w,z) = 0, and d(w,z) = 1y (2)
otherwise. We can easily check that (i) Z is a minspace because of the limit
assumption, and that (ii) Z and J are equivalent; this is proved by induction
on the complexity of formulas.

2 See for instance [6], Lemma 14.
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(1) (A= B)U~(B & A) (2) (A=B)= (A=C)U(C=B)
(3) AN-B— (A= B) (4) (A=B)—-B
(5) (A=B)NA=C)— (A= (BUC)) (6) Asl)--(-Asl)=1)
+(A— B)
(Mon) . )
FAs0)— (B=0) (Taut) Classical tautologies and rules.

Fig.1l. CSMS axioms

We have mentioned the relation with conditional logics. These logics, originally
introduced by Lewis and Stalnaker [7I12], contain a connective A > B whose
reading is approximatively "if A were true then B would also be true"H. The idea
is that a world/state z verifies A > B if B holds in all states y that are most
similar to x that is:

r € (A > B)M iff min (AM) C BM .
The two connectives £= are interdefinable as shown in [9]:
A>B=(A=(AAN-B))V—-(A&= 1),

A=B=((AVB)>A)AN(A>-B)A—=(A>1).

By means of this equivalence, an (indirect) axiomatization of £= can be obtained:
just take an axiomatization of the suitable conditional logic (well known) and
add the definition above. On the other hand an axiomatisation of CSL over ar-
bitrary distance models is presented in [I1], however it makes use of an extended
language, as we comment below. Moreover, the case of minspaces has not been
studied in details. Our axiomatisation is contained in fig. [Il The axioms (1) and
(2) capture respectively the asymmetry and modularity of the preference rela-
tions, whereas (3) and (4) are enforced by centering and the minspace property@.
By (5), we obtain that = distributes over disjunction on the second argument,
since the opposite direction is derivable. The axiom (6) is similar to axiom (33)
of the axiomatization in [I1], it says that the modality 0A = A &= L has the
properties of S5. Finally, the rule (Mon) states the monotonicity of &= in the
first argument, a dual rule stating the anti-monotonicity in the second argument
is derivable as well.

The axiomatisation of CSL provided in [II] for arbitrary distance spaces
makes use of the operator orA that, referring to preferential models, selects

3 To this regard, in alternative to the concept /subset interpretation mentioned so far,
the formula A &= B may perhaps be read as "A is (strictly) more plausible than
B". This interpretation may intuitively explain the relation with the conditional
operator.

4 Observe that the minspace property (or Limit Assumption as it is called in condtional
logics.) in itself is not definable by any formula of CSL.
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elements x for which min,_(A) is non-empty. As observed in [I1I], an axioma-
tization of CSL over minspaces can then be obtained by just adding the axiom
orA « (A &= 1). However our axiomatization is significantly simpler (almost
one half of the axioms). We can show that our axiomatization is sound and com-
plete with respect to the preferential semantics, whence with respect to minspace
models (by theorem ).

Theorem 5. A formula is derivable in CSMS iff it is valid in every CSL-
preferential modell]

3 A Tableaux Calculus

In this section, we present a tableau calculus for CSL, this calculus provides
a decision procedure for this logic. We identify a tableau with a set of sets of
formulas I, ..., I},. Each I3 is called a tableau setﬁ. Our calculus will make use
of labels to represent objects of the domain. Let us consider formulas (A & B)
and =(A & B) under preferential semantics. We have:

w € (A= B)Miff Jz(x € AMAV2(z € BM — 2 <, 2)) .

In minspace models, the right part is equivalent to:

w € (A= B)Miff Ju € AM and Vy(y € BM — Jax(z € AM Az <, y)) .

We now introduce a pseudo-modality [, indexed on objects:

z € (O, DM Vy(y <w © —y € AM) .

Its meaning is that = € (0, A)™ iff A holds in all worlds preferred to = with
respect to <,,. Observe that we have then the equivalence:
Claim 1. w € (A = B)M iff AM # 0 and Yy(y ¢ BM ory € (-0,—~A)M) .

This equivalence will be used to decompose =-formulas in an analytic way.
The tableau rules make also use of a universal modality [J (and its negation).
The language of tableaux comprises the following kind of formulas: x : A,z :
(—m)0O-A4,z : (-)0y-A, z <, z, where z,y, z are labels and A is a CSL-formula.
The meaning of x : A is the obvious one: x € AM. The reading of the rules is
the following: we apply a rule

T'Ey,..., Ey]
... | Iy
to a tableau set I" if each formula E; (1 <4 < k) is in I". We then replace I" with

any tableau set I7,...,I},. As usual, we let I, A stand for for I’'U{A}, where A
is a tableau formula. The tableaux rules are shown in figure Figure

5 The full proofs of all results reported in this paper are contained in [T].
5 A tableau set corresponds to a branch in a tableau-as-tree representation.
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I'lr:ANB Iz:—-(ANB
amy  TeAnB . e ~(AN B)]
I'z:A z:B I'z:-A|TI, z:-B
Iz :——A Iz:-(A&= B
ey ] (F12) [z ~( )l
Iz:A Iz:0-A|TIz:B|INx:-A, z:-B
I'lz: A= B Izx:—~(A&=B), ©z:-A, z:-B
@ =)) [ ] (Freyon) [ETAE D), @04 2]
I'z:-0-A, y:-B|I,y:B,y:-0,—A I, y:B, y:0,0A
Iz : =0,-A]
(F10,)

Iaz:-A|@Nz:A

Iz :0.-Ay <u 2] Iz :—0.-A, z:-A]

TO, (F20:) ()
(TOz)(%) Iy oA,y Oamd I y<az y:A y:O.-A
Iz : O-A] Iz : ~0-A4]
(TO)(x) (FO) ()
I y:—Ay:0-A I'y:A
INz<zu
(Mod)(x) [ ] (Cent)(x * *) r
z<zy|Ny<su Dx<zyl| Iz/yl

(*) y is a label occurring in I'. (**) y is a new label not occurring in I'. (***) z and y
are two distinct labels occurring in I

Fig. 2. Tableau rules for CSL

Let us comment on the rules which are not immediately obvious. The rule
for (T &) encodes directly the semantics by virtue of claim [Il However in the
negative case the rule is split in two: if x satisfies =(A &= B), either A is empty,
or there must be an y € B such that there is no z <, y satisfying A; if =
satisfies B then z itself fulfills this condition, i.e. we could take y = x, since x
is < -minimal (by centering). On the other hand, if x does not satisfies B, then
x cannot satisfy A either (otherwise x would satisfy A &= B) and there must
be an y as described above. This case analysis with respect to x is performed
by the (F1£) rule, whereas the creation y for the latter case is performed by
(F2 £). We have a similar situation for the (FO,) rule: let z satisfy —[0,—A,
then there must be an y <, z satisfying A; but if = satisfies A we can take
x =y, since z <, z (by centering). If x does not satisfy A then we must create
a suitable y and this is the task of the (F20,) rule. Observe that the rule does
not simply create a y <, z satisfying A but it creates a minimal one. The rule is
similar to the (FO) rule in modal logic GL (Gddel-Lob modal logic of arithmetic
provability) [2] and it is enforced by the Limit Assumption. This formulation
of the rules for (F&) and for (FO,) prevents the unnecessary creation of new
objects whenever the existence of the objects required by the rules is assured
by centering. The rule (Cent) is of a special kind: it has no premises (ie. it can
always be applied) and generates two tableau sets: one with I"'U{z <, y}, where



Comparative Concept Similarity over Minspaces 25

{z:Az:-B,z:~(A=B)}

(F1 &) (F1£)

{z:Az:-B,z:~(A=B) {z:Az:-B,z:-(A=B)
{z:A,z:-B,z:~(A =B) z: B} z: A}
z: O-A} closed by def 6 (i) closed by def 6 (i)

(roy)
{z:Az:-B,xz:~(A=B)
z:0-A
z:—A}
closed by def 6 (i)

Fig. 3. An example of tableau: provability of AN —-B — (A & B)

x and y are two distinct labels occurring in I'), and one where we replace x by
y in I', i.e. where we identify the two labels.

Definition 6 (Closed set, closed tableau). A tableau set I is closed if one

of the three following conditions hold: (i) x : A € I' and x : =A € I, for any

formula A, orx: L el (i) y<gzzandz<yyarein . (i) z:-0,AeTl.
A CSL-tableau is closed if every tableau set is closed.

In order to prove soundness and completeness of the tableaux rules, we introduce
the notion of satisfiability of a tableau set by a model.
Given a tableau set I', we denote by Lab the set of labels occurring in I

Definition 7 (CSL-mapping, satisfiable tableau set)
Let M = (A, (<w)wea, ™M) be a preferential model, and I' a tableau set. A CSL-
mapping from I' to M is a function f : Labp — A satisfying the following
condition: for every y <, z € I, we have f(y) <) f(z) in M.

We say that T is satisfiable under f in M if x : A € " implies f(x) € AM.
A tableau set I' is satisfiable if it is satisfiable in some CSL-preferential model
M under some CSL-mapping f. A CSL-tableau is satisfiable if at least one of
its sets is satisfiable.

We can show that our tableau calculus is sound and complete with respect to the
preferential semantics, whence with respect to minspace models (by theorem H).

Theorem 8 (Soundness of the calculus). If a formula A € Lese is satisfi-
able with respect to preferential semantics then any tableau begining with {x : A}
1S open.

The proof of the soundness is standard, and can be found in [I]. In order to show
completeness, we need the following definition:

Definition 9 (Saturated tableau set). We say that a tableau set I' is satu-
rated iff it satisfies the following conditions:
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()

(FN) Ifx:~(AuB) eI thenxz:—-Ael orz:—-Bel.

(NEG) Ifv:——Ael thenx:Ael.

(Te) If v : (A &= B) € I then for all y € Labp, either y : =B € I' and
-O0-Ael,ory:Bandy:-0,—A arein I

(F &) Ifv: ~(A &= B) €I then either (i) x: O-A € ', or (ii) x: Be T, or
(iii) x : = A and x : =B are in I' and there exists y € Labp such that y : B
and y : 0,—A are in I.

(TO,) If z:0,mA el andy <y z €T, theny : —A and y: OJ,—A are in I

(FO,) If z : -0,—A € I, then either (i) x : A e T, or (ii) x : A € I' and
there exists y € Labp such thaty <g z, y: A and y : O,—A are in I

(TO) Ifx:0O-A €I, then for all y € Labp, y: =A andy : O-A are in .

(FO) Ifx:-0-A €T, then there is y € Labp such thaty: Ae I

(Cent) For all x,y € Labp such that x £y, x <,y is € I

(Mod) If y <, z € I', then for all labels u € Labp, either v <, z € I, or
y<gucl.

Ifx:ANBel thenz:Ael andx:Bel.

We say that I' is saturated with respect to a rule R iff I' satisfies the correspond-
ing saturation condition for R of the above definition.

The following lemma shows that the preference relations <, satisfies the Limit
Assumption for an open tableau set.

Lemma 10 (See [1]). Let I' be an open tableau set containing only a finite
number of positive &=-formulas © : Ag &= By, x: A1 & By, x:As &= Bs, ...,
x: Ap_1 & Bn_1. Then I' does not contain any infinite descending chain of

labels y1 <o Yo, Y2 <z Y1, - Yitl <z Yiy----
Theorem 11. If I" is an open and saturated tableau set, then I is satisfiable.

(Proof): Given an open tableau set I', we define a canonical model My =
(A, (Rw)wea, Mr) as follows:

— A=Labpand y <, ziffy<,z€ 1.
— For all propositional variables V; € V,, VM ={z | z:V; € T'} .

K2

M is indeed a CSL-model, as each preferential relation is centered, modular,
and satisfies the limit assumption. The first two came from the rules (Cent) and
(Mod), and we have the latter by lemma [I0

We now show that I is satisfiable in M p under the trivial identity mapping,
i.e for all formula C € Lese: (i) if 2 : C € I', then . € CMr. (i) if v : =C € T,
then z € (—C)Mr.

Proof. We reason by induction on the complexity ¢p(C) of a formula C, where
we suppose that cp((=)0-A4), cp((=)0,—A4) < cp(A = B).

—if C =V;,C € V,, x € CMr by the definition of M.
— For the boolean formulas, the proof is standard.
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—if C = A &= B: since I' is saturated, for every y € Labp we have either
x:O-Aelandy: -Bel,ory: Bel andy:-0,-A € I By
induction hypothesis, in the first case we get AMT £ () and y ¢ BMr, and
in the second we have that y € (=J,—A)™7" which also entails AMr # .
Thus, by claim [ we have z € (A &= B)Mr.

— if C = =(A &= B): by the saturation conditions, we have 3 cases.

(a) x : 0-A € I'. By application of the rule (70), for all label y, y : ~A € I
By our induction hypothesis, AM" = (), and so = € (~(A & B))Mr.

(b) z : B € I'. By induction hypothesis, z € BMr, and so z € (—~(4 &
B))Mr by axiom (4).

(¢) x:—A,z: —B are in I', and there is a label y such that y : B,y : 0,—A
are in I'. By induction hypothesis, we have y € BMr and y € (0,-~A)Mr,
so that by claim [[, we have z € (=(A &= B))Mr.

— if ¢ = 0y—A, by saturation we have: for all z, if z <,€ I then z : "A € I
and z : 0y,—A € I'. Then by induction hypothesis, we have that for all z, if
z <, o then z € (=A)M7r which means that z € (O0,~A4)Mr.

— if C = -0,—A, by saturation we have either y : A€ I"or y: =A € I'. In the
first case, since y # x (or I would be closed by def [6}(iii)) and <, satisfies
centering we have y <, z, and by induction hypothesis, y € AMr | Thus
z € (-0,~A)M7 . In the second case, by saturation there is z € Lab such
that z <, x € I', z : A € I'. By induction hypothesis and the definition of
<y, we conclude that z € (=0, —A)Mr.

4 Termination of the Tableau Calculus

The calculus presented above can lead to non-terminating computations due to
the interplay between the rules which generate new labels (the dynamic rules
(F2 &), (FO) and (FO,)) and the static rule (T' =) which generates for-
mula -0, A to which (FO,) may again be applied. Our calculus can be made
terminating by defining a systematic procedure for applying the rules and by
introducing appropriate blocking conditions. The systematic procedure simply
prescribes to apply static rules as far as possible before applying dynamic rules.
To prevent the generation of an infinite tableau set, we put some restrictions on
the rule’s applications. The restrictions on all rules except (F2 &) and (F20,)
are easy and prevent redundant applications of the rules. We call the restrictions
on (F2 &) and (F200,) blocking conditions in analogy with standard conditions
for getting termination in modal and description logics tableaux; they prevent
the generation of infinitely many labels by performing a kind of loop-checking.

To this aim, we first define a total ordering [ on the labels of a tableau
set such that « C y for all labels = that are already in the tableau when y is
introduced. If x C y, we will say that x is older than y.

We define BOX;Ly as the set of positive boxed formulas indexed by x labelled
by y which are in I': Boxl‘t%y ={0,-A|y:0,-A € I'} and IIp(z) as the set
of non boxed formulas labelled by x: ITr(x) = {A| A€ Lese and 2 : A€ T}
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Definition 12

(Static and dynamic rules) We call dynamic the following rules: (F2 ), (F20;)
and (FO). We call static all the other rules.

(Rules restrictions)

1. Do not apply a static rule to I' if at least one of the consequences is already
m it
2. Do not apply the rule (F2 &) to a x: ~(A &= B),z: ~A,x: =B
(a) if there exists some label y in I' such that y: B and y : O,—A are in I
(b) if there exists some label u such that w T x and Hp(z) C Ip(u).
3. Do not apply the rule (F20;) to a z: =0,—A,z : -A
(a) if there exists some label y in I" such that y <, z, y: A and y : 0,—A
are in I
(b) if there exists some label u in I' such that uw C x and Hp(x) C I (u).
(c) if there exists some label v in I' such that v C z and v : =0,—A € I" and
BOX;LZ C Box;m).
4. Do not apply the rule (FO) to a x : “0-A in I' if there exists some label y
such that y: A is in I.

(Systematic procedure) (1) Apply static rules as far as possible. (2) Apply a
(non blocked) dynamic rule to some formula labelled x only if no dynamic rule
is applicable to a formula labelled y, such that y C x.

We prove that a tableau initialized with a CSL-formula always terminates pro-
vided it is expanded according to Definition

Theorem 13. Let I' be obtained from {x : A}, where A is a CSL-formula, by
applying an arbitrary sequence of rules respecting definition[I2. Then I is finite.

Proof. Suppose by absurdity that I" is not finite. Since the static rules (and also
the (F0O) rule) may only add a finite of number of formulas for each label, I"
must contain an infinite number of labels generated by the dynamic rules, either
(F2 &) or (F20,) (or both).

Let I' contain infinitely many labels introduced by (F2 £). Since the num-
ber of negative &= formulas is finite, there must be one formula, say —(B &=
(), such that for an infinite sequence of labels x1,...,2;,..., z; : °(B &
C) € I'. By blocking condition (2b) we then have that for every ¢, IIr(x;) €
Ir(xq),...,p(x;) € Ip(z;—1). But this is impossible since each ITp(x;) is fi-
nite (namely bounded by O(|A])) and the rules are non-decreasing with respect
to IIr(z;) (an application of a rule can never remove formulas from ITj(x;)).

Let now I' contain infinitely many labels introduced by (F20,). That is to
say, I" contains x; : -y, —B for infinitely many x; and y;. If all y; are distinct,
I" must contain in particular infinitely many formulas x : =J,,~B for a fixed z.
The reason is that 2; : =J,, 7B may only be introduced by applying (7' £=), thus
there must be infinitely many y; : B &= C € I'. By the systematic procedure, the
rule (T £) has been applied to a label x for every y; : B &= C € I' generating
x : ~,,—B for all y;. But then we can find a contradiction with respect to
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blocking condition (3b) as in the previous case, since for each ¢ we would have
Or(y) € Or(y1), -, r(y:) € Hr(yi—1) - We can conclude that I' cannot
contain x; : —y,—B, for infinitely many distinct y; and distinct z;. We are
left with the case I" contains z; : =J,—B for a fixed y and infinitely many x;.
In this case, by blocking condition (3c), we have that for each i, Box;ym 4
Box?yw17 e ,Box;yyxi Z BOXJFr,zi,l- But again this is impossible given the fact
that each Box}rﬁyﬁxi is finite (bounded by O(|A|)) and that the rules are non-
decreasing with respect to the sets Boxl‘t.

To prove completeness, we will consider tableau sets saturated under blocking. A
tableau set I is saturated under blocking iff (a) it is build according to Definition
(b) No further rules can be applied to it. It is easy to see that if I" is saturated
under blocking, it satisfies all the saturation conditions in Definition [9] except
possibly for conditions (F £).(iii) and (FO,).(ii).

By the termination theorem, we get that any tableau set generated from an
initial set containing just a CSL formula, will be either closed or saturated under
blocking in a finite number of steps.

We now show that an open tableau set saturated under blocking can be ex-
tended to an open saturated tableau set, that is satisfying all conditions of defi-
nition @l By means of theorem [8 we obtain the completeness of the terminating
procedure.

Theorem 14. If I' is saturated and open under blocking, then there exists an
open and saturated set I'* such that VA € Lese, ifx: A€ T thenx: Ae I'™.

Let I'" be an open and saturated set under blocking. We will construct the set I'™*
from I" in three steps. First, we consider formulas z : =[J,—A which are blocked
by condition 3¢ (and not by 3b). We construct a set I from I" which satisfies
the saturation condition (F[J,) with respect to these formulas.

Step 1. For each formula z : =0,-A € I' for which condition (F,) is not
fulfilled and that is blocked only by condition 3c, we consider the oldest label
u that blocks the formula. Therefore, the formula u : —=[0,—A is in I" and it is
not, blocked by condition 3c M. Since z : —[J,—A is not blocked by condition 3b,
u : —[,—A is not blocked for this condition either, and thus the rule (F20,)
has been applied to it. Hence there exists a label y such that y : A,y : 0,—A
and y <, u are in I'. We then add y <, z to I'. We call I} the resulting set.

Claim 2. (1) I is saturated, except for (Mod) and the formulas x : =(A &= B)
and z : "0, A respectively blocked by condition 2b and 8b. (II) It is open.

The step 2 will now build a set I'; saturated with respect to (Mod) from I7.

Step 2. Foreach y <, z € I', if BOXF,I,Z - BOXFJ,U, then for each zg such that
Boxl‘t@’ZU = Boxl‘t%z we add y <, 2o to I'1. We call I the resulting set.

7 If it was, let v older than u the label which causes the blocking. Then v will also block
u : ~;—A, contradiction, as u is by hypothesis the oldest label blocking z : —=[J;—A.
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Claim 3. (1) Iy is saturated except for the formulas x : =(A &= B) and z :
—0,—A respectively blocked by condition 2b and 3b. (II) It is open.

We will now consider the formulas blocked by conditions 2b and 3b, and finally
build a set I saturated with respect to all rules from I%.

Step 3. For each label = such that there is a formula z : =(A &= B) € I" or
z : =0,—A € I' respectively blocked by condition 2b or 3b, we let u be the oldest
label which caused the blocking. We then construct the set I's by the following
procedure:

1. we remove from I each relation <., and all formulas v : =[J,—A and v :
0,-A (v € Labp).

2. For all label z € Laby such that z # x, we add = < z.

3. For all labels z,v € Labp such that z # x, if v <, z € I3, then we add
v <g 2.

4. For eachv:0,~A eI, if A€ IIr(x) we then add v : O,—A.

5. For each v : -J,—A € I' such that v # z, we add v : -(J,-A.

6. For each formula A € ITp(x), we add = : O, A.

Claim 4. (1) I'; is saturated with respect to all rules. (II) It is open.

We then let I'™* = I73. It is easy to see that for all formulas A € Lese,ifx: Ael”
then z : A € I'*, as none of these formulas are removed by the construction of ™.

The tableaux procedure described in this section gives a decision procedure
for CSL. To estimate its complexity, let the length of A, the initial formula, be n.
It is not hard to see that any tableau set saturated under blocking may contain
at most O(2") labels. As matter of fact by the blocking conditions no more
than O(2") labels can be introduced by dynamic rules F'2 & and F20,. Thus a
saturated set under blocking will contain most O(2") tableau formulas. We can
hence devise a non deterministic procedure that guesses an open tableau set in
O(2™) steps. This shows that our tableau calculus gives a NEXPTIME decision
procedure for CSL. In light of the results contained in [9] our procedure is not
optimal, since it is shown that this logic is EXPTIME complete. We will study
possible optimization (based for instance on caching techniques) in subsequent
work.

5 Conclusion

In this paper, we have studied the logic CSL over minspaces, and we have ob-
tained two main results: first we have provided a direct, sound and complete
axiomatisation of this logic. Furthermore, we have defined a tableau calculus,
which gives a decision procedure for this logic.

In [4], a tableau algorithm is proposed to handle logics for metric spaces
comprising distance quantifiers of the form 3<“A and alike, where a is positive
integer (together with an interior and a closure operator). As observed in [I1],
the operator & can be defined in a related logic that allows quantification on
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the parameters in distance quantifiers. The methods proposed in [4] make use
of an elegant relational translation to handle distance quantifiers with fixed
parameters. However, it is not clear if they can be adapted to handle also the
concept similarity operator.

There are a number of issues to explore in future research. The decision pro-
cedure outlined in the previous section is not guaranteed to have an optimal
complexity, so that we can consider how to improve our calculus in order to
match this upper bound. Another issue is the extension of our results to sym-
metric minspaces, and possibly to other classes of models. Finally, since one
original motivation of CSL is to reason about concept similarity in ontologies,
and particularly in description logics, we plan to study further its integration
with significant languages of this family.
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Abstract. We define a notion of formula schema handling arithmetic
parameters, indexed propositional variables (e.g. P;) and iterated con-
junctions/disjunctions (e.g. A,_, Pi, where n is a parameter). Iterated
conjunctions or disjunctions are part of their syntax. We define a sound
and complete (w.r.t. satisfiability) tableaux-based proof procedure for
this language. This schemata calculus (called STAB) allows one to cap-
ture proof patterns corresponding to a large class of problems specified
in propositional logic. Although the satisfiability problem is undecidable
for unrestricted schemata, we identify a class of them for which STAB
always terminates. An example shows evidence that the approach is ap-
plicable to non-trivial practical problems. We give some precise technical
hints to pursue the present work.

1 Introduction

The importance of schemata has been recognized in logic since the very beginning
(4*" century B.C.) and they play a central role in modern mathematical logic: ax-
iom schemata, inference rules schemata, mathematical induction schema,. . . (see
an overview in [I]). The stoics already used modus ponens in its present form,
Aristotle and the stoics set out skeleton arguments (see e.g. [2]); all this shows
how early the notion of ‘schema’ came into logic.

From a methodological point of view, in order to use schemata in practice, the
first step is to try to characterize, as generally as possible, the features defining
a schema. In [I] a schema (or scheme) is a system with 2 components (or 3,
or 4 depending whether the underlying language and the set of instances are
explicitly mentioned or not) having as a first component a schema-template,
i.e. a syntactical construct containing “blanks”, “place holders”, “dummies” (or
other conventional terms) allowing to express several (possibly infinitely many)
expressions (including e.g. proof texts). The instances are the intended denoted
expressions, statements of another language. The second component of a schema
specifies constraints on how the blanks are to be filled.

Different forms of schemata have been used by authors, either in proposi-
tional logic (see e.g. [3]) or in first order logic to obtain results in proof theory,
in particular related to the number of proof lines (see e.g. [A5I6I7]). Pragmat-
ically, schemata have been successfully used e.g. in solving open questions in

M. Giese and A. Waaler (Eds.): TABLEAUX 2009, LNAI 5607, pp. 32 2009.
(© Springer-Verlag Berlin Heidelberg 2009
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equivalential calculus (i.e. the field of formal logic concerned with the notion of
equivalence) with OTTER (see [g]).

Coming to automated deduction, though the notion of schema is recognized
as an important one, it deserves more applied works in our opinion. Sometimes
schemata are not sufficiently emphasized, e.g. in [9] a nice and deep analysis
about the challenge of computer mathematics is given. The authors overview the
state of the art (by describing and comparing most powerful existing systems in
use) but structuring proofs is not explicitly mentioned (maybe this feature can
be included in what they call “mathematical style” or “support reasoning with
gaps”). In our approach to schemata (see Section [2) it is clear that they can also
help to overcome one of the obstacles to the automation of reasoning pointed
out in [I0], i.e. the size of deduction steps.

Problems (theorems) on finite domains can be specified in propositional logic.
Most of those (e.g. colouring graphs, Ramsey theory, digital circuits,. [i are stated
in a “parameterized way”, the parameter being the size of the domainll]. A typical
example is the pigeonhole problem which is parameterized by the number of
pigeons (P; ; means that the pigeon ¢ is in the hole j):

n n—1 n—1
AV P | AN NPk v =Pk
i=1 j=1 k=11i#j

It contains iterations ranging on intervals depending on n. Such iterations are
ubiquitous in mathematical reasoning. They also frequently occur in constraint
programming specifications. If n is instantiated by a natural number then the
expression reduces to a propositional formula. Therefore each instance of this
schema can be (at least theoretically) solved in propositional logic. However,
proving that the schema is unsatisfiable (or satisfiable) for every instance of n is
much harder. This is even out of the scope of first-order logic (see
Theorem [). These problems can be expressed in higher order logics but it is
well-known that such languages are less suitable for automation.

Therefore we investigate a particular form of schemata called iterations or
iterated schemata intended to partially capture the activity of specifying in finite
domains. Iterations are formulae’s conjunctions and disjunctions whose length
depends on an arithmetic parameter (e.g. \/!__; P;). Such objects are part of the
syntax (instead of being part of the meta-language). We provide a tableaux-based
procedure for reasoning about such schemata. Obviously the proofs containing
iterated formulae usually rely on mathematical induction: the idea is to reduce
(by applying transformation rules) the problem to the same problem but in a
domain of smaller size.

We chose to concentrate on propositional formulae because propositional logic
is decidable, thus easier to handle than more expressive languages such as first-
order logic. Furthermore, formula schemata commonly appear in various appli-
cations of propositional logic, in particular when modeling a circuit (which often

! To stay inside propositional logic’s expressive limits, bounded domains are assumed.
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depends on an integer parameter, e.g. the number of bits) or specifying graph
properties (e.g. Ramsey’s theorem). A concrete example is given in Section

To the best of our knowledge, there are no other works in this direction.
Of course, there exist term languages expressive enough to denote iteration
schemata as the one mentioned before: for instance the primal grammar [I1]
f(n) = (P(n) v f(n —1)), f(0) — L denotes the iterationd \/I_, P;. However,
term schematisation languages do not allow to reason on such iterations.

Several procedures have been designed for proving inductive theorems (see e.g.
[TAT5T6T7IT8ITI]). But most systems concentrate on universal quantification,
where we have to handle both iterated conjunctions (which can be interpreted as
universal quantification on a bounded domain) and iterated disjunctions (i.e. ex-
istential quantifications). Adding existential quantification in inductive theorem
proving is known to be a difficult problem.

Our work shares some similarities with the ones on Satisfiability Modulo The-
ory (see e.g. [20021]). However, instead of extending propositional logic with some
(decidable) theories, we consider arithmetic indexes and bounded quantification
over these indexes. The obtained formulae are non ground since they contain
index variables. Clearly, the combination of these two lines of research deserves
to be investigated (to handle schemata of SMT problems).

The rest of the paper is structured as follows. In Section 2l we introduce a for-
mal language for reasoning on schemata (syntax and semantics). This extends
propositional logic by allowing indexed variables and disjunctions/conjunctions
ranging on intervals (with symbolic bounds). We show that the satisfiability
problem is only semi-decidable. In Section [3] we design a tableau procedure,
called sTAB (for schemata tableauz), for this language: we extend the usual
tableaux for propositional logic [22123] to handle schemata symbolically (avoid-
ing systematic instantiation of the parameters). We prove its soundness and
completeness w.r.t. satisfiability (no refutationally complete procedure exists, as
shown in Section [2)). In Section [ we provide some useful extensions to STAB. In
Section [Al we introduce a class of schemata for which STAB always terminates,
yielding a decision procedure for this class. In Section [6] we show a simple ex-
ample of application. Section [7] contains a short conclusion and some lines of
future work.

Due to space restriction, detailed proofs are omitted.

2 Schemata of Propositional Formulae

2.1 Syntax
In all the following indexed propositions are written P, P; j, P; j k., . .. and integer
variables are written i, 7, k,... or n,p,q,... Schemata are denoted by 5,51, ...,

sets of schemata by S, interpretations by Z, J. Tableaux are written 7,7, ...
and nodes in a tableau «, 3, . ..

2 Tt is worth mentioning that this iteration cannot be denoted by other term schema-
tisation languages [12J13] because the inductive context is not constant.
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Definition 1 (Integer terms). Let V be an infinite set of integer variables.
The set of integer terms, written Tys is the smallest set containing V, Z and s.t.
forallk € Z, t1,to € Ty: t1 +ta € Ty and k X t1 € Tyy. For allt € Ty, Var(t)
is the set of variables that occur in t. A ground term is a term ¢ s.t. Var(t) = .

We consider linear integer terms for the sake of simplicity, more expressive arith-
metic expressions can be considered provided they belong to decidable classes.

Definition 2 (Indexed propositions). Let (Pi)rew be a family of symbols.
Forallke N, P € Py, and t1,...,t; € Ty, Pr, .+, 1s an indexed proposition.
t1,...,t; are the indices of Py, . ¢+, . An indexed proposition Py, 4 s.t.t1, ...,
ty € Z is called a propositional variable; a propositional variable or its negation
is a literal.

Definition 3 (Schemata). The set of formula schemata is the smallest set s.t.

T, L are formula schemata.

Each indexed proposition is a formula schema.

— If S1, S are schemata then S1V So, S1 ASs and =S1 are formula schemata.
If S is a formula schema, t1,ts € Trr, and i is a variable, then /\fit1 S and

\/fit1 S are formula schemata (such schemata are called iterations).

Ezxample 1.
n n+1
S=0Q1 N /\ P; A \/ —Q; V Qi+ is a formula schema.
i=1 j=1

Q1, P;, Q; and Q41 are indexed propositions. A}, (Pi A \/;I;rll -Q; V QjH)

and \/?:11 —Q; V Q;4+1 are the only iterations occurring in S.
A variable i is bound in S if S contains an iteration of the form II?_ S" (IT €
{V,A\}), it is free (or is a parameter of S) if it occurs in S but not in the scope of
an iteration IT%_,S’. Substitutions on integer variables are defined as usual. We
write [t1/i1,...,tk/ix] for the substitution mapping resp. i1, ..., to t1,..., tk.
We now assume that no variable of any schema S can be simultaneously free and
bound in S, and if IT%_,S; and £¢__S" (where II, X € {\/, \}) are two distinct

j=cj
iterations occurring in .S then 7 and j are distinct. Such a schema is said rectified.

2.2 Semantics

Definition 4 (Semantics). An interpretation of the schemata language is a
function mapping every propositional variable to a truth value T or F and every
integer variable to an integer. Then the semantic [S]z of a propositional schema
in an interpretation T is inductively defined as:
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[[THI =T, [[J-]]I =F

— [P ]z = I(Pr(,),... () where the interpretation of arithmetic expres-
sions is defined as usual.

~ [+@]z =T iff [#]; = F.

—[@vP)z=T iff []z =T or [#]z =T.

— [@AP])z =T iff [P]z =T and [?']z = T.

- [[\/;52:751 Slz = T iff there is an integer k s.t. Z(t1) < k < Z(t2) holds and
[Sly =T where J is s.t. (i) =k and J(§) = Z(j) for j # 1.

- [[/\;52:751 Sz = T iff for every integer k s.t. Z(t1) < k < Z(t2) holds: [S]s =T

where J is defined the same way as for \/.

A schema S is satisfiable iff there is an interpretation T s.t. [S]z = T. Then T
is called a model of S.

It is trivially semi-decidable to know if a schema is satisfiable:

Proposition 1. The set of satisfiable schemata is recursively enumerable.

Proof. Let S be a schema. S is satisfiable iff there is a ground substitution o
of the parameters of S s.t. So is satisfiable. The set of ground substitutions is
enumerable. Moreover, So can be easily turned into an equivalent propositional
formula (in the usual sense): as o is ground, the bounds of the iterations in S are
always finite, thus they can be unfolded and replaced by standard conjunctions
or disjunctions. Thus it is decidable whether So is satisfiable or not. a

However this is not more than semi-decidable as shows the following result:

Theorem 1. The set of satisfiable schemata is not recursive.

Proof. (Sketch) The proof is by reduction to Post’s correspondence problem. Let
A = {c1,...,¢ck} be a finite alphabet and uq,...,up and vy,...,vp two finite
lists of non-empty words over A. A solution is a sequence of indices (solg)g=1.. n
s.t. N > 1 and Usel, - - - Usoly = VUsoly - - - Usoln - Usols - - - Usoly 1S called the solution
witness. We show how to encode any instance of the problem into a schema S so
that S is satisfiable iff this instance has a solution. More precisely we construct
S of parameter n s.t. for all N € IN, S[N/n] is satisfiable iff there is a solution
of length N.

The lists w and v are easily encoded through indexed propositions as well
as the solution sequence sol. The main work is to schematise the fact that
the solution sequence is indeed a solution. For this, we introduce an indexed
proposition that checks if this is the case until the i** character of the solu-
tion witness. Checky, p, ws,ps,i 1 this proposition, specified by induction on i:
if Checkw, py wa,ps,i 1olds and if the character at position pj of the word Usol,, ¢

is equal to the character at position p) of the word Vsor,, and to the 7+ 1t
2

character of the solution witness then Checky pr w py i+1 holds. wh, wh, p', ph
1°P1,W3,P3,

depend on both current positions in words from w and v. There are four possible

combinations. We just give one: if p; is the last position of the word vy, and

p2 is not the last position of vse,, then wy =w; +1, pj =1, wh = wy and
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ph = p2 + 1 i.e. we go on to the first character of the next word in u and to the
next character of the current word in v. This is formally expressed by:

n n M M Mxn
/\ /\ /\ /\ /\ (Checkuw, py ws,ps,i N LastCharUsy, p,
1,U1:1 1,U2:1 p1:1 p2:1 =1

A _'LaStCharVw21P2 A Eqw1+1711w2ﬁpl+1) = OheCkw1+1711w2qp2+1,i+1

where M is the maximum of the lengths of all words in both lists (M is a
constant for a given instance of Post’s problem), LastCharU, , is true iff p
is the position of the last character of s, and Equw, p,ws,p. 1S true iff the
characters at respective positions p1, pe in Usoly, s Usoly, AT€ equal.

All those schemata and the ones that remain to express the whole induction
are defined easily. We finally express that there is a rank where both sides are
equal and where both positions are the last of their respective words. a

3 A Proof Procedure: STAB

We provide now a set of block tableaux rules [22] that ensure completeness
w.r.t. satisfiability (we know from Theorem [I] that we cannot ensure refutational
completeness). Those rules are concise and natural, and, compared to the naive
procedure described in the proof of Proposition [I STAB is much more efficient
and terminates more often (see the end of Section[BI]). However, its main interest
is that it is much better suited for termination when dealing with unsatisfiable
schemata, as will be clear from the extensions defined in Section [}

3.1 Inference Rules

STAB works with both schemata and constraints on the parameters:

Definition 5 (Parameter constraints). The set of parameter constraints on
a schema S is the set of first-order formulae of atoms t1 ety where @ € {=,<, >
, <, >} and t1,te € Ty s.t. Var(ty) and Var(tz) contain only parameters of S.

Definition 6 (Tableau). A tableau is a tree T s.t. each node « occurring in
T is labeled by a set St(a) containing schemata and parameter constraints.

As usual a tableau is generated from another tableau by applying some extension
rules. Let r = c P C be a rule where P denotes a set of schemata and
1... Cg

constraints, and C1, ..., Cy denote the conclusions of the rule. Let o be a leaf of
a tree 7. If a subset S of S7(a) matches P then we can extend the tableau by
adding k children to «a, each of them labeled with Cjo U S7(a) \ § where o is
the matching substitution. Notice that, with this definition, each leaf contains
all schemata and constraints in the branch. A leaf is closed iff its parameter
constraints are unsatisfiable (this can be detected using decision procedures for
arithmetic without multiplication see e.g. [24]). Rules of STAB are defined as
follows:
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Definition 7 (Extension rules). We assume (w.l.o.g) that schemata are in
negative normal form. The extension rules are:

— The usual rules of propositional tableauz:

ANB AV B
(N): (v):

A B " A B

— Rules proper to schemata (“iteration rules”E:

Niea's Viea S
(Iterated A): b Z a b<a (Iterated V): b Z a
Niza S A S[b/i] T Vize SV S[b/il

— The closure rule adds the constraints needed for the branch not to be closed:

Ptl,...,tn _‘Psl,...,sn
(Closure):
th #s1 V...Vt # sp

Generalising the iteration rules. The two rules on iterations could be more gen-
eral. Indeed we could define the following rules schema:

Ao S Vi, S
b>a b<a b>a
NZLSASGIVAN 1 S T VIZe SV SV, S

where one has to specify how j is chosen. In the present paper j = b (then the
part IT? __j+19 of the iteration is empty, and thus removed). Other strategies are
poss1ble (but in order to ensure soundness we must have a < j < b): one can
choose a term j allowing further applications of the closure rule e.g. if the branch
contains /\1221 P; and =P, then the extension rule would apply with j = n (easily
automated). A third possibility is simply to add a new parameter j in which case
the constraint ¢ < j < b must be added. Such a strategy even allows further
simplifications e.g. in the Iterated V rule, if we know that S [j /i] holds we can
“cut” immediately the two (future) branches dealing with \/7_, ' S and \/1 _j1 S
STAB without the upcoming extensions is already better than the naive proce-
dure. First it terminates in some cases where the schema is unsatisfiable (whereas
the naive procedure never terminates in such a case, unless the schema is just
an unsatisfiable propositional formula). This is trivially the case for any schema
A, F with n > 1, where F is propositionally unsatisfiable. Second, it can find a

model much faster than the naive procedure. Consider e.g. (/\32?100 P)AN(=PVF)
where F' is an unsatisfiable formula. In this case STAB immediately finds the

model n > 10000 and P = F.

3 The right branch in the conclusion of the Iterated A rule is required, e.g. to detect
that A7_, L is satisfiable with n = 0, of course, the formula T could be removed.
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3.2 Soundness and Completeness

Definition 8 (Tableau semantics). For every node o in a tableau T, St(a) is
interpreted as the conjunction of its elements. T is satisfied in an interpretation
T if there exists a leaf a in T s.t. T = St(«). In such a case we write T =T .

Lemma 1. If 7’ is a tableau obtained by applying one of the extension rules on
a leaf a of a tableau T then T = St(«) iff there exists a leaf B of T' s.t. B is a
child of o in T" and T |= S1:/(B) (i-e. the rules are sound and invertible).

Proof. (Sketch) By inspection of the extension rules. ad

A leaf is irreducible if no extension rule applies to it.

Lemma 2. If a leaf o in T is irreducible and not closed then T is satisfiable.

Proof. (Sketch) Let @ be the set of arithmetic constraints in S7(a) and & =
St(a) \ @. As « is not closed @ is satisfiable, let o be a solution of @. All the
schemata in S are literals (otherwise decomposition rules apply) and ¢z («) =0
(otherwise the closure rule applies) where ¢z () is the number of pairs P, ...,
,,,,, s, € S7(a) s.t. there is an interpretation Z s.t. for all i € [1..n], [t;]z =
[s:]z- Hence S is a set of ground literals not containing two pairs of complemen-
tary literals. Thus S (a)o is satisfiable and by definition 7 is satisfiable. O

Theorem 2 (Soundness). Let T be a tableau. If a tableau T’ is obtained from
T by application of the extension rules, and if T' contains an irreducible and
not closed leaf then T is satisfiable.

Proof. This follows immediately from Lemmata [I] and O

We now prove that the procedure is complete w.r.t. satisfiability. Let Z be an
interpretation and S a formula. We define mz(S) as follows:

— mz(F) = 0 if F is a parameter constraint.

(

— mz(P 1 if P is an indexed proposition or its negation, or P is T or L.

- mI(Sl * SQ) &t mI(Sl) + mI(SQ) if x € {\/7 /\}.

— mz(Hb: S) = 2 if [[b]]z < [[aﬂz

— mz(IIL_,8) = l—k+2+2§:kmjj(5) else, where IT € {A\,V}, k = [a]z, ] =
[b]z and J; is an interpretation defined exactly as Z, except that [i] 7, =

If S is a set, then mz(S) = {mz(S) | S € S}. If T is a tableau and « is a
leaf in 7 then mz(a,T) = (mz(Sr()),cr(a)) where ¢r(a) is defined in the
proof of Lemma 2] This measure is ordered using the multiset and lexicographic

extensions of the usual ordering on natural numbers.

Lemma 3. Let Z be an interpretation. Let T be a tableau. If T' is deduced from
T by applying an extension rule on a leaf o s.t. T = St («), then for every child
B ofainT s.it. T St (B), we have mz(B8,T") < mz(a,T).
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Proof. (Sketch) All the rules except the iteration rule and the closure rule re-
place a formula by simpler ones, hence it is easy to see that mz(S7(«)) decreases.
The iteration rules replace an iteration of length [ either by T or by a disjunc-
tion/conjunction of an iterated disjunction/conjunction of length [ — 1, and a
smaller formula. Since [ > I —1, mz(S7(«)) decreases. The closure rule does not
affect mz(S7(«)) but obviously decreases c7(«). O

A derivation is a (possibly infinite) sequence of tableaux (7;);cr s.t. I is either
[0..n] for some n > 0, or IN and s.t. for all ¢ € I\ {0}, 7; is obtained from 7;_,
by applying one of the rules. A derivation is fair if there is ¢ € I s.t. 7; contains
an irreducible not closed leaf or if for all ¢ € I and every not closed leaf « in 7;
there is j > i s.t. a rule is applied on « in 7; (i.e. no leaf can be “freezed”).

Theorem 3 (Completeness w.r.t. satisfiability). Let 7y be a satisfiable
tableau and let T be a model of To. If (T,)ner is a fair derivation then there
is k € I and a leaf ay in Ty s.t. oy is irreducible and not closed.

Proof. By Lemmalll for all i € I, 7; contains a leaf o; s.t. 7 |= Sz, (ov;). Let k € I
s.t. mz(ag, Tx) is minimal (k exists since mz (v, 7;) is well-founded). Assume a
rule is applied on ay in the derivation, on some tableau 7;. By Lemma [I] there
is a child g of ay, s.t. 7 |= S7;(8). By Lemma [l we have mz (8, 7;) < mz(a, Tx)
which is impossible. Thus no rule is applied on «ay. Since the derivation is fair,
ay, is irreducible (or there is another leaf that is irreducible). a

4 Extensions

STAB is intuitive and complete for satisfiability but it rarely terminates. The
extensions significantly extend the class of formulae that STAB is able to refute.

4.1 Infinite Iterations (Looping)

The reason for STAB not to terminate is that an iteration is infinitely unfolded by
the iteration rules. Assume for instance that S is a propositional unsatisfiable
formula. Then starting from \/}_, S one could derive an infinite sequence of
formulae of the form \/;:11 S,..., \/f;lk S, for every k € IN. Detecting looping is
the most natural way to avoid this divergence: if, while extending the tableau,
we find a schema that has already been seen, e.g. up to a shift of arithmetic
variables, then there is no need to consider it a second time and we can stop the
procedure. This is a procedural view of an induction proof.

We give a first definition of looping, powerful enough to ensure termination
for the class of schemata considered in Section [H (it is useless to look for the most
general definition which theoretically does not exist). We assume all parameters
are interpreted as positive integers. This can be specified by adding at the root
of the tableau the constraint n > 0 for every parameter n.

Definition 9 (Looping). Let o, 8 be two nodes of a tableau T. Let ny, ... ng
be the free variables of St(«). Then 3 loops on « if there are py,...,pr € IN
s.t. one at least is positive and every model of St(8) is a model of St(a)[n; —
p1/n1, .. N — Di /M)
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When a leaf loops, it is treated as a closed branch (though it is not necessarily

unsatisfiable), we say that it is blocked. Notice that « and 5 may be on different

branches, thus looping may occur more often, allowing more simplifications.
Theorem 2l trivially remains true but the proof of Theorem [Blmust be adapted:

Theorem 4 (Completeness w.r.t. satisfiability). Let 7y be a satisfiable
tableau and T be a model of To. If (Tn)ner is a fair derivation then there ex-
ist k € I and a leaf oy, in Ty s.t. oy is irreducible and neither closed nor blocked.

Proof. (Sketch) We suppose there is only one parameter n for the sake of sim-
plicity and leave the general case to the reader. Let S’ be a leaf looping on a
node S. Assume w.l.o.g. that Z be s.t. Z(n) is minimal. Rather than repeating
the whole proof of Theorem[3] we only check that the addition of the new looping
rule does not destroy completeness (i.e. no model is missed). The only possibility
of missing a model would be to block a looping branch s.t. this makes us miss a
(lower) possibly irreducible and not closed branch. If Z = S’ then Z | S[n—k/n]
and hence J | S where J is identical to Z except that J(n) = Z(n) — k. Thus
by Lemmal[ll J is a model of the root i.e. for 7p; as k > 0, this is a contradiction
with the fact that Z is minimal. Thus Z £ S’. Hence Z }= S” for all children S”
of S (by Lemma [l converse), so indeed no model is missed. O

To apply the looping rule in practice one has to compute the natural numbers
P1,--.,pr and check that the implication holds. This problem is obviously unde-
cidable, but it is possible to define a stronger (decidable) relationship between
S and S’ ensuring that p1, ..., pg exist. The underlying idea is the following: let
be S =\/_,S; and S = \/{__S;. To check that S = S, it is sufficient that
for all i € [a..b] there is j € [c..d] s.t. S; = S5 is verified. If S;,S; are indexed
propositions then S; = S; holds if ¢ = j (so the above condition is equivalent to
[a..b] C [e..d]). Formally we inductively construct an arithmetic formula (without
multiplication) from the structure of both schemata for which we want to check
the looping. This can be seen as a form of subsumption between schemata.

Definition 10. Let S, S’ be two schemata or constraints. We inductively define
the arithmetic formula Fs—g/ as follows:
— Foog 28 =8 ifS,5" are constraints.
def def
— Fs,vs,=s' = Fsasinsy = Fsims A Fsy,msr
def def
— Fsns,=8; = Fsmsivs, = Fsi=g V Fgyos0

def def\ .
— F\/?:a S=9’ = Fsé/\g:a s = Vi € [a..b] -Feo g

def def .
- F/\?:a S=8/ — Fsé\/g:a S/ = EIZ (S [ab] . FS’:>5’/
de . . .
— Fog g :st/;ss if S, S’ are non arithmetic atoms.

def _ _
- Fptl ..... tn=Psqsn (tr=s1A... Atp = 55)

de, .
— Fs— g Y | otherwise.

Then checking that the looping rule is applicable between a leaf o and a node
o’ in a tableau 7, amounts to checking that the arithmetic formula 3p1, ..., py -
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D1y Pk > OAVRL, o e S (0) =S (o) [n1—pi .. —pi] 15 Valid (sets of schema-
ta are interpreted as conjunctions). This follows from Proposition [2 which is
proved by an easy induction on S, S":

Proposition 2. Every model of both Fs—gs: and S is a model of S’.

4.2 Purity Principle

The pure literal rule is standard in propositional theorem proving. It consists in
evaluating a literal L to T in a formula S (in nnf) if the complement of L does
not occur in S. Such a literal is called pure. It is well-known that this operation
preserves satisfiability and may allow many simplifications.

We show how to extend the pure literal rule to schemata. The conditions on
L have to be strengthened in order to take iterations into account. For instance,
if L = P, and S contains \/f:l —P; then L is not pure in S, since —F; is the
complement of L for i = n (and 1 <n < 2n). On the other hand P,41 may be
pure in S (since 2n + 1 & [1..2n]).

Let S be a rectified schema. We write IC(S) for the conjunction of arithmetic
constraints of the form a < i A4 < b, s.t. S contains an iteration Hf’:aSi.

Definition 11 (Pure literal). A literal P,, .., (resp. =Py, .. 4, ) is pure in S
if for every occurrence of a literal —Ps, . s, (resp. Ps, .. s, ) in S, the arithmetic
formula IC(S) ANt1 = s1 A ... Aty = s, is unsatisfiable.

Proposition 3. Let L be a pure literal in a rectified schema S then S is satis-
fiable iff the schema obtained by substituting T to L in S is satisfiable.

The pure literal rule applies this substitution, it may ease the application of the
looping rule by removing redundant literals (see the proof of Theorem [).

5 A Terminating Class

Termination cannot be ensured for schemata in general (Theorem [I). However
it can be guaranteed for some useful syntactic classes of schemata.

A schema S is flat if for every iteration IT?_,S; occurring in S, S; does not
contain any iteration (i.e. iterations cannot be nested in S). S is aligned on [a..b]
if all iterations occurring in S are of the form Hf:aSi. S is of limited propagation
if there are 1,1 € Z s.t. for every indexed proposition that occurs in an iteration
Hf’:aSi, each of its indices is of the form i+ ¢ for some ¢ € [Iy..03]; I1, 2 are called
the propagation limits.

Definition 12. A schema is regular if it has a unique parameter n and if it is
flat, of limited propagation and aligned on [k..n — 1] for some k,l € IN.

Though being a simple class, regular schemata allow to specify, e.g. many param-
eterized circuits. The main limitation is that nesting of iterations is disallowed.
We consider the following strategy 7 for applying the extension rules:



A Schemata Calculus for Propositional Logic 43

— The propositional extension rules, the looping, closure and pure literal rules
are applied as soon as possible on all leaves, with the highest priority.

— The iteration rules are applied only on iterations of maximal length (w.r.t.
the natural partial ordering on arithmetic expressions).

Theorem 5. 7 terminates on every regular schema.

Proof. (Sketch) Let be l1,lo € Z, k,l € IN and S a regular schema aligned
on [k..n — ], of propagation limits /1, l5. Assume that an infinite branch is con-
structed. By definition of the strategy, after some time, the m last ranks of every
iteration have been removed. Thus all the remaining iterations are of the form
Hi":_kl_mSi and we have the arithmetic constraint n — Il —m —k+1 > 0, i.e.
n > 1+ m+ k — 1. Moreover, we assume that all the formulae occurring in the
branch at this step are irreducible by the first set of rules, hence they are either
literals or iterations.

Literals occurring in the branch, but not in the scope of an iteration, are either
literals of S or literals introduced by previous applications of the iteration rules.
The former are indexed by expressions of the form u x n 4+ v for some u,v € Z
and the latter by n — 1 — m + ¢, where i <m and ¢ € [l; 4+ 1..I3 + m)].

If a literal is indexed by an expression u x n 4+ v that is outside [k..n — 1 —m],
then it must be pure in every iteration, hence (by irreducibility w.r.t. the closure
rule) must be pure in the branch. However, if m is big enough then, by the above
arithmetic constraints, u x n+ v cannot be in [k.n — 1 — m + o] if u # 0: if u is
negative, then it suffices to take m > (k—v)/u—I—k+1 to ensure u x n+v < k,
otherwise m > lo —l—v = uxn+v >n—1—m-+ly. Thus every literal indexed
by integer terms of this form may be removed by the pure literal rule.

Similarly literals indexed by expressions of the form n —1—m+ ¢ where ¢ > [y
are deleted by the extension rules, thus we may assume that ¢ € [l; + 1..[9].
Clearly, there is a finite number of such schemata up to a translation on n.
Hence the looping rule applies at some point in every branch, and 7 terminates.

O

6 Example: The N-Bit Adder

We consider an n-bits adder circuit: such a circuit is the composition of n 1-bit
adders. The i*" bit of each operand is written A; (resp. B;). S; is the i*" bit of
the result, C;; is carried over to the next bit and C; = 0. We set the notations
Sum,; &t S; & (Al@BZ)@Ol and C’arryi o i+l = (Az/\Bl)\/(Ol/\Az)\/(Cz/\Bz)
where @ is the exclusive or. Then Adder = Ny Sum; AN, Carry; A=Cy with
the constraint n > 1 schematises the adder circuit.

We aim at proving that A + 0 = A. A SAT-solver can easily refute this
formula for a fixed n (say n = 10). We prove it for all n € IN. This simple
example has been chosen for the sake of readability and conciseness, notice that
commutativity or associativity of the n-bits adder could have been proven too.

We express the fact that the second operand is null: A, =B;, and the fact
that the result equals the first operand: A} ; A; < S;, which gives \/_; A; ® S,
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by refutation. So we want to prove that Adder A \]_; =B; A\ A & S; is

unsatisfiable. Notice that this schema is regular.

We sketch the corresponding tableau, using the conventions that closed leaves
(resp. blocked leaves looping on «) are marked by x (resp. (O(a)). Sequences of
propositional (resp. iteration) extension rules are not detailed and represented
as thin (resp. thick) lines. Only new (w.r.t. the previous block) formulae are

presented in the blocks.

&)

n>1 A", Sum; ] A ®S;

] ~Sn Cp A, B, H Sp Cn A, B,

|
@)

n—12>1
/\;:12 Carry;
Carryn—1

l

|
@)

(2)

n>2

(An—1 ABpn_1)V (Cne1 A Ap—1) V (Cn_i A Bn_1)

Ap_1ANBp_1 ‘ ’ Cno1 NAp_1

] Cpn1 A Bn1

X

’ Cn—1,An—1,7Sn-1 ‘
O (2)

(2') is very similar to (2).

Explanations. The first big step decomposes all the iterations. The branching is
due to \/I, A; ® S;: first we have A, ® S, then \/7" A; ® S;. The right branch
loops after a few steps as all iterated conjunctions A._; ... contain /\?:_11 .

X

-C1 A, Carry; N}_,-B;
n Z 1 —\C1 n 2 1 —‘Cl
NS Sum;  Sum, AP Sum;  Sumy,
Anl @ Sn V?;ll A, S;
NiZy Carry; Carrysy /\:L:_l1 Carry; Carryny
'-Bi —Bn "!-B; -Bn
o 1)

n>1ln—-1<1
Cn “Cl
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The left one is extended by propositional rules (the reader can easily check that
Sumy,, Carryn,, A, ® S, and —B,, indeed lead to the presented branches).

In (2) we start by decomposing all iterations a second time. Similarly to (1)
there is a branching due to \/;:11 A; & S;. We do not represent it as the second
branch loops similarly. So we consider only the case where we have A,,_2® S, _s.
Tterations are aligned on [1..n — 1] so they all introduce the same constraints i.e.
either n — 1 > 1 (first branch) or n — 1 < 1 (second branch). In the second case,
the introduced constraint implies that n = 1, thus C,, = C7 which closes the
branch. In the first case we decompose Carry, 1 and consider the various cases.
Two of them are trivially discarded as they imply B, _1, whereas we have —B;
for all ¢ € [1..n]. It only remains one case which is easily seen to loop on (2).

7 Conclusion

We presented the first (to the best of our knowledge) calculus for reasoning
on iterated schemata of propositional formulae. We proved that this calculus is
sound and complete (w.r.t. satisfiability). We identified a (reasonably expressive)
class of schemata for which it is a decision procedure.

In our opinion, this work opens a new research area with many lines of future
work. First an implementation is of course mandatory. Then the most natural
follow-up is to extend STAB to first-order logic. The obtained language would
allow one to denote mathematical proofs using induction on natural numbers,
without having to use more expressive languages for which no proof procedures
are available. It would also be useful to identify other syntactic classes of propo-
sitional schemata for which STAB terminates (as in Section [ but allowing, for
instance, nesting of iterations). Such classes could be obtained by restricting the
form of the indices and/or the iteration patterns. Defining more powerful cases
of the looping rule could be useful to this purpose. Finally schemata naturally
arise in many symbolic computation procedures, particularly in programming
and symbolic computation. We believe that the ideas and techniques introduced
in the present paper could be reused in other domains, thus paving the ground
for a general framework for iteration schemata.

Acknowledgements. We thank the three anonymous referees for their thor-
ough reviews. Their remarks and suggestions have greatly contributed to improve
the quality of the paper.
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Abstract. Memory logics are modal logics whose semantics is specified
in terms of relational models enriched with additional data structure to
represent memory. The logical language is then extended with a collec-
tion of operations to access and modify the data structure. In this paper
we study their satisfiability and the model checking problems.

We first give sound and complete tableaux calculi for the memory logic
ML(®, @), ®) (the basic modal language extended with the operator @
used to memorize a state, the operator (&) used to wipe out the memory,
and the operator ® used to check if the current point of evaluation is
memorized) and some of its sublanguages. As the satisfiability problem
of ML(®, ®, @) is undecidable, the tableau calculus we present is non
terminating. Hence, we furthermore study a variation that ensures ter-
mination, at the expense of completeness, and we use model checking to
ensure soundness. Secondly, we show that the model checking problem
is PSpace-complete.

1 Memory Logics

In a number of recent papers [12I3/4] we have investigated a family of logics
that we call memory logics. These logics are related to both modal logics [5l6]
and hybrid logics [T], as well as other logics that intend to add some notion of
state to models [RIQITOITTIT2].

Intuitively, memory logics are modal logics whose semantics is specified in
terms of first-order relational models enriched with additional data structure to
represent memory. The logical language is then extended with a collection of
operations to access and modify the data structure.

Formally, let M = (W, (R;), .Rel, V) be a relational structure where W is
a non empty domain; for each relation symbol r, R, is a binary relation over
W; and V : Prop — 2" is a valuation function that assigns subsets of W to
propositional symbols in Prop. We can extend this structure with a set S C W
which can be interpreted as a set of states that are ‘known’ to us, and which
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represent the current ‘memory’ of the model. Even in this simple setting we can
define the following operators:

<VV7 (RT)reRthNS’%w |:®(P iff <VV7 (RT)reReI7MSU{w}>aw ):907
<VV7 (RT)TeRe|7MS>uw ':@90 iff <VV7 (RT)reRe|7M®>aw ':(Pu
<VV7(RT)TeRe|7MS>aw':® it wes.

As it is clear from the definition above, the ‘remember’ operator @ (a unary
modality) just marks the current state as being ‘known’ or ‘already visited’; by
storing it in our ‘memory’ S. The ‘erase’ operator (¢) (also unary) wipes out the
memory. These are the operators we use to update the memory. On the other
hand, the zero-ary operator ® (for ‘known’) queries S to check if the current
state has already been visited. Notice that the extension of S is dynamic and it
can vary during the evaluation of a formula.

Our original motivation to investigate memory logics was mainly theoretical:
we were looking for a modal language that included some kind of binding mech-
anism (notice that @) effectively binds instances of &) appearing in its scope),
but with a decidable satisfiability problem. The memory logic ML(®, @) (i.e.,
the basic modal language extended with only the ® and (¥) operators) was in-
troduced as a weakening of the operator | from the hybrid logic HL(]) (i.e., the
basic modal language extended with nominals and the | binder [7]) known to
be undecidable. But, as we have shown in [2I3] , even though the language is
strictly less expressive than HL(]), its satisfiability problem is still undecidable.

While working with the memory operators we realised that they provide an
interesting perspective on modalities and their interaction with models: they are
examples of operators that modify the model during evaluation, and in that sense
they are truly dynamic. They are examples of logical languages that could both
check conditions on the model, and modify the model accordingly. For example,
while evaluating the formula @ in a model M, the (@ operator transforms M
into a new model M’ (by adding the current point of evaluation to the memory),
and 1) is then evaluated in M’. We could imagine other operators that modify M
in different ways: add states, change the valuation, modify accessibility relations,
etc. By investigating memory logics we want to understand the basic properties
of such languages. From this perspective, memory logics would be related to
other well-known logics. One example are dynamic epistemic logics [8], which
are languages used to model the evolution of the knowlege of epistemic agents
via updates to the model representing their epistemic state. Other approach
comes from temporal logics with explicit global clocks (for example, the logic
XCTL [9]), in which these clocks are accessed and controlled through logical
operators. We believe that by studying the memory logics family we will better
understand some of the basic notions and intuitions that all these languages have
in common.

In this article we investigate computational aspects of two classical reason-
ing tasks for memory logics. In Section 2l we develop sound and complete tableau
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calculi. As the satisfiability problem for ML(®,®) (and hence also the one
for ML(®,®,®)) is undecidable — and given that the calculi are sound and
complete — the tableaux obtained by the application of the rules we provide might
be infinite. In SectionBlwe restrict these calculi so that they always produce finite
tableaux, but at the expense of sacrificing completeness. For this restriction to
work, we will need to perform model-checking (over an induced model) and in
Section M we investigate the complexity of this task. Because ML(®), @), @®) is
a fragment of first-order logic, we know that the problem is in PSpace [13]. We
will show that it actually is PSpace-complete.

2 Complete and Sound Tableau Calculi

In this section we will introduce a tableau calculus for ML(®), @), @) (as we will
explain below, we will actually propose calculi over two particularly interesting
classes of models, and discuss also calculi for some sublogics). To make the paper
self-contained, we start by introducing some notation and basic notions.

Definition 1 (Syntax). Let Prop = {p1,p2,...} (the propositional symbols)
and Rel = {ry,ra,...} (the relational symbols) be disjoint, countable infinite
sets. Forms, the set of formulas of ML(®, @), ®) over signature (Prop, Rel), is
defined as:

Forms:=p | p|® | -® | w1 A2 [ @1V | (re]|[rle]| @ | @,

where p € Prop, 7 € Rel and ¢, 1, p2 € Forms.
Given ¢ € Forms we will write ¢ for the formula obtained by computing the
negated normal form of the negation of p:

p=-p ®=-"® ©wiAp2=p1Vs (Me=[rlg @p=Q@¢
p=p ~®=® @1Ver=piAps [rlo=(r)¢ @p=@y

Sublogics of ML(®), @, @) are obtained by forbidding the use of certain op-
erators. For example, ML(®), @) is the logic obtained by restricting to formulas
in Forms not containing (e).

Definition 2 (Semantics). Given a signature S = (Prop, Rel), a model for &
is a tuple (W, (R;),cRels V> 5), satisfying the following conditions: (i) W # 0;
(ii) each R, is a binary relation on W; (iii) V : Prop — 2% is a labeling function;
and (iv) S CW.

For any model M = (W, (R:), cRel, V> 5), we will denote with M[wx, ..., wy]
and My the models (W, (R;), cRels Vs S U{w1, ..., wn}) and (W, (R,), cRels V> 0)
respectively.

Given the model M = (W, (R:), cRels

different operators is defined as follows:

V,S) and w € W, the semantics for the
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MowEDp <~ weV(p), pé€Prop

MwE-p << wgV(p), pé€Prop

MwkEpAYy <= M,wkEk ¢ and M,wE Y

MwkEpViYy <= MwkEpor MywE1

M,wE (r)p <= there is w' such that R,(w,w’) and M,w' = ¢
Mw = [rle <= for allw' such that R, (w,w’), M,w' |= ¢
Muwk®@p = Muluwkg

MuwE@p = Mpwlep

MwlE® — weSs

MuwE-® < wé¢bs.

Definition 3 (Satisfiability and Validity). Let C be a class of models. We
say that ¢ is satisfiable in C if there is a model M € C and a state w in the
domain of M such that M,w = ¢. We say that ¢ is valid in C if ¢ is not
satisfiable in C.

We will be mainly interested in using tableaux to characterize the set of valid
formulas over C,y, the class of all models. But observe that to express several
structural properties of interest, it is natural to start with a model with no
previously remembered states.

For example, (W, (R;),cRel,?),w F @(r)® if and only if R(w,w). That is,
satisfiability of @(r)® at w characterizes reflexivity of w whenever the initial
memory is empty. When the (¢) operator is in the language, we can actually use
the formula @@(r)® instead, which ensures that S is empty before evaluating
®©(r)®. That is, if Cy is the class {M | M = (W, (R,), cRel> V> 0)} of models
with an empty memory, then ¢ is valid in Cy iff @ is valid in C,y. Or in other
words, we can use (e) to ‘internalize’ the class Cy.

Because we will discuss not only the full language ML(®), @, @), but also
some of its sublanguages, we’ll set up the tableau calculi so that they can be
used for satisfiability for both Cy and Cy.

In Figure [[l we present the rules for a prefixed tableau calculus for the logic
ML(®, @, ®). Prefixed tableaux for hybrid logics were investigated by Black-
burn and Bolander in [I4]. The general approach and, in particular, the termi-
nation argument used in Section [3] are inspired by this paper.

A tableau in the calculus presented in Figure[Ilis simply a wellfounded, finitely
branching tree in which edges represent applications of tableau rules in the usual
way and each node is labeled by an accessibility, equality or prefixed formula.

Definition 4 (Prefixed, accessibility and equality formulas). Let W =
{wy, wa, ...} be an infinite, enumerable set of labels. Then (w, A)C:p is a prefixed
formula, where ¢ € ML(®,®,®), C € {Can,Cp}, w € W and A is a finite
subset of W. R,.(w,w’) is an accessibility formula for r € Rel, and w,w’ € W.
w~w' is an equality formula for w,w’ € W.

Intuitively, in the prefix (w, A)Y, w is the label of the state where the formula
holds, C' is the class of models we are working with (Can or Cy), and A is a set
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C.
) (. 4) 'i/\il) W) (w, A)C:p V1
ot (. 4) | (w0, 4)°
<w7 A>C:<T>90 <w7 A>C;['r]@
@) Ay T 0D Re(w, w')
(w', A)C:p (w', 4)%:p
(w, AYC:~® (w, {v1,... 0 N:®
e @) i
(0, 0)°:~® wro || w o | (0,00®
(w, A)°:@p (w, A)°:@p
® § @) i
(w,0)70:p (w,Au{w})™:p
(w, A)%:p
(repl) w R w T

Clash Rules:

w, A)°r:p (w,0)°:®
L) Bp  (Lg) w0)-®
1 L
(w, {w} UA)":~® (w, 0)°-®
(L@ | (Lo)

Key:

T w' is fresh.

I a =" biff (a,b) occurs in the reflexive, symmetric and transitive closure of the relation
{(w,w") | w = w'appears in the current branch}. Ajw — w'] = A if w € A, and
(A —{w}) U{w'} otherwise.

e (C,(C4,Cy are either Ca,y or Cy.

e A, B are arbitrary finite set of labels.

Fig. 1. Tableau rules

of states that were explicitly remembered by evaluating a (¥ operator in the
current branch. Since every prefixed formula is derived in finitely many steps,
A will always be a finite set. In the rest of this article we will refer to a tableau
that uses the rules presented in Figure [Tl as a tableau for ML(®, @, ®). The
intended interpretation of R, (w,w’) is that the state denoted by w’ is accessible
from the state denoted by w by the interpretation of relation symbol r. Finally,
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the intended interpretation of an equality formula w ~ w’ is that w and w’ label
the same state in a given branch.

We will use the term formula to denote either a formula of ML(®, @, @®), a
prefixed formula, an accessibility formula, or an equality formula.

The rules are presented in the standard format: each rule has a name on the
left and is divided in an upper (the antecedent) and lower (the consequent) part.
Whenever there are formulas in a branch that match the antecedent, the rule can
be applied following the constraints specified for each rule. If the rule is applied,
the formulas of the consequent are added to the same branch, except in the case
of (V) and (®), where several different branches are created.

The rules ((r)), (-®), (®), (®), (®) and (repl) are called “prefix generating
rules”, since if a prefix is new to a branch, it must be introduced by one of these
rules. We impose two general constraints on the construction of a tableau:

— A prefix generating rule is never applied twice to a formula on a given branch.
— A formula is never added to a tableau branch where it already occurs.

A saturated tableau is a tableau in which no more rules can be applied that
satisfy the constraints. A saturated branch is a branch of a saturated tableau.
A branch of a tableau is called closed if it contains 1. Otherwise the branch is
called open. A closed tableau is one in which all branches are closed, and an open
tableau is one in which at least one branch is open.

(A), (V), ({r)) and ([r]) are classical rules of the basic modal logic tableau cal-
culus. The remaining ones are particular to memory logics. Rule (—=®) specifies
that at a label where A denotes the set of states that were explicitly remem-
bered, if the state w is not in the memory then w ¢ A and (in particular) w
still is not memorized at the label with A = ). Rule (®) specifies that if w is in
the memory, then either it is one of the explicitly remembered states, or it is in
the initial memory, in which case (&%) holds even with no explicitly remembered
states. Notice that the last branch of the application of this rule can be immedi-
ately closed in the case where C' = Cp, due to the rule (Lg). Rule (@) wipes out
the explicitly remembered states and evaluates the satisfiability of the formula
in a model with no initial memory. Observe that the presence of the () modality
may force the calculus to switch from the evaluation over Cy; to that over Cj.

We will also consider variations and subsystems of the calculus of Figure [l
where only a subset of the rules are allowed, or additional constraints on the
rules are imposed (for example, to ensure termination). In such subsystems, a
tableau is of course simply a tableau in which only the rules in the subset can
be applied, considering the additional constraints.

We call a tableau calculus 7 sound for a language L respect to a class of
models C if whenever ¢ € L is C-satisfiable, then every saturated tableau 1" with
root ¢ has an open branch. We say that it is complete if whenever ¢ € L is not
C-satisfiable, then every saturated tableau T with root ¢ is closed.

Soundness of the calculus of Figure [ follows from a simple inspection of the
rules. We devote the rest of this section to prove completeness. As usual, we will
show that given an open and saturated branch I', we can define a model M
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that satisfies all the formulas that occur in the branch. To define the domain of
M we first need the following definition.

Definition 5 (Eq). Let I' be an open and saturated branch of a tableau for
ML(®,®,®). Eqp is the smallest equivalence relation extending {(w,w’) |
(w=w)el}.

Definition 6 (M?©). Let I' be an open and saturated branch of a tableau for
ML(®, ®, ®). Define the induced model M" = (Wr,(R,r), cRel> V1, Sr) as:

{w | w occurs in I'} JEqp

Rep = {([w], [w']) | Rr(w,w') € I'}
{[w] | (w, A)C:p € ', for any A and C}
{[w] | (w,0):® € I'},

where [w] is the equivalence class of w in Eqp.

Lemma 1. Let M = (Wp, (Rrr),cRel» Vs Sr) be the induced model for I,
where I' is an open and saturated branch of a tableau for ML(®, @), ®).

1. {w, {v1,... v} € T implies M [[v1], ..., [vi]], [w] = .
2. (w,{v1,...00})0:0 € I implies M§ [[v1],.. ., [v]], [w] = .

Proof. We proceed by induction on ¢.

Case ¢ = p. If (w,{v1,...,0:}):p € I, then [w] € Vr(p) and, therefore,
M [v1], ..., [v]], [w], E p. The case for Cy is analogous.

Case ¢ := —p. Suppose (w, {vy,...,v})C:=p € I'. If M [[v1],..., [vi]], [w] &
p, it means that [w] € Vr(p) and hence (w, A)®:p € I' (for some A and C),
but in that case rule (L,) applies and the branch would be closed. Again,
the case for Cy is analogous.

Case ¢ := ®. We consider all the different possibilities:

1. If (w,0)C1:® € I, then [w] € Sr and, therefore, MT, [w] = ®.

2. If (w,0)¢:® € I', then, by the (Lg) rule, L € I" which would contradict
the hypothesis that I" is an open branch.

3. If (w, {v1,... v })1:® € I', with k& > 0 then some consequent of the
(®) rule must occur in I" too. If (w, ) 1:® € I' then we are done. So
let us assume that, on the contrary, w ~ v; € I' for some i € {1,...k}.
This implies that [w] = [v;], but since v; € {v1,...vx}, we conclude that
MU, [o]]s [w] = ®.

4. The case when (w, {v1,...v})¢:® € I', with k > 0 is analogous.

Case ¢ := =(®. We consider, again, all the distinct cases:

1. Let (w,P)¢1:=® € I' and let us assume, for the sake of contradic-
tion, that M” [w] = ®. This means that [w] € Sr and, therefore,
(w', 0)C=1:® € I', where [w] = [w']. Since I is saturated, by the (repl)
rule we know that (w,()C=1:® € I'. But then rule (L@) applies and
L € I" which makes I" a closed branch.

2. Suppose (w,0)%:=® € I'. It is always the case that M{’, [w] = ~®.
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3. Let (w,{v1,...vp})%1:=® € I', with & > 0, and suppose, for the sake

of contradiction, that M [[v1],.. ., [vk]], [w] E ®. This opens two possi-
bilities. First, it could be the case that [w] € Sp, but that would mean
that (w,)C1:® € I" and, because of the (~®) rule, (w, ) 1:-® € I’
and therefore we would have a clash by the (J_®) rule.
Alternatively, it could be the case that [w] = [v;] for some i € {1,...k}.
Since I is saturated, we conclude (v;, {v1,...vx}[w — v;])¢1:=® € I’
using the (repl) rule. But observe that v; € {v1,...vx}{w — v;] from
which rule (Lﬁ@) applies and leads to a contradiction.

4. If (w, {v1,... v }):=® € I', with k > 0, we can simply use the argu-
ment for the case [w] = [v;] just above.

Case ¢ := @1). Suppose (w, {vy,...v})¢:@p € I'. By rule (@), we know
(w, {vy, ... v, w})C:9p € I'. By inductive hypothesis, M [[v1], ... [vx], [w]],
[w] |= 9, which implies M [[v1],...[v&]], [w] E @. Cy is analogous.

Case ¢ := @. If (w, {vy,...v}):@) € I then, by rule (®), (w, )0 €
I' and, by inductive hypothesis, /\/15 ,[w] E . Therefore, it follows that
M([v1], - .. [vk]], [w] = @p. The case for Cy is analogous.

The remaining boolean and modal cases are dealt with in the standard way.

Theorem 1. The tableau calculus for ML(®, @), ®) is sound and complete for
both the classes Can and Cy.

More precisely, given ¢ € ML(®,®,®), ¢ is satisfiable iff any saturated
tableau for ML(®, @), @) with root {w,B) =1:p has an open branch. An equiva-
lent result holds for the Cy class, starting with a tableau with oot (w,))C0:¢.

Proof. Soundness is trivial. Completeness is straightforward from Lemma [I} as-
sume that a formula ¢ € ML(®), @, ©) is not satisfiable in the class C' while
there is a saturated tableau T with root (w,()“:p and open branch I'; MT
satisfies ¢ and is in the class C' which contradicts the assumption.

It is also straightforward to see that if we drop the (@) rule from the calculus,
then we can prove soundness and completeness for formulas in ML(@), ®) (again
with respect to both classes C.y and Cp).

Theorem 2. The tableau calculus of Figure [l without the (©) rule is sound and
complete for ML(®,®) for both the classes Can and Cy.

3 Terminating Tableaux

In this section we will investigate some constraints that can be applied to the
tableau rules for ML(®), @), ®) in order to ensure termination. The price we have
to pay is that the resulting calculus is not complete any more. More precisely,
it will be the case that some formula ¢ has a tableau with an open saturated
branch I" whose induced model M? is not a model for ¢. This means that we
cannot claim satisfiability of the root formula every time we obtain a saturated
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open tableau. In these cases, we will use a model checking algorithm to verify
whether M is effectively a model for . If the model checking succeeds we can
then indeed answer SAT, and we will answer NOT-KNOWN otherwise.

We begin this section defining the restricted tableau rules, and proving a ter-
mination result. After this we will formalize the connection with model checking.
In what follows, when a prefixed formula o:p occurs in a tableau branch I" we
will write o:p € I', and say that ¢ is true at o on I" or that o makes ¢ true on
I'. Also, given a prefix 0 = (w, A)¢ we will define Label(c) = w and Set(o) = A.

We will start by showing that by eliminating the (repl) rule one obtains a
terminating calculus.

Definition 7. Given a tableau branch I' and a prefiz o, the set of true formulas
at o on I, written Tr (o), is defined as Tr(c) ={p |o:p € T'}.

Notice that accessibility and equality formulas are not included in T (o).

Lemma 2 (Subformula Property). Let T be a tableau with the prefized for-
mula og:pg as root. For any prefized formula o:p occurring on T, ¢ is a subfor-
mula of @g.

Proof. This is easily seen by going through each of the tableau rules.

Lemma 3. Let I' be a branch of a tableau, and let o be any prefiz occurring on
I'. The set Tr(o) is finite.

Proof. Let 0p:¢p denote the first formula on I' (i.e., the root of the tableau).
From Lemma [2] we know that Tr(c) C {¢ | ¢ is a subformula of ¢o}, and
hence T (o) is finite.

Definition 8. Let T be a tableau. If a prefixed formula 7% of T has been in-
troduced by applying one of the prefix generating rules except (repl) to a premise
o:p of T then we say that T:1 is generated by o:p, and we write o : ¢ < T:1).

Now we define a measure for the complexity of a prefixed formula:

Definition 9. Let T be a tableau, o:p be a prefived formula occurring on T and
let || denote the length of the . We define

m(o:p) = 2[p| + | Set(a)],

Lemma 4 (Decreasing length). Let T be a tableau with no application of the
(repl) rule. If o) < T:p then m(o:h) > m(T:p).

Proof. Assume o:1) < 7:¢0. We need to prove m(c:1)) > 2|p|+|Set(7)|. T7:¢ must
have been introduced by an application of either ((r}), ([r]), (®), (—®), (@),
(@), (A) or (V).

In the case of ({r)), 7:¢ must be introduced by applying the ({r)) rule to a
premise of the form o:(r)p. In the case of ([r]), 7:¢ must be introduced by apply-
ing the ([r]) rule to a pair of premises of the form o:[r]¢, R, (Label(c), Label(T)).
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In both cases we see that 7:p is introduced by applying a rule to a formula
o:p where || > |¢| and where [Set(7)] = |Set(o)|. Thus we get m(o:¢)) =
1Set(o)] + 20| > | Set(r)| + 2],

If T:¢ is introduced by (®) or (=®) from o:1), it is immediate that ¢ = 1,
|Set(T)] = 0 and also that |Set(o)| > 0, because otherwise the application would
generate a prefixed formula already in the branch. Thus, m(c:¢)) = |Set(o)| +
2|19] > 0+ 2[¢| = |Set(T)| + 2|¢|. The case of () is clear as the length of the
set does not increase, and the length of the formula decreases. In the cases of
(V) and (A) the length of the formula is decreased while the set is preserved.

Finally, if 7:¢ is introduced by the (@) rule from o:1), we see that while the set
may be increased by one, the length of the formula is always decremented. Then
we have m(o:1)) = |Set(o)| + 2|¢| > (|Set(o)|+ 1)+ 2(|¢| — 1) = |Set(7)] + 2|¢|.

Lemma 5 (Finite branching). Let I" be a branch of a tableau. For any o:p €
I’ there is only a finite number of prefixed formulas T7:9 € I' such that o:¢ < T:1.

Proof. For any given prefix o the set Tr (o) is finite (Lemma []), and for each
formula ¢ € Tr(c) at most one new prefix has been generated from o (by
applying a prefix generating rule to o:¢). Thus < is finitely branching.

Theorem 3. Fiz a natural number n > 0. Any tableau for ML(®,®,®) in

which the rule (repl) is applied at most n times per branch is finite.

Proof. We show that any branch I' of the tableau is finite.

Notice first that og:p9 has no <-predecessors, and that at most k£ < n other
prefixed formulas of the tableau share the property of not having <-predecessors.
Intuitively, each of these k formulas were introduced in I" by the (repl) rule and
hence cannot have been derived by <. We shall refer to these k£ + 1 formulas as
‘generating formulas’.

It is easy to see that each generating formula induces a connected component
in the graph of <. Then, every o:p € I' belongs to (at least) one of these
k + 1 connected components. As the function m decreases monotonously along
any path of each of the connected components (Lemma M), all paths of the
component are finite.

By construction, there is a path between a generating formula and every node
of its connected component. Then the graph is weakly connected and every path
is finite. By Konig’s Lemma the connected component is either finite or has
infinite branching. As we know by Lemma [f] that it has finite branching, I" must
be finite.

Since we limit the number of applications of (repl) to n, we may have a saturated
open tableau for ¢ whose induced model M* is not a model for ¢ (recall that
that we are taking into account the constraint on the number of applications of
(repl) when talking about saturation). This implies that it is no longer safe to
answer SAT in these cases. But we can try to identify, given a formula ¢, whether
M!T" is indeed a model for ¢. The algorithm we propose is outlined as follows:
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1. Given a formula ¢ and a parameter n > 0, build 7', a saturated tableau
for ML(®, ®), ©) with root (w,))%":p using at most n applications of the
(repl) rule per branch.

If T is closed answer UNSAT.

Else, if T has an open branch I", compute the induced model M”.

If M [w] = ¢ then answer SAT.

Else, answer NOT-KNOWN.

SN

Correctness of this algorithm is straightforward. Moreover, as we will show
in Section @l ML(®, @, ®) is a fragment of HL(|), and therefore we can use a
model checking algorithm for HL(]) to perform the step 4 in polynomial space.

Note that in the case the algorithm returns NOT-KNOWN, we can try refining
the result running the algorithm again with a bigger n reusing the previously
computed tableau, as the resulting tableau will be an eztension to the previous
one. This method allows us to approximate increasingly to a solution to the
satisfiability problem of ML(®), ®), ®) in a controlled way.

4 Model Checking

In this section we will show that the complexity of the model checking prob-
lem for ML(®, @, @) is PSpace-complete (actually the result already holds for
ML(®,®)). To prove the lower bound we reduce the PSpace-complete sat-
isfiability problem for Quantified Boolean Formulas (QBF) [15] to the model
checking problem of ML(®, ®@). To prove the upper bound, we show an equiv-
alent preserving translation from formulas of ML(®), @), @) to formulas of the
hybrid logic HL(]) [7U16].

This high complexity contrasts with the linear complexity (in both formula
and model size) of model checking for the basic modal logic [17], and can be seen
as a strengthening of the result of PSpace-hardness of HL(]) shown in [16] (in
the sense that ML(®), @) is a logic with strictly weaker expressive power than
HL(]), but whose model checking problem is already PSpace-hard).

We start by giving a lower bound for ML(®,®). Since ML(®, @) is a
sublanguage of ML(®, ®, @), the result also holds for ML(®), @, @©).

Theorem 4. Model checking for ML(®, ®) is PSpace-hard.

Proof. We prove it by giving a polynomial-time reduction of QBF-SAT, known
to be PSpace-complete [15], to the model checking problem of ML(®), @).

Let o be a QBF formula with propositional variables {x1,...x}. Without
loss of generality, we assume that « has no free-variables and no variable is
quantified twice. One can build in polynomial time the relational structure
MF = (W,{R,},V,S), over a signature with one relation symbol and propo-
sitions {pT,Ps,,- .- Da, }» Where

V(ps,) = {wy, } for all i € [1..k] S =
Vipr) = {w,,,w;,,...w,, } W= {w} U {we, w, ro W, | 1€ [LK]}
R = {(wwe,), (w, w]), (w], w), (wy, wi), (w), w) | € [1A]).
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Fig.2. M" for k=3

Figure 2] depicts M* for k = 3. Let Tr be the following linear-time translation:

Tr(@i) := (1) (pa; A () (o7 A®))  Tr(Fwi.a) := (r)(pa; A (r)©(r) Tr())
Tr(ma) = Tr(e) Tr(a A B) = Tr(a) A Tr(B)

It only remains to see that « is satisfiable iff M* w |= Tr(«) holds, but this is
relatively straightforward. Let us write v =qur o if valuation v : {z1,... 25} — 2
satisfies a. For a memory S C W, define vg : {x1,...21} as “vg(z;) = 1 iff
w; € 5”. Let 8 be any subformula of «; we will now show by induction on
B that (W,V,R,,S),w | Tr(B) iff vg |:qbf 8 whenever S satisfies 1) if z; is
free in (3, then w;i € S or wi‘i € S but not both, and ii) if x; is not free
in B then w;'—i ¢ S and wj‘ ¢ S. Observe that from here it will follow that
MF w b= Tr(a) iff v [Eque @ for any v (since « has no free variables) iff « is
satisfiable.

For the base case, vg Fqbr x; iff w; € S which implies (from the defini-
tion of M*) (W,V,R,.,S),w | Tr(x;). For the other direction, suppose now
that (W,V,R,,S),w & Tr(z;). This means that (W,V,R,,S),w [ [r](-pg; V
[r](=pT V =®)) which implies (W, V, R, S), w,, = [r](—pT V —®) which implies
(W,V,R,, S), w; E —® and, thus, w; ¢ S. Therefore we have vg Fqbr ;.

Consider now the case § = 3Jx;.7. Since a has no rebound variables we
know w; ¢ S and wi‘i ¢ S. We have vg Equr 0 iff vs[zs — 0] =g
or vglz; — 1] FEgpr v iff Vsu{wg } Fabt 7 or Vsu{w] } Faor v iff, by in-
ductive hypothesis, (W,V,R,,S U {w:}) | Tr(y) or (W,V,R,,S U {w] }) =
Tr(9) Hf (W, V. By, S),wt b ®()Tr(3) or (W,V,R,.8),wl, & @)Tr) it
(W, V, Ry, S),w = (r)(pz; AN {r)@(r)Tr(y)) it (W, V,R,,S),w = Tr(3x;.7).

The boolean cases follow directly from the inductive hypothesis.

To see that ML(®,®),®) is in PSpace it is enough to show that any
ML(®, @, @) formula can be translated to an equivalent formula of H(|), whose
model checking problem is known to be PSpace-complete [16]. Recall that the
language of HL(]) is the language of the basic modal logic extended with nomi-
nals and the | binder (see [7] for details). Formulas of HL(|) are also interpreted
over relational structures, but we need additionally an assignment function to
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interpret nominals and |. More formally, to evaluate a formula of HL(]), we
need a relational structure M = (W, (R;), .Rel, V) (where W is a non empty
set, each R, is a binary relation over W, and V is a valuation function), and an
assignment function g such that for any nominal ¢, g(¢) € W. Given a relational
structure M = (W, (R;), .Rel; V) and an assignment g, the semantic conditions
for the | operator and the nominals is defined as

Mgwli  iff g(i) =w
M, g,w E li.piff M, ¢, w = ¢ where ¢’ is identical to g
except perhaps in that ¢'(i) = w.

The semantics for the other operators is the same as for the basic modal logic.
Formulas in which any nominal ¢ appears in the scope of a binder |i are called
sentences.

In order to define a translation between ML(®, @), ®) and HL(]) we have
to find a mapping between the models of each logic. Since ML(®), @), ®)-
models may have a nonempty memory, we must introduce a shift in the sig-
nature of HL(])-models to encode this information. We will associate every
ML(®, ©, @)-model M = (W, (R;), .Rel,V, ) over the signature (Prop, Rel)
with the HL(])-model M’ = (W, (R;), .Rel, V') over the signature (Prop U
{known}, Rel, Nom), where V' is identical to V' over Prop, and V’(known) = S.

Theorem 5. Model checking for ML(®, ®, ®) is PSpace-complete.

Proof. We define the translation Tr, taking formulas of ML(®, @), @) over the
signature (Prop,Rel) to HL(|) sentences over the signature (Prop U {known},
Rel,Nom). Tr is defined for any finite set N C Nom and C' € {C.u,Cp} as
follows:

Try.c(p)=p p € Prop
Try.c(—p) =—-p p € Prop

_ (\/iEN Z) V known if C = Cy
Trno(®) = {VieNi if C =Cy
_ (/\ieN —i) A —known if C' = Cup
Trve(-®) = {/\iEN i C—cy

Tryv,c(pr Apz) = Tryo(e1) ATrv,c(p2)
Trvo(pr V) = Tryo(er) V Trv,e(p2)
Trv.o((r)e) = (r)Trv.c(e)
Trvo(lrle) = [r]Trv.o(y)
Trvc(@e) = li.Tryvugy,o(p) whered & N.
Trnv,c(@p) = Troc, ().
A simple induction shows that, given a formula ¢ € ML(®, @, ®), M,w = ¢
ifft M',g,w = Trgc,, (¢) for any g.
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5 Conclusions, Related and Further Work

The family of memory logics has been introduced to investigate, in the simplest
possible set up, the idea of models with a dynamic state. From that perspective
they are closely related to Dynamic Epistemic Logics (DELSs) as those discussed
in [8] and many others [QTO/TTIT2]. Compared to these domain-specific logics,
the goals of memory logics are humbler, focusing on developing a suitable proof
and model theory for logics whose semantics is defined using models that can
evolve during the evaluation of a formula. From a purely formal point of view
they are closer to hybrid logics. And the logic ML(®, @), @) that we investi-
gated in this paper is closely related, but expressively weaker, than the logic
HL(L) 7.

It was already proved in [2I3] that the satisfiability problem of ML(®), @, ©®)
was undecidable. In this paper we develop sound and complete tableau calculi
for ML(®, ®,®) and ML(®, ®) (Theorems [Il and 2]) which, given the unde-
cidability result, are non terminating. By restricting the application of one of
the rules in the calculi we can obtain termination at the expense of completeness
(Theorem [3)). To ensure soundness of this calculus we need to perform model
checking whenever we obtain an open branch. Theorem [l shows that the model
checking problem for ML(®), @) is PSpace-complete.

To close the paper, we discuss how the tableau calculus for ML(®), @), @)
could be extended to cover another interesting memory operator. Define the
forget operator @) as follows:

M, w ': @‘P — <VV7 (Rr)reReh‘/aS - {’LU}>,U} ': P-

The @) operator gives us a fine control on which elements we want to eliminate
from the memory of the model. Prefixes in the calculus for ML(®), @, ®, ®)
will have to explicitly record forgotten worlds in a separate set (it is not enough
to simply eliminate them from the set of remembered labels). For example, the
rules for (@) and (@) would be

(w, R, F)C:®<p (w, R, F)C:@go

(@) c c
(w, R —A{w}, FU{w})":p (w, RU{w}, F = {w})™:
where R is the set of remembered states and F' the set of explicitly forgotten
states. On the other hand, the rules for (®) and (—~®) would be

(w,{vl,...vk},F>C:® (w,R,{vl,...kaC:ﬁ@

-

wrv | |w R | (w0, F):® wrwv | |w R | (w, R,0)C:—®

Notice the symmetry between the rules, which corresponds to the symmetry in
the semantic definition of () and @). Besides these changes, the tableau rules
and the completeness argument remain roughly the same.
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Abstract. We define the notions of a canonical inference rule and a
canonical constructive system in the framework of strict single-conclusion
Gentzen-type systems (or, equivalently, natural deduction systems), and
develop a corresponding general non-deterministic Kripke-style seman-
tics. We show that every constructive canonical system induces a class of
non-deterministic Kripke-style frames, for which it is strongly sound and
complete. This non-deterministic semantics is used to show that such a
system always admits a strong form of the cut-elimination theorem, and
for providing a decision procedure for such systems.

1 Introduction

The standard intuitionistic connectives (D, A, V, and L) are of great importance
in theoretical computer science, especially in type theory, where they correspond
to basic operations on types (via the formulas-as-types principle and Curry-
Howard isomorphism). Now a natural question is: what is so special about these
connectives? The standard answer is that they are all constructive connectives.
But then what exactly is a constructive connective, and can we define other basic
constructive connectives beyond the four intuitionistic ones? And what does the
last question mean anyway: how do we “define” new (or old) connectives?

Concerning the last question there is a long tradition starting from [I0] (see
e.g. [I4] for discussions and references) according to which the meaning of a
connective is determined by the introduction and elimination rules which are
associated with it. Here one usually has in mind natural deduction systems of an
ideal type, where each connective has its own introduction and elimination rules,
and these rules should meet the following conditions: in a rule for some connective
this connective should be mentioned exactly once, and no other connective should
be involved. The rule should also be pure in the sense of [I] (i.e., there should
be no side conditions limiting its application), and its active formulas should be
immediate subformulas of its principal formula.

Unfortunately, already the handling of negation requires rules which are not
ideal in this sense. For intuitionistic logic this problem has been solved by not
taking negation as a basic constructive connective, but defining it instead in
terms of more basic connectives that can be characterized by “ideal” rules (—p

* This research was supported by THE ISRAEL SCIENCE FOUNDATION (grant No
809-06).

M. Giese and A. Waaler (Eds.): TABLEAUX 2009, LNAI 5607, pp. 62-{76] 2009.
(© Springer-Verlag Berlin Heidelberg 2009
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is defined as ¢ —_1). For classical logic the problem was solved by Gentzen
himself by moving to what is now known as Gentzen-type systems or sequential
calculi. These calculi employ single-conclusion sequents in their intuitionistic
version, and multiple-conclusion sequents in their classical version. Instead of
introduction and elimination rules they use left introduction rules and right
introduction rules. The intuitive notions of an “ideal rule” can be adapted to
such systems in a straightforward way, and it is well known that the usual
classical connectives and the basic intuitionistic connectives can indeed be fully
characterized by “ideal” Gentzen-type rules. Moreover: although this can be
done in several ways, in all of them the cut-elimination theorem obtains.

For the multiple-conclusion framework these facts were considerably general-
ized in [Bl6] by defining “multiple-conclusion canonical propositional Gentzen-
type rules and systems” in precise terms. A constructive necessary and sufficient
coherence criterion for the non-triviality of such systems was then provided, and
it was shown that a system of this kind admits cut-elimination iff it is coherent. It
was further proved that the semantics of such systems is provided by two-valued
non-deterministic matrices (two-valued Nmatrices) — a natural generalization
of the classical truth-tables. In fact, a characteristic two-valued Nmatrix was
constructed for every coherent canonical propositional system. That work shows
that there is a large family of what may be called semi-classical connectives
(which includes all the classical connectives), each of which has both a proof-
theoretical characterization in terms of a coherent set of canonical (= “ideal”)
rules, and a semantic characterization using two-valued Nmatrices.

In this paper we develop a similar theory for the constructive propositional
framework. We define the notions of a canonical rule and a canonical system in
the framework of strict single-conclusion Gentzen-type systems (or, equivalently,
natural deduction systems). We prove that here too a canonical system is non-
trivial iff it is coherent (where coherence is a constructive condition, defined like
in the multiple-conclusion case). We develop a general non-deterministic Kripke-
style semantics for such systems, and show that every constructive canonical
system (i.e. coherent canonical single-conclusion system) induces a class of non-
deterministic Kripke-style frames for which it is strongly sound and complete.
We use this non-deterministic semantics to show that all constructive canoni-
cal systems admit a strong form of the cut-elimination theorem. We also use
it for providing decision procedures for all such systems. These results again
identify a large family of basic constructive connectives, each having both a
proof-theoretical characterization in terms of a coherent set of canonical rules,
and a semantic characterization using non-deterministic frames. The family in-
cludes the standard intuitionistic connectives (D, A,V, and 1), as well as many
other independent connectives.

2 Canonical Constructive Systems

In what follows L is a propositional language, F is its set of wifs, p, ¢, denote
atomic formulas, 1, ¢, 8 denote arbitrary formulas (of £), T,.S denote subsets
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of F, and Iy A, X)) II denote finite subsets of F. We assume that the atomic
formulas of L are p1,pa, ... (in particular: {p1,pa,...,pn} are the first n atomic
formulas of £).

Definition 1. A Tarskian consequence relation (tcr for short) for £ is a binary
relation - between sets of formulas of £ and formulas of £ that satisfies the
following conditions:

strong reflexivity:  if ¢ € T then T - .
monotonicity: ifTHopand T CT' then T' F .
transitivity (cut): if TF1 and T,¢¥ F ¢ then T + .

Definition 2. A substitution in L is a function o from the atomic formulas to
the set of formulas of L. o is extended to formulas and sets of formulas in the
obvious way.

Definition 3. A tcr - for £ is structural if for every substitution o and every
T and @, if T F ¢ then o(T) F o(p). - is finitary if the following condition holds
for all T and ¢: if T F ¢ then there exists a finite I" C T such that I' - ¢. F is
consistent (or non-trivial) if p1 t ps.

It is easy to see (see [6]) that there are exactly two inconsistent structural ters in
any given languageﬂ. These tcrs are obviously trivial, so we exclude them from
our definition of a logic:

Definition 4. A propositional logic is a pair (£,}), where L is a propositional
language, and F is a tcr for £ which is structural, finitary, and consistent.

Since a finitary consequence relation F is determined by the set of pairs (I, )
such that I" - ¢, it is natural to base proof systems for logics on the use of such
pairs. This is exactly what is done in natural deduction systems and in (strict)
single-conclusion Gentzen-type systems (both introduced in [I0]). Formally, such
systems manipulate objects of the following type:

Definition 5. A sequent is an expression of the form I' = A where I' and A
are finite sets of formulas, and A is either a singleton or empty. A sequent of the
form I' = {p} is called definite, and we shall denote it by I' = ¢. A sequent
of the form I" = {} is called negative, and we shall denote it by I" =. A Horn
clause is a sequent which consists of atomic formulas only.

Note. Natural deduction systems, and the strict single-conclusion Gentzen-type
systems investigated in this paper, manipulate only definite sequents in their
derivations. However, negative sequents may be used in the formulations of their
rules (in the form of negative Horn clauses).

The following definitions formulate in exact terms the idea of an “ideal rule”
which was described in the introduction:

! In one T+ ¢ for every T and ¢, in the other T - ¢ for every nonempty T and ¢.
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Definition 6

1. A canonical introduction rule is an expression of the form:

{II; = Ziti<i<m/ = o(P1,D2,---Dn)

where m > 0, ¢ is a connective of arity n, and for all 1 <i < m, II; = X; is
a definite Horn clause such that IT; U X; C {p1,p2,...,pn}-
. A canonical elimination ruld is an expression of the form

{Hi = El}lgzgm/ <& (plap2a oo apn) =

where m > 0, ¢ is a connective of arity n, and for all 1 <i <m, I, = Y, isa
Horn clause (either definite or negative) such that I, UX; C {p1,p2,...,0n}-

. An application of the rule {II;, = Y;}1<i<m/ = o(p1,D2,...,Dn) is any
inference step of the form:

{1 0(I;) = o(Zi) hi<i<m
I'=o(o(p1),.-.,0(pn))

where I is a finite set of formulas and o is a substitution in L.
. An application of the rule {II; = X;}i<i<m/ © (P1,D2,...,pn) = is any
inference step of the form:

{I'o(I;) = 0(X3), Ei}1<i<m
I'o(o(pr),...,0(pn)) =6

where I' and o are as above, 0 is a formula, and for all 1 <i <m: E; =0 in
case Y; is empty, and F; is empty otherwise.

Note. We formulated the definition above in terms of Gentzen-type systems.
However, we could have formulated them instead in terms of natural deduction
systems. The definition of an application of an introduction rule is defined in this
context exactly as above, while an application of an elimination rule of the form

{II; = Xi}i<i<m/ © (P1,D2,-..,Pn) = is in the context of natural deduction

any inference step of the form:

{Io(Ill;) = 0(2:), Eiti<icm I’ = o(0(p1),...,0(pn))
=294

where I', o, 8 and E; are as above.

Here are some examples of well-known canonical rules:

2 The introduction/elimination terminology is due to the natural deduction context.
For the Gentzen-type context the names “right introduction rule” and “left introduc-
tion rule” might be more appropriate, but we prefer to use a uniform terminology.
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Conjunction. The two usual rules for conjunction are:

{p1,p2=1}/pAp2= and {=p1, =p}t/ =pAp
In the Gentzen-type context applications of these rules have the form:

Ly, p=10 'y I'se
I'yNp=20 I'=svYyAp

In natural deduction systems applications of the first have the form:

N,po=0 TI'=yYANy
I'=2~0

The above elimination rule can easily be shown to be equivalent to the
combination of the two more usual elimination rules for conjunction.

Implication. The two usual rules for implication are:

{=p1, p2=}/p1Dp2= and {p1=p2}/ =p1 Dp2
In the Gentzen-type context applications of these rules have the form:
I'=svy Ie=10 Iy =
Iy D>p=10 I'=1vYD>¢
In natural-deduction systems applications of the first have the form:

'y Te=60 I'=YDyp
I'=#60

Again this form of the rule is obviously equivalent to the more usual one
(from I' = ¢ and I' = ¢ D ¢ infer I' = ).

Absurdity. In intuitionistic logic there is no introduction rule for the absurdity
constant |, and there is exactly one elimination rule for it: {} / L= . In the
Gentzen-type context applications of this rule provide new azioms: I', L= .
In natural-deduction systems applications of the same rule allow us to infer
I'= ¢ from I'=1.

Semi-implication. Consider the “semi-implication” ~» with the following two
rules

{=p, p=}/pr~p= and {=p}/ =p~p
In the Gentzen-type context applications of these rules have the form:

'y Ie=120 I'=
Ly~ p=90 sy~

Again in natural-deduction systems applications of the first rule are equiva-
lent to M P for ~ (from I' = ¢ and I' = ¢ ~ ¢ infer I' = ¢).

3 This connective was introduced in [I1] for different purposes.
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From now on we shall concentrate on single-conclusion Gentzen-type systems
(translating our notions and results to natural deduction systems is easy).

Definition 7. A single-conclusion Gentzen-type system is called canonical if its
axioms are the sequents of the form ¢ = ¢, cut (from I = ¢ and A, ¢ = ¥ infer
I A = ) and weakening (from I' = v infer I, A = 1)) are among its rules,
and each of its other rules is either a canonical introduction rule or a canonical
elimination rule.

Definition 8. Let G be a canonical Gentzen-type system.

1. § Fg? s (where s is a sequent and S is a set of sequents) if there is a
derivation in G of s from S.

2. The ter Fg between formulas which is induced by G is defined by: T Fg ¢
iff there exists a finite I' C 7" such that F&? I' = .

Proposition 1. Ttg ¢ iff {= ¢ | e T}EE= ».

Proposition 2. If G is canonical then Fg is a structural and finitary ter.

The last proposition does not guarantee that every canonical system induces a
logic (see Definition H). For this the system should satisfy one more condition:

Definition 9. A set R of canonical rules for an n-ary connective ¢ is called
coherent if S U Sy is classically inconsistent (and so the empty clause can be
derived from it using cuts) whenever R contains both S1/ ¢ (p1,p2,...,pn) =
and Sa/ = o(p1,p2,---,Pn)-

Examples

— All the sets of rules for the connectives A, D, L, and ~» which were intro-
duced in the examples above are coherent. For example, for the two rules for
conjunction we have S; = {p1,p2 = }, So={ =p1, = p2}, and S1US; is
the classically inconsistent set {p1,p2 =, = p1, = pa2} (from which the
empty sequent can be derived using two cuts).

— In [13] Prior introduced a “connective” T' (which he called “Tonk”) with the
following rules: {p; = } / p1Tp2 = and { = p2} / = p1Tps. Prior then
used “Tonk” to infer everything from everything (trying to show by this that
rules alone cannot define a connective). Now the union of the sets of premises
of these two rules is {p1 = , = p2}, and this is a classically consistent set
of clauses. It follows that Prior’s set of rules for Tonk is incoherent.

Definition 10. A canonical single-conclusion Gentzen-type system, G, is called
coherent if every primitive connective of the language of G has in G a coherent
set of rules.

Theorem 1. Let G be a canonical Gentzen-type system. (L,Fg) is a logic (i.e.
Fg is structural, finitary and consistent) iff G is coherent.
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Proof. Proposition [2] ensures that - is a structural and finitary tcr.

That the coherence of G implies the consistency of the multiple conclusion
consequence relation which is naturally induced by G was shown in [5/6]. That
consequence relation extends kg, and therefore also the latter is consistent.

For the converse, assume that G is incoherent. This means that G includes
two rules S1/ ¢ (p1,...,pn) = and So/ = o(p1,...,Pn), such that the set of
clauses S1 U Sy is classically satisfiable. Let v be an assignment in {¢, f} that
satisfies all the clauses in S; U S5. Define a substitution o by:

Let I = g € S1US,. Then 5% py,...,pn,0(II) = o(g). This is trivial in case
v(q) = t, since in this case 0(¢) = q € {p1,...,pn}. On the other hand, if v(q) = f
then v(p) = f for some p € IT (since v satisfies the clause IT = ¢). Therefore in
this case o(p) = 0(q) = pn+1, and so again p1,...,pn,o0(Il) = o(q) is trivially
derived from an axiom. We can similarly prove that &% p1, ..., pn, 0(II) = pnta
in case II = € S; USy. Now by applying S1/ ¢ (p1,...,pn) = and S3/ =
o(p1,...,pn) to these provable sequents we get proofs in G of p1,...,p, =
O(U(p1)7 ce 70(]7”)) and of Pi,--. 7Pn7<>(U(P1)7 ce 70(]7”)) = Pn+1- That l_aeq
D1, ---3Pn = Pnt1 then follows using a cut. This easily entails that p; Fag pe,
and hence g is not consistent. O

Note. The last theorem implies that coherence is a minimal demand from any
acceptable canonical system G. It follows that not every set of such rules is
legitimate for defining constructive connectives - only coherent ones do (and
this is what is wrong with “Tonk”). Accordingly we define:

Definition 11. A canonical constructive system is a coherent canonical single-
conclusion Gentzen-type system.

The following definition will be needed in the sequel:
Definition 12. Let S be a set of sequents.

1. A cut is called an S-cut if the cut formula occurs in S.

2. We say that there exists in a system G an S-cut-free proof of a sequent s
from a set of sequents S iff there exists a proof of s from S in G where all
cuts are S-cuts.

3. ([2]) A system G admits strong cut-elimination iff whenever S Fg? s, there
exists an S-cut-free proof of s from S

* By cut-elimination we mean here just the existence of proofs without (certain forms
of) cuts, rather than an algorithm to transform a given proof to a cut-free one (for
the assumptions-free case the term “cut-admissibility” is sometimes used).
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3 Semantics for Canonical Constructive Systems

The most useful semantics for propositional intuitionistic logic (the paradig-
matic constructive logic) is that of Kripke frames. In this section we generalize
this semantics to arbitrary canonical constructive systems. For this we should
introduce non-deterministic Kripke frames[d

Definition 13. A generalized L-frame is a triple W = (W, <, v) such that:

1. (W, <) is a nonempty partially ordered set.

2. v is a function from F to the set of persistent functions from W into {¢, f}
(A function h: W — {t, f} is persistent if h(a) = t implies that h(b) = ¢ for
every b € W such that a < b).

Notation: We shall usually write v(a, ¢) instead of v(y)(a).

Definition 14. A generalized L-frame (W, <,v) is a model of a formula ¢ if
v(p) = Aa € Wit (ie.: v(a,p) =t for every a € W). It is a model of a theory T
if it is a model of every ¢ € T.

Definition 15. Let W = (W, <, v) be a generalized L-frame, and let a € W.

1. A sequent I' = ¢ is locally true in a if either v(a, 1) = f for some ¥ € I, or
v(a,p) = t.

2. A sequent I' = ¢ is true in a if it is locally true in every b > a.

A sequent I' = is (locally) true in a if v(a,v) = f for some ¢ € I'.

4. W is a model of a sequent s (either of the form I' = ¢ or I' =) if s is true
in every a € W (iff s is locally true in every a € W). It is a model of a set
of sequents S if it is a model of every s € S.

S

Note. W is a model of a formula ¢ iff it is a model of the sequent = ¢.

Definition 16. Let (W, <,v) be a generalized L-frame. A substitution ¢ in £
satisfies a Horn clause IT = Y in a € W if o(II) = o(X) is true in a.

Note. Because of the persistence condition, a definite Horn clause of the form
= ¢ is satisfied in a by o iff v(a,0(q)) = t.

Definition 17. Let W = (W, <, v) be a generalized L-frame, and let ¢ be an
n-ary connective of L.

1. W respects an introduction rule r for ¢ if v(a, o(¢1, ..., 1¥,)) = t whenever all
the premises of r are satisfied in a by a substitution ¢ such that o(p;) = ¥
for 1 <i < n (The values of o(q) for ¢ € {p1,...,pn} are immaterial here).

2. W respects an elimination rule r for ¢ if v(a, (11, ..,%,)) = f whenever all
the premises of r are satisfied in a by a substitution ¢ such that o(p;) = ¥
(1<i<n).

5 Another type of non-deterministic (intuitionistic) Kripke frames, based on 3-valued
and 4-valued non-deterministic matrices, was used in [3J4]. Non-deterministic modal
Kripke frames were recently used in [9].
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3. Let G be a canonical Gentzen-type system for £. W is G-legal if it respects
all the rules of G.

Examples

— By definition, a generalized L-frame W = (W, <, v) respects the rule (O=)
iff for every a € W, v(a,¢ D 9) = f whenever v(b,p) = t for every b > a
and v(a,v) = f. Because of the persistence condition, this is equivalent
to: v(a,¢ D ) = f whenever v(a,p) = t and v(a,v) = f. Again by the
persistence condition, this is equivalent to: v(a,p D 1) = f whenever there
exists b > a such that v(b, ¢) = ¢ and v(b,1)) = f. W respects (=D) iff for
every a € W, v(a,p D 1) = t whenever for every b > a, either v(b,p) = f
or v(b,¥) = t. Hence the two rules together impose exactly the well-known
Kripke semantics for intuitionistic implication ([12]).

— A generalized L-frame W = (W, <,v) respects the rule (~=-) under the
same conditions it respects (D=). W respects (=~) iff for every a € W,
v(a, o ~ 1) = t whenever v(a,1) = t (recall that this is equivalent to:
v(b,1p) =t for every b > a). Note that in this case the two rules for ~ do
not always determine the value assigned to ¢ ~» ¢: if v(a,v) = f, and there
is no b > a such that v(b, p) =t and v(b,¢) = f, then v(a, ¢ ~ ¥) is free to
be either ¢ or f. So the semantics of this connective is non-deterministic.

— A generalized L-frame W = (W, <, v) respects the rule (T' =) (see second
example after Definition Q) if v(a, pT) = f whenever v(a,p) = f. It re-
spects (= T) if v(a, pTy) = t whenever v(a,t) = t. The two constraints
contradict each other in case both v(a,p) = f and v(a,v) = t. This is a
semantic explanation why Prior’s “connective” T' (“Tonk”) is meaningless.

Definition 18. Let G be a canonical constructive system.

1. S =& s (where S is a set of sequents and s is a sequent) iff every G-legal
model of § is also a model of s.

2. The semantic tcr =g between formaulas which is induced by G is defined by:
T Eqg ¢ if every G-legal model of T is also a model of ¢.

Again we have:

Proposition 3. T =g ¢ iff {= ¢ | ¢ € T} Eg'= .

4 Soundness, Completeness, Cut-Elimination

In this section we show that the two logics induced by a canonical constructive
system G (g and =g ) are identical. Half of this identity is given in the following
theorem:

Theorem 2. Fvery canonical constructive system G is strongly sound with re-
spect to the semantics of G-legal generalized frames. In other words:
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1. If Thkg p then T Eq .
2. IfSEEY s then S =S s.

Proof. We prove the second part first. Assume that S Fg? s, and W = (W, <, v)
is a G-legal model of S. We show that s is locally true in every a € W. Since
the axioms of G and the premises of S trivially have this property, and the cut
and weakening rules obviously preserve it, it suffices to show that the property
of being locally true is preserved also by applications of the logical rules of G.

— First we deal with the elimination rules of G. Suppose I', o(¢1, ..., ¢,) = 0 is
derived from {I',0(II;) = o(X;) }1<i<m, and {I,0(II;) = 0}m,11<i<m, US-
ing the elimination rule r = {II; = X;}1<i<m/ © (P1,D2,...,Pn) = (Where
X; is empty for mi + 1 < ¢ < m, and o is a substitution such that o(p;) = v,
for 1 < j < n). Assume that all the premises of this application have the re-
quired property. Let a € W. If v(a,9) = f for some ¢ € I' or v(a,0) =t,
then we are done. Assume otherwise. Then v(a,8) = f, and (by the persis-
tence condition) v(b, 1) =t for every ¢» € I' and b > a. Hence our assump-
tion concerning {I',o(II;) = o(X;) }1<i<m, entails that for every b > a and
1 <i < mq, either v(b,v) = f for some ¢ € o(I1;), or v(b,o(X;)) = t. This
immediately implies that every definite premise of the rule is satisfied in a
by o. Since v(a, §) = f, our assumption concerning {I", o (I1;) = 0}, +1<i<m
entails that for every my + 1 <4 < m, v(a,v) = f for some ¢y € o(II;). Hence
the negative premises of the rule are also satisfied in a by . Since W respects
r, it follows that v(a,o(¢1,...,¥y)) = f, as required.

— Dealing with the introduction rules is easier, and it is left for the reader.

The first part follows from the second by Propositions [I] and Bl |

For the converse, we first prove the following key result.

Theorem 3. Let G be a canonical constructive system in L, and let SU{s} be
a set of sequents in L. Then either there is an S-cut-free proof of s from S, or
there is a G-legal model of S which is not a model of s.

Proof. (outline) Assume that s = I'y = ¢ does not have an S-cut-free proof
in G. Let F’ be the set of subformulas of S U {s}. Given a formula ¢ € F', call
a theory 7 C F' @p-mazimal if there is no finite I" C 7 such that I' = ¢ has an
S-cut-free-proof from S, but every proper extension 7/ C F’' of 7 contains such
a finite subset I'. Obviously, if I' C F', ¢ € F' and I' = ¢ has no S-cut-free-
proof from S, then I" can be extended to a theory 7 C F’ which is p-maximal.
In particular: Iy can be extended to a pg-maximal theory 7.

Now let W = (W, C,v), where:

— W is the set of all extensions of 7y in F’ which are g-maximal for some ¢ € F.
— v is defined inductively as follows. For atomic formulas:

= {15
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Suppose v(7,1;) has been defined for all 7 € W and 1 <i<n. We let
(T, o1, ...,9,)) = t iff at least one of the following holds:
1. There exists an introduction rule for ¢ whose set of premises is satisfied
in 7 by a substitution o such that o(p;) = 1; (1 <i <n).
2. o(¥1,...,%,) € T and there does not exist 7 € W, 7 C 7', and an elim-
ination rule for ¢ whose set of premises is satisfied in 7’ by a substitution
o such that o(p;) =; (1<i<n){

First we prove that W is a generalized L-frame:

— W is not empty because 7y € W.
— That v is persistent is proved by structural induction.

Next we prove that W is G-legal:

1. The introduction rules are directly respected by the first condition in v’s
definition.

2. Let r be an elimination rule for ¢, and suppose all its premises are satisfied
in some 7 € W by a substitution ¢ such that o(p;) = ¢;. Then neither of
the conditions under which v(7,¢(1)1,...,%,)) =t can hold: the second by
definition, and the first because of G’s coherence.

It remains to prove that W is a model of S but not of s. For this we first prove
that the following hold for every 7 € W and every formula ¢ € F':

(a) If ¢ € T then v(7,¢) =t.
(b) If 7 is ¢-maximal then v(7,v¢) = f.

(a) and (b) are proved together by a simultaneous induction on the complexity
of 1. We omit the details here.

Next we note that (b) can be strengthened as follows:

(c) f ¢ eF, TeW and there is no finite I' C 7 such that I' = ¢ has an
S-cut-free-proof from S, then v(7,4) = f.

Indeed, under these conditions 7 can be extended to a 1)-maximal theory 7.
Now 7' e W, T C 7', and by (b), v(7',¢) = f. Hence also v(T,¢) = f.

Now (a) and (b) together imply that v(7o,v) = t for every ¥ € Iy C Ty, and
v(Zy, o) = f. Hence W is not a model of s. We end the proof by showing that
W is a model of §. So let ¥1,...,¢, =60 € S and let 7 € W, where 7 is (-
maximal. Assume by way of contradiction that v(7,1;) =t for 1 <14 < n, while
v(T,0) = f. By (c), for every 1 < i < n thereis a finite I; C 7 such that I; = 1;
has an S-cut-free-proof from S. On the other hand v(7,0) = f implies (by (a))

6 This inductive definition isn’t totally formal, since satisfaction by a substitution is
defined for a generalized L-frame, which we are in the middle of constructing, but
the intention should be clear.
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that 0 ¢ T. Since T is ¢-maximal, it follows that there is a finite X C 7 such
that X, 6 = ¢ has an S-cut-free-proof from S. Now from I; = v¢; (1 < i < n),
.0 = ¢, and ¢1,...,1¥, = 0 one can infer I},...,I,,X = ¢ by n+ 1 S-cuts
(on 1, ..., and 0). It follows that the last sequent has an S-cut-free-proof
from S. Since I7,...,I,, X C 7T, this contradicts the p-maximality of 7. a

Theorem 4. (Soundness and Completeness) Every canonical constructive
system G is strongly sound and complete with respect to the semantics of G-
legal generalized frames. In other words:

1. TFGwiﬁT':(;gD.
2. SEE s it SEEY s

Proof. Immediate from Theorems [3] and 2] and Propositions [l Bl O

Corollary 1. If G is a canonical constructive system in L then (L, E=g) is a
logic.

Corollary 2. (Compactness) Let G be a canonical constructive system.

1. If S =&Y s then there exists a finite ' C S such that 8" =& s
2. Eq is finitary.

Theorem 5.

1. (General Strong Cut Elimination Theorem) Every canonical construc-
tive system G admits strong cut-elimination (see Definition [13).

2. (General Cut Elimination Theorem) A sequent is provable in a canon-
ical constructive system G iff it has a cut-free proof there.

Proof. The first part follows from Theorem ] and Theorem [3l The second part
is a special case of the first, where the set S of premises is empty. a

Corollary 3. The following conditions are equivalent for a canonical single-
conclusion Gentzen-type system G:

1. (L,Fq) is a logic (by Proposition [3, this means that g is consistent).
2. G is coherent.

3. G admits strong cut-elimination.

4. G admits cut-elimination.

Proof. 1 implies 2 by Theorem [l 2 implies 3 by Theorem [Bl 3 trivially implies
4. Finally, without using cuts there is no way to derive p; = ps in a canonical
Gentzen-type system. Hence 4 implies 1. a
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5 Analycity and Decidability

In general, in order for a denotational semantics of a propositional logic to be
useful and effective, it should be analytic. This means that to determine whether
a formula ¢ follows from a theory 7, it suffices to consider partial valuations,
defined on the set of all subformulas of the formulas in 7 U {¢}. Now we show
that the semantics of G-legal frames is analytic in this sense.

Definition 19. Let G be a canonical constructive system for £. A G-legal
semiframe is a triple W' = (W, <,v') such that:

1. (W, <) is a nonempty partially ordered set.
2. v’ is a partial function from the set of formulas of £ into the set of persistent
functions from W into {¢, f} such that:

— F’, the domain of v’, is closed under subformulas.

— v’ respects the rules of G on F’ (e.g.: if r is an introduction rule for an
n-ary connective ¢, and o(¥1,...,1,) € F', then v(a,o(¥1,...,1%,)) =t
whenever all the premises of r are satisfied in a by a substitution o such
that o(p;) = ¢¥; (1 <i<n)).

Theorem 6. Let G be a canonical constructive system for L. Then the seman-
tics of G-legal frames is analytic in the following sense: If W = (W, < v') is a
G-legal semiframe, then v’ can be extended to a function v so that W = (W, <, v)
is a G-legal frame.

Proof. Let W = (W, <,v’) be a G-legal semiframe. We recursively extend v’
to a total function v. For atomic p we let v(p) = v'(p) if v/(p) is defined, and
v(p) = Aa € Wit (say) otherwise. For ¢ = o(¢1,...,%,) we let v(p) = V()
whenever v/ () is defined, and otherwise we define v(p, a) = f iff there exists an
elimination rule r with o(p1,...,p,) = as its conclusion, and an element b > a
of W, such that all premises of r are satisfied in b (with respect to (W, <, v)) by
a substitution ¢ such that o(p;) =, (1 < j < n). Note that the satisfaction of
the premises of r by o in elements of W depends only on the values assigned by
v to Y1, . ..,%n, so the recursion works, and v is well defined. From the definition
of v and the assumption that W’ is a G-legal semiframe, it immediately follows
that v is an extension of v/, that v(y) is a persistent function for every ¢ (so
W = (W, <,v) is a generalized L-frame), and that WV respects all the elimination
rules of G. Hence it only remains to prove that it respects also the introduction
rules of G. Let r = {II; = ¢;}1<i<m/ = ©(p1,p2,--.,Pn) be such a rule, and
assume that for every 1 < i < m, o(Il;) = o(¢;) is true in a with respect to
(W, <,v). We should show that v(a,o(¢1,...,%,)) =t.

If v'(a,o(¥1,...,1y)) is defined, then since its domain is closed under sub-
formulas, for every 1 < i <n and every b € W v/(b,v;) is defined. In this case,
our construction ensures that for every 1 <i <n and every b € W we have
v’ (b, ;) = v(b, ;). Therefore, since for every 1 < i < m, o(II;) = o(g;) is locally
true in every b > a with respect to (W, <, v), it is also locally true with respect to
(W, <,v"). Since v’ respects r, v/ (a,o(1, ..., ¥n)) = t, s0 v(a,o(P1,...,10,)) =1
as well, as required.
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Now, assume v'(a, o(¢1,...,%y,)) is not defined, and assume by way of con-
tradiction that v(a,o(¢1,...,1%y,)) = f. So, there exists b > a and an elimination
rule {4A; = Yihi<j<k/ ©(p1,p2,-..,Pn) = such that o(4;) = o(X;) is locally
true in b for 1 < j < k. Since b > a, our assumption about a implies that
o(IT;) = o(g;) is locally true in b for 1 < ¢ < m. It follows that by defining
u(p) = v(b,o(p)) we get a valuation w in {¢, f} which satisfies all the clauses
in the union of {II; = ¢; | 1 < i < m} and {A; = X; | 1 < j < k}. This
contradicts the coherence of G. ad

The following two theorems are now easy consequence of Theorem [0l and the
soundness and completeness theorems of the previous section{]

Theorem 7. Let G be a canonical constructive system. Then G is strongly
decidable: Given a finite set S of sequents, and a sequent s, it is decidable whether
S kg s or not. In particular: it is decidable whether I' g ¢, where ¢ is formula
and I' is a finite set of formulas.

Proof. Let F' be the set of subformulas of the formulas in SU{s}. From Theorem
and the proof of Theorem Bl it easily follows that in order to decide whether
S kg’ s it suffices to check all triples of the form (W, C,v') where W C 27" and
v F — (W —{t, f}), and see if any of them is a G-legal semiframe which is
a model of § but not a model of s. ad

Theorem 8. Let G be a canonical constructive system in a language L1, and
let Go be a canonical constructive system in a language Lo. Assume that Lo is
an extension of L1 by some set of connectives, and that Gg is obtained from G1
by adding to the latter canonical rules for connectives in Lo — L1. Then Gg is
a conservative extension of Gy (i.e.: if all formulas in T U{p} are in Ly then

Tre, o iff Thla, @)

Proof. Suppose that 7 /g, ¢. Then there is Gi-legal model W of 7 which
is not a model of . Since the set of formulas of £; is a subset of the set of
formulas of Lo which is closed under subformulas, Theorem [6] implies that W
can be extended to a Gg-legal model of 7 which is not a model of ¢. Hence

T Va, o O

Note. In [7] (his famous response to [13]), Belnap suggested that the rules for a
connective ¢ should be conservative, in the sense that if 7 ¢ is derivable using
them, and ¢ does not occur in 7 U ¢, then 7 F ¢ can also be derived without
using the rules for ¢. Now our notion of coherence provides an effective necessary
and sufficient criterion for checking whether a given set of canonical rules is
conservative in this sense. Moreover: Theorem [8] shows that a very strong form
of Belnap’s conservativity criterion is valid for canonical constructive systems,
and so what a set of canonical rules defines is system-independent.

7 The two theorems can also be proved directly from the cut-elimination theorem for
canonical constructive systems. We leave this to the full paper.
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6 Related and Further Works

There have been several works in the past on conditions for cut-elimination.
Except for [6], the closest to the present one is [8]. The range of systems dealt
with there is in fact broader than ours, since it deals with various types of
structural rules, while in this paper we assume the standard structural rules of
minimal logic. On the other hand, our coherence criterion is much simpler than
the reductivity criterion of 8], while our strong cut-elimination is stronger then
the reductive cut-elimination of [8]. Another crucial similarity is that both papers
use nondeterministic semantic frameworks (in [8] this is only implicit). However,
while we use the concrete framework of intuitionistic-like Kripke frames, variants
of the significantly more abstract phase semantics are used in [g].

Another difference is that unlike the present work, [§] treats also systems
which allow the use in derivations of negative sequents. Our next task is to
extend our framework and results so they apply to systems of this sort as well.
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Abstract. Situation Awareness (SA) is the problem of comprehending elements
of an environment within a volume of time and space. It is a crucial factor in
decision-making in dynamic environments. Current SA systems support the col-
lection, filtering and presentation of data from different sources very well, and
typically also some form of low-level data fusion and analysis, e.g., recognizing
patterns over time. However, a still open research challenge is to build systems
that support higher-level information fusion, viz., to integrate domain specific
knowledge and automatically draw conclusions that would otherwise remain hid-
den or would have to be drawn by a human operator. To address this challenge,
we have developed a novel system architecture that emphasizes the role of formal
logic and automated theorem provers in its main components. Additionally, it fea-
tures controlled natural language for operator I/O. It offers three logical languages
to adequately model different aspects of the domain. This allows to build SA sys-
tems in a more declarative way than is possible with current approaches. From an
automated reasoning perspective, the main challenges lay in combining (existing)
automated reasoning techniques, from low-level data fusion of time-stamped data
to semantic analysis and alert generation that is based on linear temporal logic.
The system has been implemented and interfaces with Google-Earth to visual-
ize the dynamics of situations and system output. It has been successfully tested
on realistic data, but in this paper we focus on the system architecture and in
particular on the interplay of the different reasoning components.

1 Introduction

Situation Awareness (SA from now on) is concerned with the perception of elements in
the environment within a volume of time and space, the comprehension of their meaning

* NICTA is funded by the Australian Government’s Backing Australia’s Ability initiative.
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Fig. 1. SAIL high-level system architecture

and the projection of their status in the near future [End95|. Having complete, accurate
and current SA is highly desirable for managing real-time dynamic systems including
military and emergency scenarios, air traffic control and other transport networks. Poor
SA is a key contributor to critical human errors, usually tracing back to cognitive over-
load or poor information transfer between operators.

According to Endsley’s model [End935], the levels of SA are perception, comprehen-
sion and projection. Currently, the challenge of integrating heterogeneous information
into a single composite picture of the environment at the semantic level of human com-
prehension and projection remains open. To address this challenge, we have developed
a novel system architecture and implemented a system as a part of the Situation Aware-
ness by Inference and Logic (SAIL) project. It provides functionality in three successive
tiers (Fig. 1)) corresponding roughly to Endsley’s levels of SA.

Data Aggregation involves monitoring data sources (e.g. track data obtained from
radar) to identify entities of a situation and their low-level properties (e.g. that a
trajectory contains a circle). This corresponds to the perception level of SA.

Semantic Analysis involves interpretation and evaluation of the entities in conjunction
with background knowledge, producing an understanding of the overall meaning
of the identified entities: how they relate to each other, what kind of situation it is,
what it means in terms of one’s mission goals (e.g. that a fighter plane is threatening
some object). This corresponds to the comprehension level of SA.

Alert Generation involves monitoring and projecting how events may unfold over
time. Based on the interpretation of a situation, this functionality identifies pos-
sible evolutions of the current situation (e.g. of an aircraft currently surveilling a
border). If a potentially high-impact situation is recognised to arise, an alert is sent
to the operator. This relates to the projection level of SA.

We emphasize the role of declarative techniques in all three layers, each one realized
essentially by specification in a formal logic. This bears the advantage that we have a
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precise semantics for each layer, defined in terms of formal logic rather than the imple-
mented behaviour of a specific set of tools. As formal semantics can be captured in an
abstract manner, our approach does not tie users to specific implementations. However,
to make the employed logics operational, we capitalize on the state of the art by utilizing
two of the latest available (tableau-based) reasoners, E-KRHyper [PWO07|] and Racer-
Pro [HMO3]. We exploit E-KRHyper’s model-building abilities to deliver its result as a
description-logic ABox to RacerPro. One caveat here lies in the dynamic nature of our
application, which requires reasoning about data that changes over time. Unfortunately,
the currently available (first-order and description logic) reasoners do not offer suitable
services, so we solve this problem via a novel architecture, the SAIL architecture, that
utilizes a control component to invoke the reasoners in specific ways. Other important
aspects of SAIL concern the use of controlled natural language (CNL) as the primary
means of interaction with human operators, the integration of a public-domain GIS
system into E-KRHyper for basic geometrical calculations. The architecture has been
implemented in the SAIL system and tested successfully on realistic data. Although we
refer occasionally to the system, the focus of this paper is on its architecture.

1.1 Related Work

Several systems for SA have been developed that support the management of various in-
formation sources (sensor data, textual information, databases, etc.) for purposes such
as information exchange and graphical presentation to facilitate decision making. In-
formation retrieval techniques to filter and rank a potentially overwhelming stream of
information are often applied to facilitate this process. Typical examples of academic
prototypes, from the military domain, are [GHGJ+07,ISRS+07]]. However, such systems
lack capabilities that enable a deep, semantical modelling of the domain and drawing
conclusions on top of it. Therefore, information integration to assess and project a sit-
uation into the future still has to occur largely in the “heads of the decision makers”,
which leads to the Semantic Challenge in SA [NLOS]. These issues are a recurring
theme in current SA research and attract considerable attention worldwide (see a recent
overview paper by domain experts [BKS+06])). It is not surprising that (in particular)
description logics [BCM+03] and corresponding reasoners have attracted a lot of at-
tention in the SA community. Although some SA tools, such as [SRS+07, (GHGJ+07|]
reportedly make use of description logic reasoners, it becomes clear that deep, seman-
tic reasoning is not yet implemented in a satisfying manner. Moreover, the cited reports
make little mention of the lower levels of the information fusion process; there is an
implicit, underlying assumption that low-level data, such as that provided by physical
sensors, is already in a semantically and syntactically well structured form, associat-
ing to real-world events the concrete objects, the time of occurrence, and data sources,
which may be stored in a database or ontology. However, how to actually obtain this
meta information is not detailed upon (cf. [MKL+05]). To the best of our knowledge,
no prior SA system has managed to use an integrated semantic approach based on log-
ical inference and reasoning, from the sensor-data level to the higher levels of situation
assessment, and beyond (e.g., impact assessment, projection into the future, etc.). This
is one of the key differences between our proposed system, whose functioning can be
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described largely based on formal logic, and the existing ones, which combine ad-hoc
representations with formal reasoning.

1.2 Running Example

We will use the scenario depicted in Fig.[2]as a running example to illustrate the various
components of the SAIL architecture. Our work is embedded in a project run in col-
laboration with the Defence Science and Technology Organisation (DSTO), Australia.
The scenario discussed here is a small excerpt from a scenario developed by DSTO and
NATO partners.

Suppose we are interested in monitoring a geographical region for potentially hos-
tile activity by a neighbouring country. Our system receives low-level track data from
electronic surveillance systems (e.g. radar) that combined with Geographic Information
System (GIS) data allow us to keep track of the movement of vehicles in the region. In
this scenario, radar data indicates that an aircraft takes off at 11:55 and travels at a
speed of 1.1 Mach (Fig. 2d). Another source of information to the system are natural
language reports from human witnesses in the region. These reports frequently contain
information that the other sources cannot deliver, such as the specific type of aircraft. In
our scenario, such a report indicates that an SU 24M was seen taking off from Becker-
Bender at 12:00.

Interacting with the system is a user issuing queries in (Controlled) Natural Lan-
guage. In this example, a submitted query is “What aircraft of Redland can reach a city
of Blueland?” (Fig.[2d). The SAIL system 1) uses its various sources of information to
speculate that the aircraft detected by radar and the aircraft described in the report are
the same; 2) uses what it knows about the detected SU 24M and general background
knowledge, such as aircraft capabilities (e.g. travel distance range), geographical in-
formation, and the types of aircraft used by different countries, to determine that the
detected SU 24M is Redland’s and that it is currently capable of reaching a city of
Blueland, and 3) includes it in the answer to the user’s query. Moreover, in this example
the SU 24M and any other aircraft that have been detected are monitored for aggressive
behavior. If an aircraft is determined to be aggressive, the system issues an alert.
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Fig. 2. Example Scenario: multiple sources of information are fused and analysed in the detection
of a potentially hostile aircraft taking off
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2 SAIL Architecture

Fig.Bldepicts the SAIL system architecture. SAIL takes two kinds of input: data streams
and eye-witness reports. Data streams provide time-stamped sensor data about aircraft,
ships, etc, giving their location, speed, acceleration and so on, shown as the boxes
SD;,SD;+1,SD;i42,. ... In our scenario, new data arrives about every 0.33 seconds and
concerns about 30 objects. SAIL accumulates this information: at each time point i
the system stores data from previous time points SD;, for j < i. For practical reasons
— to cope with the amount of data accumulating over time — SAIL supports a user-
configurable time window and abandons data time-stamped prior to that window. Eye-
witness reports are represented in a time-stamped relational way, similarly to the sensor
data. As they are originally expressed in a form of controlled natural language (CNL),
some preprocessing is needed to arrive at a relational form (cf. Sec. 2.4). The control
program presented in Algorithm[I]coordinates the processing of all that.

CNL Query CNL Answer CNL Alert
CNL formalization CNL generation CNL generation

! Y Y

. Alert generation
CNL assertion handler - CNL query handler (LTL/BA)
A
1 NN X
Control program and reasoner interface I_
CNL formalization g
—I Semantic Analysis
_l (Description Logics/RacerPro)
CNL background
knowledge /
(scenario/intelligence)
B [ o
—p | Data Aggregation

I—_\ (Rules/E-KRHyper)

/V
S

Fig. 3. SAIL system architecture. Abbreviations: GIS - GIS system, SD; - sensor data, LTL - linear
temporal logic, BA - Biichi automaton, CNL - controlled natural language.
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input: a TBox tbox, window size n

t—0;

fori—Oton—1do /* initialize sensor data windows */
sd[i] — 0;

end

while true do
sd[t mod n] <« await input data from CNL assertion handler;
user queries «— read nRQL queries from CNL query handler;
SD; — U=, sdlil;
ABox; < InvokeDAModule (SDy;);
tptp answer < InvokeSAModule (tbox,ABox;,user queries);
data trace < InvokeSAModule (tbox,ABox;);
send tptp answer to CNL query handler;
send data trace to alert generation module;
t—t+1;

end

Algorithm 1. Control procedure for query answering and data trace generation

The control procedure takes two arguments - a TBox tbox and a configurable win-
dow size n. There are two arrays sd and data trace. Each array is of size n and each
element in the array is initially set to an empty set. The main part of the procedure con-
sists of a while-loop that runs indefinitely. In each iteration, the procedure is blocked
until the next input arrives from the CNL assertion handler. It then proceeds by reading
user queries in nRQL format from the query handler. Positions of array sd are filled
with sensor data in sequence from index O to n — 1 as ¢ increments with each iteration.
It simply loops back to position (¢ mod n) if # > n, thus disregarding input data col-
lected at time point # — n. That is, we retain at most n time points of input data prior to
the current time point ¢.

Collected input data in the array sd are aggregated to form SD;. This data, together
with GIS and database information, are processed by the data aggregation module via
InvokeDAModule, to produce an ABox ABox; marked with the current time point ¢.
This new ABox is loaded together with the input TBox #box to the semantic analysis
module via InvokeSAModule for further processing, where user queries user queries
will be executed. The answer produced will be in TPTP format and is immediately
sent to the CNL query handler for conversion to CNL output. Similarly, a data trace
will be generated via InvokeSAModule for time point # which will be sent to the alert
generation module for further processing (as described in Sec.2.3]below).

2.1 Data Aggregation

Data aggregation is the process of gathering information and expressing it in a sum-
mary form. With a wide enough time window, this allows to detect object properties
over time, like, for instance, to detect a “circle” in an object’s trajectory, or that a
certain object re-visits a certain point again and again. Eye-witness reports, initially
expressed in CNL, also feed into this layer. For instance, a CNL sentence like “An
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SU 24M started from Eaglevista at 09:00” could be used to enrich information about a
previously unidentified object that it is an SU 24M.

The core component for data aggregation is the theorem prover E-KRHyper. E-
KRHyper is sound and complete for first-order logic with equality. It is an implementa-
tion of the E-hyper tableau calculus [BFPO7|]. E-KRHyper has been described in more
detail in [PWO7].

E-KRHyper is invoked by the control program whenever the time window moves or
a new eye-witness report comes in. It then updates the data aggregated so far based on
the new information. E-KRHyper accepts if-then rules, of which first-order clause logic
is a special case[] Rules are used to specify data aggregation in a declarative way. Here
are some examples, relevant to the event in Fig. 2at

object_appears (0bj, Now) :- % An Object appears at the current time, Now.
current_time (Now), Current time - supplied by control program
object (Obj, Now), Get some Object existing at Now
previous_time (Now, T), Previous time - supplied by control program
\+ object(0bj, T). Check that Object was not there at T

o0 0P o

oe

take_off (Event, Obj, Now) :- % a new Event: an Object takes off Now
object_appears (Obj, Now),
in_air (Obj, Now), % in_air computed by GIS
concat([’ev_’,0bj,’_’,Now],Event). % creates unique Event id

The rules are applied in a bottom-up way to the sensor data and eye-witness reports
(after conversion into logical form by the CNL assertion handler) until a fixed point is
reached. A certain subset of the fixpoint is then extracted and passed on to the semantic
analysis layer.

To see how this works, assume that the appearance of the aircraft in Fig. 2alis repre-
sented as object (acl, ‘11:55'), and assume that in_air(acl, ’11:55’) can be
established with the help of the GIS (see below) from the radar data. E-KRHyper then
derives the result take_off ('ev_acl_11:55', acl, '11:55") E which is passed on
to the semantic analysis layer with the help of rules with a head predicate “abox’:

abox (take_off (Event)) :- take_off (Event, Obj, Time).

Such rules specify concept assertions (like take_off(’ev_acl_11:55')) or role
assertions (like event_time(’ev_acl_11:55’, '11:55’) in the sense of description
logics.ﬁ As indicated in Fig.[Blby using indices j rather than i, the sequence of ABoxes

[TRL]

! The syntax is similar to Prolog, but extends it by a logical-or operator “;” which means dis-
junction in the head of rules. E-KRHyper also supports stratified negation “\+” and evaluation
of arithmetic goals. These features are helpful for computations on timepoints and spatial dis-
tances. They are used locally inside the data aggregation layer and do not interfere with the
overall logic.

2 We use integers to represent time and writing time points as in ‘11:55" is just for readability
here. Names like 'ev acl 11:55’ are obtained with a concat-atoms like built-in function.

3 A collection of such assertions, an ABox, specifies a theory in the sense of first-order logic.
Like any first-order theory an ABox may be incomplete, that is, it might entail a given first-
order sentence, like e.g. a concept instance is AWACS (ol), entail its negation, or neither of
them.
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ABox;,ABox;1,... does not necessarily correspond to the time points of the sensor
data. This is, because it is neither necessary nor feasible to update the data aggregation
with the same rate as the sensor data come in. By default, a new ABox is computed
every second or when a new eye-witness report comes in.

Preserving information over time. Each ABox ABox;,ABox;1,... represents infor-
mation for the time point “now”. Would ABoxes include their predecessors (as is the
case with the sensor data) then a massive frame problem is to be expected. However,
ABox assertions that are consistent with all later ABoxes can be kept without problems.
For instance, it might be useful to keep the “take off” event synthesized in the example
above until its object no longer exists. This can be realized by writing rules with special
predicate symbol reassert in the head:

reassert (take_off (Event, Obj, CreationTime)) :-
take_off (Event, Obj, CreationTime), current_time(Time),
object (Obj, Time). % reassert as long as its object exists

Like the abox predicate, the reassert predicate is interpreted by the control pro-
gram in a special way, by just feeding its extension in the current computed model into
the next invocation of E-KRHyper. This achieves the desired effect.

The formal meaning of this type of data aggregation can be given in a similar way
as for production system languages (cf. [Ras94]) and E-KRHyper merely serves as an
implementation of that. However, as pointed out above, this particular choice is not
mandatory. We have chosen E-KRHyper because of our familiarity with the system.
The use of equality reasoning is not crucial, but the ability to generate models in a
bottom-up manner is, in order to extract ABoxes from the computed models. Another
important detail is that the rules we use fall into a formula class that E-KRHyper is a
decision procedure for.

Databases and GIS. SAIL’s data aggregation layer also integrates databases and a
public-domain GIS. The (relational) databases here contain data about capabilities of
aircraft, ships, etc, such as maximum speed, range, and so on. As they are rather small,
instead of coupling a proper DBMS, we simply expressed the knowledge base directly
in E-KRHyper’s input language, as a set of facts.

The sensor data consists of spatial information about objects that are moving over
time. The computation of their properties will often involve spatial computations in
the GIS, numerical computations and database lookups. A simple example is to com-
pute whether a certain aircraft can reach a certain destination. This requires a database
query of the aircraft’s range, the aircraft’s time in the air, and the distance to the des-
tination. For that, it is useful to be able to compute basic spatial properties of objects,
such as whether an object is in air, within a certain region (for example, a country) or
targets some city. To this end, we have integrated the popular open source GDAL/OGR
GIS library into the SAIL data aggregation layer. The GIS utilises vector data about
geographic features, described in terms of geometric objects such as points, lines, and
polygons. The interface to the GIS is realized by special predicates and functions, which
can be used in rule bodies to invoke its services.
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For example, determining whether a city can be reached by a given aircraft can be
performed by using a combination of builtins; first to define the geographic region that
the aircraft can reach, and then to test whether the city is within that region:

reachableCity(Aircraft, Range, City) :-
Reach is ogr_g_buffer(Aircraft, Range),
ogr_g_within(City, Reach).

2.2 Semantic Analysis

The semantic analysis layer is where situation assessment occurs. This component of
the system utilizes a logical description of domain properties at a conceptually higher-
level than what the data aggregation layer produces. While the data aggregation layer
generates assertions about, e.g., the location of objects, the semantic analysis layer at-
taches higher level meaning to the situation, e.g. whether the object is behaving ag-
gressively. In addition to the information coming from the data aggregation layer, the
semantic analysis layer has at its disposal a background knowledge base (an ontology)
containing information about the different aircraft, ships, and other vehicle types avail-
able to various countries, the capabilities of the vehicles, e.g. weapons, travel range; the
status of the relationship between countries, e.g. ally, neutral, hostile; and other simi-
lar domain background knowledge. The knowledge base also contains a collection of
definitions of events, e.g., move, fly, sail, depart, take off, etc, that is in part inspired
by the event-semantics used in the NLP community. From this knowledge base and the
information delivered by the data aggregation layer, the semantic analysis layer com-
putes, by logical reasoning, a deeper, more concise high-level description of the current
situation. In the following we give only a flavor of the concrete knowledge base with a
small example around ‘“aggressive behavior”.

The particular representation and reasoning formalism used in this layer is descrip-
tion logics (DL) [BCM+03]. A typical DL knowledge base has two components: an
ABox and a TBox. ABox assertions are of the form C(x) or R(x,y), where C and R de-
note concept and role respectively, and x,y are individuals. Assertions are provided to
the semantic analysis layer as background information, as eye-witness reports or gen-
erated by the data aggregation layer. For example, the assertions below state two facts -
t1 being a physical object and #1 being a target of another object ol:

physical object(t1) has target(ol,t1)

TBox axioms are of the form C C D or C = D. The former requires that every individ-
ual belonging to C also belongs to D. The latter equivalence axiom requires that both
CLC D and D C C hold. TBox axioms are pre-defined in the semantic analysis layer.
They are combined with the ABoxes from the data aggregation layer to draw additional
inferences.

For example, the following axiom defines an aggressive object as an individual that
has a target of either a physical object or a space region:

aggressive = Jhas target.(physical objectspace region)
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It then follows that ol is an aggressive object, aggressive(ol). Note that the axiom
above is defined as an equivalence, which means we are not only interested in the suffi-
cient condition for classifying an object as aggressive, but the sufficient and necessary
conditions. For example, suppose we discover the fact aggressive(ol) from an eye-
witness. The above axiom would infer that there is some unnamed object which is a
target of o1 and is either a physical object or a space region.

Also related to “aggressive” is the thematic role has target, which is used to rep-
resent the target in an aggression event. Like the concept aggressive, this role is also
non-primitive and is similarly defined in this layer in terms of other primitive concepts
and roles. Specifically, non-primitive roles are defined by means of rules in the DL
system language. For instance, the following rule defines has target:

(firerule (and (?EM move) (?EM ?Ag has_theme) (?Ag fighter)
(?Ag ?0rg associated_with) (?0rg s_blueland enemy_ organization)
(?EM ?Y has_direction) (?Y s_blueland associated_with))
((related (new-ind aggr ?Ag ?Y) ?Y has_target)))

This rule can be read as follows: if there is a move event whose theme (agent), ?Ag, is
a fighter aircraft associated with an enemy organization of Blueland and ?Ag is moving
towards ?Y (a physical object or a space region) which is associated with Blueland, then
this agent ?Ag has ?Y as a target of aggression.

The connection between the data aggregation layer and the semantic layer is achieved
through primitive concepts/roles. Primitive concepts and roles are not fully defined in
DL, but are continuously populated by instances computed by the data aggregation
layer. The implementation of the rules filling the primitives needs to be sound wrt. their
intended meaning. Completeness, however, is not required and is generally impossible
to achieve (i.e., limited possibilities of observing the world). The DL reasoner can then
also deduce assertions involving defined concepts. The eye-witness reports may directly
yield assertions for defined concepts.

Implementation. Our implementation of the semantic analysis module utilizes Rac-
erPro [HMO3]. RacerPro is invoked by the same control program that drives the data
aggregation layer. With RacerPro running in server mode, the control program loads the
TBox (i.e. the ontology) containing axioms defining high-level concepts like aggressive
and an ABox containing static background knowledge, then it enters into a loop. In each
iteration of the loop, the control program loads into RacerPro the most recent ABox pro-
duced by the data aggregation layer and then executes a number of DL rules, such as
the one above, that essentially extend the ABox with additional, inferred facts. Once
this is done, the reasoner has a full knowledge base and is ready for query processing.
Three classes of queries are issued to the reasoner: 1) Localization queries, which are
automatically issued by the control program and whose answer is used to display the
various objects currently being tracked on a Google-Earth interface. 2) User queries,
issued in CNL as described in Sec. below. (It is also possible for a user to pose
queries directly in the language of the reasoner.) 3) Alert queries, which conceptually
belong to the Alert layer but are realized by description logic reasoning (See Sec. 2.3)).
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2.3 Alerts

In contrast to queries, whose answering is triggered by questions submitted by the user,
alerts are raised automatically by the SAIL system. For instance, the user may want
to be notified by the system whenever an aircraft crosses a predefined border or an
air corridor. In general, an alert describes a critical situation, whose occurrence should
be pointed out to the user immediately, without requiring additional interaction. An
alert can be created by formally specifying the critical situation in linear time temporal
logic (LTL) [Pnu77]. The reason for using femporal logic is that the occurrence of
a critical situation usually depends on the dynamic behaviour of objects. Single time
points are described by the ABoxes generated by the data aggregation layer of SAIL
and extended by the semantic analysis layer. These form the atomic propositions in
the LTL formulas, i.e., statements about the properties of named objects formulated
in terms of the concepts and roles occurring in the ontology. Once an alert is formally
specified, a monitor is created, which, based on the observations so far, decides whether
or not the alert should be raised.

From a formal point of view, an LTL formula ¢ specifying an alert defines a set L
of infinite “words”, where each letter in such a word can be seen as a description of the
actual state at a given time point. These words correspond to “good” behaviour, i.e., the
alert must be raised if the observed sequence of state descriptions does not belong to
L. To be more precise, at any given time point, we have only observed a finite prefix of
such an infinite sequence. Such a prefix is “bad” if it cannot be extended to an infinite
sequence that belongs to Ly, i.e., however the future behaviour looks like, we know that
it cannot become “good.” In this case, the alert must be raised. Conversely, the prefix is
“good” if all extensions belong to L. In this case, the system no longer needs a monitor
for this alert. If none of this is the case, then the system must continue monitoring.

Following an approach developed in the area of runtime verification [BLS06], the
monitor for an alert specified by ¢ is a finite state machine (FSM) with output (“alert”,
“shut down”, “continue”), which can be constructed from the Biichi automaton corre-
sponding to ¢ (i.e., accepting Lg).

As an example of an alert specification, consider the following critical situation. If
we detect that an enemy aircraft has taken off, and if this aircraft crosses our border, an
alarm signal should be raised. The following LTL formula is used to express this:

G(in air(p) = —cross border(p) U landed(p)).

The temporal operator G asserts that the formula following it should hold at all future
time points, and the until-operator U asserts that the event cross border(p) does not
happen before landed(p) is observed. Note that this formula is parametrised with an
object name p. The idea is that it is instantiated by all the named objects that are in air.
In our running example, alerts are illustrated by monitoring for aggressive events with
the simple specification G(—aggressive(e)).

Moreover, in our application, for all aircraft p, we keep track of the values of, say,
in air(p) such that we can, essentially, revert to a propositional representation of the
formula. From that, we automatically generate a FSM that reads a trace, which con-
sists of the different truth values of the propositions over time (and obtained via de-
scription logic reasoning), and returns in each state whether so far a good prefix was



88 F. Baader et al.

(0,0)

&inair_p&&landed_p

(cross_p&&inair_p) (LD

ross_p&&inair_p&&landed_j

cross,p&&l@inair,p&&landed landed_p)

cross_p&&landed_p) Xinair_p&&landed_p) )landed_p)

[y>Ninair_p)

(cross_p&&inair_p) /(cross_p)

- (<emp@(crnsgp&&inairﬁp&&landed (cross_p&&inair, cross_p&&landed Cross, inair_p&&landed inair_pXlanded_p)

Fig. 4. FSM for G(in air(p) = —cross border(p) U landed(p))

observed (i.e., “shut down”), a bad one (i.e., “alert”), or neither (i.e., “continue”).
Depending on the formula, not all the three different types of states may appear in
a generated FSM. For example, in the resulting FSM from the above formula de-
picted in Fig. 4] there is only one alert-state, indicated by the label (—1,1), and two
continue-states, indicated by the labels (0,0) and (1,1). The labels on the transitions
are such that only positively interpreted propositions appear, whereas negative inter-
pretations are implicit, for example, the label “inair p” asserts the following valuation,
{in air(p) = true,cross border(p) = false,landed(p) = false}. Note that the auto-
matically generated FSMs are always complete in the sense that for all possible Boolean
combinations of propositions there always exists a transition at each state. The transi-
tions in the FSMs can often be simplified, for efficiency reasons. For instance, if a state
has no outbound states but loops, we replace them with a single loop that is always
enabled irrespective of the truth values of the propositions.

Instead of a direct implementation, FSMs are realized by reduction to description
logic reasoning. This is done in a similar fashion as the encodings of LTL search control
for planning in [[GabO03]. For each state S in the FSA, we introduce a concept Cs into
the semantic analysis knowledge base. For each of these concepts, we construct a DL
formula by taking all the transitions (S;, y;,S) in the FSM and building a corresponding
disjunction of the form | |;Cs, M;. This formula essentially defines the extent (set of
individuals in the corresponding state) of the concept Cs in the next time point. Every
time a new ABox is loaded into the semantic analysis module, we use the current values
of the concepts Cs, and recompute the value of Cg by computing the answer to the query
|l;Cs, My;. This answer is then stored and loaded in the next time point so that the
current values of the state concepts are always available for computing the values in the
next time point. For example, for the formula above, we have three concepts C;,C>,C3
meant to contain objects in the corresponding three states. The formulas for updating the
concepts are, resp.: (C1 M=in air) L (CyMlanded), (Co M —landed M —cross border)
(C1Min air), C3U(C1 Mcross border) U (CyMcross border). A comprehensive formal
semantics of the alerts layer can also be given through a combination of DL and LTL as
described in [BGLOS].

2.4 Controlled Natural Language (CNL) Interface

A computer-understandable controlled natural language (CNL) is an engineered subset
of a natural language designed to reduce ambiguity and vagueness that are inherent in
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full natural language. Our controlled natural language is based on an unification-based
grammar similar to [FKKOS8| ISTOS8|| and relies on a neo-Davidsonian representation of
events, and a small number of thematic roles that are used to link these events with other
discourse entities (see [Par94] for an introduction).

The purpose of the CNL interface in the SAIL architecture is to allow humans who
are not trained in formal logic to add eye-witness reports to the system and to query the
DL knowledge base in CNL. This high-level interface abstracts away from primitive
and defined concepts and from the formal notation used to encode these concepts in the
knowledge base. Working with such an interface has the advantage that the user can
employ the familiar terminology of the application domain to interact with the system,
and we expect that this will reduce the cognitive load of the user considerably in a
situation awareness context.

Implementation. The CNL processor of the SAIL system consists of a controlled lex-
icon and a bi-directional grammar. It translates declarative sentences and questions
written in CNL into a formal representation in TPTP syntax [SS98]], and it generates
answers and alert messages in CNL. (We have chosen TPTP syntax for ease of inter-
facing reasoners.) The kernel of the CNL grammar is built around declarative sentences
which have the following simple functional structure:

Subject + Predicate + [Object] + {Modifiers}

This functional pattern can be instantiated via a set of well-defined CNL constituents,
for example:

Subject: (Su 24M) Predicate: (reaches) Object: (Bendeguz) Modifier: (within
6 minutes).

Starting from this simple sentence pattern, more complex sentences can be built in
a systematic way using a number of constructors (for example coordinators and quan-
tifiers). The CNL processor is able to resolve anaphoric references during the parsing
process using the DL knowledge base. This results in a paraphrase that shows the user
how the anaphoric expressions were interpreted. As an example consider the following
eye-witness report:

SU 24M takes off from Becker-Bender at 09:00. The A50-1 takes off from Kru-
pali at 09:30.

The fighter (SU 24M) flies towards Bendeguz. The AWACS (A50-1) flies to-
wards Eaglevista.

Apart from a paraphrase, the CNL processor generates first a TPTP representation
for this eye-witness report. This representation is then translated further into a suitable
form to augment the existing information in the data aggregation layer.

The DL knowledge base can be queried in CNL. Questions usually have an inverted
word order but the processing of questions can be interpreted as a variation of the pro-
cessing of declarative sentences. Thus large parts of the same grammar can be used.
Here is an example of a typical wh-question:

What aircraft of Redland is able to reach a city of Blueland?
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The CNL processor translates this question into a TPTP formula and stores this formula
as a template for generating answers:

input_formula(sail, conjunctive_query, ((
(? [A]: (named(A, s_redland) & (object(B, aircraft) &
property (B, associated_with, A)))) &
(? [C]: ( (? [D]: (named(D, s_blueland) & (object(C, city) &
property(C, associated_with, D))))
(? [E]: (property(E, has_agent, B) & (poss(E) & (event(E, reach)
(property (E, has_theme, C) & contemp(E, u)))))))))
=> answer (B))).

&
&

The TPTP formula is then translated into a conjunctive nRQL query [HMO3]:

(retrieve (?1) (and (?1 aircraft) (?1 s_redland associated_with)
(?2 ?1 has_agent) (?2 reach) (?2 ?3 has_theme) (2?3 city)
(?3 s_blueland associated_with)))

This query is sent to the DL reasoner, RacerPro, for question answering. RacerPro
returns the found instances. The CNL processor takes the stored TPTP formula and
transforms it into a representation for a declarative sentence using these instances, and
one or more complete sentences are generated as an answer.

3 Conclusions

We presented SAIL, a novel system architecture for situation awareness. It differs from
other approaches by emphasizing the role of formal logics and automated reasoning
systems. This supports a highly declarative approach to building situation awareness
systems. To our knowledge, SAIL is the first approach of this kind, and we see the un-
derlying approach of combining and extending available reasoners beyond their native
capabilities as our main contribution. A core feature of our architecture is that it enable
computation with data that changes over time, which is crucial for situation awareness
but not natively supported by the reasoners. Additional components of the implementa-
tion are a GIS-system, a controlled natural language interface and Google-Earth visual-
ization of trajectories and alerts.

We have implemented the SAIL system with the functionality described above. It
copes with data streams from a realistic scenario in real time. The raw sensor data
that feeds into the Data Aggregation layer arrives as a stream of time-stamped tuples
(T,Name, Ptfm,Alleg, Type, Lat, Long,Alt,VelX,VelY,VelZ, AccX,AccY,AccZ)
each describing a detected object’s position with real geo-coordinates, physically real
velocity and acceleration quantities, and, if known, its platform, allegiance (hostile,
friendly or neutral), and type. As mentioned in Section[2, the stream delivers such infor-
mation on about 30 objects approximately every 1/3sec. E-KRHyper’s rule base consists
of about 100 rules and ABoxes are generated at a rate of 2 ABoxes per “data-minute”,
where each ABox contains around 100-400 assertions. Each ABox is combined with
the background knowledge assertions and the background knowledge axioms to form a
single DL knowledge base. The background knowledge assertions are composed of 43
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concept assertions and 28 role assertions. The background knowledge axioms are com-
posed of 18 concept definitions, 14 inclusion axioms (GCIs) and 4 disjointness axioms.
RacerPro is able to compute the result of each query in less than 2 real seconds.

As future work it would be interesting to consider applications in domains like air
traffic control or disaster management.

Acknowledgements. We thank the reviewers and our DSTO project partner for valuable
comments on earlier drafts of this paper.
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Abstract. We consider encoding finite automata as least fixed points in a proof-
theoretical framework equipped with a general induction scheme, and study
automata inclusion in that setting. We provide a coinductive characterization of
inclusion that yields a natural bridge to proof-theory. This leads us to generalize
these observations to regular formulas, obtaining new insights about inductive
theorem proving and cyclic proofs in particular.

1 Introduction

The automated verification of systems that have only finitely many possible behaviors
is obviously decidable, although possibly complex. More interestingly, many proper-
ties are still decidable in the much richer class where infinitely many behaviors can
be described by a finite number of states. There are several reasons for considering
these questions from a proof-theoretical angle. Obviously, proof-theory provides well-
structured proof objects that can be considered as verification certificates; the fact that
proofs can be composed by cut is of particular interest here. Taking the opposite point of
view, complex but decidable problems can also be good examples to test and illuminate
the design of rich logics.

In particular, we are interested in the treatment of finite-state behaviors in first-order
logic extended with least fixed points. While the finite behavior case is trivially han-
dled in the proof-theory of such logics, finite-state behaviors are not so well under-
stood. Finite behaviors can be treated by only unfolding fixed points on both positive
and negative positions. Applying an exhaustive proof-search strategy along these lines,
the Bedwyr system [[14/2] provides a purely syntactic approach to model-checking. Al-
though simple, this strategy allows to treat complex problems like bisimulation for finite
n-calculus, thanks to the seamless integration of generic quantification [8/13]]. In order
to deal with finite-state behaviors, a natural attempt is to detect cycles in proof-search
and characterize those which reflect a sound reasoning. Following that general idea,
tableau [5] and cyclic [10J12l4]] proof systems have been explored under several angles.
These systems are simple, especially natural from a semantic point of view, but not
entirely satisfactory. Notably, they do not enjoy cut-elimination (except for the propo-
sitional framework of [10]) and, in the first-order, intuitionistic or linear cases, their
cut-free proofs are not expressive enough for capturing finite-state behaviors.

In this paper, we first study the proof-theoretical treatment of finite automata inclu-
sion, a central problem in model-checking, in a logic equipped with a general, explicit
induction principle. We translate a finite automaton, or rather the acceptance of a word

M. Giese and A. Waaler (Eds.): TABLEAUX 2009, LNAI 5607, pp. 93 20009.
© Springer-Verlag Berlin Heidelberg 2009
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by that automaton, as an interleaved least fixed point predicate, and show that our sim-
ple framework offers a natural support for reasoning about such complex expressions.
We then widen the scope of the discussion, investigating the completeness and the de-
cidability of our logic for a more general class of finite-state behaviors. Such work
can be rather technical, but we leverage the methodology and intuitions from the finite
automata setting, eventually obtaining new insights about cyclic proofs.

The rest of the paper is organized as follows: we present in Section 2] the sequent
calculus that we shall use, then study finite automata inclusion and its proof-theoretical
support in Section 3 and finally generalize the methodology to regular formulas in
Section [ This work has been developed in Chapter 5 of the author’s thesis [1]]; we
refer the reader to that document for complete proofs and more detailed discussions.

2 uMALL

We shall work with the logic yMALL [3/1]], which is an extension of first-order linear
logic without exponentials (MALL) with equality and least and greatest fixed points.
The choice of linear logic might seem surprising, but we shall not use it as the logic
of resource management but rather as a constrained framework underlying traditional
reasoning. Indeed, we shall use the intuitionistic presentation of uMALL, which can
easily and safely be read as usual intuitionistic logic. The point is that our observations
will come out especially clearly in a linear framework. In this paper, we ignore greatest
fixed points and consider only a first-order term language.

In the following, terms are denoted by s, #; vectors of terms are denoted by s, ¢;
formulas (objects of type o) are denoted by P, O, S ; term variables are denoted by x, y.
Finally, the syntactic variable B represents a formula abstracted over a predicate and n
terms (ApAx; ... Ax,. Opx; ... x,). We have the following formula constructors:

P:=PQP|P®P|P—oP|P&PI1|O|L|T
| 3x. P|Vyx. P|sZt]|u,, , (Apix. P)t

The syntactic variable vy represents a term type, e.g., nat, char, word. The quantifiers
have type (y — 0) — o and the equality has type y — y — o. The least fixed point
connective u has type (r —» 7) —» 7t where tisy; = -+ = ¥, — o for some arity
n > 0. We shall almost always elide the references to y, assuming that they can be
determined from context when it is important to know their value. Formulas with top-
level connective u are called fixed point expressions and can be arbitrarily nested (which
correspond to successive inductive definitions such as lists of natural numbers uL. 1 &
(uN.1 @ N) ® L) and interleaved (which corresponds to mutually inductive definitions
such as arbitrarily branching trees u7. 1 & (uL. 1 & T ® L)). The first argument of a
fixed point expression is called its body, and shall be denoted by B. In themselves, such
second-order expressions are called predicate operator expressions or simply operators.
We shall assume that all bodies are monotonic, i.e., the bound predicate variables occur
only positively in them.

We present the inference rules for yMALL in Figure [l We omit the specification
of the judgment 2 + ¢ used in the right existential and left universal rules, expressing
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Propositional fragment

x5 LPPvrQ X I'vpP XI'vP XI'vP X, PrQ 2 IP+Q

SLPOPQ SO+ P®P SLIP—oPrQ X[+P—oQ
SLPHQ SLPrQ  STrP SLPvQ  XTrP TP
SLPOP QO SrvPooP, ZSLPW&PvQ S THP&P

First-order structure

2.x;Px+Q Xvt XCvPt Xvt X20LPt-Q X x; T+ Px
2L Ax.Px - Q 2.+ Jx.Px 2 LYx.Px+ Q 2+ VYx.Px

{260:I0F PO:0€csu(u=v)}
2 lu=v+ P 2:l'ru=u
Fixed points

2 ISt+-P x;BSx+Sx 25+ B(uB)t
2, uBt+ P 25T+ uBt 2 uBt + uBt

Fig. 1. Intuitionistic presentation of first-order yMALL

that 7 is a well-formed term over the signature 2. The initial identity rule is restricted to
fixed points. In the left rule for u, which is induction, S is called the invariant and is a
closed formula of the same type as uB, of the formy, — -+ — ¥, — o. The treatment
of equality dates back to [6l11]. In the left equality rule, csu stands for complete set
of unifiers. Since we are only considering first-order terms in this paper, we have most
general unifiers and hence at most one premise to this rule — there is none when the
equality is absurd, i.e., non-unifiable. Thanks to the monotonicity condition, the cut rule
is admissible in uMALL [3]], which implies the consistency of that system.

Example 1. We introduce the term type n for natural numbers, with two constants 0 : n
and s : n — n. We define nat of type n — o and half of type n — n — o as the fixed
points uB,,; and B, r where:

Bnardéf/lN/lx.x:OGBEly.x:sy®Ny

Bhar & AHAXAL. (x=00h=0)@® (x=500h=0)&
@AXA . x=sGxX)®h=sh ® HXh)
In the particular case of nat, the induction rule yields the usual induction principle:

FSO SyrS(sy)
I,St+P (BuasS)x+ Sx
I natt+ P

&L AL, ®L,=L

Notice that reasoning takes place on the fixed point formula nat, not on the type n which
could as well contain other irrelevant terms.
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Although it is constrained by linearity, uMALL is a very expressive logic. It is easy to
encode total runs of a Turing machine as a fixed point predicate, and hence provability
in uMALL is undecidable in general.

3 Finite State Automata

Definition 1 (Finite state automaton, acceptance, language). A non-deterministic fi-
nite state automaton A on the alphabet X is given by a tuple (Q,T,1, F) where Q is a
set whose elements are called states, T € p(Q X 2 X Q) is a set of transitions and [
and F are subsets of Q, respectively containing the initial and final states. A state qg
is said to accept a word « . ..a, when there is a path qoq . ..q, where g, € F and
each (gi-1, aj, q;) € T. The language L(q) associated to a state is the set of words that
it accepts. That notion is extended to a collection of states by L(Q) := U0 L(q) and to
the automaton by L(A) := L(I).

In the following we shall not specify on which alphabet each automaton works, sup-
posing that they all work on the same implicit 2, and a shall denote the letters of that
alphabet. We also talk about transitions, final and initial states without making explicit
the automaton that defines them, since it shall be recovered without ambiguity from the
states]. We write q - q for(q,a,q')€T.

Definition 2 (a™!). For a language L and a set of states Q, we define a™':
a'L o {(w:awe L} a'Q = {q' : q > g for some q € Q}
We finally come to the only non-standard definition

Definition 3 (Transitions between collections of states). For a collection of states Q
we write Q =% Q' when Q' C o' Q.

We now propose a coinductive characterization of inclusion. Its interest is to allow the
transition from the (semantic) automata-theoretic inclusion to the (syntactic) inductive
proof of implication in yMALL. As far as we know, that characterization is as novel as
its purpose.

Definition 4 (Multi-simulation). A multi-simulation between two automata
(A, T,I,F) and (B,T',I',)F’) is a relation R C A X @(B) such that whenever
pRO:

— if p is final, then there must be a final state in Q;
— for any a and p’ such that p —® p’ there exists Q' such that Q —* Q' and p"R(Q’.

Proposition 1. £(p) € L(Q) if and only if pRQ for some multi-simulation ‘R.

! States are mere identifiers, and automata are in fact considered modulo renaming. Hence, when
several automata are considered we implicitly make the assumption that their sets of states are
disjoints (a sort of Barendregt convention), which indeed makes it possible to recover the
automaton from one of its states.
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Proof. If. Let R be a multi-simulation. We prove by inductior] on the word w that
whenever pRQ andw € L(p), then w € L(Q). Itis true for € by definition, as there must
be a final state in Q when p is final. If w = aw’ is in L(p) then we have some p’ such
that p —“ p’, and by definition of multi-simulation there exists Q’ such that Q —¢ O’
and p’RQ’. Since w’ € L(p’) we obtain by induction hypothesis that w’ € L(Q") and
hence w € L(Q). Only if. We show that language inclusion is a multi-simulation, which
follows immediately from the definition: if we have L(p) C £(Q) and p is final then
€ € L(Q), hence one of the states of Q must be final; if p —»¢ p’ then aL(p’) € L(Q),
that is £(p’) € o' £L(Q), and hence Q' := o~ Q fits.

The inclusion is the greatest multi-simulation, the union of all multi-simulations. To
obtain an illustrative proof that a given p is included in Q, it is more interesting to look
at the least possible multi-simulation relating them.

A multi-simulation establishing £(po) C L(Qo) can be obtained by iterating the
following transformation on the relation {(pg, Qp)}: for each (p, Q) and each p = p’,
add (p’,a"'Q) to the relation. When a fixed point is reached, check the condition on
final states: if it holds the relation is a multi-simulation; if it does not there cannot
be any multi-simulation relating po and Qp. This simple technique generally gives a
smaller relation than inclusion, but it is still not the best.

Example 2. Consider the following two automata.

B -
@ 'B 'B\—
The state py is included in gq: if there is an even number of S transitions to make,
2o to qi, otherwise go to ¢|. The inclusion is also “proved” by the multi-simulation

R = {(po, {qo)), (1,191, g1 D, (p2,{g2})}. One can sense here the richness of the multi-
simulation technique, featuring the backwards aspect of proofs by induction.

Example 3. We finally show an example that hints at the upcoming generalization
of this discussion. Informally, we shall prove the totality of half (i.e., Vx. nat x —o
dy. half x y) by relying on an informal encoding of the behavior of (Ax. nat x) and
(Ax3h. half x h) as automata:

Z Z
> >
>~ s s
§ s s
[

The following multi-simulation establishes that L(ps) C L(gy), i.e., half is total:
R = {(Ps> gsD)s (Ps: {q5> 47D (P2s gD (P2 {2 D)

2 The notion of multi-simulation extends naturally to labeled transition systems. In that case,
both finite and infinite trace inclusions would be multi-simulations. However, multi-simulation
only implies the inclusion of finite traces — which is shown by induction on the length of the
trace.
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We have exhibited a simple structure underlying inclusion of non-deterministic finite
automata, which expresses non-trivial reasoning. We are now going to move to the
(linear) logical world and exploit it.

3.1 Encoding Finite Automata in yMALL

We shall represent an automaton, or rather its acceptance predicate, in the logic
UMALL. A first possibility would be to encode one automaton as one fixed point tak-
ing both the state and the word as arguments: the resulting fixed point would be large
but simply structured. We are interested in a more structural approach, that erases the
names of states and translates each state of an automaton as one fixed point expression
in which other states are also expressed, in a complex interleaved way. Our interest is
to test the logic on this large class of interleaved fixed points, and then generalize our
observations to a wider class of fixed points.

The drawback of encoding to interleaved fixed points is that it forces a sequential
introduction of mutually inductive predicates, which forbids sharing. Graphically, that
sequentialization requires writing a graph as a tree (the syntax tree) plus looping edges
(predicate variables referring to fixed points). For example, the following transforma-
tion will essentially be applied when encoding p; as a u-formula:

Y

Y
- B - B
OREOEOENONOED
@ B
a
(22) (@)
Y

Taking the « transition from p; involves an unfolding of the ¢ formula, corresponding
to the left automaton below. It is different from the automaton corresponding to a direct
translation of state p, in the initial automaton, shown on the right below. But, the two
automata are bisimilar.

Y

a
B Y N o B X B y B
() " (@) () “Her) (pr) 5@
N r
a
ﬁ (44
(2) ()
Y

We now describe formally the translation. Note that it could be generalized to encode
mutually (co)inductive definitions into fixed points, and most observations made here
would still be relevant [[1]].

Definition 5 (Translation of automata into fixed points). Let A be a finite automa-
ton. We translate each of its states q into a fixed point predicate expression [q]° as
follows:
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[q]r — qi lf% er
YT\ u(Agiw A w =€ : qiisfinal f@B{IW.w=aw & [¢;]"W : g > q;})

This encoding is structural: it does not rely on the names of the defined atoms but
only reflects their structure. As we have shown in the previous examples, bisimilar
states might be identified, and structurally identical states might only have “bisimilar”
encodings.

Proposition 2 (Adequacy). Let A be a finite automaton. There is a bijection between
accepting paths starting at one of its state q and cut-free uMALL derivations of + [q]w,
where w is the word induced by the path.

Our encoding does not only provide adequate representations, but also powerful ways of
reasoning about automata. The following deduction rule gives a very natural synthetic
reading of an automaton’s encoding.

Proposition 3. Let A be a finite automaton, and p one of its states. The following rule is
sound and invertible, where the states p’, p”’ are taken among those reachable from p:

(rSpe:p finaly (S, xvSylax):p" —%p”"} I,Sot+ Q
Lplt+ Q

The rule is derived by repeatedly applying (asynchronous) rules on the state’s encoding.
The final clauses occur naturally. The transition clauses occur in two different ways,
depending whether the arc between two states is in the covering tree or is a looping arc.
Like the induction rule, this rule leaves the difficult choice of finding a correct invariant
for each state, and it is not invertible for all choices. A typical example is to use the
unfolded fixed points as invariants, which yields the invertible rule of case analysis.

Theorem 1 (Soundness and completeness). Let A and B be two automata, let py be
a state of A and Qg a collection of states of B. Then L(po) S L(Qy) if and only if
Yw. [polw —o ®qyeq, [glw is provable in uMALL.

Proof. The easy direction here is to conclude the inclusion from the provability of
the linear implication. It immediately follows from the adequacy of the encoding
and cut-elimination. For the other direction we use our characterization of inclusion.
Since L(po) € L(Qp) there exists a multi-simulation R that relates them. We prove
[Polw F @4eq, [glw by using the simultaneous induction rule shown above, with the
invariants S, given as follows by the multi-simulation:

Spi=Ax. &prp Dyeo [glx

We have to build a proof of + § ,e for each terminal state p: we enumerate all pRQ
by introducing the &, then since R is a multi-simulation there must be a final state
qr € O, we select this disjunct and finally derive + [g]e by selecting the final clause
in it.

We also have to build a derivation of S x + § ,(ax) for each p —* p’. We intro-
duce again the & on the right, enumerating all pR Q, then by definition of the multi-
simulation there is a Q” such that Q —¢ @’ and p’R Q’, so we choose the corresponding
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&-conjunct on the left hand-side. We are left with ®,¢o [¢']x + ©4e0 [gl(ax) which
corresponds exactly to Q — Q’: for each ¢’ there is a g such that ¢ —»% ¢’. We trans-
late that by enumerating all ¢’ (introducing the left @) and choosing the appropriate ¢
in each branch (introducing the right @) and finally selecting the right clause in [¢] to
establish [¢']x F [g](ax).

Our representation of automata as fixed points is very satisfying: the derived induction
principle allows rich reasoning about acceptances, naturally reflecting the behavior of
an automaton. It fits perfectly with the notion of multi-simulation. This would be less
precise in the richer framework of intuitionistic logic: the encoding and adequacy re-
sult can be adapted straightforwardly, and the linear derivation built in the above proof
can be mimicked by a similar intuitionistic derivation to obtain the same theorem, but
new possible behaviors involving an additive treatment of the conjunction would be
irrelevant.

4 Regular Formulas

We obtained a completeness result for finite automata, based on the construction of
complex invariants from multi-simulations, which can be discovered automatically. It
is tempting to extend such a good property. In this section, we consider a notion of
regular formulas that is considerably richer than encodings of finite automata, in an
attempt to capture simple but useful properties such as totality of relations. Like finite
automata, regular formulas are finite systems of interdependent superficial constraints.
The main differences are that regular formulas deal with terms rather than words and
have an arbitrary arity. We shall see that the latter extension makes regular formulas
much more complex than finite automata.

While only the first letter of a word is checked when taking a transition in an au-
tomata, terms in regular formulas are matched against arbitrary patterns. In particular,
patterns can be trivial, which corresponds to e-transitions.

Definition 6_(Patterns). A pattern C of type y1,...,¥Yn = V},-..,Yn is @ vector of m
closed term§l Di : Y1,-..»Yn = ¥}, such that each of the n variables occurs at most
once in all (p;);. The (p;) are called elementary patterns of C. A pattern is said to be
non-erasing when each of its input variables occurs in one of its elementary patterns.

We write Ct for denoting the vector resulting from the application of t to each el-
ementary pattern of C. For two vectors of terms of equal length n, t = t' denotes the
formulaty =1, ® ... ®t, = t,. The patterns C and C’ are said to be compatible when
the unification problem Cx = C'y has a solution.

A trivial pattern is a pattern which has no rigid structure, i.e., whose elementary
patterns are projections. Trivial patterns are denoted by €. A particular case of trivial
pattern is the identity: we denote by I, the pattern (1x.x1, ..., Ax.Xx,).

3 The p; are not first-order terms but they are only a technical device for presenting patterns. The
point is that they shall always be applied when occurring in formulas, hence yielding terms of
ground type y’.
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Definition 7 (Pattern compositions). Let C and C’ be patterns of arbitrary type. Let
(pi)i<m be the elementary patterns of C and (p’j)jsm/ those of C'. We define (C,C’) to be
(Axy.p1x, ..., AXy.ppuXx, AXy.p\y,. .., Axy.p,,y), which is still a pattern.

Assuming that C has typey — ', and C’ has type y’ — y"', we define C'C to be the
pattern (Ax.p1(Cx), ..., Ax.p; (Cx)).

Definition 8 (Regular formula). We define the class of formulas RIF/ o parametrized
by I' (a set of predicate variables), I (a set of input term variables) and O (a set of

output variables). The regular formulas on a signature X are given by Rg /5

ro.._ @l r r r
Rijo == R0 ®Ryjo | - Ry 0 | Proo
| O=C whenlI=10
| O'=CI® P, when O and 0" form a partition of O

7’5 = px | u(Ap.Ax. Rg’/i)x where x is I in an arbitrary order
We say that a predicate P is regular when Px is regular over the signature x.

The syntactic definition of regular formulas is quite restrictive but suffices to capture
interesting examples. In particular, encodings of finite automata are regular formulas. In
the last clause of R, notice that the splitting of O allows that some unconstrained output
variables are passed to the recursive occurrence . This allows direct encodings of e-
transitions, without resorting to an artificial clause of the form Aw. Iw’. w =w’ ® p’ w’
for copying the input variable to the output.

Notice that the fixed point subformulas of a regular formula do not have free term
variables. Hence, regular formulas can be seen as encodings of definitions [6411L7)9]
allowing mutual inductive definitions.

Example 4. Both (Ax. nat x) and (Ax. 3h. half x h) are regular predicates. The usual
specification of addition would also be regular, but not that of multiplication. It is also
not possible to encode automata with (unbounded) state, as it would require to pass
constructed terms to recursive occurrences of fixed points.

We now exhibit a fundamental property of regular formulas, which shall allow us to
abstract away from their tedious syntactic definition.

Proposition 4 (Fundamental property). Let P be a regular predicate. There is a finite
collection of (regular) predicates (P;), called states of P, such that Py is P and:

— Each P;x is provably equivalent to an additive disjunction of formulas of the form
dy.x=Cyordy.x=Cy®Pjy:
Vx. (Pixoo(Jy.x=Cy)®Jy.x=Cy®P;y)®...)

When the first form occurs in the disjunction we say that P; is C-final; when the
second one occurs we write P; »¢ P;.
— The following rule is admissible:

{FS:C : PiCfinal} {x;S;x+S{(Cx) :P; > P;} ISot+Q
I,Pt+Q
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Proof. The finite decomposition in states comes from the fact that only finitely many
formulas can occur when exploring a regular formula by unfolding its fixed points,
except for the term parameters which are however decreasing in size. This is because the
unfoldings are only done superficially, as needed. A corollary of this is the decidability
of the provability of + P¢, and more generally of - dx. P(Cx).

For proving a regular formula P by induction on another regular formula Q, we need
to adapt the states of P so that their behavior is finitely defined for the transitions of Q,
which might be finer than those of P.

Definition 9 (Q-states). Let P and Q be regular predicates of the same type. We say
that P admits Q-states if there is a finite number of predicates (P}) such that:

— P is equivalent to P);
— for each transition C of Q, each P of compatible type, P;(Cx) is provably equiva-
lent to an additive disjunction of P;.x.

Theorem 2 (Internal completeness). Let P and Q be two regular predicates of same
type such that P admits Q-states, then { t : + Qt } € { t : + Pt } if and only if
Xx; Ox + Px.

Proof. If we have a derivation of the implication we obtain the inclusion by cut-
elimination. For the other direction, we use a technique similar to the first part of the
proof of Proposition[Tl

When P’ and Q' are predicates of the same type, we simply write O’ € P’ for
{t:+rQt}C{t:+ Pt} Weshall build a derivation that uses the derived induction
rule on Q (Proposition[). Consider the Q-states of P, called (P;)[Sn. For each state Q;,
we form the conjunction of all unions of Q-states of P that contain Q;:

Si=&{ @kP;k 10 C @kP;k }
We check that the (§;) are valid invariants for Q:

— For each C-final Q;, we have by definition of §; an acceptance of C in each conjunct,
which allows us to prove - S,C.

— For each transition Q; —¢ Q;, we need to derive S jx + §;(Cx). Our derivation
starts by a & rule which enumerates all conjuncts S of S;. Each S contains Q; by
definition of S;, and by definition of the Q-states there is another disjunction of
QO-state S’ such that §’'x o—- S(Cx).

We observe that Q; is contained in S”: If Q; accepts ¢ then Q; accepts Ct, and so
does S; By cutting this against the above equivalence we obtain that S” accepts £.
So we have §”in § j, and we select this conjunct on the left hand-side. We now have
to derive S’'x + S (Cx) which is simply the other direction of the above equivalence.

As for the corresponding proof about finite automata, this proof yields a (naive) decision
procedure: there is only a finite number of invariants to try, and it is decidable to check
the final premises, as well as the transition premises since their form is very limited. As
for multi-simulation on automata, the full invariant considered in our proof of internal
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completeness is often unnecessarily large, but more economic techniques apply equally
well on Q-states.

Unfortunately, it is not always possible to obtain Q-states. We propose a partial pro-
cedure for computing them, then discuss in which cases it might fail.

Algorithm 11 (Partial procedure for computing Q-states) . Let P and Q be regular
predicates, and (P;) be the states of P. We denote by P} a reordering of the arguments of
Py, i.e., P} is (A(xp)k- Pi(xo))k) for some permutation o. Note that the characterization
of states of Proposition 4} can be adapted to be of the form Vx. (Pix oo (x = C) &
QAy.x=Cy® 3y Pj.yy') ® ... where C’ is non-erasing. We shall use that form in the
proof below.

The algorithm generates Q-states of the form (Ax. x = C) or (Ax. dy. x = Cy ®
dz. Pj.yz)for some state P; and a non-erasing pattern C. Strictly speaking, we need to
generalize slightly over that format in order to handle erasing transitions of Q: we al-
low extra vacuous abstractions at any position, but limit the total arity to not exceed that
of the transitions of C. This is shallow, and can be ignored in the following by consid-
ering the non-erasing restriction of a transition of Q, and adjusting the corresponding
decomposition afterwards.

We build a set of Q-states as the fixed poinﬂ of the following transformation, starting
with the singleton Ax. y. x =y ® Poy. The transformation consists in computing a
decomposition of the right form for each P of our tentative set of Q-states and each
transition Co of Q, and adding the components of the decomposition to our collection:

— If P} is of the form (Ax. x = C) then P(Cox) is provably equivalent to some x = C’
if Cp and C are compatible, which degenerates into 1 when Cp = C and x is empty;
and it is equivalent to 0 if the patterns are incompatible. In both cases we have a
valid decomposition, empty in the second case.

— Otherwise, our Q-state P’ is of the form (Ax. Jy. x = Cy ® z. P}yz).

o IfCp and C are incompatible, P'(Cox) is simply equivalent to 0.

o IfCp has no rigid structure, it is enough to observe that P'(Cox) o— P (x).

o If C has no rigid structure, P'(Cox) is equivalent to 3z. P;(Cox)z. The pred-

icate P; is equivalent to its characterization as a state, i.e., the sum of all its
transitions and final patterns: Pix' o— (&; F;x") ® (& Tix"). We decompose
recursivelyﬁ each F;‘.(CQx)z and T;(Cox)z as a sum of Q-states, and manipu-
late the results to obtain a decomposition for P'(Cox).
Our P'(Cox) is equivalent to Az. & (P}/xz), that is & Iz. (P//xz). It remains
to adapt the disjuncts into well-formed Q-states. We only show how to treat the
case of a transition clause P/, the treatment of a final clause being a particular
case. We start with:

dz. Ay'. (x,z) =C'y’ ® 7. Pj-y’z'
Splitting C" into (C}, C}) and y’ into (¥, y}) accordingly, we obtain:
Tyl x = Cly; ® Izy; 37" 2= Chysy ® Py|ys7

# The iteration might diverge, if there is no finite fixed point.
3 This recursive decomposition can loop if there is a cycle of trivial transitions in the states of P.
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Finally, we can remove the useless information about z, without loosing the
equivalence:
Jyj. x = Cly) @ ;37" Piy iy

e When Cg and C both have some rigid structure, then Cpx = Cy can be decom-
posed into x; = C'y; ® y» = C’ng, where x1,Xx, (resp. y1,¥2) is a partition
of x (resp. y). This decomposition is obtained by destructing the common rigid
structure of C and Co, aggregating in C’' (resp. C’Q ) the residual constraints
corresponding to branches where Cg (resp. C) becomes flexible first.
So we have an equivalence between P'(Cyx) and:

Ay1yz. x1 = C'y1 ® y2 = Cpx2 ® Az. Piy1y2z

Or simply:
Ayi. x1 = C'y1 @ Jz. Piyi(Cyx2)z

We recursivelyﬁ compute the decomposition of P} for the pattern (1 )y, C’Q, )
As before, we shall obtain a decomposition of P’ from that of P;. We detail the
case of transition clauses, for which we obtain a disjunct of the following form:

Ay x1=C'y1 ®
dz. Ay Fy, Ay} 01, %2,2) = (C1y}, Coy}, Coy) © 32/ Ply vy 2

We combine patterns:
Fy ;- (x1,x2) = (C'(Cry)). Coyy) ® 2. Ay, 2 = Cly, ® 2. Ply y,y,2

And finally remove the constraint on hidden variables z, to obtain a decompo-
sition of the right form:

Jyy,- (x1,x2) = (C'(C1y), Coyy) ® Ty, A2 Py v,y 7

As is visible in the definition, several problems can cause the divergence of our algo-
rithm. We propose some constraints under which it terminates, but also show why it is
interesting in a more general setting.

Proposition 5. Let P be a regular predicate such that its states have an arity of at most
one, and there is no cycle of e-transitions in it. Then it admits Q-states for any regular
Q. Hence the derivability of Vx. Qx —o Px is decidable, and holds whenever Q C P.

Proof. Algorithm [Tl clearly returns valid Q-states when it terminates, and it is easy to
show that it does terminate under the assumptions on P. Hence, Theorem 2l applies.

A regular formula constrained as in the previous proposition is not much more than a
finite automaton: we have essentially shown that Theorem[is a particular case of the
results on regular formulas. A noticeable difference is the e-acyclicity condition: there
is no difficulty in extending directly the work on finite automata to handle e-transitions,
but handling e-cycles in Algorithm[ITlinvolves some extra technicalities [1].

6 This can create a loop if C}, does not decrease, i.e., if C only has rigid structure on components
where C¢ does not.
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Example 5. In Proposition [3] the condition on the arity of P is essential. We show a
simple binary example where our procedure diverges. Consider the regular predicates
P := uPAxly. AXAy’. x = s’¥ ® y = sy’ ® Px’y, and a predicate Q with a tran-
sition (Ax’. sx’, Ay. sy’). We compute the Q-states of P using Algorithm [[1l We start
with P itself, and there is only one transition to consider: (Axy.sx, Axy.sy). This is a
rigid-rigid case, the decomposition of p (sx) (sy) yields ATy’ x = sx’ @ y =y ®
p x" y'. This new Q-state has to be decomposed for the same transition, and we obtain
Ax'3y’. x = s>’ ® y =y’ ® p x’ y'. The same pattern keeps applying, with information
accumulating on x, and new Q-states keep being generated.

Example 6. In Example [3] we gave an informal proof of the totality of half by see-
ing nat and half as finite automata. We can now avoid that step and obtain directly
a derivation. The states of H = Ax.3h. half x h are Hy = Ax.3h. half x h and
H| = AxAh. half x h. Its nat-states can be obtained by our procedure:

Hj = Ax. 3h. half x h H) =Ax.dp. x=sp ® dh. half p h
Hi=Ax.x=0 H = Ax. 1

Starting from H{), and taking the successor transition of nat, we obtain H| and H,
corresponding to the two transitions of H; that are compatible with the successor. Fi-
nally, HY is obtained for the decomposition of all others against the zero transition.
Notice that it is crucial that our algorithm eliminates the information learned about &
as some constraints are applied on x, otherwise we could not obtain a finite number of
nat-states.

Applying the proof of completeness, we essentially obtain the following invariant of
nat, from which one can simply derive the totality of half:

S:=Ax. @h.half xh) & (x=0® dy. x = sy ® Ih. half y h)

4.1 Relationship to Cyclic Proofs

As said above, cyclic proofs are appealing from an automated reasoning perspective,
as they avoid the invention of invariants, but they are very weak. It is our hope that the
work presented in this paper eventually leads to useful theorem proving techniques
that would keep the practical aspect of cyclic proofs but be much more powerful,
in particular be complete for inclusions of automata, and still meaningful for regular
formulas.

On the particular problem of inclusion, cyclic proofs seem related to simulations,
associating one state with another. This is not enough for obtaining completeness. In
contrast to that, the proofs obtained from our completeness theorems use invariants that
express the less restrictive notion of multi-simulation, where one state can be related to
several. This offers an interesting trade-off between expressiveness and the subformula
property, since the invariants under consideration are still built from subformulas of the
goal (its states).

It is interesting to present our proofs in an extended cyclic style, which takes into
account failures and alternatives, as well as loops between alternatives. Consider the
following example, for which there is no cut-free cyclic proof:
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o0 (o¢]

naty v oddy 1 natyt eveny

Feven0 natyt even (sy) Fodd0 natytv odd (sy)
nat x + even x ® nat x + odd x

nat x + even x ® odd x

Establishing the correctness of such objects is not trivial, but we probably have most
of the tools at hand. It is indeed certainly related to the inclusion of nat in the underlying
automata:

T naty v oddy natyt eveny 1
A A 0
N s
0
£ AN
nat x + even x nat x + odd x

Our work on regular formulas shows that there are two main steps when proving an
implication of regular formulas Vx. Px — Qx: first, one should obtain the P-states of
Q; then one should try to build invariants from those P-states. The first step might fail,
the second one is decidable. This can be interpreted very naturally in terms of proof-
search. The computation of the P-states would correspond to an exhaustive proof-search
for Px + Qx, only unfolding fixed points and detecting loops. This is visible on the
previous example, as well as on the totality of half:

[S¢]
1 n nat Z+ half z H'
FO=0 Fsz=0 FO=sZ®... natzt sz=sZQ®half ZH'
natyry=0 natyvry=sZQhalf Z H
natyrsy=s0H=0 ® natyr+sy=s’Z®H=sH ®half ZH’

b half O H naty v half (sy) H
nat x + half x H
nat x + h. half x h

If that exploration terminates, the information about loops, failed and proved
branches can be checked for correctness. This second step, when successful, yields
a proof by explicit induction — it might also be possible to produce counter-examples
in case of failure. Theorem[2]can thus be read as the possibility to decide the provability
of any regular implication, as long as the exhaustive search space is finitely presentable.

5 Conclusion

We have shown that yMALL offers a natural framework for reasoning about automata,
in particular about inclusions. Our study lead to the coinductive characterization of in-
clusion as multi-similarity, and on the proof-theoretical side to an internal completeness
result for regular formulas. Finally, our work opened promising avenues for understand-
ing and extending cyclic proof techniques.

An obvious direction for future work is the implementation of the proof-search tech-
niques the we outlined above. But we should also consider extending our results to
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richer fragments of the logic. A natural next step in that direction would be to study
tree automata, and extend regular formulas accordingly. Going significantly further, we
have outlined in [1]] a way to handle Biichi automata. It is challenging and raises several
important problems that are interesting in themselves for the understanding of the field.

Acknowledgments. The author is grateful to Luigi Santocanale, Alwen Tiu and espe-
cially Dale Miller for their advices, knowledge and insightful discussions.

References

10.

11.

12.

13.

14.

. Baelde, D.: A linear approach to the proof-theory of least and greatest fixed points. PhD

thesis, Ecole Polytechnique (December 2008)

. Baelde, D., Gacek, A., Miller, D., Nadathur, G., Tiu, A.: The Bedwyr system for model

checking over syntactic expressions. In: Pfenning, F. (ed.) CADE 2007. LNCS (LNAI),
vol. 4603, pp. 391-397. Springer, Heidelberg (2007)

. Baelde, D., Miller, D.: Least and greatest fixed points in linear logic. In: Dershowitz, N.,

Voronkov, A. (eds.) LPAR 2007. LNCS, vol. 4790, pp. 92-106. Springer, Heidelberg (2007)

. Brotherston, J.: Cyclic proofs for first-order logic with inductive definitions. In: Beckert, B.

(ed.) TABLEAUX 2005. LNCS (LNAI), vol. 3702, pp. 78-92. Springer, Heidelberg (2005)

. Cleaveland, R.: Tableau-based model checking in the propositional mu-calculus. Acta Infor-

matica 27, 725-747 (1990)

. Girard, J.-Y.: A fixpoint theorem in linear logic. An email posting to the mailing list lin-

ear@cs.stanford.edu (February 1992)

. McDowell, R., Miller, D.: Cut-elimination for a logic with definitions and induction. Theo-

retical Computer Science 232, 91-119 (2000)

. Miller, D., Tiu, A.: A proof theory for generic judgments. ACM Trans. on Computational

Logic 6(4), 749-783 (2005)

. Momigliano, A., Tiu, A.: Induction and co-induction in sequent calculus. In: Berardi, S.,

Coppo, M., Damiani, F. (eds.) TYPES 2003. LNCS, vol. 3085, pp. 293-308. Springer, Hei-
delberg (2004)

Santocanale, L.: A calculus of circular proofs and its categorical semantics. In: Nielsen, M.,
Engberg, U. (eds.) FOSSACS 2002. LNCS, vol. 2303, pp. 357-371. Springer, Heidelberg
(2002)

Schroeder-Heister, P.: Rules of definitional reflection. In: Vardi, M. (ed.) Eighth Annual Sym-
posium on Logic in Computer Science, June 1993, pp. 222-232. IEEE Computer Society
Press, IEEE, Los Alamitos (1993)

Spenger, C., Dams, M.: On the structure of inductive reasoning: Circular and tree-shaped
proofs in the u-calculus. In: Gordon, A.D. (ed.) FOSSACS 2003. LNCS, vol. 2620, pp. 425—
440. Springer, Heidelberg (2003)

Tiu, A.: Model checking for m-calculus using proof search. In: Abadi, M., de Alfaro, L. (eds.)
CONCUR 2005. LNCS, vol. 3653, pp. 36-50. Springer, Heidelberg (2005)

Tiu, A., Nadathur, G., Miller, D.: Mixing finite success and finite failure in an automated
prover. In: Empirically Successful Automated Reasoning in Higher-Order Logics (ESHOL
2005), December 2005, pp. 79-98 (2005)



Decidability for Priorean Linear Time Using a
Fixed-Point Labelled Calculus
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Abstract. A labelled sequent calculus is proposed for Priorean linear
time logic, the rules of which reflect a natural closure algorithm de-
rived from the fixed-point properties of the temporal operators. All the
rules of the system are finitary, but proofs may contain infinite branches.
Soundness and completeness of the calculus are stated with respect to a
notion of provability based on a condition on derivation trees: A sequent
is provable if and only if no branch leads to a ‘fulfilling sequent,’” the
syntactical counterpart of a countermodel for an invalid sequent. Decid-
ability is proved through a terminating proof search procedure, with an
exponential bound to the branches of derivation trees for valid sequents,
calculated on the length of the characteristic temporal formula of the
endsequent.

1 Introduction

What is commonly known as unary propositional linear time logic (LTL) is the
future-oriented reflexive version of Priorean linear time logic: Only the future
operators G, F and T are considered in unary LTL, and G and F have the
intuitive meanings of ‘it is and will always be the case’ and ‘it is or will be
the case’, respectively. LTL is known to be decidable [13]. Decidability has been
established by several authors [I5], [6], [7] through 2-phase tableau systems: In
such systems, after the construction of the tableau graph, a second phase is
required in order to check whether every eventuality formula has been satisfied.

In [11] a tableau system has been proposed, in which the termination of proof
search can be determined locally, but the system covers only a limited fragment
of LTL. In [12] a decision procedure for the whole logic has been achieved through
a tableau calculus in which the second phase is incorporated into the rules by
annotating sets of formulas with history information. However, this system con-
tains a loop rule which hides a non-local closing condition: In fact, whereas the
rules of the system act top-down, the “the result part [...] is synthesized bottom-
up (from children to parents)” (p. 286), thus it is necessary to inspect previous
nodes in order to verify if there is a loop. In [4] there are local rules with history
annotation; Decidability of the calculus is not explicitly stated and would require
a similar non-local closing condition in the form of a loop check.

In [2] a labelled sequent calculus G3LT for reflexive Priorean linear time was
defined through the method of internalization of the possible world semantics

M. Giese and A. Waaler (Eds.): TABLEAUX 2009, LNAI 5607, pp. 108{122| 2009.
(© Springer-Verlag Berlin Heidelberg 2009
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within the syntax of sequent calculi, as developed by the second author in [8J[9].
The calculus has all the structural rules admissible, but it requires an infinitary
rule to the effect that between any two points there are only finitely many other
points. By replacing the infinitary rule with two weaker finitary rules a system
for non-standard discrete frames was obtained and a conservativity result for an
appropriate fragment of the original calculus proved.

In the present work, a labelled calculus G3LT; is defined, the rules of which
are justified by a closure algorithm that exploits the fixed-point properties of
temporal operators, as proposed for example in [5]. All the rules of the system
G3LT,.; are finitary, however, proofs generally require infinite descent in the
sense of [3]. Admissibility of cut for G3LT,; is not established syntactically but
as a consequence of completeness. This is unproblematic, because the calculus is
conceived as an instrument for establishing decidability of Priorean linear time.

Decidability is proved through a terminating proof search procedure: If a se-
quent is not a theorem of Priorean linear time logic, then root-first application of
the rules of G3LT; leads, by the use of labels, to another sequent that supplies an
immediate and simple construction of a countermodel. If, on the other hand, we
start with a derivable sequent, a finite bound allows to truncate any potentially
infinite branch. This establishes at the same time a direct proof of completeness
with respect to Kripke semantics. The definition of proofs in G3LT is com-
pletely local, and termination is determined with no need of checking previous
parts of the derivation because every sequent keeps all the information required.

The calculus G3LT,; contains also past temporal operators and the decision
procedure is given in the strong form of an explicit bound on proof search, al-
though the absence of a global condition on derivations imposes an exponential
size on it. We remark, however, that the main purpose of this paper is not to
establish decidability, but to illustrate a very general method through its uni-
form application to linear temporal logic. Although a proof-theoretic approach
is followed, the use of labels permits to formalize model-theoretic arguments and
to obtain direct proofs of validity and completeness.

The paper is organized as follows: In Section 2 we give the definition of the
fixed-point proof system G3LT;; In Section 3 we identify the proofs in the sys-
tem; We prove soundness in Section 4 and completeness in Section 5; Decidability
through termination of proof search is established in Section 6. For background,
and the treatment of Until and Since that have not been included here, we refer
to the first author’s Ph.D. thesis [I]. For a concise illustration of the general
method employed in this work, including the system G3LT, see [2].

2 A Fixed-Point Proof System

The presence of induction constitutes an intrinsic obstacle to the possibility
of establishing decidability of Priorean linear time logic through a terminating
proof-search procedure. In this paper, we present a labelled calculus G3LT;
for Priorean linear time. All the rules are finitary, but proofs generally require
arguments by infinite descent in the sense of [3]. In a temporal frame for Priorean
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linear time, between any two points there are only finitely many other points,
therefore any model that appeals to an infinite increasing or decreasing sequence
of points between two instants can be ignored. The proof-theoretic counterpart
of that occurs, for example, when root-first applications of the rules do never
realize a future formula x : FB in the antecedent with a labelled formula y : B
and a finite chain z < yo,...,yn < ¥.

A particular class of sequents, which correspond to the syntactic counterparts
of countermodels for unprovable purely logical sequents (defined below), is iden-
tified and used for giving a sound and complete definition of proofs in G3LT,;.
Termination of proof search is then obtained thanks to the analogy of the rules
of the calculus to the algorithm that produces saturated subsets of formulas.

The basic idea is to formulate a labelled calculus G3LT,; from the fixed-point
properties of temporal operators:

GADCTA & TGA FA>DCTAVTFA
HA>CYA& YHA PA>DCYAVYPA

In a standard proof of decidability for LTL, as given for example in [13], [I4], [5],
a countermodel for an invalid sentence is constructed as a relational structure
where a saturated set of closure formulas A is the immediate successor of a
saturated set of closure formulas I" if A € A whenever TA € I', and a fairness
condition is satisfied, namely that all the eventualities of the form F A are fulfilled
at some point. Here the notion of (<-)saturated label (see Definitions [Tl [12])
will be defined in order to identify the class of sequents which correspond to
countermodels for invalid sequents.

In initial sequents, ¢ is either an atomic formula or a formula prefixed by T
or Y. The propositional rules are identical to those of G3LT in [2]. Repetition of
the principal formula in the premisses of RG.;, LF ., RH. and LP; is required
for the definition of fulfilling sequent (see Definition [I9). If the flow of time is
linear and unbounded, the next-time operator T and the previous-time operator
Y satisfy the following, where & < y means that x is the immediate predecessor
of y (or y the immediate successor of x):

x I- TA iff for all y, © < y implies y I+ A, iff for somey, x <y and y - A
x I YA iff for all y, y < x implies y I+ A, iff for somey, y < x and yIF A

In analogy with the rules for the quantifiers, the universal semantic explanation
for T and Y would give a variable condition in the right rule, whereas the
existential semantic explanation would give a variable condition in the left rule.
Because of linearity, both explanations are available, and the rules for T and
Y can conveniently be formulated in the form given in Table 1, which uses the
universal semantic explanation for the left rule and the existential explanation
for the right one. Thus, no variable condition is required.

The calculus G3LT,; does not permit syntactic cut elimination. This is because
the rules for T and Y are given in a non-harmonious way, that is, the left and
the right rules are justified by different semantical explanations. However, it is
precisely because of this particular choice of rules that the essential properties
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of G3LT; hold. Also, we will show that the system without cut is complete, and
thus prove that G3LT,; is closed with respect to cut.

The notion of derivability in the calculus G3LT,; is defined in the standard
way: A derivation is an initial sequent, or an instance of L L, or is obtained by an
application of a logical or mathematical rule to the derivation(s) concluding its
premiss(es). In Section Bl we shall introduce a generalized notion of provability
in G3LT;, which admits derivation trees with infinite branches.

Table 1. The rules of the calculus G3LT;
Initial sequents and L_L

Ll
z:¢p, ' = A,x: ¢ z: 1, I'=> A
Fixed-point rules

z:TA,x:TGA,FéAL I' = Az:GA,z: TA FéA,z:GA,z:TGAR

G
z:GAT'= A el I'=Az:GA el
z: TA,z: FA T = A w:TFA,m:FA,F:>ALF F:>A,w:TA,w:TFARF
z:FA T = A et I'=> A z:FA el
w:YA,w:YHA,[’:>AL I'=> Az:HA z: YA FiA,w:HA,w:YHARH
z:HA T = A el I' = A,z : HA et

z: YA z:PA T = A :c:YPA,x:PA,FéAL FéA,x:YA,z:YPARP
z:PA T = A el I'= A z:PA el

Tomorrow and Yesterday rules

r<y,y:Az:TA T = A z<y,I'=>Axz:TAy: A
r<y,xz:TAT = A e r<y,I'= A z:TA RTal
y<z,y:Az: YA T = A y<ax,I'=>Axz: YA y: A
y<z,z: YA T = A Y y<z,I'=>A,z:YA el
Mathematical rules:
y<z,I'=>A z<y, I = A
= A L-Ser = A R-Ser

Rules L-Ser and R-Ser have the condition that y is not in the conclusion.

A rule is height-preserving admissible if, whenever its premiss(es) is (are)
derivable, also its conclusion is derivable with the same bound on the derivation
height; A rule is height-preserving invertible if, whenever its conclusion is deriv-
able, also its premiss(es) is (are) derivable with the same bound on the derivation
height. The proofs of the following structural results are detailed in [I].

Proposition 1. Substitution of labels is height-preserving admissible in G3LT ;.
All the rules of G3LT.; are height-preserving invertible. Weakening and contrac-
tion are height-preserving admissible in G3LT;.

Definition 2. In an instance of rule R-Ser (resp. L-Ser) with active formula
x <y (resp. y < x), the label x is called side label.
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Lemma 3. A derivation in G3LT; can be transformed into a derivation with all
instances of R-Ser and L-Ser applied on side labels that appear in the conclusion
of the rule.

Root-first proof search can, without loss of generality, be restricted to mini-
mal derivations, that is, derivations which cannot be shortened through height-
preserving admissibility of contraction or other local modifications: In particular,
applications of rules that produce duplications of atoms when read from con-
clusion to premisses can be dispensed with by height-preserving admissibility of
contraction. The same holds if a duplication occurs modulo fresh replacement of
eigenvariables, so we have:

Lemma 4. In a minimal derivation in G3LT, rule R-Ser (resp. L-Ser) need
not be applied on a relational atom x <y (resp. y < x) if its conclusion contains
an atom x < z (resp. z < x) in the antecedent.

Lemma 5. The rules L-Ser and R-Ser permute up with respect to all the rules
of G3LT; in case their eigenvariable is not contained in the active formula(s)
of the latter.

Lemma 6. On any branch of a minimal derivation in G3LT,;, a given temporal
rule with the repetition of the principal formula(s) in the premiss(es) need not
be applied more than once on the same formulas.

A purely logical sequent is a sequent that contains no relational atoms and in
which every formula is labelled by the same variable. Every purely logical se-
quent I' = A with all its formulas labelled by x corresponds to a characteristic
formula AI'* D VA®, where I'* = {A | x: A € I'}, and similarly A®. With this
identification, the rules of the system G3LT,;, read root first, correspond to the
algorithm for producing the saturated subsets of closure formulas from a given
formula.

Definition 7. The set cl(A) of closure formulas of a formula A is defined in-
ductively as follows:

— B e cl(A) for every subformula B of A;
TB and TGB € cl(A) if GB € cl(A4);
TB and TFB € cl(A) if FB € cl(A);
— YB and YHB € cl(A) if HB € cl(A);
— YB and YPB € cl(A) if HB € cl(A).

Lemma 8. Let |A] be the number of subformulas of A. The cardinality of cl(A)
is linearly bounded by |A|, namely |cl(A)| < 3-]A].

Proof. By induction on the length of A.
Corollary 9. The number of subsets of cl(A) is at most 23141,

The definition of a satured set of formulas is an extension of the classical defini-
tion, obtained for the temporal modalities from their fixed-point properties.
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Definition 10. A set S of formulas is saturated if the following conditions are
satisfied:

1L is mot in S;

— For every formula B, it is not possible that both B and =B are in S;
— =B in S implies that B is in S;

— B&C in S implies that both B and C are in S;

— —(B&C) in S implies that either =B or —C' is in S;

— BV C in S implies that B or C is in S;

— =(BVC) in S implies both =B and =C' are in S;

— B D C in S implies that either =B or C is in S;

— (B D C) in S implies that both B and —~C' are in S;
— GB in S implies that both TB and TGB are in S;

— =GB in S implies that either = TB or =TGB is in S;
— FB in S implies that TB or TFB is in S;

— =FB in S implies that both = TB and =TFB are in S;
— HB in S implies that both YB and YHB are in S;

— —-HB in S implies that either =Y B or =YHB is in S;
— PB in S implies that YB or YPB is in S;

— =PB in S implies that both =Y B and =YPB are in S.

The notions of saturated and <-saturated label in a sequent are then given as
follows:

Definition 11. A label x in I' = A is saturated if the set I'" UA® is saturated,
where I'*{B | x: Be I}, A*x ={B|x:B €A}, and B=-B if B # —-C,
B = C otherwise.

Definition 12. A label z in I' = A is <-saturated if it is saturated and:

— x:TB in I'(A) implies that, if t <y is in ', then y : B is in ['(A);
— x:YB in I'(A) implies that, if y < x is in I, then y : B is in I'(A).

3 Proofs in G3LT,

In this Section we shall define the proofs in G3LT; through the identification of
a particular class of sequents, which can be considered finite syntactical coun-
terparts of countermodels for invalid sequents.

Given a purely logical sequent I' = A, we start a proof search by applying
root-first the rules of G3LT; for the propositional connectives and for G, F, H,
and P, whenever possible. When x becomes saturated, we apply once the rules
R-Ser and L-Ser with side label x, thus introducing new labels y and 3’ and
the accessibility relations * < y and y’ < z. By Lemma [B] we are allowed to
postpone the application of the rules for seriality until no more logical rule can
be applied, and by Lemmas [B] and @ we do not need to apply a seriality rule with
side label z, if z is not a label in the sequent or the antecedent already contains
an atom z < 2z’ (resp. 2’ < z). Next, we apply the rules LT and RT; (resp. LY
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and RY ;) on the formulas with T (resp. Y) as their outermost operator until
2 becomes <-saturated. Note that by Lemma [6] we need not apply more than
once a temporal rule on the same principal formula(s). We repeat the procedure
with the formulas marked by y and y’. We continue as before with all the labels
possibly introduced by R-Ser and L-Ser, and so on. This procedure motivates
the following definition:

Definition 13. A pre-proof of a purely logical sequent in G3LT.; is a (possibly
infinite) tree obtained by applying root-first the logical and mathematical rules of
the calculus, whenever possible.

Before giving the definition of a proof in G3LT,;, we need some preliminary
notions. We shall construct the syntactic counterpart of a countermodel from
a failed proof search and therefore define syntactic entities through their corre-
spondence to a Kripke model for Priorean linear time.

Definition 14. A discrete linear temporal frame F = (I, <%, <) is a linearly
ordered set, with the order relation <’ defined as the transitive closure of the
immediate successor relation <*, functional and unbounded in both directions.

Definition 15. Let F = (K, <X, <X) be a discrete linear temporal frame. An
evaluation of atomic formulas in a frame is a map V : AtFrm — P(K), assigning
to any atom P the set of instants in which P holds. The standard notation
for k € V(P) is k Ik P. Evaluations are extended to arbitrary formulas by the
following inductive clauses:

For all k € K, it is not the case that k|- L (abbr. kW L);
klFA&B if k- A and k I+ B;

klFAVBifklF A orkl- B;

k- AD BifkI- A implies k IF B;

k- GA (resp. kIFHA) if for all k', k < k" (resp. k' <* k) implies k" I+ A;
kIFFA (resp. k|- PA)if for some k', k <X k' (resp. k' <X k) and k' I+ A
kIFTA (resp. kI-YA)if for all K, k < k' (resp. k' <X k) implies k' |- A

The definition of evaluation of formulas justifies the notion of interpretation of
the labels of a sequent and of validity for labelled formulas and relational atoms
in a discrete linear temporal frame:

Definition 16. Let F = (K, <X <) be a linear discrete frame with accessibil-
ity relations <X and <. Let W be the set of labels used in the derivation of the
sequent I' = A in G3LT.. An interpretation of the labels from W in K is a
function [-] : W — K. A countermodel to I" = A is a discrete linear temporal
frame (IC, <X, <X) together with an interpretation and an evaluation that vali-
dates all the formulas and relational atoms in I' and no formula in A; Namely,
for all labelled formulas z : A and relational atoms x < y in the antecedent,
[2] IF A and [2] <* [y] but for no w: B in the succedent [w] I+ B.

The semantic explanations for the possibility-like temporal operators F, P and
the definition of the order relation <* as the transitive closure of the immediate
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successor relation < justify the following notion of future and past witness. We
use the standard symbol for syntactic identity “x = y” to denote that x and y
are the same syntactic object.

Definition 17. Given a labelled formula z : F B in the antecedent of a sequent
I' = A (resp. z : GB in the succedent), we say that a label 2’ is a future witness
forz:FB (resp. z: GB) if 2/ : Bisin I" (resp. 2’ : B is in A) and the relational
atoms z < 20, ...,2n—1 < Zn = Z arein I for some n.

Given a labelled formula z : PB in the antecedent of a sequent I' = A (resp.
z : HB in the succedent), we say that a label 2’ is a past witness for z : PB
(resp. z :HB) if 2’ : B is in I' (resp. 2’ : B is in A) and the relational atoms
2 = 2040y 2n_1<=2zp=2zarein I for some n.

In the syntactic object that corresponds to a Priorean linear time model, we
have to ensure that every possibility-like formulas is realized by some label:

Definition 18. A chain z; < zit1,...,2j—1 < z; (with j > i+ 1) in a sequent
I' = A is a future loop if z; marks exactly the same formulas as the label z;
and, for every labelled formula zq : FB in I (resp. zq : GB in A) withi < g < j,
there exists zj, such that i <k < j and z : B is in I' (resp. in A). We call z;
the future looping label with respect to z;

A chain z; < Zig1,...,2j—1 < zj (with j > i+ 1) in a sequent I' = A is a past
loop if z; marks exactly the same formulas as the label z; and, for every labelled
formula zq : PB in I' (resp. zy : HB in A) with i < q < j, there exists some
variable zy such that i <k < j and zy : B is in I' (resp. in A). We call z; the
past looping label with respect to z;.

A root-first proof search succeeds when a derivation is found, namely all the
leaves of the derivation tree are initial sequents or instances of L. However,
a failed proof search does not in general ensure that an endsequent I' = A is
invalid unless a countermodel can be constructed from it. Here comes into play
the notion of fulfilling sequent for a purely logical sequent I" = A:

Definition 19. Let the sequent I'™* = A* be obtained by root-first proof search
from the purely logical sequent I' = A (with all its formulas labelled by x). Then,
I' = A* is a fulfilling sequent if the following conditions are satisfied:

(i) Every label in it is <-saturated;

(ii) It contains a chain of relational atoms z_m < 2_(m—1),---,2-1 < 20 = T,
20 = Z1y.-+y2Zn_1 = Zn, Such that for some i with —m < i < 0 the subchain
Zom = Z_(m—1)s---»2i—1 =< % 18 a past loop, and for some j with 0 < j <mn,
the subchain z; < zj11,...,2n—1 < 2 15 a future loop;

(i1i) Every labelled formula z : FB in I'* (resp. z : GB in A*) is either
witnessed by a future witness label 2, or has z inside a future loop;

(iv) Every labelled formula z : PB in I'* (resp. z : HB in A*) is either wit-

nessed by a past witness label 2, or has z inside a past loop.
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Intuitively, a fulfilling sequent corresponds to a structure constituted by a
(possibly empty) linear chain with two simple loops at the ends, with the left
and the right loop obtained by identifying the first and the last label of the past
and of the future loop, respectively.

In Section [] we shall prove that, given a model for Priorean linear time, it
is possible to extract the corresponding fulfilling sequent, and in Section [ we
shall show how to linearize the future and the past loop in order to obtain an
appropriate model.

Proposition 20. Let I = A’ be obtained by applying root-first the rules of
G3LT,; from the purely logical sequent I' = A with x as the uniform label that
marks all the formulas in the latter. Then I'"" = A’ contains a unique chain
Zom = Z_(m—1)y -5 Z—1 R 20 =T, 20 < 21, -, Zn—1 = Zn with 2; different from

zj fori#j.

Proof. Since the root sequent I" = A is purely logical, the result follows by
Lemmas Bl @ and the fact that only seriality rules can introduce relational atoms.

While searching for a fulfilling sequent, we want to find one as small as possible.
Therefore we should try to avoid useless circles, namely those exploring instants
reachable as well through a more direct path. This motivates the following defi-
nition:

Definition 21. Let I = A’ be obtained by applying root-first the rules of
G3LT. from the purely logical sequent I' = A with x as the uniform label
that marks all the formulas in the latter. A chain yo < y1,. .., Yn—1 < Yn (T€SP.
Yn = Y—(n-1)s --+» Y—1 = Yo) with yo = = in I"" = A’ is roundabout if it
contains labels y;, y; with 0 < i < j < n such that y; and y; mark the same
formulas, yi < Yit1,...,yj—1 < Y; is not the future loop (resp. the past loop)
and either j = i + 1 or for every yi with i < k < j there exists some y; such
that 1 > j (resp. | < i) and yi and y; mark the same formulas. We say that the
subchain y; < Yit1,...,Y;—1 < y; is dispensable. A fulfilling sequent is reduced
if it does not contain dispensable subchains.

Note that by Definition Il a chain can be roundabout also in the case that y;
and y; mark no formulas.

Theorem 22. If a proof search for a purely logical sequent I' = A (with all its
formulas labelled by x) leads to a fulfilling sequent I'* = A*, then it also leads
to a reduced fulfilling sequent.

Proof. (Sketch) Note that for every label z introduced by R-Ser (resp. L-Ser)
a labelled formula z : C in I'* = A* either is introduced by applying root-
first the rules LT and RT.; (resp. LY and RY,;) or is the result of root-first
application of the other rules on a formula introduced in the former way. If the
chain z9 < 21, ...,2pn—1 < 2, With z = 29 contains a dispensable subchain
Zi = Zit1,-..,%j—1 = %j, then the labels z; and z; mark the same formulas;
Therefore z;4+1 : B is introduced by LT (resp. RT.) with principal formulas
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zj < zj41,%; : TB iff z;41 : B can be introduced by LT (resp. RT.) with
principal formulas z; < z;41, 2; : TB. Given a set of formulas marked by a label
z, the rules of G3LT; explore different subsets of closure formulas that possibly
<-saturate z: While applying root-first the rules of G3LT; we have to continue
along the branch in which the label z;4; is <-saturated by the same subset
of closure formulas that <-saturates z;;; in the original fulfilling sequent. By
choosing the appropriate premiss of a branching rule whenever a roundabout
chain is met, we finally reach the desired reduced fulfilling sequent.

Definition 23. A pre-proof of a purely logical sequent is a proof if no branch
in it leads to a fulfilling sequent. A sequent is provable if there is a proof for it.

Every G3LT,; derivation is a G3LT,; proof, but the converse does not hold.
Observe that, contrary to the definition of proof in cyclic calculi for induction
and infinite descent of [3], our definition in G3LT,; is completely local, i.e. there
is no need of checking previous parts of the tree: At any step of the proof search
we simply have to consider the sequents introduced by root-first application of
the rules and check if they are initial sequents, fulfilling sequents, or neither.

4 Soundness

Soundness for G3LT.; cannot be proved simply by showing that the initial se-
quents and the rules of the system are sound because, by Definition 23] proofs in
G3LT.; can contain infinitely long branches. Therefore, we prove soundness by
contraposition: If there exists a countermodel for I' = A, then the corresponding
proof search should contain a fulfilling sequent and so I" = A is unprovable in
G3LT,;. Thus, the absence of a fulfilling sequent in a derivation tree is a global
soundness condition for a proof.

Some preliminary results concerning standard models are needed: We have to
prove that, given a countermodel M for A, it is possible to extract a fulfilling
sequent all the labels of which mark <-saturated sets of closure formulas of A.
The lemmas below show how to construct a future and a past loop from M. In the
following, we write s< X5’ if s = s’ or s <X s’ in a model M = (IC, <X <X IF).

Lemma 24. Let M = (K, <k <K, IF) be a model for Priorean linear time and
suppose that, for some instant w, w W A. Then for some s such that w< s,
there exists s' such that s <X s', s and s’ satisfy the same subset H C cl(A),
and for every t if s< *t<*s' and t - FB and FB € cl(A) (resp. t ¥ GB and
GB € cl(A)) there exists u such that s< “u< ®s’ and uI- B (resp. ul¥ B).

Proof. Since every model for Priorean linear time is isomorphic to the integers,
there are infinitely many instants greater than w. However, by Corollary[d] there
are only 2314 subsets of cl(A). By an application of Ramsey’s Theorem, for some
instant(s) greater than w there exist infinitely many instants satisfying the same
subset H of closure formulas of A. Let s be the first instant of the infinite set of
instants sg <X 51 <X 55 <X 53 <X ... all satisfying the same subset H C cl(A)
and such that w< *s. Let s<*t and ¢ IF FB and FB € cl(A) (resp. t ¥ GB
and GB € cl(A)). If there exists a u such that u I- B and s< “u< ®t, we are
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done. Otherwise, since ¢t I+ FB (resp. t ¥ GB), there exists some u such that
t <X wand ul- B (resp. u ¥ B). Since, by hypothesis, there are infinitely many
instants greater than s satisfying H, but u can be reached from ¢ by finitely many
iterations of the relation <, for some i = 1,2,..., we have s <X ug<®s;. For
every 4 there are only finitely many closure formulas of A of the form FB (resp.
G B) validated (resp. invalidated) by an instant ¢ such that s< *t< *s;, and for
every such ¢ we can find a k£ and a u such that sg Kug ’CsHk and u |- B (resp.
u W B). Since the set of closure formulas of A is finite, the process eventually
ends with the determination of a s’ such that s <* s’ and for every t if s< Xt< X5’
and t IF FB and FB € cl(A) (resp. t ¥ GB and GB € cl(A)) there exists u
such that s< Fu< ®s’ and u |- B (resp. u ¥ B).

Lemma 25. Let M = (K, <X, <X IF) be a model for Priorean linear time such
that for some instant w, w W A. Then for some instant s such that s< Fw,
there exists s’ such that s' <X s, s and s' satisfy the same subset H C cl(A)
and for every t if s'< *t<®s and t |- PB and PB € cl(A) (resp. t ¥ HB and

HB € cl(A)) there exists u such that s'< ®u< ®s and ul- B (resp. ul¥ B).
Proof. Analogous to the proof of Lemma
Lemma 26. All the rules of G3LT. are sound.

Proof. The case of the initial sequents and the propositional rules is straight-
forward. The rules for G, F, H and P are sound by definition, since they are
justified by their fixed-point interpretations. Similarly, the rules for T and Y are
justified by their semantic explanations, and the mathematical rules correspond
to the frame properties of left and right seriality for <.

Theorem 27. If a purely logical sequent I' = A (with all its formulas labelled
by x) has a countermodel, then it is not provable in G3LT;.

Proof. Let us suppose that there exists a countermodel M = (K, <%, <X II-) for
the purely logical sequent I' = A, namely there exists w € K such that [z] = w
and w ¥ AI'* D VA*. By Lemma 28], every countermodel for the conclusion of
any of the rules of G3LT; is a countermodel for (at least one of) the premiss(es).
By choosing the appropriate branch we eventually find a sequent with a chain

Z,m<2_(m_1),...,25,1 <Z=T, 20 RZ1,.--32n—1 = Zn

every label of which matches an instant in the corresponding position in M. To
show that this sequent is a fulfilling sequent for I" = A, we have to check that
the conditions of Definition [I9 are satisfied:

(i) By induction on the length of formulas, it is easy to prove that evey label
z appearing in the tree can be <-saturated by applying the rules root-first;

(ii) The presence of a future and a past loop follows from Lemmas [24] and
25 and the fact that we can go on applying right and left seriality rules and
introduce new labels until the conditions of the lemmas are satisfied;

(iil) If the formula z : FB (resp. z : GB) is in the antecedent (resp. succedent),
then [z] IF FB (resp. [z] ¥ GB). Therefore, either there exists an instant s such
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that [2] <* s and s |- B (resp. s ¥ B), and for some 2/, [2] = s and 2’ is
the future witness of z : FB (resp. z : GB), or [z] falls under the conditions of
Lemma [24], and thus z is inside a future loop;

(iv) If the formula formula z : PB (resp. z : HB) is in the antecedent (resp.
succedent), then [z] IF PB (resp. [z] ¥ HB). Therefore, either there exists an
instant s such that s <* [2] and s IF B (resp. s ¥ B), and for some 2/, [2/] = s
and 2’ is the past witness of z : PB (resp. z : HB), or [z] falls under the
conditions of Lemma [25] and so z is inside a past loop.

5 Completeness

Completeness is also proved by contraposition: If I" = A is not provable in
G3LT, i.e. if the root-first proof search leads to a fulfilling sequent, then a
countermodel for I" = A can be constructed. Our completeness result follows
the method in [10]. However, the definition of fulfilling sequents allows to consider
only finite objects, and not (possibly) infinite reduction tree; Furthermore, the
presence of the fixed-point rules for the temporal operators requires additional
work in proving the inductive steps for temporal formulas, since we cannot appeal
directly to the semantic explanations for the corresponding operators.

Let us consider the standard frame F = (K, <", <X) for Priorean linear
time, with K = {s; | i € Z}, s; <X s;11 and 5; <V s; for i < j. Given a
fulfilling sequent I'™* = A* for the purely logical sequent I" = A, we construct a
countermodel M by defining an appropriate interpretation for the set of labels
in I'* = A* into the domain K as follows: We put [z] = s¢ if = is the label
that marks all the formulas in I" = A, and for every label z if the relational
atoms x = zg < 21,...,2n—1 < 2n = 2z are in I', we put [z] = s,. Analogously,
ifz=2.n<2_(n-1),...,2-1 <20 =z arein I', we put [z] = s_,,. We evaluate
the atomic formulas by putting [z] IF P if z: Pisin [ and [z] ¥ Pif z : P
is in A*. Furthermore, if z,; is the future looping label with respect to z,,
[2n+i1] = Sn+1 and [z,] = sn, then for every instant Spim.14+q (With m > 0 and
0<¢qg<1l-1)weput Spimitq IF Pif zntq : Pisin I' and spqpmei4q ¥ P if
Zntq : P is in A*. Analogously, if 2_(,4,) is the past looping label with respect
to 2_n, [2—(n+0)] = 5—(n41) and [z_,,] = s_,, then for every instant s_(,4m.i4q)
(withm >0and 0 < g <1 —1) we put §_(nqm.i4q) IF P if 2_(qq) : Pisin I™*
and s_(pym.itq) ¥ P if 2_(nyq 1 Pisin A%

Lemma 28. M is a countermodel for I'* = A*.

Proof. By definition, if z < 2’ is in I'*, then [2] <* [2’]. We have to show that,
for arbitrary formulas B, if z : B is in I'*, then [z] IF B, and if z : B is in A*,
then [z] ¥ B . We proceed by induction on the length of the formula B. If B is
an atomic formula P and z : P is in I'™*, then [z] IF P by construction. If z : P
is in A*, then [z] ¥ P by construction. Since z is <-saturated, z : P cannot
be both in I and in A*. If B = 1, then it cannot be in I'* by definition of
fulfilling sequent. If z : L is in A*, then [z] ¥ L by Definition The case of
propositional connectives is straightforward. We consider in detail only the cases
of B=TC and B = GC, all the other cases being analogous.
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If B=TC and z : TC is in I'* (resp. A*), then we have two cases: (i) If
the label z is not the future looping label zy, then it is connected to it by a
chain z = zp41—; < Znl—(i—1)s -+ s Zntl—1 = Zntl = Zf and, since the label
Znyi—i is <-saturated, we have z,,;_(;—1) : C in I'* (resp. A*). Therefore, by
construction, we have [z,41—i] < [2,41-—1)] and by inductive hypothesis
[2n+1—-0)] IF C (resp. [zni——1)] ¥ C). So [2] IF TC (resp. [2] ¥ TC).
(ii) If 2 is the future looping label, then by definition for no label 2z’ the atom
z < 2z’ is in I'*. However, we have some label z, such that z = 25 < 21,
ceeyZn—1 = ZnyZn = Zndlye s Zntl—1 = Zn4i = 2z are in I'* for [ > 0 and z,
marks the same formulas as z; In particular z, : TC is in I'* (resp. A*). Since
zp is <-saturated, z,11 : C is in I'* (resp. A*). By construction [z] = sp4i, S0
[2] <* sn1141 and, by construction and inductive hypothesis, s, IF C (resp.
Snti+1 ¥ C). Therefore [z,41] IF TC (resp. [zn+i1] ¥ TC).

If B=GC and 2z : GC is in I'*, then, since z is <-saturated, both z : TC
and z : TGC are in I'*, and, if the label z < 2z’ is in I'*, both 2’ : C' and 2’ : GC
are in I'*. Therefore, by repeating this argument, we have that for every z”, if

Z = Ziy..o, Zigjo1 = Zig; = 2" are in I'* for some 4,5 > 0, then z” : C and
2" : GC are in I'*. Note that, if z is the future looping label or z” is inside a
future 1oop 2z < Zm41s--52n—1 < 2zn (With n > m) both 2 : C and z; : GC

are in I'* for every m < k < n. By inductive hypothesis, for every s, if [2] <* s
then s I C, therefore [z] IF GC.

If z: GC is in A* then, by Definitions I8 and [[9 we have two cases: (i)
There exists some future witness label 2’ such that 2’ : C is in A* and the atoms
Z = Ziy..., Zigj—1 = Ziy; = 2’ are in I'* for some 4, j > 0. So, by construction
and inductive hypothesis there is some s = [2’] such that [2] <X s and s ¥ C,
so [z] ¥ GC. (ii) z is inside a future loop z, < Zn41, -y Zntio1 =< Znti = 2,
Znbi = Zntidls .- Znti—1 = Zn+i (with I > 4). Then there exists some label 2’
such that either z,, = 2’ or the atoms z, < Zn41,...,Zntq-1 < Zntq = 2’ arein
I'* for 0 < ¢ <7 and the formula 2’ : C'is in A*. By construction [2'] = sp44, SO
[2] <* spn+144 and, by inductive hypothesis, s,4i4+q ¥ C. Therefore [2] ¥ GC.

By the following result, every countermodel for the fulfilling sequent I'™* = A*
is a countermodel for the corresponding endsequent I" = A:
Lemma 29. All the rules of G3LT preserve countermodels, that is, a coun-

termodel for (at least one of ) the premisses is a countermodel for the conclusion.

Proof. Immediate for the rules for T and Y and for the rules of seriality. For the
propositional rules, by definition of validity for the propositional connectives.
For the rules for G, F, H and P, by their fixed-point interpretation.

Theorem 30. If the purely logical sequent I' = A has no countermodels, then
it is provable in G3LT;.

Corollary 31. Provability of purely logical sequents in G3LT is closed with
respect to cut.

Proof. By soundness of the cut rule and completeness of G3LT,;.
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6 Termination of Proof Search

In root-first application of the rules of G3LT,;, two possibilities arise: (i) The
proof search terminates because we find a fulfilling sequent or because every
branch leads to an initial sequent or an instance of L1; (ii) The proof search
does not terminate and, by Konig’s Lemma, there is at least one infinite branch.

However, we can truncate a potentially infinite proof search as shown below.
By Theorem 22 if I' = A is not provable, then the proof search leads to a
reduced fulfilling sequent. Whenever a branch leads to a sequent with a round-
about chain, we can drop that branch and start a new one: If every branch in
the proof search for I' = A leads to either an initial sequent or a sequent with
a roundabout chain, then I' = A is provable in G3LT,;.

Lemma 32. Suppose that the proof search for a purely logical sequent I' = A,
with all the formulas labelled by x, leads to a sequent I = A’: If the chain
Yom < Y—(m—=1)>--->Y—1 < Yo = and the chain T =yo < Y1,...,Yn—1 < Yn are

not roundabout then the number of labels has an exponential bound on the order
9314l

of the length of A= AI'* D VA*, namely m,n < »°7 | .

Proof. (Sketch) We recall here that the rules of G3LT; reflect the closure algo-
rithm that from a formula A gives the set of its closure formulas and, by Corollary
@ the number of subsets of closure formulas of A is at most 234!, Let us consider
the longest case of a non-roundabout chain yg < y1,...,Yn—1 < yn such that for
every k with 0 < k < n, y, labels a subset of closure formulas of A. It contains
a first subchain yg < y1, ..., y;—2 < y;—1 such that ¢ = 23141 and every subset of
closure formulas of A is labelled by some i, for 0 < k < i — 1. Then we have a
second subchain y; < yit1,...,Yitj—2 < Yitj—1,such that j = 23141 -1 and every
subset of closure formulas of A except one is marked by y for i < k <i+4j—1.
Thus, the subchain in the [+ 1st position contains j = 2314l — labels, that mark
the same subsets of cl(A) marked by the members of the chain in the Ith po-

sition, except one. Summing up the numbers of the members of each subchain,
3A|
we finally obtain that n = Ele i. The same argument applies to the chain
o3lAl

Yom =< Y—(m—1)--++Y—1 =< Yo, therefore m = Y77, .
Theorem 33. Proof search for G3LT,; terminates.

Proof. Let us suppose that the proof search for the purely logical sequent I = A
(with all its formulas labelled by z) does not terminate. Since every rule of
G3LT; has a finite number of premisses, any derivation tree is finitely branching,
so by Koénig’s Lemma there is at least one infinite branch. Obviously it cannot
lead to an initial sequent, nor to a conclusion of L L, nor to a fulfilling sequent,
because otherwise it would be finite. We have to show that it contains a sequent
with a roundabout chain. Note that the endsequent contains a finite number
of formulas: The logical rules for connectives and for temporal operators can
introduce only a finite number of new formulas, and by Lemma [6 temporal
rules cannot be applied more than once with the same principal formula(s).
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Furthermore, by Lemmas [B] and @ we need not apply a seriality rule with side
label z, if z is not a label in the sequent or the antecedent already contains
an atom z < 2’ (resp. 2z’ < z). Consequently, an infinite branch should contain
a sequent with an infinite <-chain. However, by Lemma if a chain is not
roundabout, then it is finite and exponentially bounded on the order of the
length of the formula corresponding to the endsequent I" = A. Therefore, any
potentially infinite branch can be truncated as soon as a sequent is met that

contains a chain z_,, < 2_(;m_1),-++,2-1 < 20 = T,20 < 21, .-, 2n—1 < Zn With
23\AFIDVAI\ . 23\AFID\/AI\ .

m>> iorn >y c | i.
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Reasoning about Directional Relations
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Abstract. The management of qualitative spatial information is an im-
portant research area in computer science and Al. Modal logic provides
a natural framework for the formalization and implementation of qual-
itative spatial reasoning. Unfortunately, when directional relations are
considered, modal logic systems for spatial reasoning usually turn out to
be undecidable (often even not recursively enumerable). In this paper, we
give a first example of a decidable modal logic for spatial reasoning with
directional relations, called Weak Spatial Propositional Neighborhood
Logic (WSpPNL for short). WSpPNL features two modalities, respec-
tively an east modality and a north modality, to deal with non-empty
rectangles over N x N. We first show the NEXPTIME-completeness of
WSpPNL, then we develop an optimal tableau method for it.

1 Introduction

The main goal of qualitative spatial representation and reasoning techniques is to
capture common-sense knowledge about space and to provide a calculus of spatial
information without referring to a quantitative model. Even though quantita-
tive models provide a more accurate description of spatial domains, qualitative
models are often the best or the only choice. In many cases, indeed, there is a
lack of quantitative models or existing ones turn out to be intractable. In addi-
tion, qualitative models make it possible to cope with spatial data indeterminacy
and to reason about incomplete spatial knowledge. The problem of representing
and reasoning about qualitative spatial information can be viewed under three
different points of view: (i) the algebraic perspective, that is, purely existential
theories formulated as constraint satisfaction systems over jointly exhaustive and
mutually disjoint sets of topological, directional, or combined relations; (ii) the
first-order perspective, that is, first-order theories of topological, directional, or
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combined relations; (iii) the modal logic perspective, where a propositional modal
language is interpreted over (a representation of space via) suitable Kripke struc-
tures. The increase in expressiveness of the two latter approaches is paired by
an increase in computational complexity, which often makes them impracticable.
Depending on the considered class of spatial relations, we can further distinguish
between topological and directional spatial reasoning. While topological relations
between pairs of spatial objects (viewed as sets of points) are preserved under
translation, scaling, and rotation, directional relations depend on the relative
spatial position of the objects.

A comprehensive and sufficiently up-to-date survey, which covers topological,
directional, and combined constraint systems and relations, can be found in [9].
Deductive systems for reasoning about topological relations have been proposed
in various papers, including Bennett’s work [4l5], later extended by Bennett et
al. [6], Nutt’s systems for generalized topological relations [I7], the modal logic
systems for a number of mathematical theories of space described in [I], the logic
of connectedness constraints developed by Kontchakov et al. [12], and Lutz and
Wolter’s modal logic of topological relations [I3]. Directional relations have been
mainly dealt with following both the algebraic approach and the modal logic one.
As for the first one, the most important contributions are those by Giisgen [11]
and by Mukerjee and Joe [16], that introduce Rectangle Algebra (RA), later
extended by Balbiani et al. in [2I3]. As for the second one, we mention Venema’s
Compass Logic [18], whose undecidability has been shown by Marx and Reynolds
n [14], and Spatial Propositional Neighborhood Logic (SpPNL for short) by
Morales et al. [15], that generalizes the logic of temporal neighborhood [10] to
the two-dimensional space. SpPNL makes it possible to reason about regions,
approximated by their minimum bounding boxes, by taking advantage of four
modal operators that allow one to move along the z- and the y-axis. In [I5],
the authors analyze the expressive power of the logic, provide a representation
theorem, and devise a (non-terminating) sound and complete tableau system.

In this paper, we focus our attention on a proper syntactical and semantical
fragment of SpPNL, called Weak SpPNL (WSpPNL for short). SpPNL has been
proved to be undecidable over most relevant class of frames [I5]. To recover
decidability, we restrict ourselves to the class of frames isomorphic to D x D,
where D is either N or a prefix of it, and consider a syntactic fragment of SpPNL
with two modalities only, namely (E) (east) and (N) (north), with a weakened
semantics. We show that WSpPNL is NEXPTIME-complete, and we provide
it with a sound and complete tableau system. Both the decidability proof and
the tableau system can be viewed as non-trivial adaptations of those for Right
Propositional Neighborhood Logic (RPNL) [7]. We also show that WSpPNL is
expressive enough to support a (weak form of) universal operator and nominals.
At the best of our knowledge, WSpPNL is the first example of a decidable modal
logic for directional reasoning that deals with extended regions. For the lack of
space, proofs have been omitted (they are reported in the long version of the
paper that the interested reader can obtain from the authors).
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2 SpPNL and WSpPNL

The language of Spatial Propositional Neighborhood Logic (SpPNL) consists of
a set of propositional variables AP, the logical connectives = and V, and the
modalities (E), (W), (N), and (S). The other logical connectives, as well as the
logical constants T and L, can be defined in the usual way. Let p € AP. SpPNL
formulas, denoted by ¢, 1, ..., are recursively defined as follows:

pu=plopleVy | (E)p| (W)e | (N)e|(S)e.

Let Dy, = (Dp, <) and D, = (D,, <), where D}, (resp, D,) is (a prefix of)
the set of natural numbers N and < is the usual linear order. Elements of Iy,
(resp., D,) will be denoted by hg, hp, ... (resp., vq,vp,...). A spatial frame is
a structure F = Dy x D,,. The set of objects (rectangles) is the set O(F) =
{(hayvp), (heyva)) | ha < hey, vy < V4, ha, he € Dy, Up,vq € Dy} The semantics
of SpPNL over O(F) is given in terms of spatial models M = (F, O(F), V), where
I is a spatial frame, O(F) is the set of relevant objects, and V : O(F) + 247 is a
spatial valuation function. The pair (F, O(F)) is called spatial structure. Given a
model M and an object ((hq, vp), (he,v4)), the truth relation for SpPNL formulas
is defined as follows:

- M? <(ha,’Ub), (hc,’t)d)> I p lﬁp € V(<(ha? vb)a (hca ’Ud)>), for any p € AP,

<(ha,’Ub), (hc,’t)d)> I _‘d) iff Ma <(haa ’Ub), (hc,’t)d)> U% ¢7

<(ha,’Ub), (hc,’t)d)> I= ¢ \ rd} iff Ma <(ha,’l}b), (hc,’l}d)> I= ¢ or Ma <(ha,’l}b),
va)) I 13

(ha,vb) (he,vq)) IF (E)y iff there exists he € Dy, such that h. < h., and

(h‘C7vb) (h€7v > I ’(/17

hasvp)s (he,vq)) IF (W) iff there exists he € Dy, such that h, < h,, and

)
)
)
b), (hmvd; I 2;
)
)

|
u?ﬁﬁ

)
b), (he,vq)) IF (N)9p iff there exists v, € D, such that vy < ve, and
d)7 (hCa Ve > I 1p;
b), (he,vq)) IF (S)4 iff there exists v, € D, such that v. < vp, and
<(ha,’Ue), (hc,’t)b)> I- 1;0

As an example, the semantics of (E) (resp., (N)) is graphically depicted in Fig-
ure [ (left): if ((hq,vp), (he,va)) satisfies (E)p (resp., (N)p), then there exists a
rectangle whose left (resp., bottom) edge coincides with the right (resp., top)
edge of ((ha,vp), (he,vq)) that satisfies p.

Both the strength (expressiveness) and the weakness (undecidability) of the
logic SpPNL originate from the fact that its operators allow one to move (in one
step) from one rectangle to a right (resp., left, top, bottom) adjacent one. As
an example, when we apply the operator (E) to move to the right of the cur-
rent rectangle, three out of four coordinates of the resulting rectangle, namely,
he, Up, V4, are determined by (coincide with) those of the current one. The com-
putational behavior of the logic can be improved by relaxing such a constraint.
Let us define the east (resp., west, north, south) of a rectangle as the entire area
to the right of it (resp., to the left of it, over it, under it) and redefine the se-
mantics of the modal operators accordingly. The revised semantics of (E) (resp.,

§§§§§§§

€7U
l17v
avv
avv
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p |
: el R
T |
E)p 4~
E)p 4 7 A

Fig. 1. The semantics of (E) and (N) in SpPNL (left) and WSpPNL (right)

(N}) is graphically depicted in Figure [ (right). According to it, only one out of
four coordinates of the resulting rectangle, namely, h. (resp., vq), is determined
by (coincide with) those of the current one.

Weak SpPNL (WSpPNL for short) features the east (E) and north (N) modal-
ities only, endowed with the above-described weakened semantics. The language
of WSpPNL consists of a set of propositional variables AP, the logical connec-
tives - and V, and the modalities (E) and (N). The other logical connectives and
the logical constants T and L are defined in the usual way. WSpPNL formulas
are recursively defined as follows:

pu=p|- oV | (E)p| (N)e.

Given a model M and an object ((hg,vs), (he,vq)), the clauses for the two
modal operators are revised as follows:

— M, {(hq, ), (he,va)) Ik (E)¢ iff there exist he € Dy, and vy,v, € D, such
that he < he, vy < vy, and M, ((he,vy), (he,vg)) IF ¢;

— M, {(hq, ), (he,va)) IF (N1 iff there exist ve € D, and hy, hy € Dy, such
that vg < ve, hy < hg, and M, ((hy,vq), (hg,ve)) IF .

Let [E] and [N] be the duals of (E) and (N), respectively. We say that ¢ is a
horizontal formula if ¢ = (E)i or ¢ = [E]y for some ¢ (notice that —(E)v is
equivalent to [E]=t and —[E]4 is equivalent to (E)—)); similarly, we say that ¢
is a vertical formula if ¢ = (N) or ¢ = [N]¢ for some . Spatial formulas are
horizontal and vertical formulas.

Since WSpPNL features only north/east operators, we can restrict our atten-
tion to the initial object ((0,0), (1,1)), as stated by the following proposition.

Proposition 1. Let ¢ be a WSpPNL-formula. Then, ¢ is satisfiable if and only
if the WSpPNL-formula ¢' = ¢V (E)p V(E)(E)p V (N)e V (N)(N)p is satisfiable
over the initial object.

Thanks to Proposition [Il satisfiability of a WSpPNL-formula ¢ thus reduces to
the existence of a model M such that M, ((0,0), (1,1)) IF ¢,



A Tableau-Based System for Spatial Reasoning about Directional Relations 127

3 WSpPNL Expressiveness

In this section we show that, despite its simplicity, WSpPNL is expressive enough
to capture various interesting spatial notions. First of all, it makes it possible
to define a sort of pseudo-universal modal operator. As implicitly stated by
Proposition [Il the lack of the south/west operators prevents WSpPNL from
accessing objects whose left bottom corner is equal to (0,0). However, WSpPNL
can access every other object of the frame.

Definition 1. Given a WSpPNL-formula v, we say that v is true almost ev-
erywhere in a model M if and only if for every object ((hq,vp),(he,vq)) such that
ha #0 or vy, £ 0, M, ((ha,vp),(he,va)) IF .

Let [WU] (weakly universal) be the following derived operator of WSpPNL:
[(WUJ ::= ¢ A [NJE]Y A [E][N].

The next proposition shows that the operator [WU] captures the notion intro-
duced by Definition [l

Proposition 2. Let M be a spatial model and {(ha,vs), (he,va)) be one of its
objects, with he # 0 or vy, # 0. We have that M, ((hg,vp), (he,va)) I+ [WUJY if
and only if 1 is true almost everywhere in M.

Moreover, for any propositional letter p € AP, WSpPNL allows one to express
a weak nominal wn(p).

Definition 2. Given a propositional variable p € AP, we say that p is true
almost only on {(hga,vp), (he, vq)), with hg # 0 or vy # 0, in a model M if and
only if M, {(ha, vp),(he, va)) IF p and, for every object {(hl,v}), (hL,v5)) # ((ha,
vp),(he, va), with ), # 0 or vy # 0, M, ((h},vy), (h., v)) IF —p.

Given a propositional variable p, the operator wn(p) (p is a weak nominal) can be
expressed in WSpPNL by taking advantage of two special propositional variables
pr, and p, as follows:

wn(p) == wny(p) A wna(p) A wng(p),

where

wni (p) == p A (E)pr A (N)po,
wna(p) == [WUI((E)p — =(E)(E)p) A (N)p — ~(N)(N)p)), and
wnz(p) == [WU](p — —(E)(E)pn A ~(N)(N)py).
Proposition 3. Let M be a spatial model and ((hq,vp), (he,vq)) be one of its ob-
jects, with hg # 0 or vy # 0. It holds that if M, ((ha,vp), (he,vq)) IF wn(p), then

M, ((hq,w), (he,va)) IF p and, for any object ((hl,v}), (hL,v5)) # ((hasvb), (Re,
va)y, with hl, # 0 or vy, # 0, M, {((hl,v}), (h.,v})) IV p.
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As shown in [I5], one of the possible measures of the expressive power of a
directional-based spatial logic for rectangles is the comparison with Rectan-
gle Algebra (RA) [16]. In RA, one considers a finite set of objects (rectangles)
0O1,...0, and a set of constraints between pair of objects. Each constraint is
a pair of Allen’s TA relations that capture the relationships between the pro-
jections on the z- and the y-axis of the objects. As an example, O1(r;,7;)O02
means that r; (resp., ;) is the interval relation between the z-projections (resp.,
y-projections) of O and Os. In general, given an algebraic constraint network,
the main problem is to establish whether the network is consistent, that is, if
all constraints can be jointly satisfied. In [I5], it has been shown that SpPNL
is powerful enough to express and check the consistency of an RA-constraint
network. In the following, we show that the same can be done in WSpPNL as
well, exploiting the weakly universal operator and the weak nominald!. To this
end, we take advantage of the technique used in [15]. Given an RA-constraint
network with objects O, ..., O,, we introduce a propositional variable for ev-
ery object and we force it to be a weak nominal. Moreover, we introduce ad-
ditional nominals for every constraint of the network whenever necessary. In
such a way, we are able to represent the network as a conjunction of WSpPNL
formulas which is satisfiable if and only if the network is consistent. On the
one hand, such an encoding of the consistency problem involves a blow-up in
computational complexity: while an RA-constraint network can be checked for
consistency in NP-time, the satisfiability problem for WSpPNL is, as we will
see, NEXPTIME-complete. On the other hand, WSpPNL allows one to express
a number of conditions, such as, for instance, arbitrary logical disjunctions, nega-
tions, and universal properties [§], that cannot be encoded in an RA-constraint
network. Let us show now, as a source of exemplification, how WSpPNL can
express the RA-constraint O;(d, b)Os between two objects O; and Os, that is,
the z-projection (resp., y-) of O is during (vesp., before) the z-projection (resp.,
y-) of Oz. Let Oy, Oz, and Oy 3y be three propositional variables and let (3)9) be
a shorthand for (N)¢ vV (N)(N)y vV (EY¢) V (E)(E)t. The constraint “there exist
two objects O1 and Os such that O1(d, b)Os” can be expressed by the following
WSpPNL formula:

(3wn(01) A (Bywn(02) A Bywn(Oapy) A [WU(O1 — (ENE)O45))A
[(WUJ(O2 = (E)O(a,)) A [WUJ((E)O2 — (E)(E)O1) A [WUJ(O1 — (N)(N)O2).

4 WSpPNL Decidability and Complexity

In this section we prove some basic results which are instrumental to the devel-
opment of a sound and complete (terminating) tableau system for WSpPNL.

Let ¢ be an WSpPNL-formula to be checked for satisfiability and let AP be
the set of its propositional variables.

L It worth pointing out that the restriction to frames based on natural numbers and
the exclusion of objects with left bottom corner equal to (0, ) or ( ,0) do not change
the status of the network (consistent/inconsistent).
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Definition 3. The closure CL(p) of ¢ is the set of all sub-formulas of ¢ and of
their negations (we identify ——p with ¢ ). The set of horizontal (resp., vertical)
spatial requests of ¢ is the set HF (¢) (resp., VF(¢)) of all horizontal (resp., ver-
tical) spatial formulas in CL(y), that is, HF () = {(E)¢, [E]Y) € CL(p)} (resp.,

VE(¢) = {{N)¢, [N]y € CL(p)}).

Let || (the size of ¢) be the number of symbols of ¢. By induction on the
structure of ¢, we can easily prove the following proposition.

Proposition 4. For every formula ¢, | CL(p)| is less than or equal to 2 - ||,
while | HF ()| and | VF(p)| are less than or equal to 2 - |p| — 2.

Definition 4. A ¢-atom is a set A C CL(p) such that:

— for every ¢ € CL(p), v € A iff 2 & A;
— for every 1 Vb € CL(p), 11 Vo € A iff tb1 € A or1bg € A.

We denote the set of all p-atoms by A,. We have that |A,| < 2/¢l. Atoms are
connected by the following binary relations.

Definition 5. Let RZ (resp., RZ;) be a binary relation over A, such that, for
every pair of atoms A, A" € A,, A RZ A" (resp., A Ry, A') if and only if, for
every [EJy € CL(yp) (resp., [N]p € CL(p)), if [E]yp € A (resp., [N]yp € A), then
peA.

We now introduce a suitable labelling of spatial structures based on y-atoms.

Definition 6. We define a p-labelled spatial structure (LSS for short) as a pair
L = (F,O(F)), L), where (F,O(F)) is a spatial structure and L : O(F) — A,
is a labelling function such that, for every pair of objects ((hq,vp), (he,vq)) and
((he,ve), (hy, Ug)>7 L({(ha,vp), (he,va))) RZ L({(he,ve), (hf, Ug)>)7 and for every
pair of objects ((ha,vp), (he,va)) and ((he,va), (hf7vg)>7 L({(ha,vp), (he, va)))
Ry, L({(he,va),(hf, vg))). An LSS L is said to be horizontally (resp., vertically)
fulfilling if and only if, for every horizontal (resp., vertical) formula of the type
(Ey¢p € CL(p) (resp., (N)¢p € CL(p)) and every object {(hq,vp), (he,va)), if
(E)¢ € L({(ha,vp), (he,vq))) (resp., (N) € L({(ha,vp), (he,v4)))), then there
exists an object ((he, ve), (hy, vg)) (resp., {(he,va), (hy,vy))) such that ¢ €
E(<(h0ﬂve)ﬂ(hf7 Ug)>) (Tesp., Ve ‘C(<(h€7vd)ﬂ (hf7vg)>))' An LSS L is said to be
fulfilling if and only if it is both horizontally and vertically fulfilling.

A formula ¢ is satisfiable if and only if there exists a fulfilling LSS such that ¢
belongs to the labelling of the initial object, as stated by the following theorem.

Theorem 1. A formula ¢ is satisfiable if and only if there exists a fulfilling
LSS L = (F, O(F), £), with o € £({(0,0), (1,1)}).

The above theorem reduces the satisfiability problem for ¢ to the problem of
finding a fulfilling LSS with the initial object labelled by ¢. From now on, we
say that a fulfilling LSS L satisfies o if and only if ¢ € £({(0,0), (1,1))).
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Since fulfilling LSSs satisfying ¢ may be arbitrarily large or even infinite, we
must find a way to finitely establish their existence. In the following, we first
give a bound on the size of finite fulfilling LSSs and then we show that in the
infinite case we can safely restrict ourselves to infinite fulfilling LSSs with a finite
bounded representation. To prove these results, we take advantage of the follow-
ing two fundamental properties of LSSs: (i) the labellings of all objects that share
the rightmost horizontal (resp., topmost vertical) coordinate must agree on hori-
zontal (resp., vertical) spatial formulas, that is, for every hq, vy, e, Va, he, Vg, Vg,
(E), [El¢ € L(((ha,vp),(he,va))) if and only if (E)i, [Ely) € L({(he, vy),(he,
vg))) (resp., for every hg,vp, he, Va, he, V5, hg, (NY, [N]Yp € L({(ha,vs),(Re,v4)))
if and only if (N)4, [N]p € L({(he, vs),(hg, va)))); (ii) IHFQ(‘P)I different objects of
the type ((he,ve),(hy,vg)) are sufficient to fulfill the existential horizontal formu-
las belonging to the labelling of an object ((hq,vp),(he, v4)) (and symmetrically
for the vertical axis).

Definition 7. Given an LSS L = (F,O(F), L) and h, € Dy, (resp., vg € D),
we denote by REQ,,(h.) (resp., REQ,(vq) the set of all and only the horizontal
(resp., vertical) formulas belonging to the labellings of the objects of the type
((ha,vp),(he,va)). The set REQ(p) (resp., REQ,(v)) is the set of all possible

sets of horizontal (resp., vertical) requests for the formula .

In order to bound the size of finite LSSs that we must take into consideration
when checking the satisfiability of a given formula ¢, we determine the maximum
number of times that any set in REQ,(¢) (resp., REQ,(p)) may appear in a
given LSS.

Definition 8. Given an LSS L = (F,O(F), £), a set of points Dj, C Dy, (resp.,
D!, C D, ), and a set of horizontal (resp., vertical) formulas R C HF(p) (resp.,
VF(p)), we say that R occurs n times in D} (resp., D)) if and only if there
exist exactly n distinct points hy,, ..., h;, € D} (resp., D;,) such that REQy,(h;)
(resp., REQ,(hi;)) =R, for all1 < j <mn.

The main technical ingredient of the proof is given by the following lemmas
that, given a fulfilling LSS, show when and how it is possible to remove a point
from it in such a way that the resulting LSS is still fulfilling. From now on, let

— |HF(o)] | VE(e)I
2 2

mp, and m, =

Lemma 1. Let L = (F,O(F), L) be a fulfilling LSS that satisfies . If there
exists a point h;, € Dy, with h;, > 0, such that there are at least m, - mp, 4+ My
points 0 < h;; < hy, and at least mp + my, points h;, < h;; such that, for every
J, REQy(hy) = REQy(hy, ), then there exists a fulfilling LSS L = (F,O(F), £)
that satisfies @, with Dy, = Dy \ {h;,} and D, = D,,.

LemmalI] can be intuitively explained as follows. When we remove a “horizontal”
point h;,, that is, all points with horizontal coordinate equal to h;, (in fact,
removing h;, means removing all objects having h;, as their leftmost or rightmost
horizontal coordinate), we can introduce one or more defects in L. Such defects
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Fig. 2. Fixing defects of type 3

can be of three different types, depending on which kind of existential formulas
are no more satisfied as an effect of the removal of h;,. A defect of type 1 is
generated by an (E)t formula belonging to the set of requests of a point to the
west of h;,. Such a defect can be immediately fixed by taking advantage of the
copies of h;, to the east of it. A defect of type 2 is generated by an (N)e) formula
belonging to the set REQ, (v,), where v, is the bottommost vertical coordinate
of an object with rightmost horizontal coordinate h;,. As in the previous case,
such a defect can be immediately fixed by using the copies of h;, to the east
of it. A defect of type 3 is generated by an (N)¢ formula belonging to the set
REQ,(v,), where v, is the bottommost vertical coordinate of an object with
leftmost horizontal coordinate h;,. As shown in Fig. B to fix a defect of this
type, we take advantage of the copies of h;, to the west of it. Replacing 6 by
t in the labeling of the object ((hi;,va), (ha,vy)) may possibly introduce a new
defect ((E)6). Thanks to the availability of a sufficient number of copies of h;, to
the west of it, we can guarantee that such a new defect may involve a horizontal
request only and it can be solved by forcing h;; to behave as h;, behaved.

Lemma 2. Let L = (F,O(F), L) be a fulfilling LSS that satisfies p. If there
exists a point v;, > 0 € D, such that there are at least m, - mp + my, points
0 < wvy; < v, and at least mp, + my points v;, < vy; such that, for every j,
REQ, (vs;,) = REQ, (vi;), then there exists a fulfilling LSS L = (F,O(F), L) that
satisfies @, with Dy, = Dy, and D, = D, \ {v;, }.

The above lemmas can be directly exploited to give a bound on finite LSSs.

Theorem 2. Let L = (F,O(F), L) be a finite fulfilling LSS that satisfies .
Then, there exists a finite fulfilling LSS L = (F,Q(F), L) that satisfies ¢ such
that, for every h; € Dy, (resp., v; € D, ), REQy,(h;) occurs at most my, -mp, + 2 -
my, +my, times in D\ {0} (resp., REQ,(v;) occurs at most my, -mp~+2-myp,+my,
times in D, \ {0}).

Infinite structures can be dealt with as follows. First of all, we must distinguish
among three types of infinite LSSs, depending on whether only one domain is
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infinite (and which one) or both. For each of them, we introduce an appropriate
representation.

Definition 9. An infinite LSS L = (F, O(F), £) is horizontally ultimately peri-
odic, with prefix l, and period pp, > 0, if and only if for all i > 1, REQ,(h;) =
REQ}, (hitp, ); it is vertically ultimately periodic, with prefiz I, and period p, >
0, if and only if for all j > 1,, REQ,(v;) = REQ,(vj+p,); it is simply ulti-
mately periodic if it is (i) both horizontally and vertically ultimately periodic,
or (i1) horizontally ultimately periodic and vertically finite, or (iii) horizontally
finite and vertically ultimately periodic.

The proof for the infinite case essentially reduces to show that for any infinite
fulfilling LSS there exists an equivalent ultimately periodic fulfilling LSS whose
horizontal and/or vertical prefixes and periods satisfy suitable bounds. In case
of structures which are infinite in one dimension only, say, the horizontal one,
the search for an ultimately periodic characterization of this component can be
paired with the application of the argument of Theorem [2] to the other compo-
nent, say, the vertical one (the case in which the vertical component is infinite
and the horizontal one is finite is fully symmetric). Let us assume the finite ver-
tical component to be bounded, that is, for each v; € D,, REQ,(v;) occurs at
most m, - mp + 2 - my, +m,, times in D, \ {0}. The following theorem holds.

Theorem 3. Let L = (F,O(F), £) be a horizontally infinite fulfilling LSS that
satisfies @. Then, there exists a horizontally ultimately periodic fulfilling LSS
L = (F,O(F), £), with prefix l;, and period py,, that satisfies ¢ such that:

1. for every set of requests R that occurs only finitely often in L, R appears at
most My, - my, + 2 - my, + my, times in the set {h; | j <lp};

2. for every set of requests R that occurs infinitely often in L, R appears at
most my, - my, + m, times in the set {h; | j <lp};

3. for every pair of points he,hy € Dy, with hy, < he,hy < hyy4p,, if a # b,
then REQ,,(hq) # REQ,, (hy).

By applying a similar process to the vertical component, it is possible to get
an ultimately periodic counterpart to any LSS, which is infinite in the vertical
dimension or in both dimensions. Hence, the search for LSS (models) satisfying
a given WSpPNL-formula can be confined to the structures of Definition

Taking advantage of Theorem [2] and Theorem [B] we can devise a simple de-
cision procedure for WSpPNL, that restricts the search for a model satisfy-
ing ¢ to finite exponential (pseudo-)models (such a decision procedure can be
viewed as a generalization of the one for RPNL given in [7]). It immediately
follows that the satisfiability problem for WSpPNL is in NEXPTIME. To prove
NEXPTIME-hardness, we will reduce the satisfiability problem for RPNL over
natural numbers (which has been shown to be NEXPTIME-hard in [7]) to it.

RPNL is the future fragment of the interval logic of temporal neighborhood.
Formulas of RPNL are built on by using propositional variables, logical connec-
tives, and the neighborhood modality (A) according to the grammar:

fuo=plflfVvgl(Af
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RPNL is interpreted over models of the form M = (D, (D), V), where D = (D, <)
is N or a prefix of it, I(D) = {[d;,d;] | di < dj,d;,d; € D} is the set of all
intervals over D, and V is the evaluation function. The semantics of (A) is such
that M, [d;,d;] I+ (A)f iff 3dy, € D, with di, > d;, such that M, [d;,dk] IF f.

Let us consider now an encoding 7 of RPNL formulas into WSpPNL that
makes no change to the original formula except for the replacement of (A) with
(E). Tt is not difficult to prove the next lemma.

Lemma 3. Let ¢ be an RPNL-formula. We have that ¢ is satisfiable if and only
if the WSpPNL-formula n(¢) A [E][N]L is satisfiable.

Hence, we have the following theorem.

Theorem 4. The satisfiability problem for WSpPNL is NEXPTIME-complete.

5 The Tableau Method

In this section, we present a sound and complete (terminating) tableau method
for WSpPNL based on the model-theoretic results of the previous section. We
assume the reader to be familiar with the standard notions of decorated tree,
node in a tree, leaf, branch, and height of a tree.

Definition 10. Given any WSpPNL-formula ¢ to be checked for satisfiability,
a tableau for ¢ is a suitable decorated tree T,. Each node of 1, is labelled with
a tuple of the type (¥, {(ha,vs), (he,va)), Dp, D) where 1 € CL(p), Dy, and D,
are finite linearly-ordered sets, and {(hq,vp), (he,vq)) € O(F), where F is the
spatial frame obtained from Dy and D,,.

Given a tableau 7, and a branch B of it, we denote with D2 (resp. DP) the
linear order Dy, (resp., D,) associated with the leaf of B. Moreover, we denote
by I's({(ha,vp), (he,va))) the set {o | (¢, ((ha,vp), (he,va)), D, Dy) € B}. Let
N = {ny,...,nx} be a finite set of nodes. We denote by B - N the expansion
B-ny | ... | ng, obtained by adding k immediate successors to the leaf of B.
Given a finite linear order D = {dy, ...,d,,} and a point d ¢ D, we denote by
Du{d; < d < diy1} (resp., DU {dn < d}) the linear order obtained from D
adding d in between d; and d;11 (resp., after dm)ﬂ.

Given a tableau 7, for a WSpPNL-formula ¢ and one of its branches B, for
every horizontal (resp., vertical) coordinate h € DP (resp., v € D), we define
the set of its horizontal (resp., vertical) requests REQZ () (resp., REQZ (v)) as
the smallest set satisfying the following properties:

— if exists n = ((E)¥, ((ha, o), (h,va)), DB, DP) in B, then (E)y € REQE(h);
— if exists n = (N)4, {(hq,vp), (he,v)), DE, DEY in B, then (N)y € REQZ (v)
— if exists n = ([E]s, ((ha, ), (h,va)), DE, DF) in B, then [E]¢» € REQJ, (h);

)

2 Hereafter, for the sake of simplicity, we will denote both cases as Du{d; <d < diy1}
with the implicit assumption that d;y1 is missing whenever d; = d,.
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— if exists n = ([N]y
— if exists n = (1/),
(E)y € REQy, ();
— if exists n = (1/), {(ha,v), (heyva)), DE,DB)in B and (N)y € CL(yp), then
(N)y € REQ;/ (v).
Rules. Let 7, be a tableau for a WSpPNL-formula ¢ and let B be a branch of
it. The following rules can be applied to B:

(Rasvp), (he,v)), DY, D) in B, then [N]¢ € REQ] (v);

7<
((h vb),(hc,vd)>,Df,Df> in B and (E)y € CL(y), then

— Not-rule: if there exists a node labelled with (==, ((hq,vp), (he,va)), Dh,
D,) and ¢ ¢ I's({(ha,vs), (he,vq))), then expand B to B - n, where n =
<’¢1, <(ha, Ub), (hc7 Ud)>7 D}?7 DvB>7

— And-rule: if there exists a node labelled with (= (1)1 Vtb2), ((ha,vs), (he, va)),
Dy,D,) € B and {1, ~¢2} € I'p({(ha,v), (he,v4))), then expand B
to B - ny - ng, where n1 = (=1, ((ha,vs), (he,va)), DE,DB) and ny =
(=, ((hasvp), (he,vq)), D2, DE) (if one between —1)1 and =)o already be-
longs to I'g (((ha, vs), (he, v4))), we can avoid to add the corresponding node);

— Or-rule: if exists ((1 V92), ((ha, vb), (he,vd)), Dp, Dy) € B, and {41, ¥2}N
I's({(ha,vp), (he, vd)>) = (), then expand B to B-ni|na, where ny = (Y1, {(hq,
vb)v (hcv vd)>7 DE? Dv > and ng = <¢27 <(hav vb) (hcv vd)> D}?v DUB>

— DiamondE-rule: if for some point h, € DP it holds that (E)y € REQ} (ha)
and, for every h. € DE, with h. > hg, and every vy,vq € D2, ¢ ¢
I'g({(ha,vp), (he,v4))), then we expand B as follows. Let h, v, v’ three fresh
points. We define the following classes of nodes:

o 1" = (¥, ((ha, 1), (i, v;)), Dy, Dy);

o m{" = (0, ((ha, V'), (hs,v;)), D, Dy U {vy < v/ < w1 });

o m"” = (W, ((hayv0), (hyv3)), D U {hi < I < hia}, Do)

° ’J) < 7<(ha,’()/), (h,’l)j)>,Dh U {hl < h < hi+1},DU U {'Ul < v <
Ul+1}>

o " = (@, (hay 1), (hi,v)), Di, Dy U vy < v < w541}

° = (¢, ((hq, V"), (hi,v)), D, Dy U{v; < V' < vpp1,v5 < v <vjg1});

. ~<w> = (b, ((ha, 1), (B, 0)), DaU{hi < b < hig1}, DoUfv; < v < vj41});

J) < <(ha,’0/), (hv v)>5Dh U {hl < h< hiJrl}va U {Ul < v <

’UlJrl,vj < ’U < ’l)j+1}>.

Let N = {n")a+1<i<|DB|—1A0<jAI<|DB|—1AI<j}U...U
{(m"a+1<i<|DB|—1A0<jAL<|DE|—1Al< j}. We expand B
to B - N;

— DiamondN-rule: analogous to the previous case;

— BoxE-rule: if for some point h, € DF we have that [E]¢ € REQF (h,) and
there exist three points he. € DP, vp,vg € DB, such that ¢ ¢ I'g(((h, ),
(he,va))), then we expand B to B -n where (¢, {(h,vp), (he,va)), DE, DB);

— BoxN-rule: analogous to the previous case.

The behavior of the DiamondE-rule can be explained as follows. Suppose that
we are trying to build a model for the formula ¢ and, at a certain stage of the
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construction, we find an object labeled by (E)t. We have to foresee all possible
ways of satisfying the request (E)1, namely, ¢ can be satisfied on an object that
has been already introduced in the model (node class nl(w )} or on a new one. In
the latter case, the new object can be created by adding at most one point in the
horizontal component and at most two points in the vertical one, in all possible
ways with respect to the existing points. This forces us to consider seven distinct
classes of new nodes.

Expansion Strategy. We introduce the notions of fulfilled branch, closed (and
open) branch, and blocked (and non-blocked) branch, and we describe how the
expansion rules must be applied in order to guarantee the completeness of the
method. We say that (E)y € HF(¢) (resp., (N)y € VF(p)) is fulfilled for h by b’
(resp., fulfilled forv by ') if there exists a node n = (¥, {(h,vp), (', va)), DE, DB)
(vesp., n = (i, ((hay 0), (hest')), DE, DE)) in B.

Definition 11. Let 7, be a tableau for a WSpPNL-formula ¢ and B be one of
its branches. We say that B is horizontally (resp., vertically) fulfilled if there
exist two points h, < hy € DE (resp., v, < vy € DB) such that the following
conditions are respected:

1. for every h < hy (resp., v < vg), every formula (E)y € REQF (h) (resp.,
(NYy € REQP (v)) is fulfilled in B;

2. for every point h' > h, (resp., v' > wvp), there exists a point h” < h,
(resp., v" < wv,) such that REQP (h') = REQF (") (resp., REQZ(v') =
REQ (v"));

3. for every point h' > hq (resp., v' > vg), there exists a point h, < h" < hy
(resp., v, < V" < v,) such that REQP (h') = REQF (h”) (resp., REQZ (v') =
REQP (1")).

The notion of horizontally (resp., vertically) fulfilled branch can be explained as
follows. If each existential formula in B is explicitly fulfilled, we can choose the
greatest element of DP (resp., DP) as h, (resp., vy) and any other (distinct)
element of DB (resp., DP) as h, (resp., v,). This deals with the case of finite
models. If there exist some existential formulas in B which are not explicitly
fulfilled, it is possible to show that the satisfaction of the conditions of Definition
[T guarantees the existence of an infinite model for ¢ (in fact, it allows us to
produce a finite representation of an ultimately periodic model for ).

Definition 12. Let 7, be a tableau for a WSpPNL-formula ¢ and let B be
one of its branches. We say that B is closed if and only if there exist four
points hq, he € DB and vy, vq € DE such that {1, =} C T'({(ha,vp), (hesva)));
otherwise, we say that it is open.

Definition 13. Let 7, be a tableau for a WSpPNL-formula ¢ and let B be one
of its branches. We say that B is blocked if and only if one of the following
conditions hold:
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1. there exists a point h € D,? such that REQE(h) 0ccuTs My -mp+2-mqy+mp+1
times in Df;

2. there exists a point v € DF such that REQE (v) occurs my,-mp,+2-mp+m.,+1
times in DE.

Given a WSpPNL-formula ¢, the initial tableau 7, for ¢ is a single-node tree
labelled by (g, ((ho,v0), (h1,v1)),{ho < h1},{vo < v1}). We expand the tableau
by applying to its open branches B the following rules (in the given order):

1. apply the Not/And/Or-rules until they generate no new nodes in 7;

2. apply the BoxE/BoxN-rules until they generate no new nodes in 7g;

3. if B is not blocked and it is not horizontally (resp., vertically) fulfilled, apply
the DiamondE-rule (resp., DiamondN-rule) to it.

Definition 14. Given a WSpPNL-formula ¢ and a tableau T, for it, we say
that T, is final if and only if the application of the expansion strategy to every
open branch of 1, does not generate new nodes. A final T, is said to be open if
there exists a vertically and horizontally fulfilled open branch B in it.

Soundness and Completeness. To prove that the method is sound, we take
a open branch B, that is both horizontally and vertically fulfilled, and show how
to obtain a model for the formula ¢ from it.

Theorem 5. If ¢ is a WSpPNL-formula and 7T, is an open final tableau for it,
then ¢ is satisfiable.

To prove that the method is complete it suffices to show that, for each LSS
satisfying either the conditions of Theorem or those of Theorem Bl there
exists a corresponding horizontally and vertically fulfilled open branch in the
(generated) final tableau 7, for ¢.

Theorem 6. If ¢ is a satisfiable WSpPNL-formula, then there exists a final
tableau 71, for it.

6 Conclusions and Open Problems

In the paper, we introduced and studied a decidable modal logic for spatial
reasoning about directional relations. In particular, we proved its NEXPTIME-
completeness and we provided it with an optimal tableau-based decision pro-
cedure. The achieved results can be generalized in several directions. First, the
logic can be extended to the three-dimensional case, and beyond. The restric-
tion to two directions only can be removed as well. In both cases, the resulting
logic preserves decidability. Moreover, we believe it is possible to extend it to
dense domains without loosing decidability. Other extensions seem to be more
problematic from the decidability point of view. We are currently thinking of
the possibility of constraining adjacent rectangles to overlap with respect to one
dimension or of restricting the east (resp., north) of a rectangle to the area to
the north-east of it only and to redefine the semantics of the modal operators ac-
cordingly (both restrictions can be easily lifted to the case of higher-dimensional
structures).



A Tableau-Based System for Spatial Reasoning about Directional Relations 137

References

1.

2.

10.

11.

12.

13.

14.

15.

16.

17.

18.

Aiello, M., van Benthem, J.: A modal walk through space. Journal of Applied
Non-Classical Logic 12(3-4), 319-363 (2002)

Balbiani, P., Condotta, J.F., Farifias del Cerro, L.: A model for reasoning about
bidimensional temporal relations. In: Proc. of the Sixth International Conference
on Principles of Knowledge Representation and Reasoning (KR 1998), pp. 124-130
(1998)

Balbiani, P., Condotta, J.F., Farifias del Cerro, L.: A new tractable subclass of
the rectangle algebra. In: Proc. of the Sixteenth International Joint Conference on
Artificial Intelligence (IJCAI-1999), pp. 442-447 (1999)

Bennett, B.: Spatial reasoning with propositional logics. In: Doyle, J., Sandewall,
E., Torasso, P. (eds.) Proc. of the Fourth International Conference on Principles
of Knowledge Representation and Reasoning (KR 1994), pp. 51-62. Morgan Kauf-
mann, San Francisco (1994)

Bennett, B.: Modal logics for qualitative spatial reasoning. Journal of the Interest
Group in Pure and Applied Logic (IGPL) 4(1), 23-45 (1996)

Bennett, B., Cohn, A.G., Wolter, F., Zakharyaschev, M.: Multi-dimensional modal
logic as a framework for spatio-temporal reasoning. Applied Intelligence 17(3),
239-251 (2002)

Bresolin, D., Montanari, A., Sciavicco, G.: An optimal decision procedure for right
propositional neighborhood logic. Journal of Automated Reasoning 4(3), 305-330
(2007)

Chittaro, L., Montanari, A.: Temporal representation and reasoning in artificial
intelligence: Issues and approaches. Annals of Mathematics and Artificial Intelli-
gence 28(1-4), 47-106 (2000)

Cohn, A.G., Hazarika, S.M.: Qualitative spatial representation and reasoning: An
overview. Fundamenta Informaticae 46(1-2), 1-29 (2001)

Goranko, V., Montanari, A., Sciavicco, G.: Propositional interval neighborhood
temporal logics. Journal of Universal Computer Science 9(9), 1137-1167 (2003)
Giisgen, H.: Spatial reasoning based on Allen’s temporal logic. Technical Report
ICSI TR89-049, International Computer Science Institute (1989)

Kontchakov, R., Pratt-Hartmann, I., Wolter, F., Zakharyaschev, M.: On the
computational complexity of spatial logics with connectedness constraints. In:
Cervesato, I., Veith, H., Voronkov, A. (eds.) LPAR 2008. LNCS, vol. 5330, pp.
574-589. Springer, Heidelberg (2008)

Lutz, C., Wolter, F.: Modal logics of topological relations. Logical Methods in
Computer Science 2(2) (2006)

Marx, M., Reynolds, M.: Undecidability of compass logic. Journal of Logic and
Computation 9(6), 897-914 (1999)

Morales, A., Navarrete, 1., Sciavicco, G.: A new modal logic for reasoning about
space: spatial propositional neighborhood logic. Annals of Mathematics and Arti-
ficial Intelligence 51(1), 1-25 (2007)

Mukerjee, A., Joe, G.: A qualitative model for space. In: Proc. of the of the Eighth
National Conference on Artificial Intelligence (AAAI-1990), pp. 721-727 (1990)
Nutt, W.: On the translation of qualitative spatial reasoning problems into modal
logics. In: Burgard, W., Christaller, T., Cremers, A.B. (eds.) KI 1999. LNCS,
vol. 1701, pp. 113-124. Springer, Heidelberg (1999)

Venema, Y.: Expressiveness and completeness of an interval tense logic. Notre
Dame Journal of Formal Logic 31(4), 529-547 (1990)



Terminating Tableaux
for the Basic Fragment of
Simple Type Theory

Chad E. Brown and Gert Smolka

Saarland University, Saarbriicken, Germany

Abstract. We consider the basic fragment of simple type theory, which
restricts equations to base types and disallows lambda abstractions and
quantifiers. We show that this fragment has the finite model property
and that satisfiability can be decided with a terminating tableau system.
Both results are with respect to standard models.

1 Introduction

We are interested in higher-order fragments of classical simple type theory [1J2]
for which it is decidable whether a formula is satisfied by a standard model.
Only few such fragments are known:

— The propositional fragment, which is obtained by admitting no other base
type but the type of truth values. In this case decidability follows from the
fact that all types are interpreted as finite sets.

— The fragment consisting of disequations s # t where s and t are pure terms
that do not involve the type of truth values. The decidability follows from
the completeness of lambda conversion [3].

— The fragments that correspond to propositional modal logics with inductive
expressivity, for instance PDL [4] and the propositional p-calculus [5].

In this paper we will show that the fragment of simple type theory that restricts
equations to base types and disallows lambda abstraction and quantification is
decidable. We call the formulas of this fragment basic. Here are examples of
unsatisfiable basic formulas:

1. h(hl=h-1)#hl h:ot
2. h(f(f(fx))) # h(fx) x:0, fio0, h:ot
3. a#y A gr=y A gy=z A f(f(fz))=g(fz) a,r,y:0, f,g:00
4. zty N\ gr=y A gy=x A pg A —p(—) z,y:0, g:o0,p: (00)o
5. qfx AN f(fx) A fqgfx)£Sfx x:o0, f:o0, q:(00)oo

None of the formulas is a formula of standard first-order logic. Seen from the
perspective of first-order logic, basic formulas are quantifier-free formulas where
terms can be formulas and predicates and functions can be higher-order.

M. Giese and A. Waaler (Eds.): TABLEAUX 2009, LNAI 5607, pp. 138 , 2009.
(© Springer-Verlag Berlin Heidelberg 2009
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Most of the above formulas are out of the reach of the automated tactics of
Isabelle [6] and the higher-order provers TPS [7] and LEO-II [8]. We hope that
the techniques of this paper will contribute to better auto tactics for higher-order
proof assistants.

Our decision procedure comes in the form of a terminating tableau system,
which is a subsystem of a tableau system for full extensional type theory. The
extended system is the dual of a Henkin-complete cut-free one-sided sequent
calculus devised by Brown [9], which has been the starting point for the re-
search reported in this paper. The most difficult part of the correctness proof for
the terminating system is a model existence theorem, which we establish with
the possible-values technique. The possible-values technique originated with cut
elimination proofs [I0IT1] and has been used by Brown [9] to obtain Henkin mod-
els. We seem to be the first to obtain standard models with the possible-values
technique.

2 Basic Definitions

Types (o, T, 1) are obtained with the grammar o ::= ¢ | 0 | 0o. The elements
of o are the two truth values, ¢ is interpreted as a nonempty set, and a function
type o7 is interpreted as the set of all total functions from o to 7.

We assume a countable set of parameters (x), where every parameter comes
with a unique type, and where for every type there are infinitely many parameters
of this type. We employ the logical constants L : 0, = : 00, A : 0oo and =,: oo,
where there is a logical constant =, for every type o. The logical constants take
their standard interpretation. Terms (s, ¢, u, v) are defined inductively such that
every term has a unique type: (1) every parameter is a term; (2) every logical
constant is a term; (3) if s is a term of type 7 and ¢ is a term of type 7, then st
is a term of type p; (4) if  is a name of type o and t is a term of type 7, then
Az.t is a term of type o7. We write s : o to say that s is a term of type o. If T
is a set of terms, T'” denotes the set of all terms that are in 7" and have type o.

The logical constants =, are called identities, and terms of type o are called
formulas. Formulas of the form s =, t are called equations, and formulas of the
form —(s =, t) are called disequations. We write disequations as s #, t. We
usually write equations and disequations without the type index o.

A term is basic if it contains no other identity but =,. We write A, for the set of
all basic terms of type o. A formula is normal if it is a basic formula or a disequation
s # t where s and t are basic terms. A normal set is a set of normal formulas.

The definition of normal formulas is asymmetric in that equations are re-
stricted to type ¢ while disequations s #, t are allowed at any type o. The
reason for this asymmetry is that the tableau system uses disequations as inter-
nal workhorse. Since s#t and ps A —pt are equisatisfiable if p is fresh, normal
formulas are not more expressive than basic formulas.

The definition of basic formulas can be extended with further propositional
connectives including =,. Since they can be expressed with the connectives we
already have, this does not buy new expressivity.
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s, s - sAt (s At)
BOT— DN AND AND-
1 s s, t —s | -t
TS1...8n, xt1...ty TS1...8n FL Xty ...ty
MAT DEC
siFb || snFln siF || snFtn
S# s sFot
BOT BE
il s,t | —s,t
s For t : .
FE x : o fresh and s#t not evident in A
st # tx
s=,t s=,t,u#, v
SYM CON
t=s s#Eu|t#wv

A is the normal set to which the rule is applied
x fresh means that x does not occur in A
MAT and DEC assume n > 1

Fig. 1. Tableau system B

For simplicity we provide only one base type ¢ different from o. Everything
generalizes to countably many base types.

3 Tableau System

Figure [ shows the rules of a terminating tableau system B that decides the
satisfiability of finite normal sets. For the application constraint of Rule FE
we supply the following definition. A disequation s #,, t is evident in A if
there exist n > 1 basic terms uq,...,u, such that suj...u, # tuy...u, or
tuy...u, # Sui...u, is in A. The names of the rules are derived as follows:
MAT for Mating, FE for functional extensionality, BE for Boolean extensionality,
DEC for decomposition, and CON for confrontation.

The rules in the first line of Figure[lare the usual tableau rules deciding propo-
sitional logic. They also decide quantifier-free first-order logic without equality.
In contrast to classical first-order logic, type theory allows embedded formulas,
for instance p(—x) where p : 0o and « : 0. The rules MAT, DEC and BE handle em-
bedded formulas. MAT decomposes “atomic” formulas into disequations, which
are further decomposed with DEC. Embedded formulas are then fed back to the
propositional rules by BE, as demonstrated by the following example.

Example 3.1. The following tableau refutes an unsatisfiable normal set with em-
bedded formulas.
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p(fz(=y)), —p(fzy)

MAT
fa(=—y) # fry
DEC
Y Fy
BE
rF# T Y, Y
BOTx —=y, 7y DN
L BOT-, -y
1 BOT-
€
The types of the parameters are p : to, f : tot, ©:t, and y : o. a

Ezxample 3.2. Rules sYM and CON handle positive equations at ¢. This is demon-
strated by the following refutation.

a=0b, fa=gb, fb#ga
CON
gb # ga
fa # fb DEC
DEC b+#a
a#b SYM
BOT, b=a

1 BOT-,
€
The types of the parameters are a,b: ¢ and f, g : wt. a

The confrontation rule CON does not exist in first-order systems. First-order
systems typically employ the replacement rule

s=,t, C[s]
Cril

REP

Example can also be refuted with the replacement rule instead of the con-
frontation rule. However, the confrontation rule is more powerful than the
replacement rule since it supports the decomposition needed for embedded for-
mulas. This is illustrated by the next example, which cannot be refuted with the
replacement rule.

Ezxample 3.3. Consider the normal set

fa=gb, fla=g'c, f'b=g"c
fo# ga, f'c# g'a, fc# g"b

with the typing a,b : o and f, g, f',¢',f",g" : o.. The replacement rule REP
cannot be applied to the set. The confrontation rule CON can be applied to 3



142 C.E. Brown and G. Smolka

confrontation pairs. Application of DEC now yields 8 sets that all contain the
unsatisfiable set

a#b, atc b#c
up to symmetry. This set can be refuted with BE and BOT-,. Thus the initial set
can be refuted with B. a

It remains to illustrate the use of the functional extensionality rule FE. FE is
only needed if higher-order parameters are present.

Ezxample 3.4. The following tableau has two branches both of which contain the
refutable set {a # b, a # ¢, b # c}. Thus the set in the first line is refutable.

a#b, fa, fb, ga, gb, pf, —pg
MAT

I#g

FE

fe# ge

BE

fe, ~ge —fe, ge
MAT  MAT

a#c a#c

MAT MAT

b#tc b#c
Note the crucial use of the functional extensionality rule FE. The types of the
parameters are a,b,c: 0, f,g: 00 and p: (00)o. ad

In summary we can now say that B extends the classical propositional system
with the rules MAT, DEC, BOT, BE, FE and CON to account for embedded formu-
las. MAT and DEC decompose formulas that are atomic for the classical rules. This
way BE can finally lift embedded formulas to the top level. To deal with equal-
ity, the traditional replacement rule is replaced by the confrontation rule. All
rules so far are already needed for first-order normal formulas. For higher-order
parameters a single rule FE incorporating functional extensionality is needed.

The only higher-order tableau system we could find in the literature is the cal-
culus of Kohlhase [12]. Kohlhase’s calculus does not have equality, but there are
unification constraints that play the role of our top level disequations. For unifi-
cation constraints Kohlhase has rules that are similiar to MAT, DEC, FE, and BE.
Our tableau rules also have similarities with the rules in Benzmiiller’s [13] higher-
order RUE-resolution calculus, which employs primitive equality. In particular,
the RUE calculus allows resolution of positive equations against negative equa-
tions (which play the role of unification constraints). Combining this form of
resolution with decomposition, one obtains a rule

CVs=t DVu#v
CVDVs#uVt#wv

which is essentially the same as our confrontation rule CON.
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4 Soundness and Termination

The rules in Figure[Mlapply to normal sets and produce one or several normal sets
by adding normal formulas. More precisely, if a rule applies to a normal set A,
it yields n > 1 normal sets A1, ..., A, called alternatives such that A C A; for
all i € {1,...,n}. If n > 2, the rule applied is called branching. To obtain a ter-
minating system, we admit only applications where L ¢ A and the alternatives
Az, ..., A, are all proper supersets of A (i.e., A C A;). The tableau system B is
sound if for every application of a rule the set A is satisfiable if and only if one
of the alternatives Ay, ..., A, is satisfiable. For the termination of B we consider
the relation A — A’ on normal sets that holds if and only if A’ can be obtained
as an alternative by a rule that applies to A. We say that B terminates if this
relation terminates on finite normal sets. Finally, we call a normal set A evident
if 1 ¢ A and no rule of B applies to A. We will show the following:

— B is sound.
— B terminates on finite normal sets.
— Evident sets are satisfiable, and finite evident sets are finitely satisfiable.

Together, soundness, termination and model existence yield a decision procedure
for the satisfiability of finite normal sets.

Proposition 4.1 (Soundness). B is sound.

Proof. Let Aq,..., A, be obtained from A by application of a rule. It suffices to
show that for every model of A there exists an interpretation that is a model of at
least one of the alternatives Ay, ..., A,. For BOT-, this follows from the fact that
the implication  A—x — L is valid. For AND_, the validity of ~(zAy) — —aV -y
suffices, and for FE the validity of f#g — Jx.fx#gx does the job. Note that
this is in fact equivalent to functional extensionality (Vz.fx=gx) — f=g. The
soundness of the other rules follows with similar arguments. a

For the termination proof we distinguish between Rule FE and the other rules. FE
is special in that it introduces new parameters. We first show that the subsystem
By of B obtained by removing FE terminates. The proof will exhibit an upper
bound function U from sets of terms to sets of terms such that the following
holds for every derivation A; — -+ — A, in By:

1. UA, = --- =UA,
2. UA; is a finite set such that A; CUA; foralli=1,...,n.

Since A; € --- C A, the bound function suffices for termination of By.

Let T range over sets of terms. We define the bound function as UT :=
C(S(ET)) where the functions S (subterms), £ (elements) and C (compounds)
are defined as follows:

— ET is the least set of terms such that:
1. Le&T
2. If (s=,t) € T, then s,t € ET.



144 C.E. Brown and G. Smolka

3. If (s#t) € T, then s,t € ET.

4. If =s € T and s is not an equation, then s € £T'.

5. If s € T and s is neither a negated term nor an equation, then s € £T'.
— ST is the set of all subterms of the terms in 7.
— CT is the least set of terms such that:

1. TCCT.

2. If s,t € T, then (s =, t) € CT.

3. If s,t € T7, then (s #¢) € CT.

4. If s € T°, then —s € CT'.

All three functions are monotone functions from set of terms to set of terms that
preserve finiteness. The following properties are easy to verify:

1. If A — A’ in By, then S(EA) = S(EA").
2. T CC(ET) C C(S(ET)).

Hence U has the required properties and By terminates.

We now extend the termination result to 5. We define the power of A as the
multiset that contains for each function type o as many copies of ¢ as there are
2-element subsets {s,t} C (S(EA))? such that s # ¢ is not evident in A. It is
not difficult to verify the following for normal sets A:

1. Application of Rule FE decreases the power of A.
2. Application of a rule other than FE does not increase the power of A.

Hence we have proved the termination of B.

Proposition 4.2 (Termination). B terminates.

5 Model Existence

Recall that an evident set is a normal set that does not contain L and to which
no rule of B can add a formula.

Theorem 5.1 (Model Existence). Every evident set has a model, and every
finite evident set has a finite model.

Before proving the theorem we state two important consequences.

Corollary 5.2. The tableau system B constitutes a decision procedure for the
satisfiability of normal formulas.

Proof. Follows from Theorem Bl since B is sound and terminating. O
Corollary 5.3. Normal formulas have the finite model property.

Proof. Let s be a satisfiable normal formula. Since B is sound and terminating,
we can obtain a finite evident set F that contains s. Now Theorem 5.1l gives us
a finite model of E and hence of s. a
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We now begin the proof of the model existence theorem. Let E be an evident
set. We will construct a model 7 of E that is finite if F is finite. We arrange the
following:

- Zo:={0,1}
— I(oT) :=
-71:=0
— Z(=), Z(N), and Z(=,) are defined as usual.

set of all total functions from Zo to Z7

It remains to define Z for the type ¢ and the parameters.

Discriminants

We prepare the definition of Z.. We write sfit if E contains s#t or t#s. A term
s € A, is discriminating if there is a term ¢ such that sfit. We write A for the set
of all discriminating terms. A discriminant is a maximal subset D C A such that
for all st either s ¢ D or t ¢ D. We define Z: to be the set of all discriminants.

— Zv:={D| D is a discriminant }

Ezample 5.4. Suppose E = {ax#y, x#z, y#z} and z,y,z : . Then there are 3
discriminants: {z}, {y}, {z}. O

Ezxample 5.5. Suppose E = {a#f(fz), fa#f(f(fx))} and f : w. Then there
are 4 discriminants: {z, fz}, {z, f(f(f2))}, {f(f2), fz}, {f(f2), f(f(fx))}. O

Proposition 5.6. If E contains exactly n disequations at ¢, then there are at
most 2" discriminants. If E contains no disequation at v, then () is the only
discriminant.

Proposition 5.7. Let Dy and D5 be different discriminants. Then:

1. Dy and D> are separated by a disequation in E, that is, there exist terms
t1 € Dy and to € Do such that t1fts.

2. Dy and Dy are not connected by an equation in E, that is, there exist no
terms t1 € Dy and ta € Dy such that (t1=t3) € E.

Proof. The first claim follows by contradiction. Suppose there are no terms
t1 € Dy and to € D5 such that ti1fts. Let ¢t € Dy. Then t € D5 since Dy is
a maximal compatible set of discriminating terms. Thus Dy C Ds. A symmetric
argument yields Dy C D;. Contradiction.

The second claim also follows by contradiction. Suppose there is an equation
(s1=s2) € E such that s; € D; and sy € Ds. By the first claim we have terms
t1 € Dy and ty € D5 such that t1fito. Since E is closed under CON, we have s1fitq
or sofits. Contradiction since D1 and Dy are discriminants. O
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Possible Values

It remains to define Z for the parameters. Given the presence of higher-order
parameters this is not straightforward. We base the definition on a family of
relations >, C A, x Zo defined by induction on types:

$Pe0 <= s¢F

$Pol <= -s¢FE
s, D <= se[D]
$Pyr [ <= st>; fa whenever t >, a
[D] :== DU{s¢€ A,|s not discriminating }

We read s a as “s can be a” or “a is a possible value for s”. Note that if s is a
basic formula such that s ¢ E and —s ¢ E, then both 0 and 1 are possible values
for s. We will show that every basic term has a possible value and that we obtain
a model of E if we define Zx as a possible value for x for every parameter x.
Such a model will satisfy s >7s for every basic term s. Note that Zs denotes the
value the term s evaluates to in the model 7.

Ezample 5.8. Suppose E = {ax#f(fz), fa#f(f(fx))} and f : w. The following
graph shows the discriminants and the possible pairs for possible values of f.

CH— >
~

There are 2 possible values for x. To obtain a possible value for f, we must
choose for every node exactly one departing edge. Hence there are 4 possible
values for f. For each choice of a value for x and f we obtain a model of F.
Altogether we obtain 8 models this way. Four of the obtained models have a
junk value at ¢ (i.e., a value that is not denoted by a basic term). From the
models with a junk value we can obtain three-valued models. There is no two-
valued model. a

Compatibility
We define a family of relations ||,C A, X A, by induction on types:
sllot <= {s,t} Z Fand {-s,t} Z F
s, t <= not sft
$|lor t <= su ||, tv whenever u ||, v

We say that s and t are compatible if s || t. A set T of terms is compatible if s || ¢
for all terms s,t € T. If T' C A,, we write T > a if a is a common possible value
for all terms s € T'. We will show that a set of equi-typed terms is compatible if
and only if all its terms have a common possible value.
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Proposition 5.9. The compatibility relations ||, are symmetric.

The compatibility relations are also reflexive. Showing this fact will take some
effort. For the induction to go through we will strengthen the hypothesis. First
we prove the following lemma.

Lemma 5.10. Let s be a basic term. Then:

1. If s: 0, then s || s.
2. If s=cs1...8, and c is a logical constant, then s || s.

Proof. The first claim follows by contradiction. Suppose s lf, s. Then s,—s € E,
contradicting the assumption that F is evident.

Given that the first claim holds, for the second claim it suffices to consider
terms of the forms —, A, =,, (A)t, and (=,)t. In all cases the claim follows by
contradiction. We show =, || =,. The other cases are similar.

Suppose =, }f =,. Then there exist terms such that s ||, s2, t1 ||, t2, and
s1=.t1 }fo s2=,t2. Then either s;=t; and so#ty are both in F or s17#t; and so=ty
are both in E. Since E is closed under CON, we have either s1§so (contradicting
S1 || 52) or tlHtQ (contradicting tl || tg). O

Lemma 5.11 (Reflexivity). For every type o and all basic terms s, t, xs1 . .. Sp,
xty ...ty of type o:

1. We never have both s ||, t and stt.
2. We always have either x:sy ... 8y ||o @t1 ...ty or s;ft; for somei € {1,...,n}.
3. We always have s || s.

Proof. By mutual induction on o. The base cases for Claim (1) follow easily
from the definition of compatibility and closure of E under BE. The base cases
for Claim (2) use closure of E under MAT and DEC, and the base cases for
Claim (3) use closure of E under BOT-, and BOT. Next we show the claims for
o =T

1. By contradiction. Suppose s ||, ¢t and sfit. Since E is closed under FE there
exist n > 1 terms uq,...,u, such that suj...u,ftuy ... u,. By inductive hy-
pothesis (3) we have u; || u; for i = 1,...,n. Hence suj ... uy || tu; ... u, since
s ||¢ t. This contradicts inductive hypothesis (1) since su; ... upftus . .. up.

2. Suppose x81 ...y, W @t1...t,. Then there exist terms u ||, v such that
x81...Spu ffy xt1 ... tyv. By inductive hypotheses (2) and (1) we have s;fit; for
some i € {1,...,n}.

3. Suppose s [y s. By Lemma 510 we have s = 51 ... s,. By Claim (2), which
we have already established for o, we have s;fs; for some i € {1,...,n}. Con-
tradiction since E is closed under BOT. a

Lemma 5.12 (Common Value). Let T C A,. Then T is compatible if and
only if there exists a value a such that T >, a.
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Proof. By induction on o.

o =0, =. By contraposition. Suppose T ¥ 0 and 7" ¥ 1. Then there are terms
s,t € T such that s,—t € E. Thus s [ t. Hence T is not compatible.

o = o, <. By contraposition. Suppose s }f, t for s,t € T. Then s,-t € E
without loss of generality. Hence s ¢ 0 and ¢ ¢ 1. Thus T' ¥ 0 and 7' ¥ 1.

o =1, =.LetT becompatible. Then there exists a discriminant D that contains
all the discriminating terms in 7. Thus T'> D.

o =1, <. By contradiction. Suppose T' > D and T is not compatible. Then
there are terms s,t € T such that stit. Thus s and ¢ cannot be both in D. This
contradicts s,t € T > D.

o = Tp, =. Let T be compatible. We define T, := {ts | t € T, s>, a} for
every value a € Z7 and show that T, is compatible. Let ¢1,t5 € T and s1, s3> a.
It suffices to show 151 || t2s2. By the inductive hypothesis s; ||, s2. Since T is
compatible, #; || t2. Hence t1s1 || t252.

By the inductive hypothesis we now know that for every a € Z7 there is a
b € Zu such that Ty >, b. Hence there is a function f € Zo such that T, >, fa.
Thus T, f.

oc=7p, <. Let Tr, fands,teT. Weshow s ||, t. Let u | v. It suffices
to show su ||, tv. By the inductive hypothesis u,v >, a for some value a. Hence
su,tv >, fa. Thus su ||, tv by the inductive hypothesis. O

By Lemmas [5.17] and 512 we have a possible value for every parameter z (since
z || ). Hence we can define Zx such that x > Zz for all parameters x. This
completes the definition of the interpretation Z.

Lemma 5.13 (Admissibility). For all basic terms s: s> 1s.

Proof. By induction on s. Let s be a basic term.
If s = x is a parameter, we haven chosen Zx such that x> Zz.

If s = tu is an application, we have t>7Zt and usZu by the inductive hypothesis.
Hence tu > (Zt)(Zu) = Z(tu).

Let s = (A). Assume t1>,a and to>,b. We show t1 Ata>Z(A)ab by contradiction.
Suppose t1 A ta B¢ Z(A)ab. Case analysis.

1. a=b=1. Then —t;,~ts ¢ E and —(t; A t3) € E. Contradiction since E is
closed under AND-,.

2.a=0o0rb=0.Then t; ¢ Eorty ¢ E, and ({1 At2) € E. Contradiction
since F is closed under AND.

Let s = (=,). Assume t; >, D1 and to >, Dy. We show (¢1 = t2) >, Z(=,)D1 D2 by
contradiction. Suppose (t1 = t2) P, Z(=,)D1D2. Case analysis.
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1. Dy = Ds. Then (t; # t2) € E. Hence t1, to are discriminating and thus
ty € D1 and ty € Dy = D;. Contradiction by the definition of discriminants.
2. D1 # Ds. Then (t; = t2) € E. Contradiction by Proposition [57(2).

The case s = — follows with the closure of E under DN. The case s = 1 is
straightforward. a

Lemma 5.14. For all formulas s € E: Is=1.

Proof. Let s € E. Then s is either basic or a disequation between basic terms.
Suppose s is basic. By Lemma B.13] s >7Zs. On the other hand, s % 0 since
s € E. Hence s = 1.
Suppose s = (817552) where s; and so are basic. Then s;fso. Assume Isl =
Tso. Then 81, 82 > 78 by Lemma and hence s1 || s2 by Lemma 5121 Con-
tradiction by Lemma [E.TT](1) since s1fso. O

This completes the proof of Theorem [5.11

6 Extensions

A Henkin-complete cut-free tableau system 7 for extensional type theory can
be obtained as the dual of Brown’s one-sided sequent system [9]. Our system B
is in fact a subsystem of this system. 53 contains all the distinctive rules of 7
(MAT, DEC, CON). In the following, we consider the additional rules of 7 and
discuss their impact on termination.

General Equality

B restricts equality to the base type ¢. If we admit all identities in basic terms,
two additional rules are needed:
S =o t S =41 t

EQF

EQB
s,t | —s,—t su=tu

Rule EQF destroys termination. However, we can preserve termination if we
restrict EQF such that u must be a term that already occurs as a subterm. It is
open whether the resulting system is complete.

Lambda Abstraction

B disallows lambda abstractions. If we admit lambda abstractions in basic terms,
an additional rule incorporating g-reduction is needed:

s
BETA " t is obtainable from s by [-reduction
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Example 6.1. B extended with BETA can prove the n-law:

(Az.fx) # f initial formula

(M\x.fz)a # fa FE

fa # fa BETA

1 BOTx O

Example 6.2. B extended with BETA does not terminate:

p(Az.p(fx)), -p(fa) initial formulas  z,a:0, f:000, p:(c0)o
(Az.p(fz)) # fa MAT
(Ax.p(fz))b # fab FE

p(fb) # fab BETA
-p(fb), fab BE
(Az.p(fx)) # fb MAT

Note that o can be any type. The problem are the new parameters introduced
by FE and the disequations introduced by MAT. There seems to be no easy fix.
For o = ¢ the initial formulas do have a finite model: Z: = Zo, Zf = Axy.y,
Ip(Ax.x) =0, Ip(Az.0) = 1. O

Quantifiers

The extension of B with general equality and lambda abstraction can express
quantification and thus already covers full simple type theory. If desired, quantifi-
cation can be directly accounted for by additional logical constants. For universal
quantification, we may have the constants V, : (c0)o and the rules

V8 =V, 8
ALL t:o ALL-, x : o fresh
st ST

7 Conclusion

We have presented a terminating tableau system that decides satisfiability of
basic formulas with respect to standard models. This contributes a new decid-
ability and completeness result for higher-order logic with standard semantics.
Our model existence proof relies on the possible-values technique, which for the
first time is used to construct standard models. We are confident that our re-
sults can be extended. On the one side, the addition of equations at functional
types may preserve decidability. On the other side, the addition of first-order
quantifiers may preserve completeness.

Besides theoretical curiosity, there is a practical interest behind our research.
We feel that the decision technique presented in this paper will lead to stronger



Terminating Tableaux for the Basic Fragment of Simple Type Theory 151

auto tactics for interactive theorem provers. Even with a naive implementation,
our decision technique can decide many problems that are out of the reach of
current systems. As is, decomposition and confrontation may cause combina-
torial explosion. An idea for further research is the integration of congruence
closure techniques [I4], which could efficiently replace most applications of the
branching confrontation rule.
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Abstract. We see cut-free sequent systems for the basic normal modal
logics formed by any combination the axioms d,t,b,4,5. These systems
are modular in the sense that each axiom has a corresponding rule and
each combination of these rules is complete for the corresponding frame
conditions. The systems are based on nested sequents, a natural generali-
sation of hypersequents. Nested sequents stay inside the modal language,
as opposed to both the display calculus and labelled sequents. The com-
pleteness proof is via syntactic cut elimination.

1 Introduction

This paper is part of a research effort to develop proof-theoretic systems for
modal logic that stay inside the modal language. This requirement in particular
excludes the display calculus [2I16], which is formulated in the language of tense
logic, and labelled sequents, see for example [12], which are formulated in a
hybrid language.

Examples of modal proof systems that stay inside the modal language are
hypersequent systems [I], systems in the calculus of structures [TO/T4{T5[9] and,
what we will study here, systems using nested sequents. Nested sequents are a
natural generalisation of hypersequents, and they have been invented several
times independently, for example by Bull [6], by Kashima [I1], by Briinnler [4j3]
(using the name deep sequent at the time) and by Poggiolesi (using the name
tree-hypersequent) [13].

In this paper we provide cut-free sequent systems for the basic normal modal
logics formed from the axioms d,t,b,4,5 which are modular in the sense that
each modal axiom has a corresponding sequent calculus rule and that each com-
bination of these rules is sound and complete for the corresponding modal logic.
To our knowledge, these are the first systems inside the modal language which
are modular.

These systems are closely related to the systems introduced in [3], in particular
the subsystem for the modal logic K is essentially the same. Modal axioms in [3]
were turned into ¢-rules, that is, rules where the active formula in the conclusion
has the connective < as its main connective. However, these systems are not

M. Giese and A. Waaler (Eds.): TABLEAUX 2009, LNAI 5607, pp. 152 2009.
(© Springer-Verlag Berlin Heidelberg 2009



Modular Sequent Systems for Modal Logic 153

modular. For example, the logic S5 can be axiomatised in a Hilbert system both
by using the axioms t,b,4 and by using t,5. While there is a complete cut-free
system for S5 in [3], namely one with the rules t,b,4,5, neither the cut-free
system with rules t, b, 4 nor the cut-free system with the rules t,5 are complete
for S5. Here, we follow another approach to designing modal rules. We do not
turn modal axioms into <-rules, but into structural rules. These structural rules
are the key to modularity, as was already conjectured in [4].

Proving completeness for our systems turned out to be challenging. We do so
by way of embedding a corresponding Hilbert system and syntactically proving
cut-elimination. The cut-elimination proof is interesting: it relies on a decompo-
sition of the contraction rule, similar to what has been observed in deep inference
systems for propositional logic, where contraction is decomposed into an atomic
version and a local medial rule [5].

2 The Sequent Systems

Formulas and modal axioms. Propositions p and their negations p are atoms, with
p defined to be p. Formulas, denoted by A, B, C, D are given by the grammar

As=p|p|(AVA) | (ANA)| OA| DA

Given a formula A, its negation A is defined as usual using the De Morgan
laws, A D B is defined as AV B and T and L are respectively defined as p V p
and p A p for some proposition p. Each name in {k,d,t,b,4,5} corresponds both
to a frame condition and to a Hilbert-style axiom:

k- T O(AvB)D(DAvV<OB) b: symmetric A D OCA
d: serial 0ADCA 4: transitive O0A D OOA
t: reflexive ADOA 5: euclidean ©A D OCA

Nested sequents. A nested sequent is a finite multiset of formulas and boxed se-
quents. A boxed sequent is an expression [I'] where I" is a nested sequent. In the
following, a sequent is a nested sequent. Sequents are denoted by I, A, A, IT, 3.
As usual, sequents are written without curly braces and the comma in the ex-
pression I, A is multiset union. A sequent is always of the form

Ala s 7Am7 [Al]a AR [ATL]
The corresponding formula of the above sequent is L if m = n = 0 and otherwise
Ay V- VAL,vOD)V---vO(Dy,)

where D1 ... D, are the corresponding formulas of the sequents 4 ... 4,,. Notice
that a sequent induces a tree where each node is marked with a multiset of
formulas. We will refer to notions such as the depth or the root of a sequent,
meaning the depth or the root of the corresponding tree.

Sequent contexts. Informally, a context is a sequent with holes. We will mostly
encounter sequents with just one or two holes. A unary context is a sequent with
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exactly one occurrence of the symbol { }, the hole, which does not occur inside
formulas. Such contexts are denoted by I'{ }, A{ }, and so on. The hole is also
called the empty context. The sequent I'{A} is obtained by replacing { } inside
I'{ } by A. For example, if I'{ } = A,[[B],{ }] and A = C,[D] then

r{A} = A,[[B],C,[D]]
The depth of a unary context I'{ }, denoted depth(I'{ }) is defined as follows

depth(I',{ }) =0
depth(I',[A{ }]) = depth(A{ }) + 1.

More generally, a context is a sequent with n > 0 occurrences of { }, which do
not occur inside formulas, and which are linearly ordered. A context with n holes

is denoted by
N~ ~ -

n—times
Holes can be filled with sequents, or contexts, in general. For example, if I'{ }{ } =

A [[B], { }],{ } and A{ } = G, [{ }] then
A=A BLG LY

where in all contexts the holes are ordered from left to right as shown.

System K + X. Figure [[shows the set of rules from which we form our deductive
systems. System K is the set of rules {A, V, O, k, ctr}. We will look at extensions of
System K with sets of rules X C {d7 t, b, 4, 5} The rules in X are called structural
modal rules. The 5-rule is a bit special since it uses a two-hole-context. It can
actually be decomposed into three rules that use unary contexts. However, here
we prefer the presentation with a single rule. The 5-rule may be understood
as allowing to do the following, when going from premise to conclusion: take a
boxed sequent [A], which is not at the root of the sequent, and move it to any
other place in the sequent.

Notice that we have an explicit contraction rule in system K and that the
k-rule is not invertible. It is of course easy to drop contraction and build it into
the k-rule and into the rules in X7 which makes all rules invertible. The reason
we choose not to do this is because our cut-elimination procedure works better
with explicit contraction.

There are also some rules that will turn out to be admissible, namely the
O-rules, and the rules necessitation, weakening and cut, which are shown in
Figure[2l A O-ruleisin a certain sense the result of “reflecting” the corresponding
structural rule at the cut, and vice versa. This comment will hopefully become
more clear after the proof of the reduction lemma.

Given a set X C {d,t,b, 4,5}, X is the corresponding subset of {d,f, 5,4,5}
and X is the corresponding subset of {é, t, l<:>>7 ZL %}

Inference rules, derivations, proofs. In the following instance of an inference
rule p
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r{A} r{s}  I{A,B}

Mepy A pias By r'{AV B}
ory | rAay  rA4)
r{oA} r{oA,[A]} r{A}

Ty T{ay o r{A =
r{o r{a} {4}, >y

P(ALEY . AN
Al S rmyay  depth@{HOD >0

Fig. 1. System K+{dt,b,4,5}

g Al r{lAL 4
r{oA} r{oA} r{[a, oA}
¢ I'{[4A,CA]} o I{0H{oA}
T{OA,[A]} r{oAM0} depth(I'{ }{0}) >0
nec L wk L10} we T1AY {4}
(1] r{a} r{o

Fig. 2. Diamond rules, necessitation, weakening, cut

we call I ..., its premises and A its conclusion. We write p™ to denote n
instances of p and p* to denote an unspecified number of instances of p. A
system, denoted by S, is a set of inference rules. A derivation in a system S is a
finite tree whose nodes are labelled with sequents and which is built according
to the inference rules from S. The sequent at the root is the conclusion and the
sequents at the leaves are the premises of the derivation. Derivations are denoted
by D. A derivation D with conclusion I" in system S is sometimes shown as

%

The depth of a derivation D is denoted by |D|. A proof of a sequent I' in a
system is a derivation in this system with conclusion I" and where all premises
are instances of the axiom I'{p,p}. Proofs are denoted by P. We write S + I
if there is a proof of I' in system S. An inference rule p is (depth-preserving)
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admissible for a system S if for each proof in S U {p} there is a proof of in S
with the same conclusion (and with at most the same depth).

Soundness of our systems is easily established similarly to soundness of the
systems in [4]:

Theorem 1 (Soundness). Let X C {d,t,b,4,5}. If a sequent is provable in K+ X
then its corresponding formula is provable in a Hilbert system for the modal logic
K extended by the axioms in X.

Our main result is cut-elimination, which we prove in the next section.

Theorem 2 (Cut-Elimination). Let X C {d,t,b,4,5}. If K+ X+ cut - I then
K+XkFT.

By using cut-elimination we obtain the completeness theorem:

Theorem 3 (Completeness). Let X C {d,t,b,4,5}. If a formula is provable in a
Hilbert system for the modal logic K extended by the modal azioms in X then it
is provable in system K+ X.

Proof. Given a proof in the Hilbert system we construct a proof in K + X + cut
as usual, and then apply Theorem ] (Cut-elimination). We show proofs for the
modal axioms:

(4, A] (A, A] } 1A, A]] . [A, A], [0] ) [[A, A]]
2<>A OA, [0] k[A]voA B[[ALOA] i /_1 [ ], [0] 5[[/_1] OA|
OA,0A Choa ohloA A4 AL 04

A, 0CA o <>A7DDA - 0A,00A

DA3<>A vAD<>Av v v
ADoOCA 0A D> ood CADOCA

3 Syntactic Cut-Elimination

We first need some definitions. The depth of a formula A, denoted depth(A),
is defined as usual, the depth of possibly negated atoms being zero. Given an
instance of the cut rule as shown in Figure[2 its cut formula is A and its cut rank
is one plus the depth of its cut formula. For r > 0 we define the rule cut, which
is cut with at most rank r. The cut rank of a derivation is the supremum of the
cut ranks of its cuts. A rule is cut-rank (and depth-) preserving admissible for a
system § if for all » > 0 the rule is (depth-preserving) admissible for S + cut,.

Lemma 1 (Weakening and necessitation admissibility). Let X C {d,t,b,4,5}.
The wk-rule and the nec-rule are depth- and cut-rank-preserving admissible for

K+ X.

Proof. A routine induction shows that a single nec or wk-rule can be eliminated
from a given proof, a second induction on the number of nec or wk-rules yields
our lemma. a
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P{A,..., A]} [{A,...,A} I'{B,...,B]}

" o4y " r{AnB}
(AL AY DALLA M(ALE) r{4a)
r{o} r{[a, 21} r{A}

Fig. 3. Multi-rules, medial, and formula contraction

Seriality (the rule d) is different from the other rules: it trivially permutes
below the cut. So we can get it out of the way and then prove cut elimination
for the systems without seriality.

Lemma 2 (Push down seriality). Let X C {d,t,b,4,5} and d € X. For each proof
as shown on the left there is a proof as shown on the right:

V—Q—X—d-ﬁ-cut
V—Q—X-ﬁ—cut ~ T’

r Hd
r

Proof. By an easy permutation argument, making use of weakening admissibility.

We also get contraction out of the way in order to eliminate the cut. First, we de-
compose contraction into the fctr-rule, which is contraction on formulas, and the
med-rule, shown in Figure[Bl We permute down the fctr-rule. It does not permute
down below the rules cut,d and A, so we generalise these rules as in Figure [Bl
We define a contraction-free system K~ as K= = K — ctr + {med, mO, mA} and
will show cut elimination for that system, but first we develop the machinery to
show that cut elimination for K~ leads to cut-elimination for K (with any X).

Lemma 3 (Decompose contraction). The ctr-rule is derivable for {fctr, med}.

Proof. By induction the depth of a sequent which is contracted, we show the
inductive step:

(AL A (A A A A (A (A
T{AL ... Ap, (A, [AG])
DAL A (A A A A (A, A}
DAL A Ar e A (AL A, ,[An,An]}
~ “ DAL A Ay A (A4 (A}
I'{As,..., Ap, [A ] s [Anl}
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Lemma 4 (Weakening and necessitation admissibility for K—). Let X C {d,t,b,
4,5}. The wk-rule and the nec-rule are depth- and cut-rank-preserving admissible
for KT + X.

Lemma 5 (From mcut to cut). The rule mcut, is derivable for {cut,,wk}.

Proof. We define the rule mcut]>™ with m,n > 0 as

fmfji\mcs\ fib—ii:ﬂes}
r{A, Ay T{4,.. . A
r{o}

and show that rule derivable for {cut,,wk} by induction on m + n. The case for
m =n =1 is trivial, for m > 1 and n = 1 we replace

I{A,... A} T{4}

mcut]™" F{(Z)}
by
{4}
U T{A,... A} T T{A 4
r{A} r{A}
cut, F{@}

and apply the induction hypothesis, and for m,n > 1 we replace
T{A,...,AY T{A,... A}

meut,""™
' {0}

by

» T{A,. . A » T{A,... A}
Ty AL Ay (AL AAY T{ALLL A

i I'{A} ' r{a;
r{o}
and apply the induction hypothesis twice. a

Lemma 6 (Push down contraction). Let X C {t,b,4,5}. Given a proof as shown
on the left, with p a single-premise-rule from K= 4+ X 4+ wk, there is a proof as
shown on the right, with |D’| < |D|:

W7 +X+mcut+wk .
K™ 4+X+mcut+wk
N

I
I3
D H fetr
D’ || fetr
Iy
p r

r
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Proof. By induction on the length of D and a case analysis on p. Most cases are
trivial. We show the two interesting ones. For p = V and p = k we apply the
following transformations:

I'{A, A, B}
F{A, A, B} wk
fetr F{A,B,A,B}
I'{A, B} ~ v2
v I'{Av B,Av B}
F{A \Y B} fetr
I'{Av B}
r{(4, 4,4} L T{A4,4))
Cr{AA}  ~ CT{OACAA}
ctr
I'{CA, [A]} I'{CA, [A]}
and in each case we apply the induction hypothesis twice. a

Proposition 1 (Push down contraction). Given a proof as shown on the left, there

is a proof as shown on the right:
W* +X+-cut
WJrXJrcut ~ I’

I fetr

I

Proof. We first prove the claim that for each proof as shown on the left there is

a proof as shown on the right:
* +X+meut+wk
7 +X+cut+fetr ~ I’ s

I H fetr
r

The proof of the claim is by induction on the depth of Py, using Lemma [6] (Push
down contraction). The proof of our proposition is as follows: by Lemma [3
(Decompose contraction) we obtain a proof in K~ + X + cut + fctr, we apply
our claim, then we use Lemma [ (From mcut to cut), to replace mcut, start-
ing with the top-most instances. Finally we remove weakening using weakening
admissibility. ad

The following three lemmas are needed for the reduction lemma. We define
Xu{4} if {t,5} CXor {b,5} CX
Xt =<dXu{5} if{b,4}CX

X otherwise

and likewise for )o( and X.
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Lemma 7 (Push down 45). Let X C {t,b,4,5} and p € ()0( N {Zi,fs}) Given a
derivation as shown on the left, where p applies to CA, there is a derivation as
shown on the right, where all rules in D3 apply to the instance of CA shown,
and where |Da| < |Dy]:

riod) r{cA}
P Fl{OA} N I’i:z{l;:}med

D, H X+med - H (%m{i,%})

A[OA} Alod)

Proof. The proof is by induction on the length of D;. We permute the instance
of p down and apply the induction hypothesis, possibly several times. We only
show the non-trivial permutations.

({04 41, (2) _T{ioa ALz
I'{CA,[A], [ 2]} ~ zF{[<>A, A X}

C rioa A, ) r{oA, A, 5]}
{04, 4]}
roala) o~ SO
T'{CA, A} ’
ZF{[A [CA, XTI} BF{[A [CA, XTI}
T{[CA A 2]} , {OA,[A], X}
" {04, AL 5} * r{[o4, A 2}
{04, 4], 1)
g oA, AL S r{[[o4, 4], 7
{OA,[A], [X} 4
4 oF{[0A7 [ALE]}
r{oA, [[A], 5]} ;
I{oA (AL, 2]}
{ T{I0A, AJH0) ; TIOA, A0}
SF{QA [A]}H0} EF{W}{[QAA]}
r{oAH[A]l} I'{CAH[A]}

Permuting down the 5-rule is trivial except over the t-rule and the b-rule, and
this is also trivial unless the restriction on the depth of the context in the 5-rule
becomes relevant:

2 I, [A], [ {CA} {Fl, [A], I{CA}

iF17[<>A7A]aF2{@} ~ Z* F17A7F2{<>A}
F17<>A7A7F2{®} F17<>A7A7F2{®}
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; [4,12]),r{o4) (4,71, T{04)
A DoAY~ (AR T{04)
(4], X, CA, {0} (4], X, CA, {0}

O
Lemma 8 (Push down ktb). Let X C {t,b,4,5} and let p =k or p € (XN {L,b}).
Given a derivation as shown on the left, where p applies to OA, there is a

derivation as shown on the right, with o =k or o € ()O( N {t, E}), where all rules
in D3 apply to the instance of CA shown, and where |Da| < |D1]:

I'{A}
I'{A} Dy H X+med
" oA} I3{A}
D, H X+med e 7 R{CA}
A{OA} Dy || (XF a5y
A{OA)

Proof. The proof is by induction on the length of D;. We permute the instance
of p down and apply Lemma[7] (Push down 45) and/or the induction hypothesis.
We only show the non-trivial permutations.

(4, a) {4, 4])
{OA Ay~ T{A A}
" r{oa, A} ‘r{oa, A}
r{(a 4.z (A4, 7))
T{eAA D}~ {445}
r{[oA, 4], 5} r{[oA, 4], )
P[4, 41, () et
‘rlo AL}~ Al
*roa (4,51} A
r{oA, 1AL 21}
P[4, A} (0) stV
“FlOA AN ~ I{0H[A4, A}
* r{oa(a) oA )
r{oAH[Al}
The cases for p = t are trivial.
o I'{[4], 4} LA Al

A, 04y~ I'{AA}
" T{A,0A) "I{A, oA
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. r{(z.[4).4) (.4, A)
MEaoA)  ~ A
r{[Z], A, 0 A} r{[Z], A, 0 A)

. I{(8] 4[]} ?ﬁﬁ] ][ ]i

rgaoa )~ b b
rilla oA, 21 P44 1)

For permuting down over the 5-rule, in the only non-trivial case, notice that
the context has to be of the form shown because of the restriction of context
depth in the 5-rule:

o P{OH(2, (4], Al} SF{?[}{g}{[[ ]2]}]}
F{@}{[ (4,04~ T{A}HOA, [£,0]}
Y I{[A, 0 A2, 0]} r{a <>A]}{[Ev®]}

O

Lemma 9 (Reflect 45). Let X C {4,5}. Given a derivation as shown on the left,
where all rules in D apply to the instance of OA shown, then for each sequent
A there is a derivation as shown on the right:

T{oAH0} r{o{iAl}
D H X ~ D' || x
r{0{oA} I{[A]H{0}
Proof. By induction on the length of D. a

Lemma 10 (Reduction Lemma). Let X C {t,b,4,5}. Given a proof as shown on
the left, with P1 and P in K~ +X-+cut,., then there is a proof P in K~ +XT +cut,
as shown on the right:

NN

In{A} I{A} ~
H X+med H X+med
riay rid £
cuty41 F{(Z)}

Proof. As usual, by an induction on |Pi| + |P2| and a case analysis on the
lowermost rules in P; and Ps. We only show the most complicated case, in
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which we cut a box introduced by the mO-rule against a diamond introduced by
k-rule. All other cases are much simpler. We have

mDFI{[B7"'7B]} F2/{[B7A]}
n{oB} I{oB,[A]}
H X+med H X_+med
r{oB} r{¢B}
cutyqa F{@}

In the left subderivation we permute down the instance of mO and on the right
subderivation we apply Lemma[8] (Push ktb down) in order to obtain the follow-
ing derivation, where I'{ } = I'{ }{0}. Note that the second hole in the binary
context marks the position to which the ¢ B is moved:

Ii{(B, Al}
H X+med
I{|B,...,BJ} i I3{B}
| Xtmed r{p}y{oB}
i r{[B,...,B]}{0} H (Xtn{4,51)°
X r{oB}{0} r{oB}0}
r{0}{0}
By using Lemma [@ (Reflect 45) we obtain a derivation D and build:
{[B,...,BJ}
H X+med
I'{[B,..., BI}{0} I3{(B, Al}
D H (X*+N{4,5}) H Sctmed
. r{o}{(B,...,B]} . I';{B}
. T{0HoB} r{p}{oB}
r{0}{0}

We now consider the three possible cases for o € {k,%, I;} and apply one of the
following transformations to the relevant part of the proof:

_S{B.....BL 1A} | Z{B.A} __Z{B.....BL14]}
_Z{oB,[A} {0B,[A} ~  X{[B....,B,A}} X{B A}
={[A]} ' {(A]}
o >{[B,...,B]} o »{B} iE{[B,...,B]}
>{oB} Y{OB} ~ Y{B,...,B} X{B}
CLItT+1 2{@} mcut,. 2{@}
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mDE{[[B7vB]7A]} g 2{B7[A]} bE{[[B,,B],A]}
2{[oB, Al} 2{eB, Ay ~ 2{B,...,B,Al} X{B,[A]}.
cuty, 1 mcut,.
: o{[A)} o{[A)}
We then eliminate mcut by using Lemma[B] (From mcut to cut) and weakening
admissibility. a

Proposition 2 (Cut-elimination for K~). Let X C {t,b,4,5}. If K~ +X4cutk T
then K= + Xt I

Proof. We first prove the claim: If K~ +X+cut, 1 F I" then K~ +X* +cut, - I',
The claim is proved by induction on the depth of the given proof, using the
reduction lemma. Our proposition then follows from an induction on the cut
rank of the given proof, using the claim. a

Lemma 11 (From X' to X).
(i) The 4-rule is derivable for {t,5, nec}.
(ii) The 4-rule is derivable for {b,5, nec}.
(iii) The 5-rule is derivable for {b,4,wk}.
Proof. For (i) notice that the 4-rule is a special case of the 5-rule unless I'{ }
has depth zero, and thus I'{ } = A,{ }. In that case we have:

A4
Al )
A, 114], 2] (A, 114], 2]
4,14], %]
For (ii) we again have to consider only the case where I'{ } = A, { }:
L AL
s L A
A, 114], 2] 0 A
[[4],14], 2]
4,114], 2]

For (iii) notice that a sequent has a tree structure and that, seen upwards, the
5-rule allows to move a boxed sequent [4] to any position in that tree, but not
to the root. To move a boxed sequent to any position in the tree it is enough if
we are both able to move it a) from a given node the parent of this node and
b) to move it from a given node to any child of that node. Point a) is just the
4-rule and point b) is as follows:

T
T4, 01,147}
T[4, [}

]
{4, [A]}
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Proof (of Theorem [@ (Cut-elimination)). We first prove the theorem for the
cases where d ¢ X. The transformation (i) is by Proposition [ (Push down
contraction), the transformation (ii) is Proposition 2] (Cut-elimination for K—),
and transformation (iii) is by Lemma [IIl (From X* to X) and weakening and
necessitation admissibility.

W* +x+

_ K™ +X+cut
W+X+cut @* I’ @ I’
r H fetr H fetr
r r
D) _
~ K+X

r

In the cases where d € X we first apply Lemma 2] (Push down seriality) and then
proceed the same way with the upper part of the proof. a

Future work. It looks like the cut-elimination proof can be generalised. So it
is our goal to devise 1) easily checkable critera on rules, which guarantee cut-
elimination, and 2) a procedure which turns modal axioms into rules which
satisfy these criteria. Such a generic cut-elimination procedure exists already for
the display calculus, but relies on the so-called display property, and thus on
the language of tense logic. Recently, such a procedure has also been proposed
by Ciabattoni et al. for hypersequent systems [8]. While hypersequents do not
seem to be expressive enough for the modal logics considered here, nested se-
quents seem to add just the right amount of extra generality to enable a similar
development for modal logics.

Related work. The fact that structural rules improve modularity has been ob-
served before by Castilho et. al. [7] in the context of tableau systems. Our ¢-rules
correspond exactly to what are called propagation rules in [7]. While the focus
of [7] is on giving decision procedures, our focus is on giving proof systems which
support a notion of cut-elimination. This is more easily done with local rules, so
in sequent systems instead of tableau systems. A further difference is that prop-
agation rules and structural rules are mixed in [7], while here we treat systems
with structural rules only (and in [3] we treated systems with propagation- or
O-rules only).
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Abduction and Consequence Generation in a
Support System for the Design of Logical
Multiple-Choice Questions

Marta Cialdea Mayer

Dipartimento di Informatica e Automazione
Universita di Roma Tre

Abstract. This paper presents Logitest, a system that can be used to
assist the designer of multiple-choice questions aiming at verifying logi-
cal reasoning abilities (provided they can be represented in propositional
logic). Beyond allowing the designer to check the status of an option with
respect to the item stem (the problem presentation), i.e. whether it is
derivable or consistent with the given information, the system can ac-
complish generative tasks (abduction and consequence generation) that
can be useful both to complete the item stem, and to generate plausible
distractors (incorrect options). The provably correct and complete algo-
rithm used to perform abduction and consequence generation finds out
minimal solutions with no need to compare each of them with all the
others.

1 Introduction

Many educational institutions require students to take admission tests, either
to check whether they have a suitable initial preparation and attitude, or to
select (a limited number of) the most promising students among the appli-
cants. Admission tests often include multiple-choice questions aiming at assess-
ing logical reasoning abilities. The same kind of questions can be presented
to students in scientific disciplines, who are generally required to be proficient
in logical operations. Many logical tests have the following form: “given the
description of a state of facts, which of the assertions listed below is deriv-
able/underivable/consistent /inconsistent with the information you have?”. Of-
ten, the situation described in such questions concerns a fixed number of indi-
viduals, so that it can be represented in propositional logic.

A multiple-choice item is made up by (1) an item stem that presents the prob-
lem, (2) a sequence of options, containing (2a) the correct option, and (2b) several
distractor options, i.e. incorrect alternative answers. A well designed multiple-
choice item should meet some important basic requirements (see, for instance,
[2M4]). Some of them concern the linguistic presentation of the question, others
are of a more “logical” nature. In particular, it is required that (1) exactly only
one of the options is correct, and (2) the options should be equally plausible.
The first of such requirements seems quite obvious, and yet, in the case of log-
ical test items, checking its fulfillment can often be tricky. As a matter of fact,

M. Giese and A. Waaler (Eds.): TABLEAUX 2009, LNAI 5607, pp. 16777 2009.
(© Springer-Verlag Berlin Heidelberg 2009
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invalid test items are not so infrequent. The second requirement is even subtler,
especially for logical tests, and very often unmet.

The author of this paper experienced the difficulty in designing good logical
questions when she was charged by her Faculty to edit the logical section of
students’ admission tests. In fact, some of the questions proposed by colleagues
appeared to be incorrect, as well as others the author found in published test
collections. Moreover, the designer can easily “run out of ideas”. This motivated
the implementation of Logitest, a tool to assist a test designer in both checking
and devising multiple-choice logical test items.

2 The Main Functionalities of the System

Logitest is a simple support system for the design and check of test items of
the form “given the information 7', which of the following assertions is deriv-
able/underivable/consistent /inconsistent with 7?”. The system is written in Ob-
jective Caml [6] and is available at Logitest web page [7].

The system takes a file in input, specifying the components of the item and
the tasks to be executed. The input file contains a description of the language
used in the test (predicates, object types, constants, etc.) and the item stem
(the information T'), represented by a set of logical formulae. The syntax used
in the input file is first-order, but formulae are translated into a propositional
language. In fact, the program can only deal with questions involving a finite
and fixed set of objects (which are assumed to be pairwise different).

Moreover, the input file contains directives to perform the tasks described in
the sequel.

Provability and consistency check. The input file can specify a set of formu-
lae to be checked for provability from the stem 7" or consistency with T'. Then the
system checks them one by one. This is the basic task, useful to verify whether
one and only one of the options represents the correct answer.

Completion of the information given in the item stem. This task is useful
when the designer has run out of ideas; in this case the item stem specified in
the input file contains general information and possibly some facts, that however
are not sufficient to derive some given conclusion C, representing the correct
option. The system generates all the minimal conjunctions of literals FE;, that
are consistent with 7" and such that T U {E;} |= C (excluding trivial ones, i.e.
such that E; = C). In other terms, the system solves the abduction problem
given by T and C. A set of abducible predicates can also be specified, in order to
obtain solutions containing only such predicates.

Generation of correct answers. The system can be asked to generate for-
mulae which are derivable from the item stem; the logical consequences that are
generated are minimal disjunctions of literals, excluding trivial ones (that are
already explicitly present in the item stem). The system can similarly be asked
to generate literals that are consistent/inconsistent with the stem (excluding its
logical consequences).
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Generation of distractors. The specification file may include a belief set,
that is intended to represent possible students’ misconceptions or an incorrect
interpretation of the stem (such as, for instance, reading a logical equivalence
in place of an implication). The beliefs are used to generate incorrect though
“plausible” options. The system generates minimal disjunctions C' of literals
such that B |= C and T [~ C, where B is the belief set and T the item stem.

3 Techniques and Algorithms

Logical consequence and satisfiability tests are carried out by means of Ordered
Binary Decision Diagrams [I]. The generation of consistent and inconsistent
literals simply iterates over the set of literals and tests them one by one.

Abduction is a computationally hard problem: deciding whether a given ab-
duction problem has a solution at all is a XF-complete problem [5]. However,
due to the rather small size of problems to be solved in the present context, it
is a feasible task.

Logic-based abduction essentially consists in the generation of (non-trivial)
explanations E such that T U {E} = F (where F is the “observation”), i.e.
such that TU{=F} = —E. Abduction and consequence generation can therefore
be approached in the same way. And in fact Logitest performs the two tasks
following the same methodology. From the syntactical point of view, abduction
usually requires F to be a conjunction of literals. Using the same approach in
consequence generation means that “interesting” consequences of the stem or the
belief set are disjunctions of literals. The main difference between consequence
generation and logic-based abduction is that the latter requires E to be consis-
tent with 7" and such that E [~ F, while interesting logical consequences of T
should exclude those that are already explicitly contained in T itself. Such tests
can however be performed after having generated E. Similarly, when generating
distractors, i.e. consequences of the beliefs that are not implied by 7T, the test
T B~ C is performed after the generation of C.

In the following, the symbol T stands for TU{—F'} in the case of an abductive
task, T itself (or the belief set) in the consequence generation task. Candidates
for abductive explanations are usually subjected to minimality criteria, such as
subset-minimality. It is reasonable to ask the consequence generation task to
fulfill the same requirement. In general, therefore, we want to find out subset-
minimal sets S of literals such that 7% U S is inconsistent. The algorithm used
for performing both tasks takes T in input and returns a set S of literals. In the
abduction case, the solution is the conjunction of such literals; in the consequence
generation case, it is the disjunction of the complements of the literals in S.

The algorithm is inspired by [3], where a proof-theoretical abduction method
based on semantic tableaux is defined. Explanations are identified on the basis of
the set of open branches in a complete tableau for T (possibly simplified using
containment), and such a characterization is the declarative counterpart of a non-
deterministic algorithm that generates a single (minimal) abductive explanation,
with no need to test each candidate solution against the others. However, in order
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to be complete, the algorithm suggested in [3] has to consider every permutation
of the set of open tableaux branches. Logitest uses an improved algorithm, that
iterates over a single sequence of tableau branches.

Like in [3], first of all a (simplified) set { F1, ..., F}, } of sets of literals represent-
ing the open branches in a complete tableaux for 7% is built (if we identify T*
with the conjunction of its elements, {F1, ..., F}, } represents a DNF of T*). Then
the branches are complemented, building the set v(T%) = {C4,...,Cy} where
C; ={l] ¢ € F;} (£ being the complement of £).

In order to present the algorithm, some preliminary definitions are needed. A
set S = {{y,..., £} of literals is said to cover a set I' = {C4, ..., Cy, }, where each
C; is a set of literals, if for all C; € I', SN C; # O (i.e. S contains at least one
element from each C;).

Obviously, T* U S is inconsistent iff S covers v(T*). Therefore, the search
space of candidate solutions is constituted by the sets covering v(T*). Candidate
solutions S are generated by a backtracking algorithm which builds S in an
incremental manner, scanning the list of elements of (7).

Minimality is dealt with by means of the following notion. A set of literals
S is said to be admissible with respect to a set I' of sets of literals if and
only if for all £ € S there exists C' € I' such that SN C = {¢}. L.e. S is not
admissible wrt I" iff there exists a literal £ € S such that for all C' € I" containing
¢, C contains also some other literal ¢ € S. This means that the literal £ is
redundant: if S covers I', { can be eliminated from S obtaining a set that still
covers ['.

Finally, an admissible covering of I' is a set that covers I' and is admissible
wrt I, and a non-admissible covering of I' is a set that covers I' and is not
admissible wrt I.

It can easily be proved that:

P1. If S covers I', then it is subset-minimal (i.e. no S’ C S covers I') if and
only if it is admissible wrt I

Therefore, S is a minimal consistent set of literals such that T*US is inconsistent

iff S is a consistent and admissible covering of (7).

The algorithm used by Logitest builds a consistent solution S incrementally,
in such a way that it is always admissible. Initially, S = @. Then the elements
of v(T*) are considered one by one (in any fixed order). Each C; € (T*) such
that SNC; # @, is ignored. If SNC; = @, a literal £ from C; consistent with S is
chosen; if either no literal in C; is consistent with S of S U {¢} is not admissible
wrt {C1,...,C;}, the algorithm fails (and possibly backtracks), otherwise goes
on to C;y1, with S U {¢}. Backtracking on every choice point generates all the
minimal solutions of the problem.

Here follows the pseudo-code of the backtracking algorithm. In the description
of the algorithm, choose identifies a backtrackable choice point

! The algorithm suggested by [3] builds candidate solutions in a similar way, but for
the fact that the admissibility test is replaced by a restriction on literal choices: a
literal ¢ cannot be added to S; at stage i if £ € C1 U... U C;—1. If such an algorithm
is run only on a fixed permutation of {C1, ..., Cy, }, it is incomplete.
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Input: T, a set of formulae
Output: a set of literals
1) Build a simplified DNF {F}, ..., F,,} of T*

2) Build the set v(T™) = {C1, ...,Crn}, where C; = {{ | £ € F;}
Initialize So «— @
fori=1,...n
do if S;_1 NC; = @ then

choose ¢ € C; such that £ ¢ S;_1

if there is no such ¢ then fail

else S; — {£} U S;_1

if S; is not admissible wrt {C1, ..., C;}, then fail

3
4
5
6

N

)
)
)
)
)
)
8)
9)
10) done

1) return S,

The algorithm is obviously correct: .S,, does not contain any pair of comple-
mentary literals (test at line 7), it covers v(T*) and is admissible wrt v(T*)
(otherwise S,, is rejected by the test at line 9 in the last iteration). Hence, by
P1, it outputs only minimal consistent sets .S such that 7% U S is inconsistent.

With respect to completeness, let’s note that the test at line 7 rejects in-
consistent solutions and the test at line 5 rules out solutions that would triv-
ially be non minimal. However, in principle, the algorithm could be incom-
plete, if a set S; is discarded because it is not admissible wrt {C4,...,C;},
but it is admissible wrt {C1,...,C;y1} (or, in general, it can be extended to
a consistent admissible covering of {C4, ..., Cy,}). For instance, consider the sets
Cy ={p,q},C2 = {q,r},C3 = {p, s}, and let’s assume that S; = {p} (p is chosen
at the first iteration) and Sy = {p, ¢}. At this stage, the algorithm fails because
S is not admissible wrt {Cy, Cy}. Backtracking on the choice point of stage 2
yields S = {p, r}; at the third iteration nothing is added to S} and it is output
as a solution. However, if S3 had not been rejected, at the next iteration it would
be recognized as admissible wrt {C4,Ca, Cs}. It seems that a correct solution
has been lost. But the algorithm can still backtrack on the choice at the first
stage: ¢ can be chosen from Ci, i.e. S7 = {¢}; nothing is added at the second
iteration (S] N Cy # ©), and finally p is added to S} giving a second admissible
solution {p, ¢}, thus recovering the apparently lost one.

This holds in general: it can be shown that
P2. If a set Sy of literals is a consistent non-admissible covering of {C1, ..., Cy}

and there exists S D Sy that is admissible wrt {C1, ..., Ck, Ci41}, then there

exists a consistent admissible covering S; C S of {C1, ..., Cy }.
Using P1 and P2, it can be proved that the algorithm is complete. In fact, if
I(T*) = {Cy,...,Cy}, an inductive reasoning shows that, for any i = 1,...,n,
if S; is a consistent and minimal covering of C1, ..., C;, then there exist choices
of literals at iterations 1, ...,7 such that .S; is built at stage ¢. The completeness
proof, as well as proofs of P1 and P2, can be found in the technical report
available at [7].

It is worth discussing alternative algorithms that would still be correct and com-
plete. The simplest variant one can think of consists in first computing a consis-
tent covering of {C1,...,C,} and then make it minimal eliminating unnecessary
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literals. Or, similarly, the algorithm presented above can be modified at line 9, in
such a way that, if S; is not admissible, then all redundant literals are removed
from S; before going on (without failing). A second alternative consists in failing
at line 9 only if S; is not admissible wrt {C1, ..., C;, ..., C,, }. Showing completeness
of such variants is certainly easier, but in both cases it is very likely, even in sim-
ple cases, to produce several times the same solution. In order to avoid repetitions,
each solution should be compared to all the previously found ones before it is given
in output. The algorithm used by Logitest has not been proved to avoid such re-
dundancies; however, in the experiments carried out, it did not happen to output
the same solution more than once (run on an abductive problem with almost 5,000
solutions, no duplicates were found).

4 Concluding Remarks

The system described in this paper has been satisfactorily used by the author
to design logical test items. Obviously, the user is assumed to have some basic
logical notions in order to give adequate specifications in the input file.

Logitest can easily be improved by some routine work, in order to allow, for
instance, a compact specification of some frequently used predicate properties
(reflexivity, functionality, being an order relation, etc.), the possibility to define
different belief sets, and the generation of literals that are consistent/inconsistent
with the beliefs. A further step to make it more usable is the implementation of
a graphical user interface.

Future work may finally include the study of common “logical misconcep-
tions”, so that belief sets, and consequently distractors, can be automatically
generated.

Acknowledgements. The author thanks Serenella Cerrito for being willing to
discuss the details of the abduction algorithm.
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Abstract. We are interested in automatically proving safety properties
of infinite state systems. We present a technique for invariant synthe-
sis which can be incorporated in backward reachability analysis. The
main theoretical result ensures that (under suitable hypotheses) our
method is guaranteed to find an invariant if one exists. We also discuss
heuristics that allow us to derive an implementation of the technique
showing remarkable speed-ups on a significant set of safety problems in
parametrised systems.

1 Introduction

Backward reachability analysis has been widely adopted in model checking safety
properties of infinite state systems (see, e.g., [I]). This verification procedure re-
peatedly computes pre-images of a set of unsafe states, usually obtained by
complementing a safety property that a system should satisfy. Potentially in-
finite sets of states are represented by constraints so that pre-image computa-
tion can be done symbolically. A key advantage of backward reachability is to
be goal-directed; the goal being the set of unsafe states from which pre-images
are computed. Furthermore, safety properties for some classes of systems (e.g.,
broadcast protocols [8l6]) can be decided by backward reachability.

Despite these advantages, backward reachability can unnecessarily explore
(large) portions of the symbolic state space of a system which are actually not
required to verify the safety property under consideration. Even worse, in some
cases the analysis may not detect a fix-point, thereby causing non-termination.
In order to avoid visiting irrelevant parts of the symbolic state space during back-
ward reachability, techniques for analyzing pre-images and guessing invariants
have been devised (see, e.g., [BII5I9I4IT3] to name a few). The success of these
techniques depend crucially on the heuristics used to guess the invariants. Our
framework is similar in spirit to [5], but employs techniques which are specific
for our different intended application domains.

Along this line of research, we present a technique for interleaving pre-image
computation and invariant synthesis which tries to eagerly prune irrelevant parts
of the search space. Formally, we work in the framework of the model checking
(based on Satisfiability) Modulo Theories approach of [T0/12], where array-based
systems have been introduced as an abstraction of several classes of infinite state
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systems (such as parametrized systems, lossy channels, and algorithms manip-
ulating arrays). The main result (cf. Theorems 9] and [L1T]) of the paper en-
sures that the technique will find an invariant—provided one exists—under suit-
able hypotheses, which are satisfied for important classes of array-based systems
(e.g., mutual exclusion algorithms or cache coherence protocols). The key ingre-
dient in the proof of the result is the model-theoretic notion of configuration and
configuration ordering (introduced in [I] at an abstract level) which allows us to
finitely characterize the search space of candidate invariants. Although the tech-
nique is developed for array-based systems, we believe that the underlying idea
can be adapted to other symbolic approaches to model checking (e.g., [213]).

Plan of the paper. We briefly introduce the notion of array-based system (Sec. 2]).
We revisit the backward reachability procedure as a Tableauz-like calculus (Sec.[3)
so as to give a firm basis for implementation. We show how invariants can help
backward reachability (Sec.Hl), recall the duality between this and the synthesis of
invariants (Sec.[4]), and describe how to interleave backward analysis and invari-
ant synthesis (Sec. f22) together with some heuristics (Sec. A3]). Finally (Sec. B,
we discuss how a prototype implementation of our techniques shows remarkable
speed-ups. Full proofs and more examples can be found in the technical report [I1].

2 Formal Preliminaries

We assume the usual syntactic (e.g., signature, variable, term, atom, literal, and
formula) and semantic (e.g., structure, sub-structure, truth, satisfiability, and
validity) notions of first-order logic (see, e.g., [7]). The equality symbol = is
included in all signatures considered below. A signature is relational if it does
not contain function symbols and it is quasi-relational if its function symbols are
all constants. An expression is a term, an atom, a literal, or a formula. Let = be
a finite tuple of variables and X a signature; a X (z)-expression is an expression
built out of the symbols in X' where at most the variables in x may occur free
(we will write E(x) to emphasize that F is a X (x)-expression). Let e be a finite
sequence of expressions and o a substitution; ec is the result of applying the
substitution o to each element of the sequence e.

According to the current practice in the SMT literature [16], a theory T is a
pair (X, C), where X' is a signature and C is a class of X-structures; the structures
in C are the models of T'. Below, we let T = (X, C). A X-formula ¢ is T'-satisfiable
if there exists a X-structure M in C such that ¢ is true in M under a suitable
assignment to the free variables of ¢ (in symbols, M | ¢); it is T-valid (in
symbols, T' = ) if its negation is T-unsatisfiable. Two formulae ¢ and @
are T-equivalent if ¢y < o is T-valid. The satisfiability modulo the theory T
(SMT(T)) problem amounts to establishing the T-satisfiability of quantifier-free
Y-formulae.

T admits quantifier elimination iff for every formula ¢(z) one can compute
a quantifier-free formula ¢'(z) such that T | Vz(p(z) < ¢'(x)). A theory
T = (X,C) is said to be locally finite iff X is finite and, for every finite set of
variables x, there are finitely many X(z)-terms ti,...,tx, such that for every
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further X' (z)-term u, we have that T = u = t; (for some ¢ € {1,...,k.}).
The terms tq,...,t;, are called X'(x)-representative terms; if they are effectively
computable from z (and ¢; is computable from w), then T is said to be effectively
locally finite (in the following, when we say ‘locally finite’, we in fact always
mean ‘effectively locally finite’). If X is relational or quasi-relational, then any
Y-theory T is locally finite. An enumerated data-type theory T is a theory in
a quasi-relational signature whose class of models contains only a single finite
Y-structure M = (M,T) such that for every m € M there exists a constant
c € X such that ¢Z = m.

A T-partition is a finite set Ci(x),...,Cy(x) of quantifier-free formulae such
that T | Vo VL, Ci(z) and T | A, ; Vo= (Ci(z) A Cj(x)). A case-definable
extension T' = (X',C") of a theory T = (X,C) is obtained from T by ap-
plying (finitely many times) the following procedure: (i) take a T-partition
Ci(z),...,Cp(x) together with X-terms t1(z), ..., t,(z); (ii) let X' be X U{F},
where F' is a “fresh” function symbol (i.e. F' ¢ X') whose arity is equal to the
length of x; (iii) take as C’ the class of X’'-structures M whose X-reduct is
a model of T" and such that M = A’ ,Vz (Ci(z) — F(z) = t;i(x)). Thus
a case-definable extension T” of a theory T contains finitely many additional
function symbols, called case-defined functions. It is not hard to translate any
SMT(T') problem into an equivalent SMT(T)-problem, by repeatedly applying
the following transformation: given the quantifier free formula ¢ to be tested
for T'-satisfiability, replace it by \/,(Cio A ¢;), where ¢; is a formula obtained
from ¢ by replacing each term of the kind Fo by t;0 (the C;’s are the partition
formulae for the case definition of F' and the ¢;’s are the related ‘value’ terms).

From now on, we use many-sorted first-order logic. All notions introduced
above can be easily adapted to a many-sorted framework. In the rest of the
paper, we fix (i) a theory T; = (X7, Cy) for indexes whose only sort symbol is
INDEX; (ii) a theory T = (X'g,Cg) for data whose only sort symbol is ELEM (the
class Cg of models of this theory is usually a singleton). The theory AF = (X,C)
of arrays with indexes [ and elements F is obtained as the combination of
Tt and Tg as follows: INDEX, ELEM, and ARRAY are the only sort symbols of A¥,
the signature is X' := X7 UXgU{ [ ]} where [] : ARRAY, INDEX — ELEM (intu-
itively, a[i] denotes the element stored in the array a at index ); a three-sorted
structure M = (INDEX™, ELEMM, ARRAYM, T7) is in C iff ARRAYM is the set of
(total) functions from INDEX™ to ELEMM, the function symbol [ ] is interpreted
as function application, and M; = (INDEXM7I‘EI), Mg = (ELEMM7I‘2E) are
models of T7 and T, respectively (where 75 is the restriction of the interpre-
tation Z to the symbols in X'y for X € {I, E}).

Notational conventions. For the sake of brevity, we introduce the following nota-
tional conventions: d, e range over variables of sort ELEM, a over variables of sort
ARRAY, i, j,k, and z over variables of sort INDEX. An underlined variable name
abbreviates a tuple of variables of unspecified (but finite) length and, if i :=
i1,...,1n, the notation a[i] abbreviates the tuple of terms a[i1],. .., a[iy]. Possi-
bly sub/super-scripted expressions of the form ¢(i,e), ¥ (i, e) denote quantifier-
free (X1U X g)-formulae in which at most the variables iUe occur. Also, ¢(i,t/e)
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(or simply ¢(i,t)) abbreviates the substitution of the X-terms ¢ for the variables
e. Thus, for instance, ¢(i, a[i]) denotes the formula obtained by replacing e with
ali] in the quantifier-free formula ¢(i,e).

3 Backward Reachability and Tableaux

Following [12], we focus on a particular yet large class of array-based systems cor-
responding to guarded assignments. A (guarded assignment) array-based (tran-
sition) system (for (T1,Tg)) is a triple S = (a,I,7) where (i) a is the state
variable of sort ARRAYHl (ii) I(a) is the initial X'(a)-formula; and (iii) 7(a,a’)
is the transition (X' U X'p)(a,a’)-formula, where o’ is a renamed copy of a and
X'p is a finite set of case-defined function symbols not in X U X'g. Below, we
also assume I(a) to be a V!-formula, i.e. a formula of the form Vi.¢(i, ali]),
and 7(a,a’) to be in functional form, i.e. a disjunction of formulae of
the form

Ji (¢ (i, ali]) AVj d'[j] = Fa(i, alil, 5, alj])) (1)

where ¢y, is the guard (also called the local component in [10]), and Fg is a case-
defined function (called the global component). To understand why formulae ()
are in functional form, consider M-abstraction; then, the sub-formula Vja'[j] =
Fe(iyali], j,alj])) can be re-written as o’ = Aj.Fg(i,ali, j,alj]). (By abuse of
notation, any case-definable extension of A¥ will be denoted by A¥).

Given an array-based system S = (a,I,7) and a formula U(a), (an instance
of) the safety problem is to establish whether there exists a natural number n
such that the formula

I(ap) AN7(ag,a1) A+ AT(an-1,a,) AU(an) (2)

is AP-satisfiable. If there is no such n, then S is safe (w.r.t. U); otherwise, it is
unsafe since the AP-satisfiability of (@) implies the existence of a run (of length
n) leading the system from a state in I to a state in U. From now on, we assume
U(a) to be a 3 -formula, i.e. a formula of the form Ji.¢(4, a[i]).

A general approach to solve instances of the safety problem is based on com-
puting the set of backward reachable states. For n > 0, the n-pre-image of a
formula K(a) is Pre(r,K) := K and Pre"*'(r,K) := Pre(r, Pre"(r, K)),
where

Pre(t,K) :=3d'.(1(a,a’) AN K(a')). (3)

Given § = (a, I, 7) and U(a), the formula Pre™(7,U) describes the set of back-
ward reachable states in n steps (for n > 0). At the n-th iteration of the loop, the
basic backward reachability algorithm, depicted in Figure[Il (a), stores in the vari-
able B the formula BR"(1,U) := \/I._, Pre'(r,U) representing the set of states

! For simplicity (and without loss of generality), we limit ourselves to array-based
systems having just one variable a of sort ARRAY. This limitation is however dropped
in the examples, where in addition Tr may be many-sorted.
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function BReach(U : 3 -formula)  function Sinv(U : 3’-formula)

1 P«——U;B+— 1; 1 P «— ChooseCover(U); B «— 1;
2 while (PA—-Bis A¥-sat.)do 2 while (PA-Bis AF-sat.) do
3 if (IAPis Af-sat.) 3 if (I AP is AF-sat.)
then return unsafe; then return failure;
4 B«—— PV B; 4 B+«— PV B;
5 P —— Pre(r, P); 5 P «— ChooseCover(Pre(r, P));
6 end 6 end
7 return (safe, B); 7 return (success, 7 B);

(a) (b)

Fig. 1. The basic backward reachability (a) and the invariant synthesis (b) algorithms

which are backward reachable from the states in U in at most n steps (whereas
the variable P stores the formula Pre™(r,U)). While computing BR"(1,U),
BReach also checks whether the system is unsafe (cf. line 3, which can be read as
IAPre™(r,U) is AP-satisfiable) or a fix-point has been reached (cf. line 2, which
can be read as ~(BR"(t,U) — BR" (1,U)) is AF-unsatisfiable or, equiva-
lently, that (BR"(t,U) — BR"1(1,U)) is AF-valid). When BReach returns
the safety of the system (cf. line 7), the variable B stores the formula describing
the set of states which are backward reachable from U which is also a fix-point.
Indeed, for BReach (Figure [l (a)) to be a true (possibly non-terminating) pro-
cedure, it is mandatory that (i) 3/-formulae are closed under pre-image com-
putation and (ii) both the AF-satisfiability test for safety (line 3) and that for
fix-point (line 2) are effective.
Concerning (i), it is sufficient to recall the following result from [12].

Proposition 3.1. Let K(a) =3k ¢(k,alk]) and 7(a,a’) =\/;—, Ji (¢ (i,ali]) A
a' = Nj.Fh(i,ali],j,alj])). Then, Pre(r,K) is AE-equivalent to an (effectively
computable) 3! -formula.

The proof of Proposition Bl (see [12]) consists of applying simple logical manip-
ulations to show that Pre(r,, K) is AF-equivalent to the following 3/-formula,
where 75, is one of the m disjuncts of 7 (cf. Proposition B above):

30 3k (1 i, ali]) A ¢k, FA (i, ali], k, alk]))) (4)

where ¢(k, FA (i, ali], k, a[k])) is the formula obtained from ¢(k, a’[k]) by replac-
ing a’[ky,] with F2(i, ali], km, alkm]) for m =1, ..., and k is the tuple ki,. ..,k
(the FZ can then be eliminated as shown in Section [2)). Notice that the exis-
tentially quantified prefix 3 k is augmented with 3 ¢ in () with respect to K.
Concerning (ii), observe that the formulae involved in the satisfiability checks
are I ABR"(1,K) and BR""!(r, K) A\=BR" (1, K). Since we have closure under
pre-image computation, both formulae are of the form Ja 3i V5 ¥ (4, 7, ali], alj])
and are called 341! -sentences [10].
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Theorem 3.2 ([10]). The AE-satisfiability of 341! -sentences is decidable if
(i) Tr is locally finite and is closed under substructures; (ii) the SMT(Tr) and
SMT(Tg) problems are decidable.

Hypothesis (i) concerns the topology of the system (not the data manipulated
by the components of the system) and it is satisfied in many practical cases,
e.g., when the models of T are all finite sets, linear orders, graphs, forests,
etc. For example, the topology of virtually any cache coherence protocol can be
formalized by finite sets while that of mutual exclusion protocols by linear orders.
Under assumption (i), it is possible to show (see [I0]) that an 34:/¥/-sentence is
AP _satisfiable iff it is satisfiable in a finite index model of A¥ (a finite index model
is a model M in which the set INDEX™ has finite cardinality). This suggests
the following quantifier instantiation algorithm, which is indeed complete [10].
Let 3a 3i Vj (4,7, ali],alj]) be an 34T -sentence: first, consider the i’s as
Skolem constants and replace the j’s with the representative i-terms (by using
the local finiteness of T7); then, invoke the available SMT solver for checking the
AP _satisfiability of the resulting quantifier-free formula. The decidability of the
SMT(A¥) problem can be shown by using generic combination techniques from
the decidability of those for SMT(Tr) and SMT(Tg) (see [10] for details).
We summarize our working hypotheses.

Assumption 3.3 We fix an array-based system S = (a,I,T) such that the ini-
tial formula I is a V'-formula, 7(a,d’) := [}, mn(a,a’) where 7, is a formula
in functional form for h = 1,...,m. We also assume that hypotheses (i)-(ii) of
Theorem [3.3 are satisfied.

3.1 Tableaux-Like Implementation of Backward Reachability

A naive implementation of the algorithm in Figure [l (a) does not scale up. The
main problem is the size of the formula BR"(7,U) which contains many redun-
dant or unsatisfiable sub-formulae. We now discuss how Tableaux-like techniques
can be used to circumvent these difficulties. We need one more definition: an 3-
formula Ji; - - - Ji,, ¢ is said to be primitive iff ¢ is a conjunction of literals and is
said to be differentiated iff ¢ contains as a conjunct the negative literal i, # i,
for all 1 < k < I < n. By applying various distributive laws together with the
rewriting rules

Fj(i =4 N0)~0(i/j) and O~ (OANi=7)V(ONiH#]) (5)

it is possible to transform every 3/-formula into a disjunction of primitive dif-
ferentiated ones.

We initialize our tableau with the 3’/-formula U(a) representing the set of
unsafe states. The key observation is to revisit the computation of the pre-
image as the following inference rule (we use square brackets to indicate the
applicability condition of the rule):

K [K is primitive differentiated]

Prel
Pre(r,K) | --- | Pre(tm, K) reime
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where Pre(ry,, K) computes the 3/-formula which is logically equivalent to the
pre-image of K w.r.t. 7, (this is possible according to Proposition B.1]).

Since the 3/-formulae labeling the consequents of the rule Prelmg may not be
primitive and differentiated, we need the following Beta rule

K

Beta
Ki| | Ky

where K is first transformed by eliminating the case-defined functions as ex-
plained in Section 2l and then by applying rewriting rules like (&) together with
standard distributive laws, in order to get Kji,..., K, which are primitive, dif-
ferentiated and whose disjunction is A¥-equivalent to K.

By repeatedly applying the above rules, it is possible to build a tree whose
nodes are labelled by 3/-formulae describing the set of backward reachable states.
Indeed, it is not difficult to see that the disjunction of the 3/-formulae labelling
all the nodes in the (potentially infinite) tree is AF-equivalent to the (infinite)
disjunction of the formulae BR"(7,U), where 7 := \/}"_; 7,. Indeed, there is
no need to fully expand our tree. For example, it is useless to apply the rule
Prelmg to a node v labelled by an 3'-formula which is AP-unsatisfiable as all the
formulae labelling nodes in the sub-tree rooted at v will also be A¥-unsatisfiable.
This observation can be formalized by the following rule closing a branch in the
tree (we mark the terminal node of a closed branch by x):

K [K is AP unsatisfiable]

y NotAppl

This rule is effective since 3/ -formulae are a subset of 34/ -sentences and the
AP _gatisfiability of these formulae is decidable by Theorem

According to procedure BReach, there are two more situations in which we
can stop expanding a branch in the tree. One terminates the branch because of
the safety test (cf. line 3 of Figure [l (a)):

K [INK is AP-satisfiable]

UnSafe Safety

Interestingly, if we label with 75, the edge connecting a node labeled with K with
that labeled with Pre(r,, K) when applying rule Prelmg, then the transitions
Thy s -+, Th, labelling the edges in the branch terminated by UnSafe (from the leaf
node to the root node) give a bad trace, i.e. a sequence of transitions leading
the array-based system from a state satisfying I to one satisfying U. Again, rule
UnSafe is effective since I A K is equivalent to an 3/v/_sentence and its A¥-
satisfiability is decidable by Theorem The other situation in which one can
close a branch corresponds to the fix-point test (cf. line 2 of Figure[Il (a))

K [KANN{-K'|K' < K} is AP unsatisfiable]
% FixPoint

where K’ < K means that K’ is a primitive differentiated 3’-formula labeling
a node preceding the node labeling K (nodes can be ordered according to the
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strategy for expanding the tree). Once more, this rule is effective since K A
AN{—K'|K’ = K} can be straightforwardly transformed into an 347¥/-sentence
whose A‘F—satisﬁability is decidable by Theorem

From the implementation viewpoint, further heuristics are needed, in order
to reduce the instances needed for the satisfiability test of Theorem and to
trivialize the recognition of the unsatisfiable premise of the rule NotAppl.

4 Invariants and Backward Reachability

Termination of our tableaux calculus (and of the algorithm of Figure[ll(a)) is not
guaranteed in general, but follows under certain restrictions covering important
applications (see below). In the general case, nothing can be said because safety
problems are undecidable.

Theorem 4.1. The problem: “given an 3 -formula U, decide whether the array-
based system S is safe w.r.t. U” is undecidable (even if Tg is locally finite).

It is well-known that invariants are useful for pruning the search space of back-
ward reachability procedures and may help either to obtain or to speed up ter-
mination.

Definition 4.2 (Safety invariants). The V!-formula J(a) is a safety invariant
for the safety problem consisting of the array-based system S = (a,I,7) and
unsafe I -formula U(a) iff the following conditions hold:

(i) AP = Va(I(a@) — J(a),
(i) AF | vavd' (J(a) AT(a,a’) — J(a')), and
(iii) 3a.(U(a) A J(a)) is A -unsatisfiable.

If we are not given the 3! -formula U(a) and conditions (i)-(ii) hold, then J(a)
s an invariant for S.

Checking whether conditions (i), (ii), and (iii) above hold can be reduced, by
trivial logical manipulations, to the A}E—satisﬁability of 341! _formulae, which
is decidable by Theorem So, establishing whether a given V/-formula J(a)
is a safety invariant can be completely automated.

Property 4.3. Let U be an 3/-formula. If there exists a safety invariant for U,
then the array-based system S = (a, I, 7) is safe with respect to U.

So, if we are given a suitable safety invariant, Property [£.3] can be used as the
basis of the safety invariant method, which turns out to be more powerful than
the basic Backward Reachability algorithm of Figure[Il (a):

Property 4.4. Let the procedure BReach in Figure [Il(a) terminate on the safety
problem consisting of the array-based system S = (a,I,7) and unsafe formula
U(a). If BReach returns (safe, B), then =B is a safety invariant for U.

The converse of Proposition [£.4] do not hold: there might be a safety invariant
even when BReach diverges, as illustrated by the following example.
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Ezample 4.5. Let us consider a simple algorithm for inserting an element b[0]
into a sorted array b[1],...,b[n]. Let X consist of one binary relation symbol S
and one constant symbol 0 and 77 be the theory whose class of models consists
of the substructures of the structure having the naturals as domain, with 0
interpreted in the obvious way, and S interpreted as the graph of the successor
function. To simplify the matter, we shall use a two-sorted theory and two array
variables. T is the two-sorted theory whose class of models consists of the single
two-sorted structure given by the Booleans (with the constants T, L interpreted
in the obvious way) and the rationals (with the standard ordering <). The array
variable a is a Boolean flag, whereas the array variable b is the sorted numerical
array where b[0] is to be inserted. The initial V/-formula is

saying that the elements in the array b, whose corresponding Boolean flag, is set
to false are arranged in increasing order (namely, all except that at position 0).
The transition has the following guard and global component:

¢L(i17i2, [ 1] [ 2]) = S(’L1722) A\ a[zl] TA a[ig] =1A b[ll] > b[lg] '

Folinis,alia], alis), bia] i, f) = case of {  j=ir + (T.blia),
j=1z : (T,b[i1]),
J#FiNGFia ¢ (alf],0]) }.

which swaps two elements in the array b if their order is decreasing and sets the
Boolean fields appropriately. The obvious correctness property is that there are
no two values in decreasing order in the array b whose corresponding Boolean
flags do not allow the transition to fire:

diq, io (S(i17i2) A\ ﬁ(a[il] =TA a[ig] = L) AN b[’Ll] > b[lg]) (6)

Unfortunately, BReach in Figure[Il (a) applied to (@) diverges. However, it is not
difficult to see that a safety invariant for (6] exists and is given by the following
formula:

Vi, j.(S(i,§) — —(ali] = L Aalf] = T)) (7)

saying that two adjacent indexes cannot have their Boolean flags set to 1 and
T, respectively.

4.1 Synthesis of Invariants as the Dual of Backward Reachability

The main difficulty to exploit Property is to find suitable ¥/-formulae satis-
fying conditions (i)—(iii) of Definition @2l Unfortunately, the set of ¥/-formulae
which are candidates to become safety invariants is infinite. Such a search space
can be dramatically restricted when Ty is locally finite, although it is still infi-
nite because there is no bound on the length of the universally quantified prefix.
To formalize this, we need to summarize some notions about pre-orders and
configurations.
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A pre-order (P,<) is a set endowed with a reflexive and transitive relation;
an upset of such a pre-order is a subset U C P such that (p € U and p < g imply
g € U). An upset U is finitely generated iff it is a finite union of cones, where a
cone is an upset of the form Tp = {q € P | p < ¢} for some p € P. Two elements
p,q € P are incomparable (equivalent) if neither (both) p < ¢ nor (and) ¢ < p.
A pre-order (P, <) is a well-quasi-ordering (wqo) iff every upset of P is finitely
generated (this is equivalent to the standard definition, see [10] for a proof).

An AP -configuration (or, briefly, a configuration) is a pair (s, M) such that s
is an array of a finite index model M of A¥ (M is omitted whenever it is clear
from the context). We associate a X-structure s; and a Y'g-structure sg with
an AP-configuration (s, M) as follows: the X;-structure sy is simply the finite
structure My, whereas sg is the smallest X' g-substructure of M g containing the
image of s (in other words, if INDEX™ = {c;,...,cx}, then sg is the smallest Y-
substructure containing {s(cy),...,s(ck)}). Let s,s" be configurations: we say
that s’ < s holds iff there are a X'j-embedding i : s — s; and a Xg-embedding
v : sy — sg such that the set-theoretical compositions of y with s and of s’
with v are equal. In [10], termination of BReach is proved under the hypotheses
that T is locally finite and the configuration order is a wqo. This implies the
decidability of the safety problem for, among others, broadcast protocols and
lossy channel systems and can be seen as the declarative counterpart of general
results formulated within an algebraic framework (see, e.g., [1]). In the following,
we show that using the notions of configuration and configuration order, it is
possible to design a method for invariant synthesis.

Finitely generated upsets of configurations and 3’-formulae can be used in-
terchangeably under a suitable assumption. Let K (a) be an 3/-formula; we let

[K] = {(s, M) | M |= K(s)}.

Proposition 4.6 (Extended version of [10]). Let Tg be locally finite. Finitely
generated upsets of A -configurations coincide with sets of A¥ -configurations of
the kind [K], for some 3 -formula K. In particular, for each A}E—conﬁgumtion S,
there exists an 3! -formula K such that [K] =1 s.

The notion of a basis for a configuration upset will be useful in the following.

Definition 4.7. A basis for a finitely generated upset S (resp., for an 3'-
formula K ) is a minimal finite set {s1,...,Sn} such that S (resp., [K]) is equal
to Ts1U---UTsp.

It is easy to see that two bases for the same upset are essentially the same, in the
sense that they are formed by pairwise equivalent configurations. Our goal is to
integrate the safety invariant method into the basic Backward Reachability algo-
rithm of Figure [Il(a). To this end, we introduce the notion of ‘sub-reachability’.

Definition 4.8 (Subreachable configurations). Suppose Tg is locally finite
and let s be a configuration. A predecessor of s is any s’ that belongs to a basis
for Pre(r,K;). Let s,s’ be configurations: s is sub-reachable from s’ iff there
exist configurations So, ..., Sp such that (i) so = s, (i1) s, = s, and (i) either
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Si—1 < s; or s;—1 1S a predecessor of s;, for each i = 1,... ,n. If K is an 31
formula, s is sub-reachable from K iff s is sub-reachable from some s’ taken from
a basis of K.

The following theorem is our main technical result.

Theorem 4.9. Let T be locally finite. If there exists a safety invariant for U,
then there are finitely many A¥Y -configurations s1, ..., s, which are sub-reachable
from U and such that —(Ks, V ---V K;,) is also a safety invariant for U.

The intuition underlying the theorem is as follows. Let us call ‘finitely
representable’ an upset which is of the kind [K] for some 3!-formula K and let
B be the set of backward reachable states. Usually B is infinite and it is finitely
representable only in special cases (e.g., when the configuration ordering is a wqo
like in the case of broad-cast protocols). Despite this, it may sometimes exist a set
B’ D B which is finitely representable and whose complement is an invariant of
the system. Theorem ensures us to find such a B’, if any. This is the case of
Example L5 where not all configurations satisfying the negation of () are in B.

In practice, Theorem Ilsuggests the following procedure to find the super-set
B'. At each iteration of BReach, the algorithm represents symbolically in the vari-
able B the configurations which are backward reachable in n steps; before com-
puting the next pre-image of B, non deterministically replace some of the configu-
rations in a basis of B with some sub-configurations and update B by a symbolic
representation of the obtained upset. In this way, if an invariant exists, we are
guaranteed to find it; otherwise, the process may diverge. This is so because the
search space of the configurations which are sub-reachable in n steps is finite, al-
though this number is infinite if no bound on n is fixed. To illustrate, the negation
of () in Example[IHidentifies sub-reachable only configurations. This shows that
sub-reachability is crucial for Theorem .9 to hold.

The algorithm sketched above can be furtherly refined so as to obtain a com-
pletely symbolic method working with formulae without resorting to configura-
tions. The key idea towards this result is to identify an 3’-formula which is the
symbolic counterpart of the (sub-reachable) configurations sq, ..., s of the the-
orem above which can be directly computed from the available safety invariant
for U. Formally, we introduce the following definition:

Min(¢, a,i) := ¢(i, ali] /\ ¢(io, alio)) /\\/

i€l t

where ¢(i,ali]) is a quantifier-free formula, ¢ ranges over representative X (i)-
terms, and o ranges over the substitutions with domain ¢ and co-domain in-
cluded in the set of representative X (7)-terms. The formula 3i.Min(¢, a, i) is
AP _equisatisfiable to the 3/-formula Ji.¢(i, ai]); moreover if (as it often hap-
pens in applications) the signature X is relational and the formula ¢(i, a[d]) is
differentiated, Min(¢,a,i) is A¥-equivalent to ¢(i, ali]).

Proposition 4.10. Let T be locally finite, K := 3i.¢(i, afi]) be an 3! -formula,
and L be a further 3 -formula. The following two conditions are equivalent:
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(i) for every s in a basis for K, there exists a configuration s’ in a basis for L
such that s < s';

(ii) L is (up to AF-equivalence) of the form 3i, 5.4 (i, j, ali], alj]) for a quantifier-
free formula v and

if A¥ = Min(i,a,ij) — 0(t,a[t]) then A¥ = Min(é,a,i) — 0(t,alt]),

for all quantifier free (Xg U X1 )-formula 6 and for all tuple of terms t(7)
taken from the set of the representative X (i)-terms.

In the following, we will write K < L whenever one of the (equivalent) conditions
in Proposition .10 holds. Under the assumption that Tg is locally finite, it is
possible to compute all the finitely many (up to A¥-equivalence) 3!-formulae
K such that K < L. Furthermore, we say that K covers L iff both K < L
and A¥ = L — K. Let ChooseCover(L) be a procedure that returns (according
to some criteria) one of the 3/-formulae K such that K covers L. We are now
ready to give the procedure Slnv in Figure [l (b) for the computation of safety
invariants and prove its correctness.

Theorem 4.11. Let T be locally finite. Then, there exists a safety invariant
for U iff the procedure Slnv in Figure[l (b) returns a safety invariant for U, for
a suitable ChooseCover function.

When ChooseCover(L) = L, i.e. ChooseCover is the identity (indeed, L covers
L), the procedure SInv is the (exact) dual of BReach in Figure [l (a) and, hence
it can only return (the negation of) a symbolic representation of all backward
reachable states as a safety invariant.

4.2 Integrating Invariant Synthesis within Backward Reachability

The main drawback of procedure Sinv is the difficulty of defining an appropriate
function ChooseCover. Although finite, the number of formulae covering a cer-
tain 3/-formula is so large that makes any implementation of Slnv impractical.
Instead, we prefer to study how to integrate the synthesis of invariants in the
backward reachability algorithm in Figure [I (a). The idea is to use invariants
for the unsafe configuration U so as to prune the search space of the backward
reachability algorithm. In our symbolic framework, at the n-th iteration of the
loop of the procedure BReach, the set of backward reachable states is represented
by the formula stored in the variable B (which is equivalent to BR™(7,U)). So,
‘pruning the search space of the backward reachability algorithm’ amounts to
disjoining the negation of the available invariants to B. In this way, the ex-
tra information encoded in the invariants makes the satisfiability test at line 2
(for fix-point checking) more likely to be successful and possibly decreasing the
number of iterations of the loop.

Indeed, the problem is to synthesize such invariants. A way to do this is to
consider the set B of reachable states, to extract an 3’/-formula representing a set
of sub-reachable configurations, and then checking whether this is an invariant.
We assume the existence of a function ChooseSub that takes an 3/-formula P
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and returns a (possibly empty) finite set S of 3/-formulae such that K < P
if K € S. The formulae in S represent sub-reachable configurations that may
contribute to an invariant in the sense of Theorem

To summarize, it is possible to integrate the synthesis of invariants within the
backward reachability algorithm by inserting between lines 4 and 5 in Figure [
(a) the following instructions:

4 foreach CINV € ChooseSub(P) do
if BReach(C]NV) = (safe, BC’INV) then B «— BV ~Bgoinv;

where CINV stands for ‘candidate invariant.” The resulting procedure will be
indicated with BReach+Inv (notice that BReach is used here as a sub-procedure).

Proposition 4.11. Let Tr be locally finite. If the procedure BReach+Inv termi-
nates and returns safe (unsafe), then S is safe (unsafe) with respect to U.

The procedure BReach+Inv is incomplete (in the sense that it is not guaranteed
to terminate even in case a safety invariant exists), deterministic (no backtrack-
ing is required), and highly parallelizable (it is possible to run in parallel as
many instances of BReach as formulae in the set returned by ChooseSub), and
it performs well, as witnessed by the experimental evidence supplied in the next
Section. In this way, invariant synthesis has become a powerful heuristics within
a sophisticated version of the basic backward reachability algorithm. Further-
more, its integration in the Tableaux calculus of Sec. [3.1] is particularly easy:
just use the calculus itself with some bounds on the resources, such as a limit
on the depth of the tree to check if a candidate invariant is a true invariant.

4.3 Heuristics

There is a delicate trade-off between the number of candidate invariants pro-
duced by the function ChooseSub and their effects in pruning the search space
of the basic backward reachability algorithm. More candidate invariants implies
a higher probability of finding an invariant and, ultimately, to prune the search
space. However, looking at line 4’, it is evident that more candidate invariants
implies many more calls to the basic backward reachability algorithms to estab-
lish if they are invariant or not. Indeed, on “simpler” candidate invariants, the
procedure BReach is likely to perform well, i.e. to terminate in few iterations.
The following two remarks are helpful in finding the right trade-off.

First, it is possible to limit the resources of the basic backward reachability
algorithm BReach when invoking it at line 4'; e.g., it is possible to bound the
number of iterations of the loop or its run time. This allows us to avoid slowing
down too much each iteration of the main loop in BReach+Inv.

The second remark concerns the implementation of the function ChooseSub
when the theories 17 and Ty satisfy some additional requirements, which are
often satisfied when modelling classes of parametrised systems such as mutual
exclusion algorithms or cache coherence protocols. The goal of this discussion
is to design a function ChooseSub returning few “simple” candidate invariants
which are likely to become true invariants.
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Claim. Let X be relational and let Tr be locally finite and admit elimination
of quantifiers. (When T7 is the theory of all finite sets—this is appropriate for
cache coherence protocols—or the theory of linear orders—this is appropriate for
mutual exclusion algorithms—and T is the theory of an enumerated datatype,
these assumptions are satisfied.) Let

L :=3ij.(Ye(ali, alj]) Abr(i, 5) A o1 (i) (8)

be a primitive differentiated A¥-satisfiable 3/-formula such that (i) i N j = 0,
(ii) YE(e,d) is a conjunction of Xg-literals; (iii) v;(¢,7) is a conjunction of
Yr-literals; (iv) d7(¢) is a maximal conjunction of X(i)-literals (i.e. for every
XY (i)-atom A(i), §; contains either A(%) or its negation). If

K :=3i (6:(1) A dp(alil)), 9)

where ¢p(e) is Tg-equivalent to 3d g (e, d) (which is guaranteed to exist as Tg
admits elimination of quantifiers), then K covers L and in particular K < L.

When ChooseSubis applied to a disjunction of primitive differentiated 3/-formulae,
we need to transform each disjunct P := 3k.0(k, a[k]) to the form of (8) so as to
obtain a candidate invariant. To do this, we can decompose k into two disjoint sub-
sequences 7 and j such that £ = 7 U j according to some criteria: if the conjunction
of X1 (4) literals occurring in 6 is maximal, we get a candidate invariant by return-
ing the corresponding 3/-formula (@). This is quite feasible in many concrete cases.
For instance, quantifier elimination reduces to a trivial substitution if Tz is an enu-
merated datatype theory and the X g-literals in 6 are all positive. Maximality of 6
is guaranteed (by differentiatedness) if 77 is the theory of finite sets; maximality of
0 is also guaranteed if T7 is the theory of linear orders and i = 41 or (i = i1, i2 and
6 contains the atom i1 < iz).

5 Experiments and Discussion

To test the practical viability of our approach, we have implemented MCMT, a
prototype tool which uses Yices (http://yices.csl.sri.com) as the backhand
SMT solver. MCMT is the successor of the system in [I2] which is not capable
of solving almost any of the problems considered here. The starting point of
our implementation is the Tableaux-like calculus of Section 3.1l As Yices is
guaranteed to behave as a decision procedure on quantifier-free formulae only,
universally quantified variables in 34/V/-sentences are instantiated according to
the procedure sketched after Theorem this is required for the application
of rules NotAppl, Safety, FixPoint. Invariants have been integrated in the basic
backward reachability algorithm along the lines of Section

As benchmarks, we have derived safety problems in our format from two sets
of benchmarks in [2]: one is of mutual exclusion protocols (with 7 problems,
cf. Table[]) and the other is of cache coherence protocols (with 9problems, cf.
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Table 1. Mutual exclusion algorithms

depth #nodes #calls time depth #nodes #calls #inv time

Bakery 9 29 221 0.104 7 8 129 5 0.052
Burns 14 57 497  0.216 2 2 59 3 0.016

Java M-lock 9 23 353 0.156 9 22 2390 1 0.772
Dijkstra 13 40 392 0.148 2 1 41 2 0.012
Dijkstra (rv) 14 138 6905 5.756 2 1 57 2 0.016
Szymanski 17 143 3266  2.208 11 22 1185 8 0.288

Szymanski (a) 23 2358 902017 24m19s 16 90 8547 16 5.188

Table 2. Cache coherence protocols

depth #nodes #calls time depth #nodes #calls #inv  time

Berkeley 2 1 102 0.020 2 1 190 0 0.032
Mesi 3 2 175 0.032 3 2 231 0 0.036
Moesi 3 2 304 0.048 3 2 384 0 0.052
Dec Firefly 4 4 163 0.052 4 4 222 0 0.068
Xerox P.D. 7 13 607 0.288 7 13 1059 0 0.432
Illinois 4 8 998 0.196 4 8 1114 0 0.216
Futurebus 4 19 1318 0.460 4 19 3824 0 1.096
German 26 2985 322335 8m39s 26 2856 544429 10 10m3Ts

German (pfs) 42 26004 3062165 176mbls 42 22808 2656282 40 173m4d2s

Table IZI)EI We used the theory of finite linear orders as 77 for mutual exclusion
algorithms and the theory of finite sets as T for cache coherence protocols.
The theory Tg for the various systems is the combination of an enumerated
datatype theory for the control locations with theories for the data manipulated
by the processes. A difficulty in the translation was the presence of global (i.e.
universally quantified) guards which are not directly supported by our formalism.
It is possible to eliminate universal quantifiers in guards (see [12] for details) by
adopting the well-known stopping failure model (see, e.g., [14]) which is quite
close to the approximate model in [2I3]. This is without loss of generality since
establishing a safety property for the stopping failures model of a system trivially
implies that the same property is enjoyed by the original system. The elimination
of global guards can be easily mechanized as it is purely syntactic.

Columns 2-5 of both Tables report the statistics of our implementation of
the procedure BReach while columns 6-10 show the results for BReach-+Inv. (All
timings are in seconds and obtained on a Pentium Dual-Core 3.4 GHz with 2
Gb Sdram). Table [l clearly shows the usefulness of invariant search as the size
of the problem grows. Table 2] seems to suggest that invariant search is useless
or even detrimental to performances on cache coherence protocols. However, we
remark that all these problems, except the German, are quite small and a brute

2 The files containing such specifications and an executable of the tool are available
at http://homes.dsi.unimi.it/~ghilardi/mcmt,
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force search of the tiny search space (see the column ‘#nodes’) is likely to be
more successful. Furthermore, the overhead of searching for invariants can be
eliminated by implementing a parallel version of the tool. Interestingly, there is
some gain in using invariant synthesis on the last problem in this set (a difficult
version of the German protocol [I5], which is well-known to be a significant
benchmark for verification tools). Although a comparative analysis is somewhat
difficult in lack of a standard for the specifications of safety problems, we report
that MCMT performs comparably with the model checker PFS [2] on small to
medium sized problems and outperforms the latter on larger instances.

References

1. Abdulla, P.A., Cerans, K., Jonsson, B., Tsay, Y.-K.: General decidability theorems
for infinite-state systems. In: Proc. of LICS, pp. 313-321 (1996)

2. Abdulla, P.A., Delzanno, G., Ben Henda, N., Rezine, A.: Regular model checking
without transducers (On efficient verification of parameterized systems). In: Grum-
berg, O., Huth, M. (eds.) TACAS 2007. LNCS, vol. 4424, pp. 721-736. Springer,
Heidelberg (2007)

3. Abdulla, P.A., Delzanno, G., Rezine, A.: Parameterized verification of infinite-state
processes with global conditions. In: Damm, W., Hermanns, H. (eds.) CAV 2007.
LNCS, vol. 4590, pp. 145-157. Springer, Heidelberg (2007)

4. Beyer, D., Henzinger, T.A., Majumdar, R., Rybalchenko, A.: Invariant Synthesis
for Combined Theories. In: Cook, B., Podelski, A. (eds.) VMCAI 2007. LNCS,
vol. 4349, pp. 378-394. Springer, Heidelberg (2007)

5. Bradley, A.R., Manna, Z.: Property-Directed Incremental Invariant Generation.
Formal Aspects of Computing (to appear, 2009)

6. Delzanno, G., Esparza, J., Podelski, A.: Constraint-based analysis of broadcast
protocols. In: Flum, J., Rodriguez-Artalejo, M. (eds.) CSL 1999. LNCS, vol. 1683,
pp. 50-66. Springer, Heidelberg (1999)

7. Enderton, H.B.: A Mathematical Introduction to Logic. Academic Press, New York

1972

8. ](Espar)za, J., Finkel, A., Mayr, R.: On the verification of broadcast protocols. In:
Proc. of LICS, pp. 352-359. IEEE Computer Society Press, Los Alamitos (1999)

9. Flanagan, C., Qadeer, S.: Predicate abstraction for software verification. In: Proc.
of POPL 2002, pp. 191-202. ACM Press, New York (2002)

10. Ghilardi, S., Nicolini, E., Ranise, S., Zucchelli, D.: Towards SMT Model Checking
of Array-Based Systems. In: Armando, A., Baumgartner, P., Dowek, G. (eds.)
IJCAR 2008. LNCS, vol. 5195, pp. 67-82. Springer, Heidelberg (2008)

11. Ghilardi, S., Ranise, S.: Goal-directed Invariant Synthesis for Model Checking Mod-
ulo Theories. Technical Report RI325-09, Univ. di Milano (2009)

12. Ghilardi, S., Ranise, S., Valsecchi, T.: Light-Weight SMT-based Model-Checking.
In: Proc. of AVOCS 2007-2008. ENTCS (2008)

13. Lahiri, S.K., Bryant, R.E.: Predicate Abstraction with Indexed Predicate. ACM
Trans. on Comp. Logic 9(1) (2007)

14. Lynch, N.A.: Distributed Algorithms. Morgan Kaufmann, San Francisco (1996)

15. Pnueli, A., Ruah, S., Zuck, L.D.: Automatic deductive verification with invisible
invariants. In: Margaria, T., Yi, W. (eds.) TACAS 2001. LNCS, vol. 2031, pp.
82-97. Springer, Heidelberg (2001)

16. Ranise, S., Tinelli, C.: The SMT-LIB Standard: Version 1.2. Technical report, Dep.
of Comp. Science, Iowa (2006), http://www.SMT-LIB.org/papers


http://www.SMT-LIB.org/papers

Taming Displayed Tense Logics Using Nested
Sequents with Deep Inference
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Abstract. We consider two sequent calculi for tense logic in which the
syntactic judgements are nested sequents, i.e., a tree of traditional one-
sided sequents built from multisets of formulae. Our first calculus SKt is
a variant of Kashima’s calculus for Kt, which can also be seen as a display
calculus, and uses “shallow” inference whereby inference rules are only
applied to the top-level nodes in the nested structures. The rules of SKt
include certain structural rules, called “display postulates”, which are
used to bring a node to the top level and thus in effect allow inference
rules to be applied to an arbitrary node in a nested sequent. The cut
elimination proof for SKt uses a proof substitution technique similar to
that used in cut elimination for display logics. We then consider another,
more natural, calculus DKt which contains no structural rules (and no
display postulates), but which uses deep-inference to apply inference rules
directly at any node in a nested sequent. This calculus corresponds to
Kashima’s S2Kt, but with all structural rules absorbed into logical rules.
We show that SKt and DKt are equivalent, that is, any cut-free proof of
SKt can be transformed into a cut-free proof of DKt, and vice versa. We
consider two extensions of tense logic, Kt.54 and S5, and show that this
equivalence between shallow- and deep-sequent systems also holds. Since
deep-sequent systems contain no structural rules, proof search in the
calculi is easier than in the shallow calculi. We outline such a procedure
for the deep-sequent system DKt and its S4 extension.

1 Introduction

Belnap’s Display Logic [2] (we prefer the term display calculi) is an extremely
general proof-theoretical framework with the property that any sequent contain-
ing a particular formula occurrence A can be transformed into another sequent
in which the occurrence of A is either the whole of the antecedent or the whole
of the succedent, using only a subset of the rules called the display postulates.
The occurrence of A is then said to be displayed. The most pleasing property of
display calculi however is that if the rules of the display calculus enjoy eight eas-
ily checked conditions, then the calculus is guaranteed to obey cut-admissibility.
That is, one single cut-admissibility proof suffices for all display calculi. This
modularity makes it an excellent framework for designing sequent calculi for
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logics, particularly when we wish to mix and match the intuitionistic, modal, or
substructural aspects of different logics into a new logic [T7U716].

The generality of display calculi is obtained by adding a structural proxy for
every logical connective and using residuation principles to implement the display
property. For example, a display calculus for classical propositional logic usually
contains Gentzen’s “comma’”, but also a unary involutive structural connective
“star” which allows us to flip structures from right/left to left /right of turnstile.

The main disadvantage of display calculi is that the display postulates can
and must create large structures during the process of displaying a particular
formula occurrence, making display calculi bad for backward proof-search. Dis-
play calculi also typically contain an explicit rule of contraction which duplicates
complex structures when applied backwards, making it even harder to use them
for backward proof search. A disciplined proof-theoretic methodology for trans-
forming a display calculus into a more manageable traditional “contraction-free”
calculus whilst preserving cut-admissiblity is therefore an important goal.

Our first step towards taming display calculi is to limit the structural con-
nectives used in the calculi and consequently, the number of display postulates.
Specifically, we work within display structures which can be viewed as a tree
of traditional Gentzen’s sequents, called nested sequents, which have been used
previously by Kashima [I2] and, independently, by Briinnler [34] to present
several modal and tense logics. As in display calculi, Kashima’s nested-sequent
calculi contain “display-like” rules, called the turn rules in [12] and residuation
rules in the display logic literature, which can be seen as tree transformations to
bring a node in the nested sequent to the root. These residuation rules, and their
interaction with structure contraction, are largely responsible for the difficulty
in finding a proof search procedure for display-like calculi. Our second step is
therefore to eliminate these rules without losing completeness.

We use Kashima’s calculi for tense logics as a starting point for our proof the-
oretic (as opposed to the model-theoretic approach of Kashima) investigation
into the broader problem of taming display calculi for proof search. We have re-
cently shown that it is possible to tame the display calculus for Bi-Intuitionistic
logic [8] by using nested sequents with a limited display property. The result-
ing calculus, LBilnty, still enjoys cut-admissibility. However, proof search for
L BilInt; still suffers essentially the same problem as in display calculi, due to the
presence of residuation and contraction on structures. In the same paper, we also
show that these two problems can be eliminated entirely by a derived calculus
LBilnt,. However, the completeness proof of LBilnts w.r.t. LBilInt,; was done
via a detour through a third calculus GBiInt which is known to be semantically
complete, and it was not clear how this methodology could be generalised to
arbitrary display calculi for which the semantics may be unknown.

Here, we show that for some classical tense logics, residuation, seen as tree-
transformations on nested sequents, and contraction (on general structures) are
admissible if we allow a more liberal form of inference rule. Traditional rules
of Gentzen’s sequent calculus and display calculi apply only to formulae on
the top level of a nested sequent. We shall call these rules “shallow inference”.
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Residuation and contraction become admissible once we allow deep inference,
the ability to apply inference rules at any depth in a nested sequent.

The choice of classical tense logics as a case study is convenient because nested
sequent calculi for these logics have already been given by Kashima [12]. But as
we have noted earlier, Kashima’s work is semantic based as there is no syntactic
cut elimination procedure in his work. Thus our work is the first which shows
direct syntactic cut elimination for a nested-sequent calculus for tense logic,
and also the first which establishes a direct correspondence between proofs in a
display-like calculus (with explicit residuation rules) and proofs in a contraction-
free deep-inference calculus (with no explicit residuation rules).

We begin with Kashima’s first system SKt which contains structural con-
nectives (proxies) for ¢ and ¢ and contains explicit “turn” rules to capture
the residuation conditions that hold between them. Kashima shows that SKt
is sound with respect to the Kripke semantics for tense logic, but he does not
prove cut-admissibility for this system. He instead gives another calculus S2Kt
which allows rules to be applied at arbitrary depth, and shows that a sequent
has a cut-free proof in SKt if it has a cut-free proof in S2Kt. In a second step,
he shows that S2Kt minus cut is complete w.r.t. the Kripke semantics of tense
logic, which together imply the completeness of SKt minus cut.

We first replace formula contraction with general contraction in Kashima’s
SKt, show that the resulting calculus enjoys a display property, and show that
it also has cut-admissibility using an argument which is very similar to Bel-
nap’s cut-admissibility proof for display calculi. We then show that Kashima’s
S2Kt minus cut (in the form of our DKt) can be made contraction-free and
that the display postulates of SKt are admissible in DKt, meaning that DKt
can faithfully mimic cut-free SKt. We also show that SKt can mimic DKt by
showing that all of the rules of DKt are actually derivable in SKt using the
display property of SKt. We then show how to extend all these basic calculi to
handle tense S4 and S5, but we are still not able to give a systematic method for
converting the SKt-based calculi into the DKt-based calculi. Finally, we give a
simple proof search strategy for DKt, as well as show how to add histories a la
Heuerding to DS4 for terminating proof search in the tense logic Kt.S4.

Due to space limit, most proofs are omitted, but they can be found in an
extended version of the paper.

2 Tense Logic

To simplify presentation, we shall consider formulae of tense logic Kt which are
in negation normal form (nnf), given by the following grammar:

A=a|-a|AVA|ANA|DA|MA|OA| $A.

where a ranges over atomic formulae and —a is the negation of a. We shall
denote with A the nnf of the negation of A. Implication can then be defined via
negation: A — B = AV B. The axioms of minimal tense logic Kt are all the
axioms of propositional logic, plus the following in their nnf form:
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wlk-A4 iffwlf A

wlFAVBiffwlFAorwl-B wlFAABifTwlF Aand wl- B
wlFOA  iff Vu. if wRu then ul- A wlF QA  iff JuwRu and u - A
wli- WA  iff Vu. if uRw then vl A wl- ¢4 iff Ju.uRw and ulF A

Fig. 1. Forcing of formulae

LA TeA=AVIeA

LA EOA=AVEOA

. O(A— B) — (OA—0OB) = 0(AAB)VOAVOB
_M(A— B)— (MA— WB) = ¢(AAB)V4AVEB.

=~ N

The theorems of Kt are those that are generated from the above axioms and
their substitution instances using the following rules:

A AVB A

B MP OA Necd

.AA Necll

A Kt-frameis a pair (W, R), with W a non-empty set (of worlds) and R C W x
W. A Kt-model is a triple (W, R, V), with (W, R) a Kt frame and V' : Atm — 2V
a valuation mapping each atom to the set of worlds where it is true.

For a world w € W and an atom a € Atm, if w € V(a) then we write w I a
and say a is forced at w; otherwise we write w I a and say a is rejected at w.
Forcing and rejection of compound formulae is defined by mutual recursion in
Figure[Il A Kt-formula A is valid iff it is forced by all worlds in all models, i.e.
iff w Ik A for all (W, R, V) and for all w € W.

3 System SKt: A “Shallow” Calculus

We consider a right-sided proof system for tense logic where the syntactic judg-
ment is a tree of multisets of formulae, called a nested sequent. Nested sequents
have been used previously in proof systems for modal and tense logics [12/3].

Definition 1. A nested sequent is a multiset

{Al, N ,Ak, O{Fl}, ceey O{Fm}, .{Al}, ceey .{An}}
where k,m,n >0, and each I; and each A; are themselves nested sequents.

We shall use the following notational conventions when writing nested sequents.
We shall remove outermost braces, e.g., we write A, B, C instead of {A, B,C}.
Braces for sequents nested inside o{} or e{} are also removed, e.g., instead of
writing o{{A, B,C}}, we write o{A, B,C}. When we juxtapose two sequents,
e.g., as in I'| A, we mean it is a sequent resulting from the multiset-union of I
and A. When A is a singleton multiset, e.g., {A} or {o{A’}}, we simply write:
I'y A or I'yo{A’}. Since we shall only be concerned with nested sequents, we shall
refer to nested sequents simply as sequents in the rest of the paper.
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, A AA A I,B I A, B
Iaa '@ ra “  raxB N rave'
raa roo I, o{A} rf I e{A} p
A I,A o{I'}, A ofI'}, A
I e{A} Io{A} Ie{A A} I'o{A A}
I,mA I,0A I,e{A}, A I,0{A},0A 0

Fig. 2. System SKt

The above definition of sequents can also be seen as a special case of structures
in display calculi, e.g., with ‘,” (comma), e and o as structural connectives.

A context is a sequent with holes in place of formulae. A context with a
single hole is written as X'[]. Multiple-hole contexts are written as X[|---[], or
abbreviated as X*[] where k is the number of holes. We write X*[A] to denote
the sequent that results from filling the holes in X*[] uniformly with A.

The shallow proof system for Kt, called SKt, is given in Figure 2 This is
basically Kashima’s system (also called SKt) [12], but with a more general
contraction rule (ctr), which allows contraction of arbitrary sequents. The modal
fragment of SKt was also developed independently by Briinnler [3]. The general
contraction rule is used to simplify our cut elimination proof, and as we shall see
in Section [ it can be replaced by formula contraction. System SKt can also be
seen as a single-sided version of display calculus. The rules rp and rf are called
the residuation rules. They are an example of display postulates commonly found
in display calculus, and are used to bring a node in a nested sequent to the top
level. The following is an analog of the display property of display calculus.

Proposition 1. Let X[A] be a sequent. Then there exists a sequent I" such that
X[4] is derivable from A, I' and vice versa, using only the rules rp and rf.

Soundness and completeness. To prove soundness, we first show that each
sequent has a corresponding Kt-formula, and then show that the rules of SKt,
reading them top down, preserves validity of the formula corresponding to the
premise sequent. Completeness is shown by simulating Hilbert’s system for tense
logic in SKt. The translation from sequents to formulae are given below. In the
translation, we assume two logical constants | (‘false’) and T (‘true’). This is
just a notational convenience, as the constants can be defined in a standard way,
e.g., as aAa and a V a for some fixed atomic proposition a. As usual, the empty
disjunction denotes 1 and the empty conjunction denotes T.

Definition 2. The function T translates an SKt-sequent
{Ar,. . Ap oI}, of D} o Ad), o o{An}}
into the Kit-formula (modulo associativity and commutativity of V and N):

AV NV ANV O V-V O (D) VR (AN V-V BE(A,).



194 R. Goré, L. Postniece, and A. Tiu

o{I"}, A1 ofI'}, As Ay, Ag, o A"}

11 11, o{I"}, A1 A Az : ALV 4s, o{ A} rp
I, e{A} o{A}, A rp I, o{A1 A As} " of A1 v Az}, A
oIy A" Aefay ; |

o{I'}, o{A} u I e{A; A As} ofA1V As}, A
(1) (2) (3)
: o{r':}, Ay A, A;, {4y
O{O{F,}}vA Tf O{F/}aAl Alao{Fl}7.{A,} cut
ofI"}, o{A} o} oM} oA}
I o{e{A}} o{I"}, e{A"} rp
o{o{I"}}, A
Loefe{aly :
ofI'}, o{A} ofo{l"}}, A
(4) (5)

Fig. 3. Some derivations in SKt

Theorem 1. A Kit-formula A is valid iff A is SKt-derivable.

Cut elimination. The main difficulty in proving cut elimination for SKt is
in finding the right cut reduction for some cases involving the rules rp and rf.
For instance, consider the derivation (1) in Figure[3 It is not obvious that there
is a cut reduction strategy that works locally without generalizing the cut rule
to, e.g., one which allows cut on any sub-sequent in a sequent. Instead, we shall
follow a global cut reduction strategy similar to that used in cut elimination
for display logics. The idea is that, instead of permuting the cut rule locally,
we trace the cut formula A (in IT;) and A (in Il3), until they both become
principal in their respective proofs, and then apply the cut rule(s) at that point
on smaller formulae. Schematically, our simple strategy can be illustrated as
follows: Suppose that II; and II» are, respectively, derivation (2) and (3) in
Figure[3l that A = A; A As and there is a single instance in each proof where the
cut formula is used. To reduce the cut on A, we first transform IT; by uniformly
substituting e{A} for A in II; (see derivation (4) in Figure B]). We then prove
the open leaf {o{o{I"}}, A} by uniformly substituting o{I"} for A in II5 (see
derivation (5) in FigureB]). Notice that the cuts on 4; and Az introduced in the
proof above are on smaller formulae than A.

The above simplified explanation implicitly assumes that a uniform substi-
tution of a formula (or formulae) in a proof results in a well-formed proof, and



Taming Displayed Tense Logics Using Nested Sequents with Deep Inference 195

that the cut formulae are not contracted. The precise statement of the proof
substitution idea becomes more involved once these aspects are taken into ac-
count. The formal statement is given in the lemma below. We use the notation
Fs I' to denote that the sequent I" is provable in the proof system S. We write
Fs IT : I' when we want to be explicit about the particular proof IT of I'. The
cut rank of an instance of cut is defined as usual, as the size of the cut formula.
The cut rank of a proof II, denoted with ¢r(IT), is the largest cut rank of the
cut instances in IT (or zero, if there are no cuts in IT). Given a formula A, we
denote with |A| its size. Given a proof IT, we denote with |II| its height, i.e., the
length of a longest branch in the proof tree of II.

Lemma 1. Let A be a non-atomic formula. Suppose Fskt I : A, A and Fskt
11, : Ek[A], for some k > 1, and the cut ranks of IIy and Il are smaller than
|A|. Then there exists a proof Il such that Fskt IT : X*[A] and cr(IT) < |A|.

Theorem 2. Cut elimination holds for SKt.

4 System DKt: A Contraction-Free Deep-Sequent
Calculus

We now consider another sequent system which uses deep inference, where rules
can be applied directly to any node within a nested sequent. We call this system
DKt, and give its inference rules in Figure @l Note that there are no structural
rules in DKt, and the contraction rule is absorbed into the logical rules. Notice
that, reading the logical rules bottom up, we keep the principal formulae in the
premise. This is actually not neccessary for some rules (e.g., B, A, etc.), but this
form of rule allows for a better accounting of formulae in our saturation-based
proof search procedure (see Section [Al).

The following intuitive observation about DKt rules will be useful later: Rules
in DKt are characterized by propagations of formulae across different nodes in a
nested sequent tree. The shape of the tree is not affected by these propagations,
and the only change that can occur to the tree is the creation of new nodes (via
the introduction rules B and 0J).

System DKt corresponds to Kashima’s S2Kt [12], but with the contraction
rule absorbed into the logical rules. Kashima shows that DKt proofs can be en-
coded into SKt, essentially due to the display property of SKt (Proposition [])
which allows displaying and undisplaying of any node within a nested sequent.
Kashima also shows that DKt is complete for tense logic, via semantic argu-
ments. We prove a stronger result: every cut-free SKt-proof can be transformed
into a DKt-proof, hence DKt is complete and cut is admissible in DKt.

To translate cut-free SKt-proofs into DKt-proofs, we show that all structural
rules of SKt are height-preserving admissible in DKt, as stated next.

Lemma 2 (Admissibility of weakening). Suppose bpky II : X[I']. Then for
every A, there exists II' such that Fpke II' : [T, A] and |II'| < |IT].
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' Y[AAB,A] X[AAB,B] Y[AV B, A, B]
Sla,a) @ S[AAB] A S[AV B]
S[MA, o{A}] T[e{A, A}, ¢ 4] Zlo{A, A}, 04]
T4 Sle{a}, 04 71 Z[{A},04] 7
S[OA, o{A}] S[o{A, 44}, 4] Z[e{A, 0A}, A]
X[04] To{A, ¢4} 7? Te{A, 04} *

Fig. 4. A contraction-free deep-sequent system

The proofs for the following lemmas that concern structural rules that change
the shape of the tree of a nested sequent share similarities. That is, the only
interesting cases in the proofs are those that concern propagation of formulae
across different nodes in a nested sequent. We show here an interesting case in
the proof for the admissibility of display postulates.

Lemma 3 (Admissibility of display postulates). If Fpks IT : I, e{ A} then
there exists II' such that Fpre IT' : o{I'}, A and |II'] < |IT].

Proof. By induction on |IT]. The non-trivial cases are when there is an exchange
of formulae between I" and A. One example is when IT is as shown below left.
Then I’ is as shown below right where I1] is obtained from induction hypothesis:

1, g
I, 84, o{A, A} . o{I", #A}, A, A .
I’ #A e{A} T o{I", A}, A 77

Lemma 4 (Admissibility of display postulates). If Fpkyt I : I',o{ A} then
there exists II' such that Fpky IT' : o{I'}, A such that |II'| < |II|.

Lemma 5 (Admissibility of contraction). If Fpke II : X[A, A] then there
exists IT' such that Fpke IT' : X[A] and |II'| < |II].

Theorem 3. For every sequent I', Fsk¢ I if and only if Fpkt I

A consequence of Theorem [3is that the general contraction rule in SKt can be
replaced by formula contraction. This can be proved as follows: take a cut-free
proof in SKt, translate it to DKt and then translate it back to SKt. Since
general contraction is admissible in DKt, and since the translation from DKt
to SKt does not use general contraction (only formula contraction), we can
effectively replace the general contraction in SKt with formula contraction.

An interesting feature of DKt is that in a proof of a sequent, the ‘color’ of a
(formula or structural) connective does not change when moving from premise
to conclusion or vice versa. Let us call a formula (a sequent, a rule) purely modal
if it contains no black connectives. It is easy to see that if a purely modal formula
(sequent) is provable in DKt, then it is provable using only purely modal rules.
Let DK = {id, A, V,, 01}, i.e., it is the set of purely modal rules of DKt. The
above observation leads to the following “separation” result:
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Theorem 4. For every modal formula ¢, Fpk ¢ iff ¢ is a theorem of K.

This completeness result for DK is known from [3]; what we show here is how
it can be derived as a consequence of completeness of DKt.

5 Proof Systems for Some Extensions of Tense Logic

We now consider extensions of tense logic with some modal axioms. We show
that, for each extension, there is a shallow system that modularly extends SKt
for which cut elimination holds. By modular extension we mean that the rules
of the extended systems are the rules of SKt plus some structural rules that are
derived directly from the modal axioms. We then show that for each extension,
there is also a corresponding deep-inference system which is equivalent to the
shallow one. Again, as with DKt, the rules for the deep system are characterized
by propagations of formulae across different nodes in the nested sequents. How-
ever, the design of the rules for the deep system is not as modular as its shallow
counterpart, since it needs to take into account the closure of the axioms.

Cut elimination holds for all the extensions discussed in the following. Their
proofs are omitted as they are a straightforward adaptation of the cut elimination
proof for SKt. This is because the proof substitution technique used for cut
elimination in SKt relies on rule applications being invariant under formula
substitution. More precisely, all the additional structural rules that we shall
consider have the following property: If there is an instance of a structural rule
p (below left) then instantiating the occurrences of A in the multi-context Xy
and Y5 with any structure A yields a valid instance of p (below right):

Hence the proof substitution technique for cut elimination goes through essen-
tially unchanged for the extended logic. This property of the structural rules is
similar to Belnap’s condition (C6) for cut elimination for display logics [2].

A primitive aziom is an axiom of the form A — B where both A and B
are built using propositional variables, A, V, ¢, and ¢. Kracht [13] shows that
any extension of tense logic with primitive axioms has a display calculus which
enjoys cut elimination. He shows that any such axiom can be turned into a left
structural rule. The axioms we consider next are contrapositives of primitive
axioms, so Kracht’s translation from axioms to structural rules in our formalism
gives right structural rules. We illustrate here a few cases of primitive axioms
for which one can also get corresponding deep sequent systems.

Modal tense logic S4. Consider an extension of SKt with the following ax-
ioms:

T:04—-A EHA— A 4:0A—-004 HA— HEA.
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Y[¢A, A] Y[0A o{0A, A} Y[0A, o{0A, A}]
e ° S[#Ae{A}Y]  ° Z[0A,0{A}]  °

Y[0A, A] Y[o{A, #A}, ¢A] Ye{A, 0A}, OA]
oA ° So{a, ¢4y Sle{a, 04y

Fig. 5. Additional propagation rules for DS4

Y[0A o{#A, A}] Yo{A, 0A}, OA]
DITY RV zl{a,04)

Z[04,0{04, A}] S[efA, 04}, 44]
oA, e{ay Sle{a, 04y

Fig. 6. Additional propagation rules for DS5

These axioms translate into the following structural rules, whose soundness is
immediately derivable from the axioms:

I, e{A} T I, o{A} I, e{A} 4 I, o{A}

rA °? LA 5 Defe{A)} 7 TIofo{Al 4

Definition 3 (System SS4). System SS4 is SKt plus T, Ty, 4, and 4;.
Theorem 5. Cut elimination holds for SS4.

Definition 4 (System DS4). System DS4 is DKt plus the propagation rules
giwen in Figure[3

Some of the modal rules of DS4 coincide with Briinnler’s rules for 7" and 4 in
[3]. The rules of DS4 can be shown to be derivable in SS4.

Lemma 6. FEvery rule of DS4 is derivable in SS4.

To prove the equivalence of SS4 and DS4, we need to prove the analogs of
Lemma Pl — Bl These are again a straightforward adaptation of the previous
proofs, and are omitted here. Additionally, we need to show that the structural
rules for the axioms T and 4 are also admissible in DS4. The principle behind
the proofs of admissibility for these structural rules is again the same; the non-
trivial cases we need to consider are those that concern propagation of formulae
across structures affected by the structural rules.

Theorem 6. For every I', we have Fgsq I' if and only if Fpgg I

Modal tense logic S5. We can obtain S5 from SS4 by collapsing [J and H.
That is, the symmetry axiom B : A — OO A splits into two axioms given below,
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Function Prove (Sequent =) : Bool

1. Let T =tree(%)
2. If the id rule is applicable to any node in T, return True
3. Else if there is some node @ € T that is not saturated

(a) H AVB € ©and A¢ O or B ¢ O then let =1 be the premise of the V rule
applied to AV B € 6. Return Prove(Z1).

(b) f ANB € © and A ¢ © and B ¢ O then let =1 and => be the premises
of the A rule applied to A A B € ©. Return True iff Prove(Z;) = True and
Prove(Z2) = True.

4. Else if there is some node © € T that is not realised, i.e. some B = 0A (B = BA)
is not realised

(a) Let =1 be the premise of the [J (W) rule applied to B € ©. Return Prove(Z1).

5. Else if there is some node © that is not propagated

(a) Let p be the rule corresponding to the requirement of Definition [ that is not

met, and let =1 be the premise of p. Return Prove(=1).
6. Else return False

Fig. 7. Proof search strategy for DKt

which translate straightforwardly into two structural rules.

F7 O{A} Fa O{A}
Bl:MA—OA To{A} 7" B2:0A—-BA T,e{A} 2

Definition 5 (System SS5). System SS5 is SS4 plus the rules By and Bs.
Theorem 7. Cut elimination holds for SS5.

Definition 6 (System DS5). System DS5 is DS4 plus the propagation rules
gwen in Figure [0

Lemma 7. Every rule of DS5 is derivable in SS5.

We can prove the analogs of Lemma 2] - [B] and admissibility of the rules corre-
sponding to the axioms of SS4 and structural rules B; and Bs. Note that DS5
captures S5 = KT'45 rather than S5 = KT4B.

Theorem 8. For every I', we have Fggs I' if and only if Fpss I

6 Proof Search

We can devise terminating proof search strategies for our deep sequent calculi.
While traditional tableaux methods operate on a single node at a time, our proof
search strategies will consider the whole tree. Following Kashima, first we define
a mapping from sequents to trees.
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A node is a set of formulae. A tree is a node with 0 or more children, where
each child is a tree, and each child is labelled as either a o-child, or a e-child.
Given a sequent = = ©,0{I1}, - ,0{l},e{A1}, - ,e{A,,}, where O is a set
of formulae and n > 0 and m > 0, the tree tree(Z) represented by = is:

tree(Ih) tree(l,) tree(Aq) tree(A,,)

Definition 7. A set of formulae © is saturated iff it satisfies:

1. IfAVB €O then Ac O and B € 6.
2. fANB €O then A€ O or Beo.

Definition 8. Given a tree T and a node © € T, a formula DA€ © MA€O)
is realised iff there exists a o-child (e-child) I' of © in T with A€ I'.

6.1 Proof Search in DKt

Figure [ gives a proof search strategy for DKt. The application of a rule deep
inside a sequent can be viewed as focusing on a particular node of the tree. The
rules of DKt can then be viewed as operations on the tree encoded in the sequent.
In particular, Step Bl saturates a node locally, Step M appends new nodes to the
tree, and Step Bl moves  (#) prefixed formulae between neighbouring nodes.

Definition 9. Given a tree T and a node @ € T', we say O is propagated iff:

Q12 for every OA € © and for every o-child I' of ©, we have A € I'
¢ for every A € O and for every e-child I' of ©, we have A € I
Qat for every e-child I' of © and for every QA € I', we have A € O
®2: for every o-child I' of © and for every #A € I', we have A € O

The degree of a formula is the maximum number of nested modalities:

deg(p) =0
deg(A#B) = maz(deg(A), deg(B)) for # € {A,V}
deg(#A) =1+ deg(A) for # € {0,0, 1, ¢}

The degree of a set of formulae is the maximum degree over all its members. We
write sf(A) for the subformulae of A, and define the set of subformulae of a set
O as sf(0) = J co 5f(A). For a sequent = we define sf(Z) as below:

= :@JO{Fl}ﬂ"' 7O{Fn}ﬂ.{A1}7"' ﬂ.{Am}
SF(E) = s(O) Usf(I) U+ Usf(I) Usf(Ar) U+ Usf(An).

Theorem 9. Function Prove terminates for any input sequent =.
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6.2 Proof Search in DS4

Let DS4~ denote the system DS4 minus the rules {1, 02, 41, #2.

Theorem 10. For every I', we have Fpga- I if and only if Fpsa I

Proof. =-: obvious since every rule of DS4~ is a rule of DS4. <: by induction
on the height of the proof of Fpgq I, using the admissibility of ¢1, O2, €1, ¢2.

We now modify the Prove function for proof search in DS4. The saturation and
propagatation of (- and ¢-prefixed formulae need to cater for reflexivity and
transitivity respectively. Moreover, a loop check and blocking on the creation
of new nodes is required, since a naive approach leads to non-termination [9].
We implement the loop check by adding histories to our nodes (in our case in
the form of tagged formulae), thus extending Heuerding’s approach [9] to tense
logic.

A tagged formula is a formula of the form A*. For # € {0, 0, W 4}, we write
(#I')* to mean a set of tagged #-formulae. In the following, the nodes in our
trees will consist of sets of formulae and tagged formulae. Note that we use tagged
formulae for book-keeping only; tagged formulae are never principal in inference
rule applications. Let DS4* be DS4~ with the T,, Ty, [J, B rules replaced by
the following. For simplicity, we write them directly as tree expansion rules:

T! (T})): If some node O contains an untagged #A (0A), add A to O, tag ¢A
(0A) and untag all O (W ) formulae.

T? (T7): If some O contains a tagged 4A (0A), add A to O.

JA: If some node @ contains an unrealised, untagged [JA, create an o-child
{({@AnN)*, (0A)*, A}, where OI" are all the O formulae in ©, and (0A)* are
all the tagged ¢ formulae in ©.

MA: If some node © contains an unrealised, untagged BA, create a e-child
{(MI)*, (#A)*, A}, where BI" are all the B formulae in ©, and (#A)* are
all the tagged 4 formulae in 6.

The intuition of tagging is that [J (M) formulae are only expanded once within
each cycle of repeated ¢ (#) formulae. If an untagged ¢ () formula is encoun-
tered, rule T} (7}}) removes the tags from all tagged (J (M) formulae so that they
can be expanded again. Eventually all ¢ (¢) formulae will be tagged, so the O
(M) formulae will also remain tagged and the O (H) rules will be blocked.

Definition 10. A set of formulae © is S4-saturated iff it is saturated and QA €
O or A € O implies A € 6.

Definition 11. A node © in a given tree T is S4-propagated iff:

4,2 for every #A € O and for every e-child I' of ©, we have §A € I’
4p: for every o-child I' of © and for every A € I', we have A € ©
4.2 for every OA € O and for every o-child I' of ©, we have QA € I"
44: for every e-child I' of © and for every QA € I', we have QA € O
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Let ProveS4 be the function Prove from Figure [[] modified as follows:

1. Replace “saturated” with “S4-saturated” and add four sub-steps to Step Bl
for - and ¢-formulae based on the rules T;, Tbl, Ta2 and Tb2.

2. Replace “propagated” with “S4-propagated” in Step [l and use Definition [T1]
instead of Definition

Lemma 8. For every DS4*-derivation 11, for every sequent = € I, the maxi-
mum number of consecutive o-edges in tree(Z) is m?, where m = |sf(Z)].

Lemma 9. For every DS4*-derivation 11, for every sequent = € I, the maxi-
mum number of consecutive e-edges in tree(Z) is m?, where m = |sf(Z)].

Theorem 11. Function ProveS4 terminates for any input sequent =.

Proof. Let T = tree(=). The argument for Steps Bl and Step [ is similar for the
proof of Theorem [l We need show that the depth of T is bounded by the loop
check side conditions on the rules T}, Tbl, O, |

For a contradiction, suppose there exists a T" of infinite depth, i.e., T contains
an infinite branch. By Lemmas [ and [@ an infinite branch must contain an
infinite number of alternations between sequences of o-labelled edges and e-
labelled edges. Since o-children are created by applications of the O-rule and
e-children are created by applications of the B-rule, there must be an infinite
number of alternating [ and M rule applications (with any other rule applications
in between). However, every such alternation decreases the degree of the node
by at least 1, since the OJ (H) rule removes the outer (J (M) from the principal
formula, and ¢ (#) formulae can only be propagated across o (e) edges. Thus
an infinite number of alternating [0 and M rules is impossible. Contradiction.

7 Related Work and Future Work

Bernardi [I] appears to be the first to have noticed the connection between deep
inference and residuation in display logic in the context of categorial grammar,
although they do not give an explicit proof of this correspondence. Briinnler [3/4]
and Poggiolesi [15] have given deep inference calculi for the modal logic K and
some extensions. Briinnler has recently shown that the deep-inference-based cut-
elimination technique for K [3] can be extended to prove cut elimination for
Kashima’s deep inference calculus for Kt[] In his proof, a crucial step is a proof
of the admissibility of a “deep” version of residuation:

Lle{o{A}, I} Llo{e{A}, I'}]
LA, o{I}] LA, o{I}]

It will be interesting to compare the direct proof of cut elimination in deep
systems (without residuation) to the one in shallow system (with residuation).

! K. Briinnler. Personal communication.
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Indrzejczak [11] and Trzesicki [I6] have given cut-free sequent-like calculi for
tense logic. In each such calculus there is a rule (or rules) which allow us to “re-
turn” to previously seen worlds when the rules are viewed from the perspective
of counter-model construction. However, Trzesicki’s calculus has a large degree
of non-determinism and is therefore not suitable for proof search. In contrast,
our system DKt and its extension to tense S4 admits a simple proof search strat-
egy and termination argument. Indrzejczak’s calculus is suitable for proof search
but lacks a natural notion of a cut rule and cut-elimination. It is also possible to
give proof calculi for many modal and tense logics using semantic methods such
as labelled deduction [14] and graph calculi [5], but we prefer purely syntactic
methods since they can potentially be applied to logics with more complicated
semantics such as substructural logics.

The description logic community have already built extremely efficient theo-
rem provers for Kt.S4 in its incarnation as ALCI with transitive roles [10], so
our terminating calculus for Kt.S4 is not very exciting. However, Horrocks et.
al. do not consider proof-theoretic issues such as cut-elimination.

It remains to be seen whether we can extend our results to the primitive
extensions of modal tense logic in a systematic way, and also whether deep
inference can be used to tame other display calculi with more complex binary
residuation principles like those in substructural logics [I]. Another interesting
direction is the addition of (first-order) quantifiers. An approach to this would be
to consider quantifiers as modal operators, with appropriate display postulates,
such as the ones developed in [I§].

A simple Haskell implementation of DKt is available at:

http://users.rsise.anu.edu.au/~linda/DKt.htmll
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Abstract. We give an optimal (EXPTIME), sound and complete tableau-
based algorithm for deciding satisfiability with respect to a TBox in the
logic ALCT using global state caching. Global state caching guarantees
optimality and termination without dynamic blocking, but in the pres-
ence of inverse roles, the proofs of soundness and completeness become
significantly harder. We have implemented the algorithm in OCaml, and
our initial comparison with FaCT++ indicates that it is a promising
method for checking satisfiability with respect to a TBox.

1 Introduction

Description logics are classical multi-modal logics with applications in knowledge
representation and reasoning [1]. Most applications can be reduced to the prob-
lem of deciding whether a given concept is satisfiable with respect to a finite set
of concepts called a TBox. This problem is known to be EXPTIME-complete for
the most basic expressive description logic ALC' (normal multi-modal logic K,,),
and known to be NEXPTIME-complete for more expressive logics like SHOIQ [2].
The known optimal algorithms [I] for these decision problems are rarely used
by practitioners because they are difficult to implement. Practitioners have in-
stead implemented sub-optimal, typically tableau-based, algorithms which ex-
hibit good average-case behaviour by utilising a vast array of optimisations like
“back-jumping” and “lazy unfolding” to reduce the tableau search space [3].
Tableau calculi for description logics typically build and-trees of nodes where
each node can be viewed as a set of concepts, and where the or-branching caused
by disjunctions is conceptually handled by splitting one and-tree into several. An
important optimisation is to “cache” previously seen tableau nodes when their
status is either known to be, or can safely be assumed to be, satisfiable or unsat-
isfiable [4]. If the same node appears again then a (hopefully fast) “cache hit”
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Backing Australia’s Ability and the ICT Centre of Excellence program.
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gives us the answer without having to explore the node’s subtree again. Caching
unsatisfiable nodes is sound across different and-trees, but caching satisfiable
nodes can only be done within the same and-tree.

Goré and Nguyen have recently given an optimal, sound and complete al-
gorithm for deciding ALC-satisfiability with respect to a TBox which globally
caches all nodes, regardless of their status [5]. Their “global caching” algorithm
never explores the same node twice, immediately giving an optimal and termi-
nating procedure. The main difficulty is to prove that the method is sound and
complete. Recent experimental work of Goré and Postniece [6] has shown that
the method is competitive with the existing caching methods. Goré and Nguyen
have extended their method to several extensions of ALC by using an analytic
cut-rule [7]. It is doubtful if these extended methods will lead to practical im-
plementations because blind use of analytic cut is considered “impractical” by
practitioners in this field. It is therefore important to find direct methods for
these extension which utilise global caching without recourse to analytic cut.

One such extension is ALCT which extends ALC with inverse roles (converse
modalities). Inverse roles cause problems because a concept like (r)([r~]p; U
[r~]e2) in a node w causes the creation of an r-successor node v contain-
ing [r~]e1 U [r~ ]z, which then demands that the parent node w contains ¢
if we expand the first disjunct in v but demands that the parent node w con-
tains s if we expand the second disjunct. Assuming we take the first disjunct,
if the node w does not contain ¢ then it is “incompatible” with its r-child v,
so, in principle, we have to add ¢; to w and re-process the new ¢; in w. But
the re-processing may well make w contain a new concept [r~]¢ which we then
have to pass back to the parent of w, and so on. Moreover, if choosing the first
disjunct leads to an inconsistency, we have to undo all additions caused by the
insertion of ¢ into w so that we can explore the second disjunct in its original
context. Conceptually, this can be done by creating a copy of the and-tree for
each choice-point. Practical algorithms use many optimisations to minimise the
copying required to maintain such choice-points as well as “dynamic equality
blocking” to avoid infinite loops caused by TBoxes and inverse roles [§].

In summary, these methods can only globally cache unsatisfiable nodes, must
cleverly manage choice-points and require blocking to be dynamic. Actual im-
plementations are often sub-optimal in terms of their worst-case complexity.
Polynomial reductions from ALCT to ALC are also known [9].

Here, we give a sound, complete and cut-free method using “global state
caching” for deciding satisfiability with respect to a TBox for ALC'I. As opposed
to global caching, which guarantees that the same node is never explored twice,
our method globally caches only state nodes, but this is sufficient to guarantee
worst-case optimality. This restriction can be safely relaxed to globally cache
certain non-state nodes as well, and we return to this issue in Section [Bl Since
our underlying data structure is a cyclic graph, the main technical difficulty is to
prove soundness and completeness (but the proofs are omitted for lack of space).

We present our method as pseudo code rather than as traditional tableau
rules because the treatment of special nodes and the procedure update gives our
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algorithm a non-local flavour. Thus a set of traditional local tableau “completion
rules” would be cluttered by side-conditions to enforce the non-local aspects or
would require a complicated strategy of rule applications.

Comparison of our OCaml implementation with FaCT++ shows that our
method is a promising method for checking ALCI-satisfiability w.r.t. a TBox.

Section [2] contains the syntax and semantics of ALCI. Section [3 contains
an overview of the algorithm, the detailed algorithm itself, and statements of
the theorems on soundness, completeness and optimal complexity. Section [4]
contains a fully worked example. Section [l contains a brief description of the
implementation and our initial experimental results, and concludes.

2 Syntax and Semantics

Definition 1. Let AR and AC be disjoint and countably infinite sets of role
names and concept names, respectively. The set R of all role descriptions and
the set C of all concept descriptions are inductively defined as follows: AR C R;
if ris in R then so isr—; AC CC; if C and D are in C then so are =C, CM D,
and CUD; if C isin C then so are [r]C and (r)C for every r € R. A concept
of the form (r)C and [r]C is called a (-)- and []-concept, respectively.

Definition 2. An interpretation Z = (AZ,-T) is a pair where AT is a non-empty
set, the domain of Z, and A’ is an interpretation function mapping every A €
AC to a set AT C AT and every r € AR to a binary relation r¥ C AT x AT, An
interpretation function is inductively extended to concepts and roles as follows:

(-C)* = AT\ C?*

(cnbDY = ctnbD?

(CubDY¥ = ctnD?

([r)C)* = {de Al |Ve.(d,e) ert = e CT}
(ryC)t = {de AT |3e.(de) ert &ec CT}
(r—)? = {(e,d) € AT x AT | (d,e) et} .

Definition 3. An interpretation T satisfies a (not necessarily finite) set of con-
cepts X C C iff Neex CT # 0, and validates X iff NeexCF = AL A
TBox 7 C C is a finite set of concepts. A set X C C is satisfiable with respect
to T iff there exists an interpretation which validates T and satisfies X .

We extend the definitions to single concepts by interpreting them as singleton
sets. Clearly Z validates C iff it does not satisfy —C. Traditionally, a TBox is
defined to be a finite set of terminological axioms of the form C' C D, where C
and D are concepts, but the two definitions are equivalent.

Definition 4. For a role r € R we define v~ as s if r is of the form s—, and
as v~ otherwise. A concept C' € C is in negation normal form if = appears only
directly before concept names and if all roles appearing in C are in ARU{r~ | r €
AR}, It is well known that, in ALCI, every concept C has a logically equivalent
concept nnf(C) which is in negation normal form. A TBox T is in negation
normal form if all concepts in T are in negation normal form.
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3 Algorithm, Soundness, Completeness and Termination

Given a TBox 7 and a concept D, both in negation normal form, our method
searches for an interpretation which validates 7 and satisfies D by building an
and-or graph. We start with a high level description of our algorithm.

3.1 Overview of the Algorithm

Recall that the standard strategy for rule applications in tableau algorithms is
to apply the rules for decomposing M and LI repeatedly until they are no longer
applicable, giving a “saturated” node which contains only atoms, negated atoms,
(-)-formulae and [-]-formulae. Let us call such a “saturated” node a state and
call the other nodes prestates. Thus the only rule applicable to a state x is the
(-)-rule which creates a node containing {C}U{D | [r]|D € z} for each (r)C € x.
The standard strategy will now saturate any such child to obtain a state y,
then apply the (-)-rule to y, and so on, until we find a contradiction, or find a
repeated node, or find a state which contains no (-)-formulae. Let us call z the
parent state of y since all intervening nodes are not states.

When inverse roles are present, we require that {E | [r~|E € y} C z, since y
is then compatible with being an r-successor of x in the putative interpretation
under construction. If some [r~]E € y has F ¢ = then x is “too small”, and must
be enlarged into an alternative node 2™ by adding all such E. If any such F is
a complex formula then the alternative node x* is not “saturated”, and hence
not a state. So we must saturate it using the M/U-rules until we reach a state.
That is, a state  may conceptually be “replaced” by an alternative prestate
which is an enlargement of z, and which may have to be saturated further in
order to reach a state.

Our algorithm handles these “alternatives” by introducing a new type of node
called a special node, introducing a new type of status called toosmall, allowing
states to contain a field alt for storing these alternatives, and ensuring that a
state always has a special node as its parent. When we need to replace a state x
by its alternatives, the special node above = extracts these alternatives from
the alt, field and creates the required alternative nodes as explained next.

Referring to Fig.[I] suppose state x has an r-successor prestate psg, and further
saturation of psy leads to prestate psy, and an application of an M/U-rule to pg
will give a state y. Instead of directly creating y, we create a special node z
which carries the same set of formulae as would y, and make z a child of psg. We
now check whether z is compatible with its parent state x by checking whether
{E | [r”]E € z} C . If z is not compatible then we mark z as toosmall, and
add {E | [r7]E € z} \ = to the set of alternative sets contained in alt,, without
creating y, as shown in Fig. [[[a). If z is compatible with z, we create a state y
if it does not already exist, and make the new/old y a child of z, as in Fig. [[I(b).

Suppose that y is compatible with z and that either y is already toosmall
or becomes so later because of some descendant state w of y. In either case,
the attribute alt, then contains a number of sets y1,¥2,...,yn (say), and the
toosmall status of y is propagated to the special node z. In response, z will
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Fig. 1. The use of special node z to handle in/compatibility between states = and y.
Scenario (a) occurs when z and y are incompatible. Scenario (b) occurs when z and y
are compatible. Scenario (c) occurs when z and y are compatible, but y is toosmall.

create the alternatives y;",y4 ...,y for y with y;r =yUuy. If y;r is a state
then our algorithm will create a special node z; below z, and if z; is compatible
with x then y;" will be created or retrieved and will become the child of z; as
in (b) else y;” will not be created and z; will be marked as toosmall as in
(a). If y; is not a state then it will be created as a direct prestate child of z.
Figure [(c) captures this by using y;"/2; to stand for either y;" or z;. Each of
these new non-special nodes will eventually be expanded by our algorithm but
now the “lapsed” special node z will be treated as a LI-node.

3.2 The Algorithm

Our algorithm builds a graph G consisting of nodes and directed edges. We first
explain the structure of G in more detail. In the rest of the paper, we use the
notation Z(Y') for the power set of Y and x € Y’ (z C Y7) to indicate that =
is either an element (a subset) of Y or undefined (“L1”).

Definition 5. Each node x € G has six attributes belonging to it: I, C C,
alt, C 2(C)?, pst, € G*, prl, € R?, spl, € (GU{lsn})’, and sts, € & where
S := {unsat, sat, toosmall, open} and lsn is just a constant.

Some attributes of a node x € G may be undefined initially. Once an attribute
is defined in x, however, it will never become undefined again.

The attribute I, of a node z € G contains the concepts that are assigned
to z. It is set at the creation of x and is not changed afterwards. There may
exist several nodes having the same set of concepts.

The attribute alt, is defined (at the creation of ) if and only if x is a state.
If defined it contains a set of sets of concepts. Each set of concepts can be seen
as a way to extend I, to form an alternative node for x. The set alt, is initially
empty but can grow as the algorithm proceeds.
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The attributes pst, and prl, are defined for all nodes excepts states. They are
set at the creation of x and are never changed. The attribute pst,, identifies the,
as we will ensure, unique ancestor p € GG of x such that p is a state and there is
no other state between p and x in G. We call p the parent state of x. The creation
of the child of p which lies between p and = was caused by a (-)-concept (r)C
in I',. The role r which we call the parent role of x is stored in prl,.

The attribute spl, is defined if and only if x is a special node. If defined, its
value is either Isn or is the state that is the child of the special node. As explained
in the overview, the special nature of special nodes can eventually lapse, after
which they are treated as LI-nodes: thus Isn stands for “lapsed special node”.

The last attribute sts, describes the status of x. It is initially undefined but
becomes defined eventually during the algorithm. Its value may be modified
several times. The value unsat indicates that the node is unsatisfiable. The
value sat indicates that the node is satisfiable. The value toosmall indicates
that the node is “useless” for building an interpretation because it does not con-
tain some concepts that are required by inverse roles and [-]-concepts. Hence, it
is treated similarly to unsat. Finally, the value open indicates that it is currently
not known whether or not the node is satisfiable.

Definition 6. Let x € G be a node. We call x unsat iff it has sts, = unsat,
sat iff it has sts, = sat, too small iff it has sts, = toosmall, and open iff it
has sts, = open. A path 7w in G is a finite or infinite sequence xg,x1,T2,... of
nodes in G such that x;y1 is a child of x; for all x; which have a successor in .

Next we comment on all procedures given in pseudocode.

Procedure is-sat(D,7) is the main procedure which determines whether a
concept D € C is satisfiable w.r.t. a TBox 7, both in negation normal form. It
first initialises G to the empty graph. We consider G as a global variable, so the
other procedures have access to it. Then we create a dummy state which we call
the root node and insert it in G. If we create a node, all attributes which are not
explicitly given are undefined. The root node is inserted for technical reasons so
that each node that is not a state has a parent state.

While there exists a node x € G whose status is undefined, we expand z as
explained next. Since special nodes and nodes which contain a contradiction get
their status in the invocation of insert-node which creates them, the following
classifications do not contain such nodes.

If I, contains a M-concept C whose immediate subconcepts are not in I,
we call z a M-node, so we create a new set I’ by adding C; and Cs to I.
Note I'" 2 I,. We then invoke insert-node which creates a node with I
assigned to it and adds an edge from x to that node. Note that pst, and prl,
are defined as x is not a state. After that we determine and set the status of x.

If x is not a M-node and I, contains a Ll-concept C' none of whose immediate
subconcepts is in I, we call x a Li-node. For each decomposition C; we do the
following: We create a new set I'; by adding C; to I',,. Thus I is a strict superset
of I';. Then we invoke insert-node which creates a node with I; assigned to it
and add an edge from z to that node. Note that pst, and prl, must be defined
as x is not a state. Finally, we determine and set the status of x.



Sound Global State Caching for ALC with Inverse Roles 211

Procedure. is-sat (D, 7) for testing whether D is satisfiable w.r.t. 7

Input: a concept D € C and a TBox 7, both in negation normal form
QOutput: true iff D is satisfiable w.r.t. 7
G := a new empty graph
let s € AR be a dummy role name which does not occur in D or 7
create new node rt with I := {(s)D} and alt,s :=0
insert rt in G
while 3z € G.sts, = L do (* z is not expanded yet %)
if 3Cel,.C=C1NC3 & {C:1,C2} € I, then (x z is a M-node )
I .= FmU{C:[,CQ}
insert-node(I”, z,pst,, prl,)
stsy := det-sts-or(z)
elseif 3C e I,.C=CiUC2 & {C1,C2} NI, =0 then (x z is a LU-node %
for i +— 1 to 2 do
I, =1,U {CZ}
insert-node([5, z, pst,, prl,)
stsy := det-sts-or(z)
else (x x is a state %)
let (r1)Ch, -+, (ri)Ck be all of the (-)-concepts in I}
for i — 1 to k do
I; = {CZ}U{E | [Ti]EG Fm}UT
insert-node([5, z,x,r;)
stsz := det-sts-state(x)
let y1,...,yr be all the parents of x
for i < 1 to k do update(y;)

return sts,; € {sat, open}

If z is neither a M-node nor L-node, it must be fully saturated and hence a
state. For each (-)-concept (r;)C; we do the following: We create a new set I
containing C;, all concepts in 7, and all concepts E such that [r;]E € I,. Then
we invoke insert-node which creates a node with I assigned to it and adds an
edge from 2z to that node. We call this node the successor of (r;)C;. Finally, we
determine and set the status of z.

At the end of the while loop, we update the status of all parent nodes of x.

The procedure stops if all nodes in G have a defined status. It returns “satis-
fiable” iff the root node is either sat or open.

Procedure insert-node(I,z,p,r) nominally creates a node with I" assigned
to it and inserts an edge from x to that node. Due to the issues with inverse
roles, however, the details are more complicated. We start by explaining the
arguments of insert-node in more detail.

The node = € G invokes insert-node because it requires the existence of a
node which has I' C C assigned to it. The arguments p € G and r € R are the
parent state and the parent role of the new node, respectively. By inspecting the
three invocations of insert-node in is-sat, it should not be hard to see that p
and r are given the “right” values: if x is a M- or U-node then pst, and prl,
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Procedure. insert-node ([, x,p,r) for inserting a node into the graph
Input: a set I' C C containing the concepts of the new node; a node x € G
which invoked this procedure; the parent state p € G (in
particular alt, # 1); and the parent role r € R
if 3C € C. {C,nnf(=C)} C I" then (* contradiction found %)
create new node y with I, := I', pst, := p, prl, :=r, and sts, := unsat
insert y and edge (z,y) in G
elseif 3IC e I C =C1NCs or C =Cy; UC> then
create new (- or U-)node y with Iy := I', pst, := p, and prl, :=r
insert y and edge (z,y) in G
else (x I is fully saturated =)
create new (special) node z with I, := I', pst, := p, and prl, :=r
e :={C | [r7]C eI} \ I
if Iy =0 then (x I' is compatible with p %)
if Jy € G.alty # L & I'y = I" then (x state already exists in G %)
insert edge (z,y) in G
spl, :=vy
else (x state is not in G yet %)
create new (state) node y with Iy := I" and alt, := 0
insert y and edge (z,y) in G
spl, ==y
sts. := det-sts-spl(z)
else (x I is not compatible with p %)
if sts, € {1, open} then alt, := alt, U { I}
spl, :=lsn
sts, = toosmall
insert z and edge (z,2) in G

are just passed on; if x is a state then p is z itself and r is the role from the
(-)-concept in x which requires the existence of the said node.

If I' contains an immediate contradiction, we create a new node y which
immediately becomes unsat and insert an edge from x to y. For the other cases,
we assume implicitly that I" does not contain an immediate contradiction.

If I contains a M- or U-concept which still has to be decomposed, we create
a new - or L-node y and insert an edge from = to y. Note that we create a
new node even if there already exists a node in G which has I" assigned to it;
otherwise the parent state and the parent role of a node would not be unique.

If I' is fully saturated, things become more interesting. In this case we first
create a special node z, not because of the usual tableau rules, but to handle the
“special” issue arising from inverse roles, as explained in the overview. Like -
and LI-nodes, special nodes have a unique parent state and a unique parent role.

Next we determine the set Iy, of all concepts C such that [r~]C is in I" but C
is not in p. If there is no such concept we say that I" is compatible with p. Note
that incompatibilities can only arise because of inverse roles.
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If I' is compatible with p, we check whether some state y in G has I" assigned
to it. If such a state y already exists in GG, we insert an edge from z to y;
otherwise we create a new state y first and then insert an edge from z to y.
Consequently, there is at most one state in G for every set of concepts explaining
the term “global state caching” of the title. In both cases we flag z as special by
defining spl, := y. Then we determine and set the status of z.

If I is not compatible with p, we cannot connect p to a state with I" assigned to
it as explained in the overview. Hence the intermediary z flags this by becoming
too small. A node which is too small is treated similarly to an unsat node as both
are useless for building an interpretation. That does not, however, mean that p
is unsatisfiable; maybe it is just missing some concepts. We cannot extend I},
directly as this may have side-effects elsewhere; but to give p a clue as to what
went wrong, we add I, to alt, if p is still open or has an undefined status. The
meaning is that if we create an alternative node for p by adding the concepts
in ¢, we might be more successful in building an interpretation. We flag z as
special by defining spl, := lsn, which in this case is just a dummy value which
is not needed later.

Finally we put an edge from x to the special node z.

Note that if a special node z requires a state y which already exists in G
and is already known to be too small then we must insert the alternative exten-
sions of y immediately via det-sts-spl(z) to determine the status of z. Since
such an alternative may itself be a special node, insert-node may recurse via
det-sts-spl. This is why special nodes are the only nodes which get their status
in the procedure insert-node, rather than in the outer procedure is-sat.

Procedure det-sts-spl(z) computes the status of a special node z € G. By
definition of a special node, the attribute spl, is defined.

If spl, is a node y € G then it must be a state and we do the following: If y
is unsat or sat, the status is just propagated to z. If y is open or its status is
not defined then x becomes open. The interesting case arises if y is too small,
meaning that y is unsuitable for building an interpretation. Its attribute alt,
contains information on how to extend I, in order to potentially fix the problem.
So we do the following for every set I' € alt,: We create a new set by adding
the concepts in I" to Iy and then insert this alternative node of y in G and add
an edge from z to it. It is easy to see that the new set is a strict superset of I,.
The alternative node does not have to be a state since it may contain M- and
LI-concepts, so it may require further saturation. Moreover, it is possible that it
contains a contradiction or that its saturation leads to sets of concepts which are
not compatible with the parent state of x. Hence we have to use insert-node
to insert the alternative nodes. If one of the alternative nodes turns out to be
“useful” for building an interpretation, it “replaces” the discarded y. Hence the
special nature of z has “lapsed” and it behaves like a Ll-node from now on, so
we set spl, to lsn and determine its status by invoking det-sts-or.

If spl, = lIsn then we know that = has already created the alternative nodes
of the corresponding state and that it should behave like a U-node. Hence we
invoke det-sts-or and pass on the result.
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Procedure det-sts-or(x) computes the status of a M- or L-node = € G. Note
that for this task, a M-node can be seen as a L-node with exactly one child. If
some child is sat then z is also sat. Otherwise, if there is at least one child that
is open or has an undefined status, then z is still open. If none of the two cases
apply, all children are unsat or too small. If there exists a child which is too
small then x is too small. If all children are unsat then so is x. Note that, apart
from the “extra” value toosmall, which is conceptually treated as unsat, the
procedure captures the standard behaviour for tableaux.

Procedure det-sts-state(z) computes the status of a state x € G. If one of
the children of x is unsat then x must also be unsat. If some child y of x is
too small then x must also be too small as y cannot be used for building an
interpretation. If none of the children is unsat or too small, but some child is
open or has an undefined status, then z is still open. If none of the other cases
apply, all children must be sat, so £ must be sat too. Again, apart from the
“extra” value toosmall, which is conceptually treated as unsat, the procedure
captures the standard behaviour for tableaux.

Procedure update(z) propagates status changes through G. It takes a node = €
G and recomputes its status if the node is still open. If this new status differs
from its old status stored in sts;, it updates sts, and invokes update recursively
on all nodes whose status might be affected by this change. Note that a node
that is open is either a special node or a M/U-node or a state.

We now list some facts which are useful in understanding the algorithm and
which are needed in the (omitted) proofs of Theorems These facts can be
verified by inspection of the procedures in a rather straightforward way.

Proposition 7. Let x,y,z € G be nodes.

(i) if update(x) is invoked then the status of x is defined;
(i1) if x and y are states with I, = Iy then x =y;
(iit) if x is a state then its parents are exactly the special nodes y with Iy = I'y;
(iv) if x is a state and I" € alt, then I' #0 and I' N I, = 0;
(v) if x is a special node, it has at least one child iff {C' | [prl;]C € I} C I, -
In this case, one of its children is the state y with I, = I.
(vi) if y is a child of x and neither of them are states then pst, = pst,
and pst, = pst, and I, G Ty;

3.3 Soundness, Completeness, and Complexity

Let D € C be a concept and 7 a TBox, both in negation normal form. Further-
more let G be the final graph with root node rt that was created by invoking
is-sat(D, 7). Note that all nodes in G have a defined status. We define the size
of a concept C' € C as the number of symbols in C'. Let n be the sum of the sizes
of all concepts in X :={D}UT.

Theorem 8. The algorithm terminates and runs in EXPTIME in n.
Theorem 9. If root node rt is sat or open then D is satisfiable w.r.t. T .

Theorem 10. If rt is unsat or too small then D is not satisfiable w.r.t. T .
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Procedure. det-sts-spl(x) for determining the status of a special node

Input: a special node z € G (i.e. spl, # L) with at least one child in G
QOutput: the new status of x
if spl, # Isn then (x spl, is a child of = %)
y :=spl,
if sts, = unsat then return unsat
else if stsy, = sat then return sat
else if sts, € {,open} then return open
else (x y must be too small so create its alternatives =)
foreach I € alt, do insert-node(ly U Iz, pst,,prl,)
spl, :=Isn
return det-sts-or(z)

else return det-sts-or(z)

Procedure. det-sts-or (z) for determining the status of a - or U-node

Input: a M- or U-node z € G
Qutput: the new status of x

let y1,...,yx € G be all the children of z

if 3i € {1,...,k}. stsy, = sat then return sat
else if 3i € {1,...,k}.stsy, € {L,open} then return open
else if 3i € {1,...,k}. stsy, = toosmall then return toosmall

else return unsat; (x all children are unsatisfiable %)

Procedure. det-sts-state(x) for determining the status of a state

Input: a state x € G
QOutput: the new status of x

let y1,...,yx € G be all the children of z

if 3i € {1,...,k}. stsy, = unsat then return unsat

else if 3i € {1,...,k}. stsy, = toosmall then return toosmall
else if 3i € {1,...,k}.stsy, € {L,open} then return open
else return sat; (x all children are satisfiable %)

Procedure. update (x) for propagating the status of nodes
Input: a node z € G that has a defined status

if sts; = open then (x otherwise the status cannot change %)
sts := if spl, # L then det-sts-spl(z)
else if alt, # | then det-sts-state(z) else det-sts-or(x)
if sts, # sts then
sts, := sts
let z1, ...,z be all the parents of x
for i — 1 to k do update(z;)
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Fig. 2. An example: The graph just before processing node (17) (¢f. Fig. B
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(14) special (15) state
{=A, O j(AuB),  _{=A (N[ ]lr ](AuB),
[r"](AuB)} [r"](AUB) }
open (15) (12), r open 0

(r)
\
(17) state (16) special
{4, [l J(AUB) } < {4, [ ]lr"](AuB) }
1 0 open  (17)  (15), r

Fig. 3. An example: The graph just before processing node (17) (cont.)

4 A Fully Worked Example

Given the TBox T := {—A}, the concept C' := =AM {r)({r)[r~]r ](AU B) is
satisfiable w.r.t. 7, so our algorithm should say so. Note that 7 does not play a
prominent role in this example and is only included for demonstration purposes.

Figure Pl and Bl show the graph just before processing node (17). The root
is node (1) and Fig. Bl shows the subgraph rooted at node (14). The nodes are
labelled in the order in which they are created. The bottom left corner of a node x
contains sts,. The bottom right corner contains alt, if z is a state, and pst,
and prl, if = is a M/U- or special node. If z is a special node then spl, is given in
the middle of the bottom line. We have not marked the principal concept which
is decomposed in a node, since it is obvious. Arrows leaving states are labelled
with a role r if an (r)-concept caused the creation of the child. When a special
node creates the alternative nodes, the edges that are created during this process
are labelled with alt. The labelling of arrows leaving M- and L-nodes is obvious.

The creation and processing of nodes (1) and (2) is straightforward. As node (3)
is compatible with state (1), state (4) is created and inserted as a child of node (3).
Special node (5) and state (6) are handled similarly. Special node (7), however,
is incompatible with state (6). Hence node (7) immediately becomes too small,
and the set {[r~](A U B)} is added to the set of alternatives of state (6). Then
state (6) becomes too small via det-sts-state. Its status change is propagated
to special node (5) which now creates the alternative node (8) via det-sts-spl.
Since node (8) is incompatible with state (4), it immediately becomes too small.
Moreover the set { ALIB} is added to the set of alternatives of state (4). Because all
children of node (5) are too small, it becomes too small as well via det-sts-spl
and det-sts-or. This result is propagated to node (4) and (3). Similar to node (5),
node (3) creates the alternative node (9).

The first child of node (9) contains a contradiction and becomes unsat immedi-
ately. Special node (11) and state (12) are handled similarly to node (3) and (4).
Special node (13) is compatible with state (12) which contains no [r~]-concepts.
The state it requires is already in the graph as node (6), but it is too small, so
node (13) immediately creates the alternative node (14). Nodes (8) and (14) are
similar to each other but unlike node (8), node (14) is compatible with its parent
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state (12). So node (15) is created and inserted as its child. Node (16) is similar
to node (7), but unlike node (7), it is compatible with its parent state (15). So
state (17) is created and inserted as a child of node (16).

This is the moment captured by Fig. 2l and Bl Only node (17) remains un-
processed. Since it lacks (-)-concepts, it becomes sat via det-sts-state imme-
diately. The result is propagated to all open nodes, including the root, which
becomes sat. The algorithm returns that C is satisfiable w.r.t. 7.

5 Implementation, Experimental Results and Conclusion

Our algorithm is fairly detailed, so a naive implementation should be straight-
forward. But a well-engineered and sophisticated implementation requires more
work so we address some aspects that do not show up in the algorithm.

There are some obvious optimisations. For example, the procedure can stop
as soon as the root becomes sat, unsat or too small since we know that its status
will not change again. Also we do not need to expand a node which has only
parents who are all already sat, unsat or too small. Of course, if a new parent
which is still open is linked to the node we might have to expand it after all.

We are free to choose any node to expand, but some nodes are obviously more
“promising” than others. For example, as long as a LI-node has an open child, it
is not necessary to expand its other children. They require consideration only if
this open child becomes unsat or too small. This can be implemented efficiently
by having a decentralised queue which is distributed in the nodes.

One major issue is that our algorithm as given in this paper does the satura-
tion phase for every state independently. That is, if two states differ only slightly,
say one state has an additional concept name A € AC, the “same” saturation
phase is done twice which seems unnecessary. However, we cannot uncondition-
ally use the same saturation tree for both states; for example a concept [r~]—-A
in some node of the saturation tree might affect one state but not the other.
Having said that, some improvements are possible. For example, we can cache
and reuse unsat nodes in the saturation phase, but this is not possible for the
other nodes. We can, however, reuse the same saturation tree for several states.
That is, if we are about to recreate (parts of) a saturation tree, we do not create
new nodes but allow the existing nodes to have several status flags, one for each
state in whose saturation tree they appear. Caching unsat nodes in saturation
trees is easy to implement, but the second improvement makes the algorithm
significantly more complicated.

We have a fairly sophisticated implementation of our algorithm in OCaml. It
uses some of the important optimisations like back-jumping, semantic branching,
and local simplification [3], but does not implement many “at a world” optimi-
sations and heuristics from SAT like reordering subconcepts of a L-concept.

We compared our implementation with FaCT++. Since FaCT++ handles
SROIQ which is much more expressive than ALCI, it is possible that this
additional complexity slows FaCT++ down on ALCI. On the other hand,
FaCT++ is highly optimised. Our intention was not to make a thorough system
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comparison, but only to check whether our method is feasible. For the same
reason, we do not give actual runtimes but just explain the qualitative results.

First, good benchmarks for ALCI do not seem to exist, and most knowledge
bases use additional features like number restrictions, so we found it hard to
compile a good set of test problems. We therefore used the T98-sat and T98-kb
problems from the DL98 benchmarks (http://dl.kr.org/d198/comparison).
The only problems where FaCT++ did significantly better were the “pigeon
hole” problems, which is not surprising since our prover does not include any SAT
optimisations. In five problems, our prover showed significantly better results.
For the remaining thirty problems, both provers were on par. We see these results
only as a sanity check since these problems do not use inverse roles.

Second, we tested the provers on randomly generated ALCI concepts with
varying sizes of ALCT TBoxes. For empty TBoxes, the concepts were not very
difficult as both provers showed a linear increase in the size of the concepts
and gave similar runtimes. As the TBoxes grew bigger, the performance of both
provers started to degrade in a similar manner. Although randomly generated
concepts are not good benchmarks, they sometimes serve a second purpose. We
found that FaCT++ returned some incorrect results as confirmed by its authors.

Our method for ALCIT is definitely promising and should be extended to
more expressive logics to test whether it remains feasible. The extension to role
hierarchies and transitive roles should not present difficulties, but the extension
to include nominals and qualified number restrictions is not obvious to us.
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Abstract. This paper presents a tableau system for determining satis-
fiability of modal p-calculus formulas. The modal p-calculus, which can
be seen as an extension of modal logic with the least and greatest fix-
point operators, is a logic extensively studied in verification and has been
shown to subsume many well-known temporal and modal logics including
CTL, CTL*, and PDL. Concerning the satisfiability problem, the known
methods in literature employ results from the theory of automata on in-
finite objects. The tableau system presented here provides an alternative
solution which does not rely on automata theory. Since every tableau in
the system is a finite tree structure (bounded by the size of the initial
formula), this leads to a decision procedure for satisfiability and a small
model property. The key features are the use of names to keep track of
the unfolding of variables and the notion of name signatures used in the
completeness proof.

1 Introduction

As a logic for specifying system properties, the modal p-calculus is one of the
most extensively studied. The logic was introduced by Kozen [4] as an extension
of propositional modal logic with the least and greatest fixpoint operators. The
fixpoint operators enable the logic to encode many well-known branching-time
temporal logics and program logics including CTL, CTL*, and PDL; thus allow
the logic to express the properties expressible in these latter logics, and many
more. The incorporation of fixpoint operators, however, introduces difficulties
when solving computational and logical problems. Our concern here is the sat-
isfiability problem, i.e. to find a decision procedure which determines whether
a formula is satisfiable. A partial solution was first given in [4] where a tableau
method for checking satisfiability for a fragment of the logic, called aconjunctive
formulas, was introduced. This also, at the same time, proved the small model
property and the completeness of a deductive system for such fragment. How-
ever, for the full logic, the tableau method in that paper was insufficient. The
decidability of the satisfiability problem for the full logic was first established
in [5] where it was shown that the modal p-calculus can be effectively encoded in
the monadic second-order logic of n-successors (SnS). The satisfiability problem
for SnS is known to be decidable [8] but is non-elementary.

A major milestone was made by Streett and Emerson [I0], who introduced the
notion of well-founded pre-models as a characterisation of models. The

M. Giese and A. Waaler (Eds.): TABLEAUX 2009, LNAI 5607, pp. 220-{234,|2009.
(© Springer-Verlag Berlin Heidelberg 2009
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paper also suggested that the existence of a well-founded pre-model for the given
formula can be checked by automata. Particularly, to show whether a formula
is satisfiable, an infinite-tree automaton which accepts all well-founded tree pre-
models for the formula is constructed; the formula is satisfiable iff the automaton
accepts some tree (which can be seen as a tree model for the formula). A related
method ([3], [6]) is to translate a formula into an equivalent alternating tree
automaton, which is then checked for emptiness. As far as we know, these have
been the only known effective methods to check satisfiability.

In this paper, we present a tableau system which can be directly used to
check the satisfiability of a modal p-calculus formula. A tableau in our tableau
system is a finite tree structure whose size is bounded by (some function on)
the size of the formula. A successful tableau can be seen as a model for the
initial formula. The key is in the use of what we call names to keep track of
the unfolding of variables in the tableaux. A formula labelling each node in a
tableau is augmented with a sequences of names recording a (partial) history of
unfolding of variables in such formula. The termination and success of a tableau
are then determined from the recorded sequences of names. Since it is shown that
every tableau is finite, the soundness and completeness of the tableau system
entails the decidability of satisfiability and a small model property of the logic.

2 Modal p-Calculus

Syntaz. For convenience, we present the modal p-calculus in positive form, where
negation symbols can only appear next to proposition letters. Precisely, formulas
in the modal p-calculus are given by the following grammar:

pu=P|-P|X|[¢Vo|oNd|(a)p]|[ao|nX.¢|vX.0

where P ranges over a countable set Prop of proposition letters, a over a countable
set Act of actions, and X over a countable set Var of variables. It is well-known
that every (closed) formula in the original syntax in [4] can be converted into an
equivalent one in positive form.

We use o to stand for either u or v. A literal is a proposition letter or its
negation. Formulas of the form (a)@, [a|¢ and 0 X.¢ are called (-)-formulas, []-
formulas, and fizpoint formulas, respectively. An occurrence of a variable X in
a formula is free iff its does not lie within the scope of ¢X; it is said to be
bound otherwise. A closed formula is one without free occurrences of variables.
|¢| denotes the length of ¢.

Definition 1 (Well-named formula). 4 formula ¢ is well-named iff, for each
variable X, there is at most one operator of the form cX in ¢ and, if X occurs
free in ¢, no operator o X occurs in ¢. Given a well-named formula ¢ and
variable X, the unique fizpoint subformula cX.4 of ¢, if exists, is said to be
identified by X. A p-variable (resp. v-variable) in ¢ is a variable which identifies
a formula of the form uX.ap (resp. vX.¢). A variable X is said to be higher
(in @) than variable Y iff the fixpoint formula identified by Y in ¢ is a proper
subformula of the formula identified by X .



222 N. Jungteerapanich

Semantics. A model is a triple M = { M, {R,}acAct, VProp) Where

e M is a set of states,
e R,, for each action a € Act, is a binary relation on M, and
® Vpyop : Prop — p(M), called a propositional valuation.

Suppose M is of above form. A valuation on M is a function V : Var — o(M).
Given a valuation V on M and a formula ¢, the set of states satisfying ¢, denoted
9|15, is given inductively as follows:

||P||<\)A = VPI"OP(P)7 ||ﬁP||\/>A =M - VPI"OP(P)7
X35 = v(x),
o1V doll55" = [lonll5* U 6213,
61 A doll55" = [lonll5* 0 16215,
(@)l = {s € M | 3t.sRat,t € ||¢]5"},
[lalgll5* = {s € M | Vt.sRat — t € ||9]35"},

InX. 85" = ({5 € M | [llyfx s S ST,
X0l =S € M |'S ClIolHx.—s1}-

where V[X := S] is the valuation in which V[X := S|(X) = S and V[X :=
S](Y) = V(Y) for each variable Y other than X. For brevity, the superscript M
is omitted if possible.

A formula ¢ is said to be true at state s in model M under valuation V,
written M, s =y ¢, iff s € ||¢[|5Y!. A formula is said to be satisfiable iff there is
a model, a valuation, and a state satisfying it. A formula ¢ is said to be wvalid,
written | ¢, iff ¢ is true at every state in every model under any valuation. Two
formulas ¢, ¢ are said to be (semantically) equivalent iff = ¢ < 1.

An approzimant for X .4 is a formula of the form c®X.¢) (where a ranges
over ordinals), whose semantics can be given as follows:

o ||[1°X .|y =0 and |0 X .ab||y = M,

o o X plly = 1¥]lvix.=loex.pllv]

o [ XWlv =Uper 1 XAy and [ X [ly = N yer IV Xy,
where « denotes an ordinal and A a limit ordinal. From Knaster-Tarski theorem,
it is well-known that ||uX .|y =, | X .|y and |[v X))y =, [v*X.0]|v.

By renaming bound variables, every formula can be turned into an equivalent
well-named formula. [7] and [6] define the notion of guarded formulas, and shows
that every formula is semantically equivalent to a formula of such kind.

Definition 2 (Guarded formulas). A formula ¢ is guarded iff, for each sub-
formula 0 X .4, each free occurrence of X in 1 lies within the scope of an occur-
rence of a modal operator (-) or [-] in 1.

Lemma 1 ([7], [6]). Every formula is semantically equivalent to a guarded one.
Signatures. Streett and Emerson [10] introduced the notion of signatures, which

has become an indispensable tool in the modal p-calculus. The definitions given
here are adapted from [IT].
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Let ¢ be a closed and well-named formula. Originally, a signature associates
an ordinal to each p-variable in ¢. We extend the definition a bit by using
elements in the class 0> = {« | & an ordinal} U {oo}, and stipulate that o < oo
for each ordinal . Fix a sequence X1, ..., X, of all the variables in ¢ such that
X; higher than X, implies ¢ < j, and suppose Z1, ..., Z, is the subsequence of
the p-variables in the former sequence. A signature is a sequence {(ayq, ..., ap) of
elements in Q.

Let M be a model. Although ¢ is closed, a subformula of ¢ may contain free
occurrences of variables. As in [I1], we define the valuation which assigns their
intended meanings to those variables. Precisely, the valuation Va4 ¢ is defined
to be V,,,, where Vy, ..., V,,, are given as follows:

e Vo(X) = 0 for all variables X;

o Vit1 = Vi[Xit1 = |01 Xiv1 Vi v

Given a signature sig = (a1, ..., @y, ), the relativised valuation Vj\i}i(b is defined
to be V5i&, where V5%, ..., V5ig are given as follows:

o ng(X) = () for all variables X;
o V7B = V¥[Xip1 = ||p® Zj.ap||ysie], if Xipy identifies pZj.9) and oy is an
ordinal;

o VB = VIB[X iy = 118Z; || psie] if X identifies ;.4 and a; = oo;
L] fol = ViSlg[XH_l = ||VXi+1.¢||V§ig]7 if Xi+1 identifies VXi-i—l-w-

For brevity, we write M,s | ¢ and M,s gy 9 for M,s [y, , ¥ and
M, s =y is 1, respectively.
Mo

Lemma 2 ([10]). For each subformula i of ¢, if M, s |= 1 then there exists a
signature sig = (o, ..., ), where each «; is an ordinal, such that M, s =g ¥.

3 Tableau System

We now describe the tableau system TS. Our presentation of tableaux has a
close resemblance to the model-checking tableaux in [12]. To simplify matters,
we only consider a tableau for a formula which is closed, guarded, and well-
named. Obviously, every formula can be turned into a closed one without affect-
ing satisfiability. As explained earlier, every formula is semantically equivalent
to a guarded and well-named one. Thus, with some pre-processing, TS can be
used to check satisfiability for any formula.

Suppose ¢ is a closed, guarded, and well-named formula. For definiteness,
we fix a sequence X1, ..., X;, of all the variables in ¢ such that X; higher than
X; implies 7 < j, and suppose Zi, ..., Z, is the subsequence of the u-variables.
The tableau system TS employs extra symbols to keep track of the history of
the unfoldings of u-variables. For each p-variable Z in ¢, we assume a sequence
21, 22, ... of distinct symbols, called names for Z. As we later show, the number
of names required to build a tableau for ¢ is bound by the length of ¢. For
convenience, we use z,y,x or their scripted versions to denote names.
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Goals. A goal in a tableau for ¢ is a sequent of the form © - I" where

e O is a sequence of distinct names (called a global sequence), and
e [ is a set of augmented formulas of the form ” where p is a sequence of
names from 6.

As shall be seen from the tableau rules, only the sequences p of special form will
be used. Suppose ¥” is an augmented formula in a goal @  I":

(1) p can be decomposed into p(Z7) - ... - p(Z,,) where each p(Z;) is a (possibly
empty) sequence of names for Z;.

(2) The ordering of names in p is compatible with that in ©.

(3) For any name z and formulas ¢{*, 5% in I', if both p; and py contain z,
then the prefixes of p; and p2 up to the occurrence of z are equal.

Names in a global sequence @ are linearly ordered based on their positions in
©: for any names y and z in 6, y <g z iff y occurs before z in @. This extends
to sequences of names in a lexicographical manner as follows: for any sequences
p,p' of names in O, p <g p' iff, for some j, p(j) and p’(j) are names for the
same variable and p(i) = p'(i), p(j) <o p'(j) for each i < j. Note that this
latter ordering <g is not total. For example, suppose © = z'y'22y%y3y*. Then
2yty?yt <o 2lytyd, but 2yt and 2'22y? are not comparable.

Given a sequence of names p and a variable X, p [ X denotes the sequence
obtained from p by removing all the names for any variable appearing later than
X in the sequence X1, ..., X;;, assumed earlier. Similarly, for any number n, p[n
denotes the sequence of the first n names in p.

Tableaw rules. A tableau rule is a rule of the form

err

o6, ©

where n > 0 and C is a side condition. The tableau rules of TS are given below. In
the subgoals for rules Unfold,, Reset, and Thin, @’ denotes the result of removing
the names in © not appearing in any augmented formula in the subgoal. Similarly
for ©; in the i-th subgoal of the rule R(). This is to ensure that the names in ©
are precisely those associating some formula in the goal. See remarks below for
further explanation.

@l—(wl/\wg)p,F 9"(’(/11\/’@/12)’),F

RA : RV : ; 1,2
OF g b, I orye,r CiL
Ok (eX)P, I
R7: ek xer
Unfold, =~ @7 75T where 7 identifies juZ.¢) and
0 -2y I i s the first name for Z not occurring in 6.
Unfold,, : OF XTI where X identifies v X.¢.

AR LA A
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. O+ (<a1>1/)1)p17 ) (<an>wn)pn7F n>1

R() : ynz L,
0 O1EYV Loy | o | On EYE" Ty,

where

e I contains only literals and [-]-formulas, and
o for each action a, I'y, = {¢* | ([a]y)? € I'}.

CLEa
ey, I’
where either p <g p’ or, for some p-variable Z, p’ | Z is a proper prefix of p| Z.

Thin

O b TP e
/ pz -z )
O gl Yl T

where z, z1, ..., z, are names for the same variable and z does not occur in I.

Reset, : n>1

)

Remarks. In rule Unfold,, a new name for the p-variable being unfolded is
added to the global sequence. In order to bound the number of possible goals,
we always choose the first name z* for such p-variable (i.e. one with the least )
not occurring in 6.

The thinning rule Thin eliminates redundant formulas in the goal. It can be
shown that, for any distinct formulas ¥, ¢p/ in a goal, the condition specified
in Thin (uniquely) chooses one of these formulas to keep.

Lemma 3. Thin is applicable on any goal © + ¢p7¢p/’ I" where p # p'.

Tableaux. A tableau for ¢ is a proof tree 7 whose root is labelled with the initial
goal F ¢ (i.e. the global sequence is empty). For each node v in 7 labelled by
O | I, the goals labelling the children of u are determined by an application of
a tableau rule, subject to the termination condition given below. To guarantee
finiteness, when constructing a tableau it is required that rule Thin has the
highest priority, following by rule Reset, i.e. rule Thin is always applied whenever
possible, and in case Thin is not applicable, rule Reset,, for any name z, is applied
if possible.

Termination. A terminal in a tableau 7 is a node u labelled by ©  I" such that
one of the following conditions hold:

T1. I" contains a complementary pair of literals (e.g. P, —P).

T2. I' contains only literals and [-]-formulas, but not a complementary pair of
literals.

T3. w has a proper ancestor v : © - I, called the companion of u.

It is required that a terminal in 7 is a leaf (i.e. a terminal node is not expanded
further).

Success. A successful terminal is a terminal u labelled by @ F I' such that one
of the following holds.
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S1. w satisfies T2.
S2. u has companion v and, for each name z which occurs in every goal on the
path from v to wu, rule Reset, is not applied between v and w.

A terminal is said to be unsuccessful otherwise.
A successful tableau T is a finite tableau all whose leaves are successful ter-
minals.

Ezample 1. The formula puZ.vX.({a)Z A [a]X) is clearly unsatisfiable. As ex-
pected, every tableau for this formula is unsuccessful. One such tableau is shown
in figure [{a). The terminal node 11 is unsuccessful as it has node 4 as the
companion, the name z' occurs in every goal from node 4 to node 11, and
rule Reset,: is applied at node 10. Another example is the unsatisfiable for-
mula vX.uZ.({(a)Z A [a)X). An unsuccessful tableau for this formula is shown in

figure I(b).

1: FuX.pZ.((a)ZA[a] X) .
2:
Unfold
1: Fuz.vX.((a)ZA[a] X) 3: Fuz.((a)ZAla]X)
Ry K
. 4:
2: -z Unfold,, Unfold,
. L1
3: vX.((a)ZA[a) X)) o 5: z'-((a) ZAla] X) an
. Jpxz! 6: @zt ja)x et
4 X Unfold,, RGO
. L1
5: 2r((a) ZAla]X)*! o T Azt x ntld,
6: Ar(@yze e xt 8: 222 ((a) ZA[a]X)* 27 x 7!
RO Unfold,,
: 2z X* Lz z%F((a) ZA[a] X) ykZ.({a) ZN[a] X)
7 1 1oxet 9. ,1,2 2122
Unfold , Reset 1
8: 212210 X.((a) ZA[a] X)7 %7, x = . 10:  2'v((a)ZA[a]X)? ", uZ.((a) ZA[a] X) .
v w
9: 2122exte? xet 11: (@) ZA[a)X)7 ), Z
Thin Unfold,
. 2122
10: #1a?-X Reset_ | 12: 121 () ZA[a]X)7, ((a) ZA[a] X)Z° .
11: exst 13: 2 ((a)ZA[a] X)7
UNSUCCESSFUL UNSUCCESSFUL
(a) (b)

Fig. 1. Unsuccessful tableaux for example [I]

Ezxample 2. Consider the satisfiable formula
WwX1.(uZ.PV{(a)Z) A (a)X1) N (uYwXe.(=P Aa]X2) V [a]Y)

A successful tableau for this formula is shown in figure
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1:F (wX1.(uZ.PV{a)Z) A {(a)X1) A (uYvXo.(=P Ala]X2) V [a]Y) RA
2 FvXh.(ZPV{(a)Z) A {a) X1, pY.vXe.(-P A[a]X2) V [a]Y Ry

3, X Y Xe (GP A [ X2) V[aY
" F XY Unfold,,
5: y'E X1, (vX2.(=P Afa]X2) V [a]Y)yl Rv
. ! yl
6: y F Xy, Xo Unfold,,
T y' X1, (7P Ala]X2) V [a] Y)Y Rv
8 y'E X1, (=P A [a]X21)y1 RA
. ! - yl !
o: y' X1, 2PV, [a] X2 Unfold,,
1
10: y'E (WP V(@) Z) A (@) Xa, ~PY )X
11: v RZPY (@7, (@)X, 2P X
. 1 - yl yl
12: y B Z (a) X1, ~PY, [a] Xy Unfold,,
13: y' 2 (PV(@)2)7, () X1, ~PY, [a]Xa" RV
» y'e (@27 (@)X, 2P X
) 1,1 21 y! myt g
15: yrhzm, X Unfold,, o ?;U;g];é;(;UL
L o112 2122 v
16: y'z72° F (P V{(a)2) ) X2 Reset 1
17yl (PV(@)2), XY RV
. 1.1 21 '!Jl
18: ya P XY e,
19:y'2" - P* L (P Al X2) Vv [@Y)Y
20: y'z - P fay”
SUCCESSFUL

Fig. 2. A successful tableau for example

Finiteness. It can be shown that every tableau is finite. This follows from the
restriction that rules Thin and Reset are applied whenever possible and from the
canonical choice of a new name introduced by rule Unfold,,.

Lemma 4. For each p-variable Z, the names for Z occurring in each goal (in
any tableau) are among 2, ..., zlel,

Proof. This property can be shown as an invariant when constructing a tableau
for ¢. In particular, we can show that when expanding a goal, if the supply of
names in {z!, ..., z|¢|} runs out, then Thin or Reset must be applicable.
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The previous lemma clearly implies that the number of possible goals in any
tableau for ¢ is bounded. Let |pVar(¢)| denote the number of p-variables in ¢.

Lemma 5. There are 20U#Var(@)lIollog(1€D) possible goals in a tableau for ¢.

Lemma 6. Every tableau for ¢ is a finite tree of degree O(|¢|) and height
20(|uVar(e)|¢llog(1¢]))

Proof. The degree of a tableau cannot exceed the number of (-)-subformulas of
¢, and hence is bounded by O(|¢|). By the previous lemma, a branch in a tableau
cannot be longer than 20(rVar(@)ll¢llog(|4])

4 Soundness

Suppose 7 is a successful tableau for a guarded and closed formula ¢. 7 can
be seen as a tree-with-backedges structure (where the backedges are from the
leaves to their companions). A model for ¢ can be constructed by identifying each
“modal node” as a state. A modal node is either a node where rule R() is applied
or a leaf node which contains only []-formulas and literals. For convenience, we
use the letters s,t and their scripted versions to denote modal nodes. To define
the transition relation, we need some extra notation. Suppose 7 is a tableau.
For any nodes w,v in 7, we write u = v when either v is a child of v or u is a
leaf and v is its companion. For each modal node s, define the set

[s] = {u| thereis a path u = u; = ... = u, = s (n > 1) such that R() is

not applied at u,; for each ¢ <n }.
The guardedness of ¢ implies that for each node u there exists a unique modal
node s such that u € [s].

Definition 3. Suppose T is a tableau for a guarded formula. Define the model
corresponding to 7 to be My = (M,{Rs}acAct; VProp) Where

e M contains all modal nodes of T,

o sR.t iff, for some node u € [t], a formula {(a)? in s is reduced to ¥* in u
by rule R(), and

® Vpiop(P)={se€ M| P, for some p, is in the goal at s }.

It can be shown that My is indeed a model for ¢. To do so, we employ
the notion of trails ([I0], [7], [1]). A trail captures a sequence of reductions of
formulas in a tableau. Precisely, given a tableau 7, a trail is a (finite or infinite)
sequence (u1, Y1), (uz,¥5?), ... such that u; = ug = ..., each ¥/ is in the goal
at u; and, for each ¢ > 1, one of the following applies:

e The tableau rule applied at u; reduces the formula ¢/ in u; to zbz-pfll in ;.
e The tableau rule applied at u; does not reduce " (thus ¢?* is in u;41), and
o

i+l = _
e u; is a terminal with u;41 as its companion, and 7' = ¢
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(Note that in the case where Thin is applied to u; labelled by © F ¢, 1/)"’/, r
creating one successor u;41 labelled by ©" F ¢? ', both (u;, ¥?), (wit1,%*) and
(ui, ), (uis1,1p?) are counted as trails.)

An unfolding of a variable X in a trail is a subsequence of the form (u;, X?),
(Wit1, @[Jp/), i.e. rule Unfold is applied to X” in wu;. X is said to be unfolded
infinitely often in a trail iff there are infinitely many occurrences of unfoldings of
X in the trail. In any infinite trail, there must be one or more variables unfolded
infinitely often, and, particularly, the highest one. We call an infinite trail in
which the highest variable unfolded infinitely often is a p-variable a u-trail 7.
For example, the following is a u-trail in the tableau in figure 1(a):

(4,X7) = 5.(@Z A X)) = (6,(@)27) = (7,27) =
B8, (wX(a)ZAN[a]X)**)— (9,X* ") — (10, X* *) - (11, X7 ) —» (4, X" ) — ...

The proof that M7 is a model for ¢ is broken into two stages. First, we show
that every successful tableau does not contain a p-trail. Then show that, if 7
does not contain a p-trail, My is a model for ¢.

Lemma 7. Fvery successful tableau does not contain a p-trail.

Proof. Suppose 7 is a successful tableau which contains a p-trail. Since the
tableau is finite, such a p-trail must contain a subtrail: (u1,9)") — (u2,¥5?) —
.. such that each ¢ occurs infinitely often in this subtrail. Suppose Z is the
highest variable unfolded infinitely often in this subtrail. Observe that the rule
Unfold,, when applied to Z” in a goal increases the length of p [ Z. Since 7 is
unfolded infinitely often, the list p1 [ Z, p2 [ Z, ... does not converge, i.e. for each
1 > 1 there exists i’ > ¢ such that p; | Z # py | Z. Let Y be the highest u-variable
which is higher than or equal to Z and such that the list p1 [ Y, p2 [Y, ... does not
converge (so Y could be Z). Consider the list p; [Y, pjx11Y, pjt21Y,

Let p = pr [Y (for some k > j) be an element in this list which has the least
length, say n. It can be checked that, for each ¢ > j, whatever tableau rule applied
at ui, pi [n =, pit1[n (where O; is the global sequence in u;). Since p; occurs
infinitely often in the above list, it must be the case that p; [n = pj;1n = ...,
which implies that p is a prefix of each pj, pjt1,.... Since the above list does
not converge and p occurs infinitely often in the list (and is the shortest one
$0), either some variable higher than Y (and hence higher than Z) is unfolded
infinitely often or rule Reset,, where x is the last name in p, is applied infinitely
often. The former cannot happen because Z is the highest variable unfolded
infinitely often in the trail. Thus there must be a path v,...,u in 7, where u is
a leaf and v is its companion, such that Reset, is applied on the path and the
name x occurs throughout the path. This contradicts the assumption that each
leaf of 7 is successful.

Lemma 8. If a tableau T for ¢ does not contain a p-trail, Mt satisfies ¢.

Proof. This lemma appears in various forms in literature; for instance, the
tableau system in [7] and the fundamental semantic theorem in [I]. One way
to prove this is to first define for each pair (u,*) where u is a node and ¥* is
in u, a valuation Val(u,”):
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o Val(u,9?)(X) = {s € M | Jv € [s] s.t. there is a trail from (u,?”) to

/

(v, X*') not going through a variable higher than X }.

Then prove a more general statement (by induction on 4): for any state s and
node u € [s], if ¥* is in u, then Mz, s =y ¢, where V = Val(u, ).

Theorem 1 (Soundness). Fvery closed, guarded, and well-named formula
which has a successful tableau has a model in which the number of states is
linear in the number of nodes in the tableau.

5 Completeness

Every satisfiable (closed and well-named) formula ¢ has a successful tableau. The
idea of the proof is to construct a successful tableau for ¢ by making choices
which minimise a certain measure associated with the goals. The crucial part is
to carefully define such a measure so that the constructed tableau guarantees to
be successful.

Definition 4 (Name signatures). A name signature is a functionn : Names —
O, where Names is the set of all names. Name signatures are ordered with respect
to a global sequence @ as follows: suppose © = z1...z,, define

o n=on iff n(z) =n'(2) for each i.
e <o iff n(zj) <n'(z;) for some j and n(z;) = n'(z;) for each i < j.
en=eniffn<en orn=en.

Given a name signature n and a formula ”, we can assign a signature for the
p-variables in ¢ based on the names in p and the values given by 7. Precisely,
we define the signature 7, = (a1, ..., ay,) as follows:

e a; = n(z) if p contains a name for Z; and z; is the name for Z; occurring
last in p;
e «; = 00, otherwise.

Definition 5. A name signature n is considered good for I' iff

G1. fm" any sequence p occurring in I' and names 2%, 27 for the same variable,
if 2" occurs before 27 in p, then n(z") > n(z?); and
G2. there is a model M and state s such that M,s =, 1, for each ? € I'.

By lemma [2] it is easy to see that every satisfiable set I" has a good name
signature.

Lemma 9. For any goal © = I', if I' is satisfiable, then there is a good name
signature for I'.

Definition 6 (Signature of a goal). For each goal © - I" where I is satisfi-
able, define Sig(© b I') to be the name signature 1 such that

e 1 is good for I,

e 11 <o 7 for any good name signature ' for I', and

e 7(z) =0 for each name z not occurring in O.
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Clearly, a name signature 7 satisfying these conditions must be unique. The ex-
istence of such a name signature follows from the previous lemma. The following
properties are essential in the completeness proof.

Lemma 10. Below @' denotes the result of removing all the names in © not
occurring in any augmented formula in the goal on the right hand side.

(a) I'" C I implies Sig(© - I') =g/ Sig(6’ - I").

(b) Sig(@ = (¢1 A ¢2)P’F) ~e Sig(@ = ¢f7¢§7F)'

(c) Sig(OF (Y1 Vap)P, T") = Sig(O F P, I") for some i € {1,2}.

(d) Sig(O F (uZa))°,I') =g Sig(O F Z°, T').

(e) Sig(O F (vX.Y)P, I') =g Sig(© - X?,I).

(f) Sig(@ + 2P, I') = Sig(@' -z - P2 =" ') where Z identifies pZ.1p and z'
s a name for Z not occurring in ©.

(g) Sig(@ F X, T") =g Sig(0' - X T') where X identifies vX ..

(h) Sig(© F ({a))?. T) =o Sig(6' F 17, T) where T = {+*' | (lay)" € I'}.

Lemma 11. Suppose O = == L pp=2nrn T is a goal where z, 21, ..., Zn
are names for the same variable, and z does not occur in I.

Sig(© b == = En e ) =gn Sig(O' 4y, . P * T,

where ©' is © with all the names not occurring in the latter goal removed, and
O is any prefiz of © which contains z.

We are now ready to prove the completeness of TS. The tableau that we are
constructing will have some uniformity which will later enable us to prove the
small model property. A tableau is said to be uniform iff, for any pair of non-
terminal nodes u, v with the same goal, the tableau rule applied at u is the same
as the one applied at v, and the goals of the children of u are the same as those
of the children of v.

Theorem 2 (Completeness). Every satisfiable, closed, and well-named for-
mula has a successful and uniform tableau.

Proof. Suppose ¢ is a satisfiable, closed, and well-named formula. To construct a
successful tableau for ¢, we start with the smallest tableau 7y and subsequently
expand it while making sure the set of formulas in each goal satisfiable. To
guarantee uniformity, we assume a selection rule which, given a goal, specifies
which formulas in the goal should be reduced first (giving priority to the formulas
reducible via Thin or Reset). Suppose we have constructed 7y, ..., 7;. For each non-
terminal leaf u : © F I' in 7;, apply the tableau rule following to the assumed
selection rule. We consider some interesting cases:

o ' = (11 Vb2)?, I'". Rule RV can be applied to create either © 7, I'" or

O 5. I'". By lemma [I0(c), there is a least i such that t;, I" is satisfiable
and Sig(@ + I') = Sig(© F ¢?, I'"). Apply RV to create the i-th subgoal.

e I'=7° I". Apply Unfold, to create the subgoal @’ - 2" - YP2)=" I where
2" is the first name for Z not occurring in ©. By lemma [I0(f), Sig(© +
I = Sig(0' - ' b pA2)=" 7y,
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o [ = i yppr#Entn I where z, 21, ..., zn are names for the same
variable, and z does not occur in I'”. Apply Reset, to create the subgoal @’ I-
P E L l# T7. By lemma [[1 Sig(© &+ IN) =g Sig(6@' F %, .. 0% ),
for any prefix ©” of @' containing z.
In other cases, by lemma [I0] for each created subgoal &' + I, Sig(O + I') =
Sig(®' F I'"). The construction must terminate at some tableau 7" all whose
leaves are terminal. Since each goal in 7" is satisfiable, all the leaves which
contain only literals and [-]-formulas are successful. Other leaves in 7" are also
successful. Suppose u; : ©1 F I1,...,u, : O, F I, is the path to a terminal
Up from its companion uy (hence @1 = ©,, and I1 = I,). Assume that u,, is
unsuccessful. Thus there is some name z such that z occurs in each ©; and Reset,,
is applied at some u;, 1 < j < n. Suppose O = z;...2, where 2z, = z, is the
prefix of @1 up to the occurrence of z. Since @1 = ©,,, each z; must also occur
throughout the path, for if z; is removed at some point, z; cannot occur before
zk in ©,,. Similarly, no name other than zj, ..., 21 may occur before z; in each
©; on the path. This means that © is a prefix of each ©;. It follows from the
construction that Sig(©; F I) =g ... =e Sig(@, F I},). Since Reset, is applied
at uj, by lemma [[1] Sig(®; + I};) =e Sig(@j+1 F I+1). This is impossible
because @1 = ©,, and I = I,,. Therefore u,, must be successful.

6 Applications

Since every tableau in TS is bounded in size, the soundness and completeness of
TS imply a small model property and the decidability of the satisfiability prob-
lem. The complexity of the small model property and the satisfiability problem
can also be obtained from the bound on tableaux.

Theorem 3. FEvery satisfiable guarded formula ¢ has a finite model with
20(InVar(¢)l|pllog(19]) states.

Proof. Assume w.l.o.g. that ¢ is closed and well-named. By completeness, ¢ has
a successful and uniform tableau 7. From soundness, the model M+ satisfies
¢. Since 7 is uniform, M7 can be turned into a small model by identifying all
the states (i.e. modal nodes) with the same goal in 7. In particular, it is easy to
show that, for any states s,t in M, if the goals at s and t in 7 are the same, s
and t are bisimilar in M. By taking the bisimulation quotient on Mz [I], we
obtain a model for ¢ with 20(#Var(#)ligllog(|9]) gtates.

Theorem 4. The satisfiability problem for guarded formulas is in NEXPTIME.

Proof. Suppose ¢ is a guarded formula. Assume w.l.o.g. that ¢ is closed and well-
named. We construct a nondeterministic algorithm which determines whether
¢ has a successful tableau. As in the completeness proof, we assume a selection
rule which, given a goal, specifies which formulas in the goal should be reduced
first. Construct a game graph G = (V, E) such that V contains all possible goals
in tableaux for ¢ and (O - IO + I'") € E iff the goal © F I' can be reduced
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to ©® F I according to the selection rule. By lemma [ |V| is bounded by
20(ellnVar(@)llog(I1#1)) - A choice node for player I (II) is a goal where, according
to the selection rule, RV (resp., R()) is to be applied. A play is a finite path
T =6yk+ Iy,...,0, F I, in the graph which is a branch in some maximal tableau
for ¢. Player I wins play 7 if the last node in 7 is a successful terminal. It is easy to
see that player I has a memoryless winning strategy iff ¢ has a uniform successful
tableau under the assumed selection rule. A nondeterministic algorithm first
guesses a memoryless strategy for player I and then checks whether it is winning.
The latter task can be carried out (deterministically) in time O(|¢||uVar(¢)||V]).

Thus the algorithm nondeterministically determines whether ¢ is satisfiable in
time 20U&lluVar(¢)|log(|4]))

Note that the algorithm given above in not optimal. It is known that the satisfi-
ability problem for the modal p-calculus is EXPTIME-complete ([2],[6],[1]). We
believe that there is a deterministic algorithm which finds a successful tableau
for ¢ in exponential time.

7 Conclusion and Related Work

The tableau system TS is closely related to the automata-theoretic method for
checking satisfiability. As outlined in [I0], an automaton recognising the tree
models (of some pre-determined degree) of the given formula ¢ is constructed as
a product of a local automaton, which is a tree automaton whose states are set of
subformulas of ¢, and a checking automaton, which is an infinite-word automaton
checking that no “bad trail” exists on each branch of the tree. The checking
automaton can be constructed from the complement of a simpler automaton
(which recognises a branch containing a bad trail). If Safra’s complementation
method [9] is used, the states of the checking automaton will be Safra’s trees. As
a result, each state of the product automaton will have a tree structure. A goal
in a tableau can be seen as a compact representation of such tree structure (To
see this, suppose O F ¢f*, ... ;L is a goal. Let T be the tree whose nodes are
the prefix closure of {p1, ..., pn}, and for each node p, T'(p) is labelled by the set
of formulas ¢! where p; = p). Rule Reset and the success condition of TS are
both inspired by Safra’s construction. Despite this connection, it is interesting
to see that the soundness and completeness of the tableau system can be shown
independent of the results from automata theory. More importantly, it is quite
surprising that a simple form of measures, i.e. name signatures, is sufficient in
guiding the construction of a successful tableau. We are investigating whether
name signatures have applications elsewhere, e.g. in performing model surgery
or in related automata theory.

What we present in this paper is a simple, yet powerful, tableau system for
satisfiability. The nicest feature is that every tableau is a finite tree structure.
As a result, we are able to derive both a small model property and a decision
procedure for satisfiability. However, there is still much room for improvement.
First, the guardedness assumption can be relaxed. The problem with unguarded
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formulas is that, in a tableau for such formula, we may be able to keep un-
folding a fixpoint formula indefinitely without ever applying rule R(). This can
be solved by recording extra information into each formula which determines
whether such formula is derived from an unfolding of a variable without rule
R{) applied in-between. We opt not to incorporate this mechanism into TS so
that the presentation of the tableau system is as clear and simple as possible.
But by doing so, the small model theorem and the decision procedure in the
previous section apply to any formula. Secondly, the bound in the small model
theorem obtained can still be improved. One way is to let the p-variables in ¢ of
the same alternation depth share the names. By doing so, we should be able to
obtain a slightly better bound: 20*I#llog(1¢)) " where k is the alternation depth
of ¢. Finally, we hope that the tableau system presented in this paper will be
useful for proving other properties of the logic; for instance, the completeness of
Kozen’s axiomatisation [4], [13].

Acknowledgements. I wish to thank my supervisor, Prof. Colin Stirling, for
comments and guidance on the result in this paper.
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Terminating Tableaux for Graded Hybrid Logic
with Global Modalities and Role Hierarchies
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Abstract. We present a terminating tableau calculus for graded hybrid
logic with global modalities, reflexivity, transitivity and role hierarchies.
Termination of the system is achieved through pattern-based blocking.
Previous approaches to related logics all rely on chain-based blocking.
Besides being conceptually simple and suitable for efficient implemen-
tation, the pattern-based approach gives us a NEXPTIME complexity
bound for the decision procedure.

1 Introduction

Graded modal logic [1] is a powerful generalization of basic modal logic. Most
prominently, graded modalities are used in description logics, rich modal lan-
guages tailored for knowledge representation that have a wide range of practical
applications [2]. Graded modal logic allows to constrain the number of accessi-
ble states satisfying a certain property. So, the modal formula ¢, p is true in a
state z if x has at least n + 1 successors satisfying p. Analogously to ordinary
modal logic, graded modal logic can be extended by nominals [3]. The result-
ing language, graded hybrid logic, can be extended further by adding global
modalities [4], which allow to specify properties that are to hold in all states.

Role hierarchies were first studied by Horrocks [5] in the context of descrip-
tion logics. Using inclusion assertions of the form r C 7/, one can specify that
the role (relation) r is contained in the role r’. Role hierarchies are of particu-
lar interest when considered together with transitivity assertions for roles [6]7].
The description logic SHOQ [8] combines the expressive means provided by
nominals, graded modalities, role hierarchies and transitive roles.

We present a terminating tableau calculus for graded multimodal logic ex-
tended by nominals, global modalities, reflexive and transitive roles, and role hi-
erarchies. The modal language under consideration in the present work is equiv-
alent to SHOQ extended by reflexive roles and a universal role, both extensions
also being known from SROZQ [9].

The most important difference of our approach to existing calculi for SHOQ
and stronger logics [RI10/9] is the technique used to achieve termination of the
tableau construction. The established tableau algorithms all rely on modifica-
tions of Kripke’s chain-based blocking technique [I1]. Chain-based blocking as-
sumes a precedence order on the nominals (also known as nodes or prefixes) of
a tableau branch, and prevents processing of nominals that are subsumed by

M. Giese and A. Waaler (Eds.): TABLEAUX 2009, LNAT 5607, pp. 2351:249] 2009.
(© Springer-Verlag Berlin Heidelberg 2009
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preceding nominals. In the simplest case, the precedence order is chosen to be
the ancestor relation among nominals (ancestor blocking). In general, however, it
may be any order that contains the ancestor relation (anywhere blocking [T2/13]).
Ancestor blocking gives an exponential bound on the length of ancestor chains,
resulting in a double exponential bound on the size of tableau branches. De-
pending on the choice of the precedence order, anywhere blocking can lower this
bound to a single exponential. However, the size bound on tableau branches
does not seem to translate easily to a complexity bound for the decision proce-
dures in [8JT0/9] ([8II0] show a 2-NEXPTIME bound, while [9] leaves complexity
open). We feel that the main difficulty in obtaining better complexity bounds is
the algorithms being non-cumulative.

A tableau system is called cumulative if its rules never update or delete formu-
las. In contrast to most systems in the literature, calculi devised for description
logics are often not cumulative. Cumulative calculi are easier to present than
non-cumulative systems and are usually more amenable to analysis.

Uunlike [8IT0/9], our calculus is cumulative. Cumulativity of the calculus in
the presence of nominals is achieved following [I4] by representing equality con-
straints via an equivalence relation on nominals. Termination of our system
is achieved through pattern-based blocking [15/14]. Pattern-based blocking is
conceptually simpler than chain-based techniques in that it does not need an
order on the nominals, and seems promising as it comes to efficient implemen-
tation [16]. Pattern-based blocking provides an exponential bound on the size
of tableau branches and on the number of tableau rule applications for a single
branch. Thus it limits the complexity of the associated decision procedure to
NExpPTIME. To deal with graded modalities, we extend the blocking conditions
in [I514], preserving the exponential size bound on the tableau branches.

We begin by presenting a calculus for graded hybrid logic with global modali-
ties. We argue that the blocking conditions used in [I5/T4] are insufficient in the
presence of graded modalities. We extend pattern-based blocking to account for
the increased expressive power and argue the completeness and termination of
the resulting calculus. In the second part of the paper, we extend our calculus
further by allowing reflexivity, transitivity and inclusion assertions. It turns out
that in the presence of inclusion assertions, the blocking condition used for the
basic calculus needs to be extended once again.

2 Graded Hybrid Logic with Global Modalities and Role
Inclusion

Following [17U14], we represent modal logic in simple type theory (see [I8]). This
way we can make use of a rich syntactic and semantic framework and modal logic
does not appear as an isolated formal system. We start with two base types B
and S. The interpretation of B is fixed and consists of two truth values. The
interpretation of S is a nonempty set whose elements are called worlds or states.
Given two types o and 7, the functional type o7 is interpreted as the set of all
total functions from the interpretation of ¢ to the interpretation of 7. We write
010203 for 01(020'3).
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We employ three kinds of variables: Nominal variables x, y, z of type S,
propositional variables p, q of type SB, and role variables r of type SSB. Nominal
variables are called nominals for short, and role variables are called roles. We
assume there are infinitely many nominals. We use the logical constants

1, T:B - :BB V,A,— : BBB =:SSB 3,V:(SB)B

Terms are defined as usual. We write st for applications, Ax.s for abstractions,
and s18283 for (s1s2)s3. We also use infix notation, e.g., s At for (A)st.

Terms of type B are called formulas. We employ some common notational
conventions: dx.s for I(Ax.s), Va.s for V(Azr.s), and z#y for ~(x=y).

For every n € IN we define a constant D,, : S...SB as follows:

D, = Ari...)\z,. /\ TiFT

1<i<j<n

Without loss of generality, we assume a strict total order < on the nominals.
Given a set of nominals X of cardinality n > 1, we write DX for D,z1 ...z,
where X = {z1,...,7,} and x; < z;41 for 1 <4 < n. We write DX for -DX.
Formulas of the form DX and DX are called distinctness constraints on X . Note
that for two distinct variables z,y, D{z,y} reduces to z=y.

Moreover, we use the following constants:

C : (SSB)(SSB)B r1 Ery = Vay.rizy — roxy
R : (SSB)B Rr = Vzorzz
T:(SSB)B Tr = VYaxyzorzy Aryz — rez

To the right of each constant is an equation defining its semantics. We call
formulas of the form r C /' (role) inclusion assertions. Formulas Rr and T'r are
called reflezivity and transitivity assertions, respectively.

We write 3X.s for 3z1 ...z, if | X| =n and X = {z1,...,2,}. The modal
constants are then defined as follows:

- :(SB)SB “pr = —(px)
A : (SB)(SB)SB (pAg)x = px Aqu
V : (SB)(SB)SB (pVq@)xz = prVqr
{ )n : (SSB)(SB)SB (rynpr = Y. DY A (N, ey r2y A py)
[ ]» : (SSB)(SB)SB [rlnpz = VY. (/\er rxy) — DY v \/er Y
E, : (SB)SB Euypr = Y. DY AN ey PY
A, : (SB)SB Appr = VY.DY V'V oy py
":SSB Ty = x=Y

where |Y| =n + 1 in all equations
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Intuitively, the semantics of the graded modal operators is as follows:

E,p: There are at least n + 1 states satisfying p.

A,p: All states but possibly n exceptions satisfy p.

(rynp: There are at least n + 1 r-successors satisfying p.
[r]np: All r-successors but possibly n exceptions satisfy p.

In accordance with the usual modal intuition, “formulas” of modal logic are
seen as predicates of type SB denoting sets of states. They can be represented
as modal expressions according to the following grammar:

tou= pla| St tAL[EVE] (Pt | [Flnt | Bnt | At

As with the propositional connectives, we use infix notation for A and V.
Unlike with the propositional connectives, we assume the application of modal
operators to have a higher precedence than regular functional application. So,
for instance, we write < (r)oy V p z for ((=((r)2(9))) V p)z.

An interpretation is a function 9 mapping B to the set {0,1}, S to a non-
empty set, a functional type o7 to the set of all total functions from the inter-
pretation of ¢ to the interpretation of 7, interpreting all variables as elements of
their respective types, and giving L, T, =, A, V, —, 3, V, = their usual meaning.
A modal interpretation is an interpretation that, in addition, satisfies the equa-
tions defining the constants C, R, T, =, A, V, { Y, []n, E, A, . If Mt =1, we
say that 9 satisfies t. A formula is called satisfiable if it has a satisfying modal
interpretation.

3 Graded Hybrid Logic with Global Modalities

We begin with a tableau calculus for the restricted language without inclusion,
reflexivity or transitivity assertions.

3.1 Tableaux and Evidence

For the sake of simplicity, we define our tableau calculus on negation normal
expressions, i.e., terms of the form:

tim plapld | 2d AL EVE] (Pt | [t | Bt | At
A branch I' is a finite set of formulas s of the form
s u= tr|rzy | DX | DX | L

where ¢ is a negation-normal modal expression of the above form. Formulas of
the form ray are called accessibility formulas or edges. We use the formula L
to explicitly mark unsatisfiable branches. We call a branch I' closed if 1 € I'.
Otherwise, I" is called open. The branch consisting of the initial formula to be
tested for satisfiability is called the initial branch.
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Let I" be a branch. With ~p we denote the least equivalence relation ~
on nominals such that 2 ~ y for every formula D{z,y} € I'. We define the
equational closure I' of a branch I as

I = Iu{te|3': 2 ~paAta’ €T}
U{rzy|32',y : o' ~raz ANy ~ryArd'y e I'}
Clearly, I is finite if I" is finite. Reasoning with respect to I" can be implemented
efficiently using disjoint-set forests, as demonstrated in [I6].

A branch I' is called evident if it satisfies all of the following evidence condi-
tions:

(tiAt)r e’ = tiwel A toxel
(t1Vty)r el = tixel V tyx el
(Mptz el = 3Y: [Y|=n+1 A DY el A {raytylyeY}C T
[Ptz e I' = |{y|rmy€f, tygéf}/wp|§n
Ejpzel = 3Y: |Y|=n+1 ADYEDl A {tylycY}CT
Aptz e I = [ylty ¢ I'}/wp|<n
zyel = x~ry
iy el = xdry
ﬁp:EEF:>p:1:§§I~1
DX el = |X/ | <|X]

DX el = | X/, =|X]

Note that the evidence condition for DX € I' implies |X| > 2. A formula s
is called evident on I' if I' satisfies the right-hand side of the evidence condi-
tion corresponding to s. For instance, (t; Atz)x is evident on I' if and only if
{t1x,tox} C I

We will now show that evident branches are satisfiable. Given a term ¢, we
write A/t for the set of nominals that occur in ¢. The notation is extended to
sets of terms in the natural way: N T := | J{Nt|t € I'}.

Given a branch I', we construct the interpretation 9! by taking as the do-
main of S the nominals on I', and interpreting propositional variables and roles
as the smallest sets that are consistent with the respective assertions on I'. To
satisfy the equality constraints on I', all nominals that are equivalent modulo
~p are mapped to the same fixed representative.

Let I" be a branch and let zg € N'T'. Let p be a function from finite sets of
nominals to nominals such that pX € X whenever X is nonempty. We define
the interpretation M’ as follows:

M'S :=NT

Mz :=if 2 € NT then p{y € NT |y ~r z} else xg
Mp:={zcNI'|prel}

My = {(z,y) € NT)? |rey € T}
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Note that in the last two lines of the definition, we interpret the set notation as
a convenient description for the respective characteristic functions.

The evidence of (r),tz (and E,tx) depends on the presence of structurally
unrelated and possibly larger formulas DY (|Y| = n+1). Similar phenomena will
be observed later with our tableau rules (see Fig. [Il). Therefore, in the following
we will need a measure [ ] on formulas such that, in particular, [DY] < [(r),tz].
Let |s]| denote the size of a formula s. We define the order of s, [s], as follows:

[DX] =1

[DX] =1 if [ X| <2

[DX] = 2 if | X| > 2
[s] := 3+ [s] otherwise

The case distinction in the definition of [DX] is exploited in the proofs of
Theorems B3] and E4

Theorem 3.1 (Model Existence). If I is evident, then MM’ satisfies I'.

Proof. For every s € I', we show that 9 satisfies s by induction on the order
of s. ad

3.2 Tableau Rules

The tableau rules of our basic calculus 7 are defined in Fig.[Il In the rules, we
write dx € X : I'(z) for I'(x1) | ... | I'(zpn), where X = {z1,...,2,} and I'(z)
is a set of formulas parameterized by x. In case X = (), the notation translates
to L. Dually, we write Vo € X : I'(z) for I'(z1),...,I(z,) (X ={z1,...,2n}).

The side condition of R uses the notion of quasi-evidence, which we will
introduce in Sect. B3l For now, we assume the rule is formulated with the re-
striction “(r),tx not evident on I"”.

Note that for | X| < 2 the rule R instantiates to

DX
L

A branch I is called a proper extension of a branch A if I’ 2 A. Note that if I’
is a proper extension of A, in particular it holds I' 2 A. We implicitly restrict
the applicability of the tableau rules such that a rule R is only applicable to a
formula s € I' if all of the alternative branches Ay, ..., A, resulting from this
application are proper extensions of I'.

Proposition 3.1 (Soundness). Let Aq,..., A, be the branches obtained from
a branch I' by a rule of T. Then I' is satisfiable if and only if there is some
i€ {l,...,n} such that A; is satisfiable.
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(sAt)z (sVit)z
N sz, ta Vs | ta
(ryntz

Ro
DY, VyeY: rzy, ty

Y fresh, |Y|=n+1, (r)ntz not quasi-evident on I"

[r]ntx -
Ro - Y C el}, Y=Y/~ | = 1
O DY | ey iy Clylray e I'L, [Y|=Y/~rl=n+
E.tx

RE
DY, WyeY: ty

Y fresh, |Y|=n+1, E,tx not evident on I

Atz Ty

Ra - YCNT, [Y|=|Y/up|=n+1 Ry -
ADY|E|y€Y:ty - YI=W/orl=nt ND{:E,y}I;Ay

by DX

Ry R )
ND{w,y}m#y P 3yeX, e#y: Diz,y}

DX
Rp 01X ] < IX]

“px ~ T
RE: el R+
I N

I' is the branch to which a rule is applied. “Y fresh” stands for YN NT = (.

Fig. 1. Tableau rules for 7

3.3 Control

The restrictions on the applicability of the tableau rules given by the evidence
conditions are not sufficient for termination. To obtain a terminating calculus,
the rule R needs to be restrained further. We do so by weakening the notion
of evidence for diamond formulas. The weaker notion, called quasi-evidence, is
then used in the side condition of R in place of evidence. Quasi-evidence must
be weak enough to guarantee termination of the calculus but strong enough to
preserve completeness.

The notions of quasi-evidence used in previous work on pattern-based block-
ing [I5I14] turn out to be too weak in the presence of graded modalities. For
instance, intuitively adapting the notion in [I5] would give us the following can-
didate definition:

A formula (r),,sz is quasi-evident on I' if there are y, z1,..., 2, such that
{ryz1, 521, ., 7Y2m, 2m} € I and {[F]nty|[r]nte € T'} € I'. (We also say:
(1) m s is quasi-evident if the corresponding pattern { (1), s} U{[r]nt | [Flntz € I'}
is expanded).

With this definition of quasi-evidence, no rule of our calculus would apply to
the following branch:

I :={ryz, qz, [rli(pA-p)y, (rogz, [r]1(pA-p)z, reu, -qu}
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As I' is clearly unsatisfiable, the notion of quasi-evidence needs to be adapted.

Given a branch I" and a role 7, an r-pattern is a set of expressions of the form
us, where pp € {(r),,[r],|n € IN}. We write Pf.x for the largest r-pattern P
such that P C {t|tx € I'}. We call Pjz the r-pattern of  on I'. An r-pattern
P is expanded on I if there are nominals x,y such that rzy € I'and P C Pra.
In this case, we say that the nominal x expands P on I

A diamond formula (r), sz € I' is quasi-evident on I if it is either evident on
I or  has no r-successor on I (i.e., there is no y such that ray € I') and Ppx
is expanded on I'. The rule R¢ can only be applied to diamond formulas that
are not quasi-evident.

Note that whenever (r),sz € I' is quasi-evident but not evident on I, there
is a nominal y that expands Prx on I'.

We call a branch I' quasi-evident if it satisfies all of the evidence conditions
but the one for diamond formulas, which we replace by:

(Myptr € I' = (r)ptx is quasi-evident on I’
One can show the following lemma:

Lemma 3.1. Let I' be a quasi-evident branch and let (r),sx € I' be not evident
on I'. Let y be a nominal that expands Pfx on I and A :=I'U{rzz|ryz € I'}.
Then:

1.Vz: reze A < ryzel,

2. Vm,t: (r)mt € Pre = (r)mtz evident on A,

3. (r)nsx evident on A,

4. 97" m,t,z 0 (r'Ypntz evident on I' = (r'),tz evident on A,
5. A quasi-evident.

Theorem 3.2 (Evidence Completion). For every quasi-evident branch I’
there is an evident branch A such that I' C A.

Proof. For every branch I', we define:
ol == |{{(r)psx | (r)nsz € I' A (t), sz not evident on I'}|

Let I' be quasi-evident. We proceed by induction on ¢I'. If ¢I" = 0, then I is
evident and we are done. Otherwise, there is a diamond (r), sz € I" that is not
evident on I'. Let y be a nominal that expands Pfx on I', and let I := I' U
{raz|ryz € I'}. By Lemma BI(3-5), I'"" is quasi-evident and @I” < I". So, by
the inductive hypothesis, there is some evident branch A such that AD IV D I'.

O

A branch is called mazimal if it cannot be extended by any tableau rule.

Theorem 3.3 (Quasi-evidence). FEvery open and mazimal branch in T is
quasi-evident.

Proof. Let I' be an open and maximal branch. We show that every s € I" that
is not of the form px or rzy is (quasi-)evident on I' by induction on the order
of s. a
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3.4 Termination

We will now show that every tableau derivation is finite. As usual, the main
difficulty is bounding the number of applications of generative rules, in particular
of R¢. The present proof is notably more complex than the proofs in [I5/14] since
now, an application of R does not necessarily expand a new pattern. Hence,
we need to combine the pattern-counting argument from [I5/14] with a bound
on the number of non-expanding applications of R.

Since the rules Ry, Rg, Ra, and Rp are all finitely branching, by Konig’s
lemma it suffices to show that the construction of every individual branch ter-
minates. Since tableau rule application always produces proper extensions of
branches, it then suffices to show that the size (i.e., cardinality) of an individual
branch is bounded.

First, we show that the size of a branch I" is bounded by a function in the
number of nominals on I'. Then, we show that this number itself is bounded
from above, completing the termination proof.

We write I' 5 A to denote that the branch A is obtained from I’ by the
rule R. We write I" — A if A is obtained from I" by a single rule application.
We write SI" for the set of all modal expressions occurring on I', possibly as
subterms of other expressions, and Rel I" for the set of all roles that occur on I

Crucial for the termination argument is the fact the the tableau rules cannot
introduce any modal expressions that do not already occur on the initial branch.

Proposition 3.2. If I’ A are branches such that A is obtained from I' by any
rule of T, then SA = ST.

Let mo = max{n|3r,s,x: (ryysx € I'V[r],sx € I'}. For every pair of nominals
2,1y and every role r, a branch I" may contain an edge ray, for every set X C N'T'
where | X| < mg, I may contain constants DX and DX and, for every expression
s € ST, a formula sz. Hence, the size of I" is bounded by |Rel I'| - |N'T"|? + 2mq -
INT|™0 +|ST|-|NT|. By Proposition[3:2] we know that |SI'| and |Rel I'| depend
only on the initial branch.

Note that the above bound is exponential in myg. If, however, we represented
distinctness constraints by binary equations and disequations, we could easily
give a bound that is independent from mg by replacing the summand 2my -
INT|™ with 2|NT|2.

By the above, it suffices to show that |[N'T'| is exponentially bounded in the size
of the initial formula. We do so by giving a bound on the number of applications
of R¢ and R that can occur in the derivation of a branch, which suffices since
R and R are the only two rules that can introduce new nominals.

We begin by showing that Rg can be applied at most as many times, as
there are distinct modal expressions of the form F,s on the initial branch. For
this purpose, we define a function ¢ such that ¢YpI" := {E,s € SI'|Jz €
NT : E,sz not evident on I'}. Since |¢ygI| is bounded from below by 0, it
suffices to show that the number decreases with every application of Rg (and is
non-increasing otherwise, which is obvious).
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Proposition 3.3. I Re A — [Wel| > |[YvEA]

The proof proceeds analogously to the corresponding arguments in [I5/T4].

Now we show that R¢ can be applied at most finitely often in a derivation.
Since there are only finitely many roles, it suffices to show that R¢ can be applied
at most finitely often for each role. Observe that since R is only applicable to
diamond formulas that are not quasi-evident, it holds:

Proposition 3.4. If R is applicable to a formula (r),sx € I', then either

1. x has an r-successor on I, or
2. Prx is not expanded on I'.

Let I and A be branches such that A is obtained from I' by applying R
to a formula (r),sz € I' such that Pfx is not expanded on I'. It is easy to
see that Pjx must be expanded on A. Let us call such an application of R
pattern-expanding.

Let Pat™I" := P({{(r)ns € SI'} U {[r]ns € SI'}). In other words, Pat"I"
contains all the possible sets of r-diamonds and r-boxes from SI'. Since I' — A
implies I" C A, it holds:

Lemma 3.2. Let I' — A and P € Pat"I". If P is expanded on I', then P is
expanded on A.

So, for each role r the derivation of a branch has at most |[Pat”I}| pattern-
expanding applications of R¢, where I is the initial branch. Clearly, |Pat "]
is exponentially bounded in the size of the initial formula.

Hence, it remains to show that a derivation can contain only finitely many
applications of R assuming that none of the applications is pattern-expanding.
We say a nominal x has a successor on I' if x has an r-successor on I" for any
role r. A set of nominals X has a successor on I if there is some z € X that has
a successor on I'. We define

z/;é(F =N(rns € ST'|Fx € X : (r)psz not evident on I'}|

and

o X
Yol = > XTI
XeNT/wp
X has a successor on I’

Proposition 3.5. Let I' — A such that A is obtained from I’ by some rule
application other than a pattern-expanding application of R.

1. If A is obtained from I' by R¢, then Yol > o A.
2. Otherwise, oI > o A.

This completes the termination proof. Since the cardinalities of the sets Pat"I"
are exponentially bounded in the size ng of the initial formula, |¢)gI"| is polyno-
mial in ng, and ¥ " polynomial in |I'| and ng, |[N'T| is exponentially bounded in
ng. Since |I'| is polynomial in [N'T|, we conclude that || is at most exponential
in ng. By cumulativity, the construction of I" terminates in at most exponen-
tially many steps in ng. This suffices to give us a NEXPTIME complexity bound
for the decision procedure based on the calculus.



Terminating Tableaux for Graded Hybrid Logic 245

4 Adding Reflexivity, Transitivity and Role Inclusion

We now extend 7 to deal with reflexivity, transitivity and inclusion assertions. As
in related work on description logic [BI8IT0I9], we restrict our modal expressions
to contain no graded boxes for roles that have transitive subroles.

We define C7. as the smallest reflexive and transitive relation such that » C}. r
whenever r C v/ € I'. A role r is called simple if there is no ' such that ' C5. r
and Tr’ € I'. Observe that all subroles of a simple role are in turn simple.

Our branches may now contain inclusion, reflexivity and transitivity asser-
tions:

s u= tx|rey | DX | DX | L|rCv" |Rr|Tr

The modal expressions t in formulas of the form tx are restricted to contain no
boxes [r],s with n > 0 unless r is simple.

Following the ideas in [BI8IT0/9], we introduce the induced transition rela-
tion > to reason about accessibility in the presence of inclusion axioms. Intu-
itively, > y means that in every model of I', y is accessible from x via 7.

4.1 Extending Evidence

To account for the new types of formulas, we extend the evidence conditions as
follows:

rCr el = Ve,ye NI': reye [ =r'ayel
Rrel = YeeNI: reaxel
TrGFéVz,y,ZGNF:rccyef/\ryzeférxzéf

It is easy to see that if I" satisfies the extended evidence conditions, T’ will
satisfy the new formulas. Hence, Theorem [3.1] adapts to the extended system.

Theorem 4.1 (Model Existence). If I is evident, then IM! satisfies I

4.2 Pre-evidence

To account for the new evidence conditions, one could imagine the following
rules.
rCr, roy Rr Tr, rey, ryz

, reNT
r'xy ree rez

In the presence of blocking, however, the rules are problematic. In particular,
the rule for reflexivity renders the notion of quasi-evidence that we use for 7°
ineffective to ensure termination. Once we add a reflexive edge rxx to a branch
I', x will have an r-successor on I', meaning quasi-evidence will coincide with
evidence for all r-diamonds on x. Similarly, the rule for transitivity is known to
be incomplete in the presence of blocking [14].
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We solve the problem by defining a weaker notion of evidence, called pre-
evidence. To satisfy the pre-evidence conditions, we do not have to explicitly
add reflexive or transitive edges during tableau construction. We will extend our
tableau rules and the notion of quasi-evidence such that every open and maximal
branch in the extended calculus can be completed to a pre-evident branch, which
in turn can be made evident by adding the implicit edges.

We define the relation > as the least relation such that:

reyel = zplhy
rCrel,z>hy = z>hy
The relation > does not account for reflexivity. To do so, we extend it as follows:

ST > U{(z,y) |z,y ENT Ax ~py} if I v Chr AR’ €
=r > otherwise

The pre-evidence conditions are obtained from the evidence conditions by
omitting the conditions for inclusion and reflexivity assertions and replacing the
conditions for diamonds, boxes and transitivity assertions as follows:

(Mptr €I’ = 3Y: |Y|=n+1 ADYEDl ANVyeY: zhyntyel
[tz €I = [yloBry, ty ¢ I'}/op| <n
Trel = Vr,y: [Flotx € TAr Crr' Az phy=[rloty € T

Note that we do not need pre-evidence conditions for inclusion or reflexivity
assertions as their semantics is taken care of by the way we define the rela-
tion z BT y. Pre-evidence of individual formulas is defined analogously to the
corresponding evidence notion.

We now show that every pre-evident branch can be extended to an evident
branch. Let the evidence closure I" of a branch I be defined as the least superset
of I' such that:

xry = m:yef’
TTEfArxyEf’/\ryZGf’ = razel
rCr el Arayel = rayel

Note that by construction, we have razy € I' <= ray e I.

Lemma 4.1. Let I' be a branch and r be simple on I'. Then x D} y <=
rry € I

Lemma 4.2. Let I' be a branch and let rxy € I. Then either >y, or there
is an v’ such that {r' Cr, Tr'} C T and

In>23xy,...,xp: x1 =2 ANz =y A VI<i<n: zib’}/le .
Theorem 4.2 (Evidence Completion). I' pre-evident —> I evident
Proof. Straightforward, using Lemmas [£.1] and ad
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[r]ntz i
_ Yy C DTyl [V =[Y/ep| =n+1
9By | ey ty C{ylzry}, Y[=[Y/ir[=n+

Tr, [r')otz

oty rCrr, z>hy

Fig. 2. New rules for 7

4.3 Tableau Rules

The tableau rules for the extended calculus 7 in Fig. [2] replace the original
rule Rg from Fig. [l and add a new rule Ry, which is necessary to achieve
the pre-evidence condition for transitivity assertions. While the formulation of
R remains unchanged, the rule will now have to use an adapted notion of
quasi-evidence, which will be introduced in Sect. L4l For now, we assume R is
formulated with the restriction “(r),tz not pre-evident on I'” instead. Again, it
is not hard to verify that the extended rules are sound.

4.4 Control

As it turns out, in the presence of role inclusion we have to modify the definition
of patterns. It no longer suffices to consider patterns separately for each role.
This is due to the fact that now, different roles may be constrained by inclusion
assertions. Consider, for instance, the unsatisfiable branch

I={r v, (ropz, (o-pz, [I'lilpA-p)z, r'zy, “py, (ropz, rzu, pu}

According to our previous notion of quasi-evidence, (r)opz is quasi-evident on I’
as = has no r-successor (even if we extend the set of successors to {y |z >} y})
and Pr.x is expanded. Since the other two diamonds on I” are evident, I" is quasi-
evident, witnessing the incompleteness of our previous definition of patterns.

Hence, we redefine the notion of a pattern as follows. Given a branch I, a
pattern is a set of terms of the form ps, where u € {(r)n, [r]n |7 € Rel I, n € IN}.
We write Pra for the largest pattern P such that P C {t |tz € I'}. We call Prx
the pattern of x on I'. A pattern P is expanded on I' if there are nominals x, y
and a role r such that = >7 y and P C Prz. In this case, we say that  expands
P on I'. Note that here we use the relation > rather than .. Otherwise, we
would get the same problems with termination as outlined in Sect.

A diamond formula (r), sz is quasi-evident on I if it is either pre-evident on
I' or = has no successor on I (i.e., there is no y such that for any r, z >7. y) and
Prz is expanded on I'. As before, we restrain the rule R¢ such that it can only
be applied to diamond formulas that are not quasi-evident, and call a branch
I' quasi-evident if it satisfies all of the pre-evidence conditions but the one for
diamond formulas, which we again replace by

(Myptr € I' = (r)ptx is quasi-evident on I’

but now with the adapted notion of quasi-evidence.
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Lemma 4.3. Let x,y,u,v be nominals and I', A branches such that {r|rzy €
I't = {r|ruv € A}. Then, for every r, c >Ty < u> v.

Lemma 4.4. Let I' be a quasi-evident branch and let (r)nsz be not pre-evident
on I'. Let y expand Prxz on I' and A :=T'U{r'zz|r'yz € I'}. Then:

Yz xDTAlz — yb’}/z and xETAlz — ylz’;z,

VY myt s (Pt € Pre = (r)mtx pre-evident on A,

(rynsx pre-evident on A,

Y myt 2z (rYmtz pre-evident on I = (r'),,tz pre-evident on A,
. A quasi-evident.

N

Proof. Analogous to the proof of Lemma B Lemma 3] being used for (1). O

Theorem 4.3 (Pre-evidence Completion). For every quasi-evident branch
I’ there is a pre-evident branch A such that I' C A.

Proof. Proceeds analogously to the proof of Theorem with Lemma 4] in
place of Lemma 311 a

Theorem 4.4 (Quasi-evidence). Every open and mazimal branch in It is
quasi-evident.

Proof. Proceeds analogously to the proof of Theorem 3.3 O

While requiring some adaptations, the termination proof for 7c is mostly anal-
ogous to the proof for 7.

5 Conclusion

We have presented a terminating tableau calculus for graded hybrid logic with
global modalities and role hierarchies. Following [T9J20/T4], our calculus is cumu-
lative, representing state equality abstractly via an equivalence relation (declar-
ative approach). The existing calculi for equivalent and stronger logics [S8UT0[9]
work on possibly cyclic graph structures and treat equality by destructive graph
transformation during tableau construction (procedural approach). The proce-
dural approach encompasses algorithmic decisions that are not present in the
more abstract declarative approach. From a declarative calculus we can always
obtain a procedural system by refinement.

Exploiting an extended pattern-based blocking technique and the cumulativ-
ity of our calculus, we have proved a NEXPTIME complexity bound for the asso-
ciated decision procedure. To ensure termination of pattern-based blocking in the
presence of reflexivity, we differentiated between the induced transition relation
> and its non-reflexive counterpart .. The implementation of pattern-based
blocking for a hybrid language with global modalities [16] reveals its consider-
able practical potential. We consider it a promising project to implement the
extended version of pattern-based blocking presented in this paper and compare
its performance to that of established blocking techniques.
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Abstract. The prime implicate trie (pi-trie) of a logical formula is a tree whose
branches are labeled with the prime implicates of the formula. The technology of
reduced implicate tries is employed to analyze the structure of pi-tries. Appropri-
ate lemmas and theorems are proved, and an algorithm that builds the pi-trie from
a logical formula is developed. Preliminary experimental results are presented.

1 Introduction

The prime implicate trie (pi-trie) of a logical formula, developed in this paper, is a
tree whose branches are labeled with the prime implicates of the formula. The reduced
implicate trie (ri-trie) is a data structure that was introduced in [10] as a target lan-
guage for knowledge compilation. It has the property that, even when large, a query
can always be processed in time linear in the size of the query. The pi-trie provides
compact storage for prime implicates, while the ri-trie stores information for answer-
ing arbitrary queries. Nonetheless, the two are structurally similar, and, in the sequel,
techniques originally developed to produce ri-tries are modified to produce pi-tries.
The resulting algorithm is quite different from any other prime implicate algorithm of
which the authors are aware.

Consequences expressed as minimal clauses that are implied by a formula are its
prime implicates, while minimal conjunctions of literals that imply a formula are its
prime implicants. Implicates are useful in certain approaches to non-monotonic reason-
ing [7U14/16], where all consequences of a formula — for example, the support set for a
proposed common-sense conclusion — are required. Another application is error analy-
sis during hardware verification, where satisfying models are desired. Many algorithms
have been developed to compute the prime implicates (or implicants) of a propositional
boolean formula — see, for example, [1I2J304/516I811315017/18]].

The properties of reduced implicate tries are reviewed in Section 21 In Section [3]
prime implicate tries, which are subtries of ri-tries, are introduced. An algorithm that
produces pi-tries is developed in Section[3.2]
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2 Reduced Implicate Tries

The terminology used in this paper for logical formulas is standard: An afom is a propo-
sitional variable, a literal is an atom or the negation of an atom, and a clause is a disjunc-
tion of literals[] Clauses are often referred to as sets of literals. Many authors restrict the
theory to conjunctive normal form (CNF) — a conjunction of clauses — but no such
restriction is required in this paper. An implicate of a logical formula is a clause entailed
by the formula, and a non-tautological clause is a prime implicate if no proper subset is
an implicate. Thus a clause C' is an implicate of a logical formula F if and only if C'is
satisfied by every interpretation that satisfies . Hence, asking whether a given clause
is entailed by a formula is equivalent to the question, Is the clause an implicate of the
formula?

A tautology is logically equivalent to the empty sentence (empty conjunction) and
thus has no implicates. A contradiction, on the other hand, is logically equivalent to the
empty clause (empty disjunction). Thus all clauses are implicates, and the empty clause
is the only prime implicate.

2.1 Reduced Implicate Tries

The trie is a well-known data structure introduced by Morrison in 1968 [9]; it is a
tree in which each branch represents the sequence of symbols labeling the nodes? on
that branch, in descending order. Tries have been used to represent logical formulas,
including sets of prime implicates [[16]. The nodes along each branch represent the
literals of a clause, and the conjunction of all such clauses is a CNF equivalent of the
formula represented by the trie. If there is no possibility of confusion, we will often
use the term branch for the clause it represents. In general, the CNF formula can be
significantly larger than the corresponding trie. Tries that represent logical formulas can
be interpreted directly as formulas in negation normal form (NNF): A trie consisting
of a single node represents the label of that node. Otherwise, the trie represents the
disjunction of the label of the root with the conjunction of the formulas represented by
the tries rooted at its children.

In this paper, we will assume that a variable ordering has been selected, and that
nodes along a branch are labeled consistently with that ordering. A trie that stores all
(non-tautological) implicates of a formula is called a complete implicate trie. For a
formal definition and its properties, see [11].

Recall that for any logical formulas F and « and subformula G of F, F[a/G] denotes
the formula produced by substituting « for every occurrence of G in F. If « is a truth
functional constant O or 1 (false or true), and if p is a negative literal, we will slightly
abuse this notation by interpreting the substitution [0/p] to mean that 1 is substituted
for the atom that p negates.

The following simplification rules, when applied to a complete implicate trie, will
produce a reduced implicate trie (ri-trie).

! The term clause is also used for a conjunction of literals, especially with disjunctive normal
form.

% Many variations have been proposed in which arcs rather than nodes are labeled, and the labels
are sometimes strings rather than single symbols.
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SR1. F — F[G/GVO] F — FIG/GA1]
SR2. F — F[0/GAO] F — F[1/GV1]
SR3. F — F0/pA-p] F — F[l/pV —p]

The branches of an ri-trie represent the relatively prime implicates [L1]: If F is a
logical formula, and if the variables of F are ordered, then a relatively prime implicate
is one for which no proper prefix is also an implicate. If the leaf node of a branch in
an ri-trie is labeled p;, then every extension with variables of index greater than ¢ is a
branch in the complete implicate trie of . These extensions correspond to implicates
of F that are not relatively prime and that are represented implicitly by that branch in
the ri-trie.

Theorem 1. Given a logical formula F and an ordering of the variables of F, then the
branches of the corresponding ri-trie represent precisely the relatively prime implicates.
In particular, the prime implicates are relatively prime, and each is represented by a
branch in the trie. O

2.2 Computing Reduced Implicate Tries

Let F be a logical formula, and let the variables of F be V' = {1, v2,...,v,}. Then
the ri-trie of F can be obtained by applying the recursively defined RIT operator (in-
troduced in [[10])):

F V=0

v; V RIT(F[0/v;],V — {v;})
A
—v; V RIT(]‘-[l/UlL V- {Ul}) v, €V
AN
RIT((F[0/v;] V F[1/vi]),V — {v;})

RIT(F,V) =

where v; is the variable of lowest index in V.
Implicit is the use of simplification rules SR1, SR2, and SR3.

Theorem 2. If F is a logical formula with variable set V, then RIT(F, V) is logically
equivalent to F. a

Let Imp(F) denote the set of all implicates of F.
Lemma 1. Given logical formulas F and G, Imp(F) NImp(G) = Imp(FV G). O

The last lemma means that the implicates being computed in the third conjunct of the
RIT operator are precisely those that occur in both of the first two (ignoring, of course,
the root labels v; and —w;). This third conjunct can thus be computed from the first two,
and the direct recursive call on (F[0/v;] V F[1/v;]) can be avoided. This is significant
because in this call, the size of the argument essentially doubles.
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Theorem 3. Let F be a logical formula with variable set V, and let C be an implicate
of F. Then there is a unique branch of RIT(F, V) that is a prefix of C, and every
branch is a relatively prime implicate. O

2.3 Ternary Representation

Observe that the RIT operator essentially produces a conjunction of three tries. It is
therefore natural to represent an ri-trie as a ternary trie. The root of the third subtrie
is labeled 0. One advantage of this representation is that the :th variable appears only
at level 7. Another is that any subtrie (including the entire trie) is easily expressed as a
four-tuple consisting of its root and the three subtries. For example, for a subtrie 7 we
might write (r, 7+, 7, 7°), where r is the root label of 7, and 7+, 7, and 7" are
the three subtries.

A trivial technical difficulty arises with the ternary representation: The zeroes along
branches interfere with the prefix property of Theorem [3] But this is easily dealt with
by interpreting the statement, A branch B is a prefix of a clause C, to mean The clause
represented by B with zeroes simplified away is a prefix of C. The zeroes cause no
difficulty when traversing branches in the trie.

Obtaining the ternary representation with the RIT operator requires only a minor
change: disjoining O to the third conjunct. The notation ri(F,V) = 0V RIT(F,V)
will be used for the ternary ri-trie of F with variable ordering V. For the remainder of
this paper, we will generally assume this ternary representation. As a result, the forest
denoted by RIT(F, V') will contain three tries whose roots are labeled by a variable, its
complement, and zero.

Theorem 4. Let F and G be logically equivalent formulas. Then, with respect to a fixed
variable ordering V', 7i(F, V') is isomorphic to (G, V). O

2.4 Intersecting ri-Tries

Given two formulas F and g, fix an ordering of the union of their variable sets, and let
Tr and 7g be the corresponding ri-tries. The intersection of 7 and 7g is defined to be
the ri-trie (with respect to the given variable ordering) that represents the intersection
of the implicate sets. By Theorems2land @land Lemmal[] this is the ri-trie for F V G.

The intersection of two tries (with the same variable ordering) is produced by the
INT operator introduced in [12].

Theorem 5. Let 7 and 7g be the respective ri-tries of F and G (with the same
variable ordering). Then INT(7x, 7g) is the intersection of 7z and 7g; in particular,
INT(7x,7g) is the ri-trie of F V G (with respect to the given variable ordering). O

Theorem[3]provides a formal basis for a definition of the RIT operator that produces 7i-
tries using intersection. It is obtained from the earlier definition essentially by replacing
the third conjunct by INT(RIT (F[0/v;], V — {v;}), RIT(F[1/v;], V — {v;})).
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3 Prime Implicate Tries

Let F be a formula and let 7x be the ri-trie for F under variable ordering V. From
Theorem[3] there is a 1-1 correspondence between relatively prime implicates of F and
branches in 7. The sub-trie of 7x consisting of the branches that correspond to prime
implicates, which are relatively prime, is called a prime implicate trie, or pi-trie. As
with ri-tries, it is convenient to use the ternary notation with pi-tries. The pi-trie for
F is denoted pi(F), and the set of prime implicates is denoted P(F). If B is a branch
in pi(F) whose labels form the implicate {p1,...,pn}, a suffix of B is a sub branch
having the labels {p;, pj+1,...,Pn}, 1 < j < n + 1. This suffix is referred to as the
suffix of B beginning with p;; note that if j = n + 1, the suffix is empty.

The algorithm presented in Section[3.2] was developed from the structure of ri-tries,
but the algorithm does not compute pi-tries from ri-tries. To do so would be potentially
inefficient, because the ri-trie may be considerably larger than the pi-trie. The approach
adopted here computes the pi-trie directly. Not only can the resulting pi-trie be smaller
than its ri-trie counterpart, but the ‘intermediate bulge’ that must be surmounted in both
computations can also be smaller for the pi-trie.

3.1 The Structure of Prime Implicate Tries

The results in this subsection are required to develop the pi-trie algorithm presented in
the next subsection. It is interesting to note that dealing with constants is a bit tricky. A
single node labeled O is the pi-trie of a contradiction. Thus all clauses are implicates,
and the empty clause is the only prime implicate. A single node labeled 1, on the other
hand, is the pi-trie of a tautology, and thus its implicate set is empty.

Lemma 2. Let F and G be logical formulas, and let C' € P(F V G). Then there exist
prime implicates Cy of F and C of G such that C' = Cy U (.

Proof. Let Dy be the subset of C' that has the variables of C' that occur in F; similarly
let D1 be the subset of C that has the variables of C that are in G.

First, Dy is an implicate of F (and D; is an implicate of G): If I is an interpretation
such that 7(F) = 1, extend [ so that I falsifies all literals in C' — Dy. Since I(F) =1,
I(FVG)=1,s01(C)=1.Thus I(Dy) = 1.

Now let C; be a prime subset of D; (¢ = 0, 1), and consider CoUC';. Since CoUC; C
C, it suffices to prove that Cy UC1 is an implicate of 7V G. Suppose I(FVG) = 1; then
I(F)=1orI(G) =1,say I(F) = 1. Then, since Cj is an implicate of F, I(Cy) = 1,
SOI(CoLJCl):l. O

Note that Cy and C need not be disjoint. Note also that the lemma admits the possibility
that Cy or C; might be empty. But if that occurs, then the corresponding formula must
be unsatisfiable.

Suppose that formulas F and G have, respectively, pi-tries 7z and 7g. The branches
of T and of 7g correspond to P(F) and to P(G). Define the prime union of P(F) and
P(G) to be

{Co @] 01|Co S P(f)7 C, e P(g)}

Lemmal[2lassures that P(F V G) is a subset of the prime union.
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Lemma 3. Let F be a logical formula, and let p be a literal whose variable does not
occur in F. If C' is an implicate of F not containing the variable of p, then C' is not an
implicate of p V F.

Proof. Let I falsify C' and satisfy p; then [ satisfies p V F but not C'. a

Lemma 4. Let F be a logical formula, and let p be a literal whose variable does not
occur in F. Then C'is an implicate of F iff {p} U C is an implicate of p V F.

Proof. Suppose first that C' is an implicate of F; it suffices to show that any interpre-
tation I that falsifies {p} U C falsifies p VV F. Since I falsifies C, [ falsifies F, and, in
turn, since [ falsifies p, I falsifies p V F.

Now assume that {p} U C' is an implicate of p VV JF, and consider a satisfying inter-
pretation I for F. Extend I to falsify p. Since I satisfies F, I satisfies (p V F), so [
satisfies {p} U C'. Since I(p) = 0, C is satisfied. O

This result can be extended to prime implicates.

Lemma 5. Let F be a logical formula, and let p be a literal whose variable does not
occur in F. Then C is a prime implicate of F iff {p} U C'is a prime implicate of p V F.

Proof. Suppose first that C' is a prime implicate of F. By the previous lemma, p U C'is
an implicate of p V F. Consider a prime subset D of {p} U C. Then D must contain p
by Lemma[3] say D = {p} U D’. We must show that D’ = C. But this is immediate
since, by the previous lemma, D’ is an implicate of F.

Now suppose that {p} U C'is a prime implicate of p VV F. Then it is immediate from
the previous lemma that C' is a prime implicate of F. a

Lemma 6. Let F be a logical formula and p a literal, and let 7, = F[0/p]. Then
{p} U C is an implicate of F iff C is an implicate of Fy. Moreover, if {p} U C is a
prime implicate of F, p & C, then C'is a prime implicate of Fy. The analogous results
for 71 = F[1/p] are also valid.

Proof. Suppose first that {p} U C is an implicate of F, and let I be an interpretation
satisfying Fo. Extend I to falsify p. Then by the definition of Fy, I(F) = 1. So [
satisfies {p} U C but falsifies p, so I satisfies C.

Now assume that C is an implicate of Fy, and let I be a satisfying interpretation for
F.IfI(p) =1,then I{p}UC) = 1.If I(p) = 0, then I(Fy) = 1,80 I(C) =1 =
I({pru ).

Finally, suppose that {p} U C'is a prime implicate of F. Then, by the first part of the
Lemma, C is an implicate of Fy. If a subset D of C'is also an implicate, we must show
that D = C. Then {p} U D is an implicate of F. Since {p} U D is a subset of {p} UC,
and since {p} U C'is prime, {p} UD = {p}UCand D = C.

The proof for F; is entirely similar. o

The reader is reminded that, for a logical formula F, F = (p V Fo) A (p V F1), where
Fo = F[0/p] and F; = F[1/p]. The next lemma characterizes a clause C' and and a
formula F when C' is a prime implicate of Fy but not of F itself.
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Lemma 7. Let F be a logical formula and p a literal, let 7o = F[0/p] and F; =
F[1/p], and let C be a clause with p ¢ C. Then C is a prime implicate of F; and
{p} U C is not a prime implicate of F iff C' is prime for F and an implicate of Fj.
In that case, if D is a subset of C' and a prime implicate of F7, and if C # D, then
{p} U D € P(F). The analogous result for a prime implicate of F7 is also valid.

Proof. Note that the variable of p does not occur in Fy or in F7. Assume first that C'is
prime for Fy and that {p} U C is not prime for F. By Lemmal3 {p} U C is prime for
p V Fo, and by Lemmal@] it is an implicate of F. So some proper subset D of {p} U C
is a prime implicate of F. Also from Lemmal6] this prime subset cannot include p and
is therefore a subset of C'. Clearly, p V D is an implicate of F, thus D is an implicate
of Fy. So D = C because C'is prime for Fy.

Now consider an interpretation [ that falsifies C' and satisfies p. Since C'is an impli-
cate of F, I(F) = 0, and since I (p) = 1, I(pVFy) = 1. Since F = (pVFo)A(pVF1),
I must falsify p V F;. Therefore I falsifies F;, making C' an implicate of F;.

Assume now that C' is prime for F and an implicate of F;. Let I be an interpretation
that falsifies {p} U C. Since C is an implicate of both 77 and F, I(F;) = I(F) = 0.
ButI(pV F1) = 1,50 I(p vV Fo) = 0; as aresult, I(Fp) = 0, and C is an implicate
of .7:0.

Finally, if C # D —i.e.,if D is a proper subset of C'— we must show that {p}UD €
P(F). But this is immediate from the first part of the lemma: Were {p} U D & P(F),
D would be an implicate of F( and a proper subset of a prime implicate of Fj. o

The next example illustrates the previous five lemmas, which relate the implicates of a
formula F to those of Fy and of F7.

Example. Let
F=(pV(gAr)AVqVr)).

The set of prime implicates of F is

P(F)={p,a}, {p, v}, {a,7}},

and
Fo=F[0/p]=(gAr) and Fi = F[1/p] = (¢ V).

Consider LemmasBland @l Let C = {p,q,r}. Then C € Imp(F), the variable s
does not occur in F, and s ¢ C. Lemma 3 assures us that C ¢ Imp(s V F), and
LemmalM]that C U {s} € Imp(sV F). Lemmal[5extends LemmaMlto prime implicates.
To illustrate, now let C' = {¢,7}. Then C € P(F), and C U {s} € P(sV F). For
Lemmall let C = {¢}. Then C € P(Fy) and C U {p} € P(F). Letting C' = {q,r}
illustrates Lemmal@ for the non-prime case.

Lemmal/[7lis probably the one in most need of explanation. This example illustrates
the dual: If C' = {q, 7}, then C' € P(F1) and C U {p} & P(F). The lemma guarantees
that C € P(F) and that C € Imp(Fp). Since C is a proper superset of a prime
implicate D = {r} of Fy, the lemma also guarantees that {p} U D € P(F), which
is indeed the case.
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Lemma 8. If F is satisfiable and Fy is unsatisfiable, then P(F) = {{p}} U P(F}).
Similarly, if F; is unsatisfiable, then P(F) = {{p}} U P(Fo). In particular, if the unit
{p} is an implicate of F, then no prime implicate of F contains p.

Proof. Suppose interpretation I satisfies F. Then, since F is unsatisfiable, I(p) = 1.
Thus the unit {p} is a prime implicate.

On the other hand, any interpretation that satisfies F; extends to an interpretation
that satisfies F by assigning p = 1. Thus the implicates of F not containing p are
exactly the implicates of F; that do not contain p. O

Lemma 9. If F is satisfiable and Fy is a tautology, then P(F) = {{-p} UC | C €
P(F1)}. Similarly, if F7 is a tautology, then P(F) = {{p} UC | C € P(Fo)}.

Proof. First note that every implicate must contain p, for if C' is a clause that does not
contain p, let I be the interpretation that assigns 1 to p and O to all other literals in C.
Then I satisfies F but not C. Also, by Lemmal[7] since Fy has no implicates, if C is a
prime implicate of 7, then {p} U C is a prime implicate of F. O

The next theorem summarizes the parts of the lemmas that are explicitly used in the
algorithm in the next section.

Theorem 6. Let F be a logical formula and p a literal, let 7o = F[0/p], let F; =
F[1/p], and suppose C' € P(Fy) and D € P(F1). Then

1. If C = D, then C € P(F) (and thus {p} U C' & P(F)).

2. If C C D (i.e., proper subset), then D € P(F) and {p} U C € P(F).

3. If no subset relationship exists between C' and D, then a subset of C' U D is a prime
implicate of F. ad

Observe that if the literal p is redundant or does not occur in F, then only Case 1 of the
theorem applies.

3.2 An Algorithm for Prime Implicate Tries

The algorithm developed here is not entirely transparent; every effort has been made to
explain how it works. The algorithm builds the pi-trie of a logical formula recursively,
processing one variable at a time. If F is the formula and p the variable being processed,
let Fy = F[0/p] and F1 = F[1/p], as before. The base case is a constant, and the pi-
trie is a single node labeled with the constant. The procedure prime handles the base
case and makes the recursive calls, each of which reduces the number of variables by at
least 14

The output of the algorithm is a ternary pi-trie. The first subtrie contains all prime
implicates of F that contain p, the second has all prime implicates that contain —p,
and the third all prime implicates that contain neither p nor —p. The function prime
initializes the first subtrie to p V pi(Fp) (recall that pi(Fy) is the prime implicate trie of
Fo), and the second to —p V pi(F1). Both are supersets of the desired tries. Repeated

3 Substituting a truth constant for one variable and simplifying may remove other variables.
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applications of Theorem[Blremoves redundant branches from the first two subtries while
building the third, which is the pi-trie for ¢ V F;. The PIT procedure builds the third
subtrie from the first two; in the process, all unnecessary branches are removed from
the first two. The procedure copycheck prunes non-minimal branches from the third
sub-trie.

The description below is intended to assist the reader with the details of the pi-trie
algorithm. The comments in steps are references to lemmas and theorems that justify
the steps. The reader is reminded that tautologies have no implicates, and hence, pi(1)
is a single node labeled 1 and represents the empty set. On the other hand, all clauses
are implicates of a contradiction. Thus, the empty clause is the only prime implicate,
and pi(0) is a single node labeled 0 and represents {O}.

Algorithm Description

1. The base case is a constant; the pi-trie is a single node labeled with the constant.

2. If p is the variable being processed in a recursive call, initialize 7y to pi(Fp), 77 to
pi(F1), and 73 to empty.

3. Apply Theorem [Bl to each pair of branches C' in 7y and D in 7;. Note that move
means remove and place. Note also that moving C means that it will never be paired
up again in this loop.

(a) If C = D, then move C to 73 and remove D from 7;.  {Theorem[6] Part 1}
(b) If C C D (proper subset), then
i. Move D to 75 and mark it prime. {Theorem[6] Part 2}
ii. Mark C' prime.
(¢) Else-if D C C, then

i. Move C' to 73 and mark it prime. {Theorem[6] Part 2}
ii. Mark D prime.
(d) Else (i.e., no subset relationship between C' and D) {Theorem[6] Part 3}
Form C' U D and move to 7.
4. After all pairs of branches have been processed {Theorem[@l}

(a) If 7y (or T7) is a leaf, set it to (), since p is not an implicate of (p V Fp).
(b) pV 7o = pi(pV Fo) and ~p V Ty = pi(-p V F1).
(¢c) The branches of 75 are implicates of (Fo V F1) and T2 D pi(Fo V F1).
5. Remove any branch in 75 that is a superset of another branch.
. The routine PIT below handles Steps Bland 3l simultaneously.
7. After all pairs of branches in 75 have been processed in Step[3] the pi-trie for F is
(subject to simplification)
pi(F) =0V IpVTo)A(-pVT)AD).
8. Simplification is necessary if 7y or 77 is a a single node labeled with a constant.
(@) 7o = 0,73 = 0. Then pi(F) = pi(p A —p) = 0.
(b) 7o =0,7; = 1.Then 7o = 1 and pi(F) = pi((pVO) A 1) = p.
(¢) 7o = 0,7, is not constant. {Lemmal[8]}
i. pV 7y = p, so the unit p is a prime implicate.
ii. Resolving p with —p V 77 produces 7;.
iii. 7o = 77 and there are no prime implicates containing —p.
iv. pi(F) =0V (pATz).

[@)}
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(d) 7o = 1,77 = 0 is similar to the case 7o = 0,77 = 1.
() 7o=1,731 = 1. Then pi(F) = pi(0V 1) = 1.
(f) 7o = 1,7 is not constant. {Lemmal9J}
i. 7y = 1 since tautologies have no implicates.
ii. pv7Zo=1,s0pi(pV Ty =1.
iii. FoVFr =1,s075 = 1.
iv. pi(F)=0V (-pVT).
(g) There are similar cases when 77 is constant and 7y is not.

This description together with the results from Section 3.1l prove

Theorem 7. If a logical formula F is input to the pi-trie algorithm, then the algorithm
terminates and produces pi(F).

Algorithm Pseudocode

The pi-trie algorithm is initialized with the call prime(0, F, 1); prime handles the base
cases — truth constants — and calls the procedure PIT. In turn, PIT calls the routine,
copycheck, which purges non-prime branches in the third sub-trie. The routine prime is
pseudocode for Steps[ZlandBlin the algorithm description. Note that 7;* is merely 7, but
with its root set to zero; similiarly for 7;*. These are needed in the two cases in which
non-constant tries originally computed as first or second subtries must be installed as a
third subtrie and thus must have a zero root.

The primary functions of the routine PIT are to remove redundant branches from the
subtries 7y and 77 rooted at, respectively, p and —p, and to initialize the third subtrie,
75, rooted at 0. The routine is a straightforward iteration over all branch pairs consisting
of one branch from 7; and one from 7;. Theorem [6l describes which branches need to
be moved to 73 and which remain.

The intricate control structure in PIT is there to reduce the number of iterations and
the number of subset checks. The comments in the routine refer to the part of Theorem[@]
that justifies the particular control. For example, if a subset relation between branches is
discovered — say C'is in 7y, D is in 77, and C C D — then Part 2 of the theorem tells
us that C' remains in 7y and that D should be moved to 75. Each can then be marked
prime, and neither can be a superset of another implicate, potentially eliminating subset
checks. Note that whenever all branches of the form b; are removed from 7;, i = 0, 1,
then 7; is a root leaf and must be set to (.

Part 3 of the theorem applies when no subset relationship exists between branches.
The union is installed in 72, and the copycheck routine is called to determine whether
the union is in fact a branch in 7.

The purpose of the routine copycheck is to remove redundant branches from the
third subtrie 75. The first parameter b is the branch passed to it, and the second, 7, is
the subtrie 75. If b is a tautology, which is possible when it is the result of a union, or
if a prefix of b is already in 7, b does not belong in 7, and thus there is nothing to be
done by the routine.

The third parameter is the boolean test flag. Whenever it is known that no branch
in 7 can subsume b, test flag = 0. Thus, if the passed branch is marked prime, O is
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passed to test flag; otherwise 1 is passed. In the routine itself, if it is discovered that b
is a subset of a branch b, then b is removed. No other branch in 7 can be a subset of b —
otherwise, b would already have been removed — so no branch in 7 can be a subset of
b. Thus test flag can be set to 0.

definefunction prime (root:TrieNode, F:LogicalFormula, i:index):Trie;
local TrieNode 7, 77;
if F is constant then return (F);
Ty — prime(p, F0/pi i + 1) T — Tol0/pl;
Ty — prime(~p,, FlL/pl i+ 1) Ty — [0/l
switch 7y, 7; do
case (7y, 71 are not constant) return (PIT (root, Ty, 71, 1));
case 7o = 0 A 7y = 0 return (0);
case 7o = 0 ATy = 1 return ((root, p;,1,1));
case 7y = 0 A (77 is not constant) return ({root,p;,1,7;*));
case 7o = 1 ATy = 0 return ((root, 1, —p;, 1));
case 7o = 1 A7y = 1 return (1);
case 7) = 1 A (77 is not constant) return ({root,1,77,1));
case (7 is not constant) ATy = 0 return ({root, 1, —p;, 7;));
case (7 is not constant) A 7Ty = 1 return ({root, 7o, 1,1));
end
end prime;

To illustrate how parts of the algorithm work, consider again the example from Sec-

tion

F=(pV(gAr)A(pVaqVr)).

The set of prime implicates of F is P(F) = {{p, ¢}, {p,7}.{q,r}}; Fo = F[0/p] =
(g Ar),and Fy = F[1/p] = (¢ V r). Assume the variables are in the order p, g, r.

The first two subtries of 7 will be denoted 7 and 77, respectively, which matches
their local names in the initial invocation of prime. In the recursive invocation comput-
ing 7, the tries assigned locally to 7y and 77 will be denoted globally as 7o and Z;.
In general, a given subtrie will be identified by the branch leading to it corresponding
to a string subscript of 7.

The function prime calls itself recursively until the formula input to it is constant. It
determines 7, and 77 (locally) and invokes PIT precisely when both of these are non-
constant. In the example, 7y = prime(p, (¢Ar),2) and 7; = prime(—p, (—qVr),2).
Consider 7y, which is built entirely by prime. Then 7o = prime(q,0,3) = 0 and
To1 = prime(—q, 1, 3).

Next, To10 = prime(r,0,4) = 0, and 7gp;; = prime(—r,1,4) = 1. This triggers
the third case in computing 71, and the result is (—q, r, 1, 1). Since Too = 0, the fourth
case is triggered in the computation of 7. The result is that the version of 7y; referenced
in the invocation locally as 7;* is installed as the third subtrie of 7y. More precisely,

76 = <P7 q, 1, <0a r, 1, 1>>
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definefunction PIT (root:TrieNode, 7o, 71, 72:Trie): Trie;
; /% 7o, 71 are the pi-tries for Fy, Fi1, respectively */
; /* C means proper subset %/
foreach pair of branches by, b1 (b; € T;) do
bi — bi — {root(T;)};
switch bg, b1 do
case both are marked prime copycheck (bo U b1, 72,1);

case bg is marked prime /* no subsets of by are in 77 */
if bg C b1 then /* Theorem [B] */
MOVE b; to 75 and mark b; prime /* Part 2 =x/;
copycheck (b1, 72,0)
else
copycheck (bp U b1, 72,1) /* Part 3 x/
end
end
case by is marked prime /* no subsets of by are in 7o */
if b1 C by then /* Theorem [B] */
MOVE bg to 75 and mark by prime /* Part 2 */;
copycheck (bo, 72, 0)
else
copycheck (bg U b1, 72,1) /* Part 3 x/
end
end
otherwise
if by C b; then /* Theorem */
MOVE b; to 72, mark b1 and bo prime /* Part 2 =*/;
copycheck (b1, 72,0)
else
if b1 = bo then /+ Theorem [G] */
DELETE bo, MOVE b, to 73, mark by prime /* Pt 1 */;
copycheck (b1, 72,0)
else
if b1 C by then /* Theorem [B] */
MOVE by to 72, mark by and by prime /x Part 2 =*/;
copycheck (bo, 72, 0)
else
copycheck (bg U b1, 72,1) /* Part 3 x/
end
end
end
end
end

end

if leaf(71) then 71 — ( else if lea f(72) then T3 «— 0;
return ((root, Ty, 71, 712));

end PIT;
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Fig. 1. Left: Building 7 and 77; Right: Final pi-trie

A similar analysis reveals that 7; = (-p, 1, (—q, (r,1,1,1),1,1),1). The upshot is
that 7y has {p, ¢} and {p, r} as branches; 7; has only {—p, —q, r}. So in computing 7,
PIT is called on these tries. This is the situation on the left in Figure [T

When PIT examines the branch pair ({r},{—q, r}), rooted at, respectively, p and —p,
Part 2 of Theoreml[6lapplies. Since {—q, 7} D {r}, {—q,r} is placed in the zero subtrie
of 7, and {p, r} is marked prime (and not moved). This removes the only branch below
the root —p in 7;. The iteration terminates, and 77 is set to ), as shown on the right in
Figure[Tl

define copycheck (b, 7, test flag);
if TAUTOLOGY(b) then EXIT,
if b has a prefix in T then EXIT;
foreach branch b € T do
if test flag then
it b C b then exit copycheck
end
if b is not marked prime then
if b C b then
remove b from 7’;
testflag — 0
end
end
end
addbto T,
end copycheck;

An example that illustrates the routine copycheck would be rather large and is not
included due to space limitations.

3.3 Uniqueness of p:-Tries

Prime implicate tries can be represented as n-ary or as ternary trees, although in this
paper attention has been restricted to the ternary representation. Reduced implicate tries
are similar in this regard, and each representation is unique for ri-tries [L1]: If F and
G are logically equivalent, then ri(F, V') is isomorphic to 7i(G, V'). Formal proofs are
provided in [ 1], but it is easy to see why this is true. Each branch represents a relatively
prime implicate, so that, for a given logical formula, once the variable order has been
chosen, the tree branches and the node labels are completely determined. The same is
true for a pi-trie since the branches represent the prime implicates.
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Definition. Let D; and D; be directed acyclic graphs (dags). Then D; and D, are
said to be isomorphic if there is a bijection f such that if (A, B) is an edge in Dj,
then (f(A), f(B)) is an edge in Ds. If the nodes of the dags are labeled, then the
isomorphism is label-preserving if for every node A, Label(A) = Label(f(A)).

Theorem 8. Let F and G be logically equivalent formulas. Then, with respect to a fixed
variable ordering, pi(F) is isomorphic to pi(G). O

4 Preliminary Experiments

The algorithm from Section[Blhas only recently been realized in a prototype implemen-
tation. Java was used for flexibility and to shorten development time. The prototype runs
but is certainly in a “preliminary development” stage. The experiments compared the
prototype to a simple resolution-based system. The results are mildly encouraging but
do not support any conclusions about the potential efficiency of a pi-trie based system.

There were 11 sets of trials. Each set consisted of ten randomly generated CNF
formulas for a fixed number of variables. The number of clauses in each set was four
times the number of variables, and each clause contained 3 literals. The table shows the
results for each set of trials.

Avg Number
Number of Number of Number of of Prime Avg Time (msecs.)

Variables Clauses Literals Implicates prime Resolution
7 28 84 14 29 58

8 32 96 6 12 200

9 36 108 13 31 459

10 40 120 15 138 1280

11 44 132 30 128 3906

12 48 144 36 286 8223

13 52 156 53 750 21470

14 56 168 47 1384 76465

15 60 180 49 3893 170757

16 64 192 63 3781 639090

17 68 204 48 1626 1124601

The first four columns list, for each trial set, the numbers of variables, clauses, and
literals in each formula and the average number of prime implicates. Times are in the
last two columns, given in milliseconds and are averaged over the ten formulas in each
trial. Both algorithms were run on the same ten formulas. The pi-trie algorithm is con-
sistently faster than the resolution-based algorithm: twice as fast in the smallest trial and
700 times as fast in the last. Although these results are very preliminary and inconclu-
sive, they are enough to indicate pi-trie techniques are worthy of further development.
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Abstract. A basic propositional modal fuzzy logic GKg is defined by
combining the Kripke semantics of the modal logic K with the many-
valued semantics of Godel logic G. A sequent of relations calculus is
introduced for GKg and a constructive counter-model completeness proof
is given. This calculus is used to establish completeness for a Hilbert-style
axiomatization and Gentzen-style hypersequent calculus admitting cut-
elimination, and to show that the logic is PSPACE-complete.

1 Introduction

Logical formalizations of vagueness and modal notions such as necessity, knowl-
edge, and obligation have been studied intensively, the former primarily as fuzzy
logics (see e.g. [T4[T6]), the latter under the rubric of modal logics (see e.g. [1]).
However, there have been few treatments and until recently no systematic study
of modal fuzzy logics. Such an investigation is important for providing a unified
approach for topics such as fuzzy description logics, which can be understood,
analogously to classical description logics, as multi-modal fuzzy logics [T9/15].

Particular examples of fuzzy modal logics given in the literature have typi-
cally been situated quite far up the spectrum of modal logics, e.g. at the level
of the logic S5 (see e.g. [I4]) or focus just on the minimal fuzzy logic of Zadeh
(see e.g. Zhang [21]). More general approaches dealing with many-valued modal
logics, such as [T1I12], have focussed on the finite-valued case. Recent papers of
Priest [17] and Bou et al. [5] provide a broad basis for studying fuzzy modal logics
but again the majority of the results concern finite-valued modal logics. Defer-
ring formal definitions to the next section, the rough idea of these approaches
(followed also in this paper) is to consider Kripke models where the accessibility
relation between worlds may be either Boolean-valued or many-valued. Propo-
sitional connectives operate as usual for the logic in question at an individual
world, while the values of boxed formulas [JA are calculated using the infimum
of values of A at accessible (to some degree) worlds. Validity is defined as usual
as truth (i.e. taking the value 1) at all worlds of all models.
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In this paper, we narrow our focus on the fuzzy side to Godel logic G, the
infinite-valued version of a family of finite-valued logics introduced by Godel in
the 1930s [13], axiomatized by Dummett by adding the schema (A — B)V (B —
A) to intuitionistic logic [9]. Aside from being an important fuzzy logic, there is
also a good practical reason to focus on G in modal contexts. As noted in [5], G
is the only fuzzy logic whose modal analogues admit the schema O(A — B) —
(0OA — OB) (roughly speaking, since G, unlike other fuzzy logics, admits both
weakening and contraction). Moreover, axiomatizations for a basic “K” Godel
modal logic with the O or the ¢ modality (so far not both) have recently been
provided by Caicedo and Rodriguez [6]. These authors also show, interestingly,
that the logic with [ is complete with respect to either Boolean or many-valued
accessibility relations but does not have the finite model property, while the
logic with { based on a many-valued accessibility relation has the finite model
property but differs from the corresponding logic with a Boolean-valued relation.

We extend the work of [6] here by providing proof systems for the Godel
modal logic with [J, the broader aim being to initiate a general investigation
into the proof theory of modal fuzzy logics (e.g., as undertaken for fuzzy logics
n [16]). A wide range of proof calculi have been developed for Gédel logic,
including the sequent calculi of Sonobe [I8] and Dyckhoff [10]; here we focus
on extending the hypersequent calculus of Avron [2] and sequent of relations
calculus of Baaz and Fermiiller [4]. In particular, we give a constructive proof
of completeness for the more proof-search-oriented sequent of relations calculus
and use it to give both an alternative completeness proof for the axiomatization
of Caicedo and Rodriguez [6] and a (first) proof of PSPACE-completeness. We
then establish completeness and cut-elimination for the more elegant extended
hypersequent calculus, better suited e.g. for extension to first-order modal fuzzy
logics or investigating theoretical properties such as interpolation.

Note that the approach taken both here and in [6] for Gédel logic differs
markedly from certain other developments in the literature. In particular, the
intermediate logics extended with modalities investigated in e.g. [20] make use
of two accessibility relations in Kripke models, one for the modal operator and
another for the intuitionistic connectives. Also, the class of modalities for fuzzy
logics considered in [§] represent truth stressers such as “very true” and, unlike
the modalities considered here, can be interpreted as unary functions on [0, 1].

2 The Godel Modal Logic GKp

We make use of a language £ with a countably infinite set Var of variables
P, q,T ..., binary connectives —, A, V, constants L, T, and a unary connective
0. The set F'm of formulas, denoted A, B,C' ..., is defined inductively as usual,
and the complexity of a formula A, denoted |A|, is the number of connectives
occurring in A. We also let A =,;, A — L and A < B =, (A — B)A(B — A).
We use I, IT, X, A to stand for finite multisets of formulas, writing \/ I" and A I’
with \/[] =4ee L and A[] =4¢ T for disjunctions and conjunctions of formulas
and O for [JA: AeT]. Welet I'® =, [ and I'"*! =, "'y '™ for n € N.
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Following similar ideas in [T406l5], the usual definition of the modal logic K
can be generalized to define a natural “Gédel modal logic” GKg. Recall that a
(standard) Kripke frame is a pair (W, R) where W is a non-empty set of worlds
and R C W2 is a binary accessibility relation on W. A Kripke model for GK is
then a 3-tuple K = (W, R, V) where (W, R) is a Kripke frame and V : VarxW —
[0,1] is a mapping, called a valuation, extended to V' : Fm x W — [0, 1] by:

V(B,w) if V(A,w)>V(B,w)
1 otherwise;

I
<<=

I
<
0

=
£

I
5

-
=
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A formula A is GKg-valid, written =gk A, if V(A,w) = 1 for all Kripke models
(W, R, V) for GKg and w € W.

The above definitions give a reasonable semantics for a Gdédel modal logic.
However, we have made a number of significant “design choices”. First, note
that we have omitted the dual modality ¢, characterized by the condition:

- V(QOA,w) =sup({0} U{V(A,w') : Rww'}).

This connective is definable using negation in (classical) modal logic as 0 A =,
—[0-A, but for Godel logic, the equivalence breaks down. We concentrate here on
the fuzzy logic with just one modality simply as a first step in our investigations
of the full logic GK.

A second complaint may be that GKg is not “fuzzy enough” since the acces-
sibility relation R of a Kripke frame is Boolean-valued (crisp). Consider instead
a fuzzy Kripke frame as a pair (W, R) where W is a non-empty set of worlds and
R:W xW — [0,1] is a binary fuzzy accessibility relation on W. A fuzzy Kripke
model for GK,F:, is then a 3-tuple K = (W, R, V) where (W, R) is a fuzzy Kripke
frame and V : Var x W — [0, 1] is a mapping defined as for GKg except that
the O condition is changed (following the semantics of Gédel implication) to:

- V(OA,w) =inf({1} U{V(A,w') : Rww > V(A,w")}).

A formula A is GKE—valid, written ':GKFD A, if V(A,w) =1 for all fuzzy Kripke

models (W, R, V) for GKF; and w € W. A dual treatment of modal many-valued
logics based on classical and fuzzy Kripke models is a common theme in the
literature (see e.g. [ITIT2U5J6]). However, for this paper the distinction is not so
important. It has been shown in [6] (and will follow from our results below) that
in the case of GKg and GKE the valid formulas of the two logics coincide.
Another issue is the fact that in the definition of (JA, the infimum value may
not be “witnessed” by the value of A at any accessible world. If we restrict to
worlds where this is always the case, i.e., by insisting that every infimum is a
minimum, then we get a different “witnessed” logic (see e.g. [15]). For example,
the formula O-—p — ——0p (considered in [6]) is valid in the witnessed logic,
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(A1) A— (B— A) (A8) (A— B) — ((C - A) — (C — B))
(A2) (AANB) — A (A9)(A—- (B—0C))— (B—=(A—0C))
(A3) (ANB)— B (A10) (A—C)AN(B—C)) —> ((AVB)— ()
(A4) A— (B — (AAB)) (A1) (A—- (B—C)) - ((AAB) — C)
(A5) L. — A (A12) ((C — A)AN(C — B)) — (C — (AN B))
(A6) A — (AV B) (A13) (A— (A— B)) —» (A — B)
(A7) B— (AV B) (A14) (A— B)V (B — A)

A A—B

B (Mmp)

Fig. 1. The Hilbert System HG

but not in GKg: just consider a Kripke model (N, R, V') where Rmn holds for
all m,n € Nand V(p,n) =1/(n+1) for all n € N. In fact, the formula is valid
in all Kripke models with a finite number of worlds, so the logic GK does not
have the finite model property.

An axiomatization of GKg (and GKF,, since the valid formulas of these logics
coincide) is obtained by extending a standard axiomatization of Godel logic such
as that presented in Fig. [[] with the usual K axiom schema and also a further
schema reflecting the fact, already implicit in classical logic, that V(——A,w) =0
if V(A,w) = 0 and 1 otherwise. More precisely, let HGKg be HG extended with:

(Kpn) 0O(A— B)— (0A—0OB) and A

Completeness for this axiomatization was established using a counter-model con-
struction by Caicedo and Rodriguez in [6]:

Theorem 1 ([6]) ):GKD A fo ):GKFD A fo FHGKD A.

In what follows, we give an alternative proof of this theorem as a byproduct of
a completeness proof for a sequent of relations calculus for GKp.

3 A Sequent of Relations Calculus

A sequent of relations S is a finite set of ordered triples:
A1<11B1 | |An<1an

where A; and B; are formulas and <; € {<,<} for i« = 1...n. We say that a
sequent of relations S is GKg-valid, written =gk, S, if for all Kripke models
(W,R,V) and w € W: V(A,w) <V(B,w) for some (A< B) € S.

Note that < € {<, <} is used here both syntactically, as a symbol in sequents
of relations, and semantically, for interpreting those sequents of relations. Let
us call a sequent of relations atomic if it contains only propositional variables
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Axioms:
1D <T 1< <
S|A§A() S\AST(_) S\J_SA(_) SIJ_<T()
Structural Rules:
S|A<B|C<D|A<D S|A<B|C«D|C<B S| T<1L S
(com) (<) (Ew)
S|A<B|C<«<D S -7 S|A«B
Logical Rules:
S|A«C|B«C S|C<q«A S|C«B
(A<) (an)
S|AANB<C S|C<AAB
S|A«C S|B<«C S|CaA|C«B
(va) (av)
S|AvB<«C S|C<AVB
S|B<A S|B<C S|A<B|C<B S§S|C<T
(=<) (<—=)
S|A—-B<C S| C<A—-B
S|T<C|B<A S|B<LC S|A<B|C<B
(=) (£=)
S|A—-B<ZC S|C<A—-B

Fig. 2. The Sequent of Relations Calculus SG

or constants, and propositional if it contains no occurrences of 0. In Fig. 2 we
present a sequent of relations calculus SG for G consisting of logical rules taken
from [4] and some additional axioms and structural rules (based on similar calculi
for G presented in [16]) for deriving valid atomic sequent of relations. As shown
e.g. in [16], an atomic sequent of relations S is valid iff there exists (a;<;a;41) € S
for i = 1...n such that one of the following holds:

1. a1 = apy1 or ag = L or ayy1 = T, where <; is < for some i € {1,...,n}.
2.a1=1land apy1 =T.

It is an easy induction to show that an atomic sequent of relations S is valid
iff it is derivable using the axioms and structural rules of SG (see e.g. [16] for
very similar proofs). Since also the logical rules of SG are sound and invertible
(see e.g. [16]), it follows that:

Theorem 2. |=ck S iff Fsc S for any propositional sequent of relations S.

The sequent of relations calculus SGKp consists of SG extended with the rules:

A <B|...| A <B|Ci<Ll|...|Cn<l -
S|0A <OB|... |04y <OB|0C < 1]... 00 <L D >1,m>0)
S|A<B|OT<B slA<BlASL

WL %%
S|A<B S|A<B *

Note that the rather ugly “weakening” rules (WL) and (WR) allow us to work
backwards from relations of the form A < OB and JA < B to OT < OB and
OA < 1, respectively, so that they fit the format of the rule (O).
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Ezxample 1. Consider the following derivation of a sequent of relations corre-
sponding to the K axiom schema (0(A — B) — (OA — OB):

a<BB<Aja<a™ a<piB<as<p

A<B|B<A (com)
(EW) —— (D)
A<B|T<B|B<A A<BI[B<B
A<B|A—-B<B B (==)
OA<OB|O(A— B)<OB (<)
O(A - B)<0A - 0B (—H)( )
OA—-B) <OA-OB|T<OA-OB

(£=)

T<0OA— B)— (0DA—0OB) -
Theorem 3. IfFscky S, then ek S-

Proof. The proof is a standard induction on the height of a derivation of S
in SGKp; the only significantly new case is to establish the soundness of (O).
Suppose that there is a counter-model K = (W, R, V') for the conclusion. Le. for
some w € W: V(OA;,w) > V(OB,w) for i = 1...n and V(OC;,w) > 0 for
j = 1...m. Then there must be a world w’ accessible to w where V(A;,w’) >
V(B,w') for i = 1...n. Moreover, since V(OC;,w) # 0, we must also have
V(Cj,w') >0 for j =1...m as required. O

Completeness is of course more complicated. Notice first that all the logical
rules (as proved in []), (coMm), (WL), and (WR) are invertible in the sense that
if the conclusion is GKg-valid, then so are the premises. Hence applying the
logical rules backwards to a GKg-valid sequent of relations results in GKg-valid
sequent of relations containing only modal formulas and atoms. Let us call a
sequent of relations S containing only modal formulas and atoms saturated if
whenever S occurs as the conclusion of (coM), (<), (WL), or (WR), then S also
occurs as one of the premises. In other words, the sequent of relations is “closed”
under applications of these rules. Moreover, since sequents of relations are sets
of pairs of formulas, there is a finite number that can be obtained by applying
the rules backwards to any given sequent of relations. Hence easily:

Lemma 1. Fvery sequent of relations S is derivable from a set of saturated
sequent of relations Si,...,S, using the logical rules, (coM), (<), (WL), and
(WR), and if =cky S, then |=gky Si fori=1...n.

The challenge now is to show that a valid saturated sequent of relations S is
derivable. Our strategy will be to use Lemmas 2l and ] to show that either S is
derivable using just the rules of SG or the part of S containing only relations
of the form JA < OB and OC < L is itself valid. For the latter case, S is
derivable using (J) from a less complex sequent of relations that is proved valid
in Lemma[l An inductive argument then completes the proof.

Let us say that a formula occurs in a sequent of relations if it occurs as the
left or right side of one of the relations. Then a sequent of relations is said to be
propositionally GKg-valid if the sequent of relations obtained by replacing each
occurrence of a modal formula (JA with a variable p4 is GKg-valid.
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Lemma 2. Let S | 8’ be saturated where S contains only relations of the form
OA<OB,0A< 1,0A<T, and L < OB, and S’ contains no relations of this
form. If =eky S| S, then either S | S is propositionally GKg-valid or Eeky S

Proof. Proceeding contrapositively, suppose that gk, S and S | S is not
propositionally GKg-valid. Then for some model K = (W, R, V) and w € W

(1) V(OA,w) 4 V(OB,w) for all (OA<OB) € S.
(2) V(OA,w) >0forall (A< 1)eS.
(3) V(OA,w) =1forall (DA< T)€S.
(4) V(OB,w) =0 for all (L <OB) € S.

For each OJA occurring in S | &', let us add a constant c4 to the language so
that for any model (W’ R, V') and world z € W":

V'(ca,z) = V(OA,w).
Let (S| S")F be S| S’ with each (JA occurring in S | S’ replaced by ca.
Claim: ek, (S| S8)F.
The result follows from this claim. Let v : Var — [0,1] be the propositional
counter-valuation for (S | 8’)?. Define K’ = (W U {wo}, R', V') where:

1. R = RU {(wo,w') : (w,w') € R}.
2. V'is V extended with V'(p, wg) = v(p) for all variables p.

Then V/(OA,wp) = V(OA,w) for all JA occurring in § | §’. So, since v is a
counter-valuation for (S | §')F, we have ek, S | S’ as required.

Proof of claim. Proceeding by contraposition, suppose that gk, (S | S')F.
Then using (1)-(4), Feky (S')F. By saturation, there are several possibilities:

(i) (8")F contains @ < aor L < aora < T or L < T.But then & is
propositionally GKg-valid, a contradiction.

(i) (S")* contains cc<cp or e < T or L < c¢p. But then &’ contains (C'<1D
or JC < T or L < D, a contradiction.

(iii) (S")F contains a < ¢p and V(OOD,w) = 1. But then by (WL), S contains
OT <0OD and V(OD, w) < 1, a contradiction.

(iv) (8")F contains cc < a and V(OC,w) = 0. But then by (WR), S contains
OC < 1 and V(OC,w) > 0, a contradiction. O

The next step is to remove relations involving strict inequalities. We make use of
the following scaling lemmas, easily proved by induction on formula complexity.

Lemma 3. Let K = (W, R, V) be a model and c € (0,1).
(a) Let K' = (W, R, V') where for each variable p and x € W :

’ V(p,x) otherwise.
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Then for all x € W and every formula A:

V(A 2) = 1 if V(A,z) > ¢
’ V(A,z) otherwise.

(b) Let K' = (W,R, V') where 0 < a < b < 1 and for each variable p and x € W :

oy JateVIipz) —a) i Vip,z) € (a,0]
Vip,w) = {V(p, x) otherwise.

Then for all x € W and every formula A:

V/(A,z) = a+c(V(Az)—a) if V(A z) € (a,b]
’ V(p, ) otherwise.

Lemma 4. Let S | F < G be saturated and contain only relations of the form
OA<OB,O0A< 1, 04<T,and L <OB. If Feky S | F < G, then =oky S

Proof. Let us consider just the case where F' < G is of the form A < OB,
since the other cases are very similar. Proceeding contrapositively, suppose that
Gk S- Hence there is a model K = (W, R, V) and w € W such that:

(1) V(OC,w) 4 V(OD,w) for all (OC «OD) € S.
(2) V(OC,w) >0 for all (OC < 1) € S.
(3) V(OC,w) =1 for all (OC < T) € S.
(4) V(OD,w) =0 for all (L <0OD) € S.

If V(OA,w) > V(OB,w), then [~k S | OA < OB as required, so assume that:
(5) V(HA,w) < V(OB,w).
Since S | F' < G is saturated, for each (OC <0OD) € S:
either (OC <0OB) € S and, by (1), V(OC,w) > V(OB, w)
r (DA <0OD) e S and, by (1), V(UA,w) > V(OD, w)
and in particular:
(6) V(OA,w) < V(OD,w) < V(OC,w) < V(OB,w) is not possible.
We have two cases:

(i) Suppose that V(OB,w) < 1. Then using Lemma B (b), we define for each
i € Z7, a counter-model K; = (W;, R;, V;) where:
1. (Wi, R;) is a copy of (W, R) with distinct worlds for each i € Z* and w;
is the corresponding copy of w.
2. For all formulas E satisfying V;(OA,w;) < Vi(E,w;) < V;(OB,w;):
Vi(OA, w;) < Vi(E,w;) < V(OA, w;) + 1/i.
Now we define a model K’ = (W', R’, V') where:
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L W ={wo} UlU;cp+ Wi
2. R = {(wo,w’) : (wi,w’) € V; for some i € ZT} UJ,cp+ R
3. V'(p,xz) = Vi(p, z) for all z € W; and V' (p,wo) = 0.

But then: V/(OB,wp) = inf({1} U{V'(B,w') : Rlwow'})
=inf{V;(OB,w;) : i € Z*}
= V’(DA,’LU()).

IV(C,w)>V(D,w) for some OC <OD €8, then V' (OC, wo) > V' (0D, wy).
If OC <0OD € 8, then by (6), it follows that V' (OC,wg) > V' (OD, wy).
(ii) Now suppose that V(OB,w) = 1. Then using Lemma [ (a), we obtain a
model K’ = (W, R, V") where V/(0A,w) = V/(OB,w) = 1. As in case (i),
again by (6), the other inequalities required are not affected. O

Lemma 5. Suppose that Foky {0A; < OB;}, [{0C; < L}, Then Fekq
Nier Ai < Niep Bi [ {C5 < L}jL, for some @ C T C{1,...,n}.

Proof. We argue by contraposition; i.e., suppose that:
Foko \Ai < \Bil{C; < L}L, forall §cIC{l,...n}
iel iel
We obtain a model for each i € {1,...,n} as follows. By assumption:
Fokg Ai N . NAy < BiAN... A B, | {C gL};.":l.

So we have K; = (W;, R;, V;) and z; € W; (with each W; distinct) such that:
Vi(AiN. . NAp, ) > Vi(BiA...ABy,z;) and Vi(C;)>0 forj=1...m.
Moreover, without loss of generality we can assume:

Vi(B;,x;) < Vi(Bg,x;) andso Vi(Ag,xz;) > Vi(Bi,x;) fork=i...n.

Now using Lemma [B] we define iteratively K, = (W;, R;, V/) for i = n...1 such
that for j =4...n:

(1) V/(Bj,zj) < Vi(Aj,ox) for k=1...i— 1.
(2) V/(Bj,zj) < Vi(Aj,xx) for k=i...n.
(3) V/(Ck,z;) >0 for k=1...m.

We achieve this by scaling the interval [0, V;(B;, x;)] (if necessary) to the smaller
interval [0, V/(B;, z;)] so that (1) and (2) hold with j replaced by i. Now consider
j € {i,...,n}. Clearly V/(B;,z;) < Vi(Bj,z;). Moreover, since V;(A;,z;) >
Vi(Bi, v;), also V/(Aj, ;) = Vi(Aj, z;) > V] (Bj,z;) as required.

Finally, we define a model K = (W, R, V) where for a new world wo:

2. R=RiU...UR, U{(wg,w) : (z;,w) € R; for some i € {1,...,n}}.
3. V(p,z) = V/(p,z) for all z € W; and V(p, wo) = 0.
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Then by (1)-(3) above, V(OB;, z¢) = V(B;,x;) < V(OA;,z0) for i =1...n and
V(OCk,xo) >0 for k =1...m as required. O

Theorem 4 (Completeness). If ok S, then Fseky S.

Proof. We prove the theorem by induction on the modal degree of the sequent

of relations S: the maximal complexity of a boxed subformula occurring in S. If

the modal degree is 0, then S is propositional and SGKg-derivable. Otherwise,

by Lemma [I] (since working upwards, the rules do not increase modal degree),

we can assume that S is both GKg-valid and saturated. If S is propositionally

GKg-valid, then it is derivable. Otherwise, by LemmasPland 4] S is of the form:
S'"[{04; < OB}, [{0C; < L},

and ek {0A; <OB}, [ {0C; < L}, . But then by Lemma [5
Fokg [\ Ai < A\ Bi[{C; < L}-,  forsomed CIC{l,...,n}.
iel iel
Let us assume without loss of generality that I = {1,...,n}. Then also:
Fekn {Ai < Bilisg [{C; < L}, fork=1...n.

So by the induction hypothesis and an application of (OJ):

Fsek S’ [{0A; < OBy}, [{0C; < L}jL, fork=1...n.
But then S is derivable by repeated applications of (COM). a

We can use SGK to give an alternative completeness proof for the axiomatiza-
tion HGK with respect to both standard and fuzzy Kripke frames (Theorem [I]).

Corollary 1. =gk, A iff |:GKFD A iff Freky A.

Proof. First notice that the soundness proof for SGK can be adjusted to prove
soundness for fuzzy frames: i.e., if Fsgky S, then ':GKFD S. But then it follows

from the completeness proof (the other direction is trivial) that ':GKFD S iff
=cky S- Now consider the following interpretation of sequent of relations:

I({A; < By, [{C5 < DY) = N(Bi — A) —

=1 7

(Cj — Dj).

<

1

It is easily shown that =gk, S iff =gk, I(S). Hence to establish completeness
for HGK, it is sufficient to show that for each rule Si,...,S, / S of SGKp,
whenever Fpgky I1(S;) for i = 1...n, also Fheky I(S). This is straightforward
for the propositional rules and easy for the weakening rules, so let us just consider
. We show the simplified case that if Fpeky (A — B)V —C, then FHekp
(A — OB) v -0OC. Note first that Fnyg (-—F — G) < (G V —F). Hence if
Freky (A — B)V~C, then Fycky =—C — (A — B). But then by (NEC), Frekp
O(-=-C — (A — B)) and using (Kn), Freky 0-~C — (OA — OB). Now,
using (ZD)7 }_HGKD -—-0C — (DA — DB). But then FHGKD (DA — DB) v-0OcC
as required. a



Proof Systems for a Godel Modal Logic 275

Theorem 5. The GKg-validity problem for GKg is PSPACE-complete.

Proof. First we show that GKg is PSPACE-hard. We recall that the modal logic
K is PSPACE-complete (see e.g. [7]). Consider the translation x sending each
propositional variable p to its double negation ——p. We can easily show that
=k A iff =gk A which establishes that GKp must also be PSPACE-hard. For
the non-trivial direction consider any GK model M = (W, R, V) and define a K
model M’ = (W, R, V') by stipulating: V' (p,w) = V(=—p,w). Then by a simple
induction, V'(C,w) = V(C*,w) € {0,1} for any formula C. Thus if ek, A*,
then there is a K model M where A is not valid.

For PSPACE-inclusion, we consider the sequent of relations calculus SGKp.
Given a formula A, let Sub(A) be the set of subformulas of A together with the
formulas T, OT, 1,01, and consider the set

P4 ={C<aD:C,D e Sub(4),<€ {<,<}}.

The cardinality of @4 is O(|A|?). Since any sequent of relations appearing in a
derivation of T < A is a subset of @4, its size is also O(|A|?).

We now consider the length of branches in the search for an SGKg-derivation
of T < A. Using the invertibility of the logical rules we assume that any branch
of a derivation is expanded by applying iteratively the rules upwards in the
following order:

(1) Apply the logical rules, (wrL), (WR), (<), and (COM) in order to obtain a
saturated sequent and check the axioms.
(2) Apply (O) and restart from (1) with the premise of this rule.

The length of the branch built in (1) is O(|A|?) since each logical rule replaces
one relation with one or two relations involving formulas of smaller complexity,
and each application of (WL), (WR), (<), and (com) add exactly one relation
at a time, with the total number of different relations possible being O(|A|?).
The sequent obtained in (2) by applying ((J) has a smaller or equal number of
relations and a strictly smaller modal degree. The entire length of a proof branch
is hence bounded by O(]A]? x m) = O(|AJ?), where m is the modal degree of A.

Thus storing a branch of a proof requires only polynomial space. Moreover,
the branching is at most binary. As usual, we search for a proof in a depth-first
manner: we store one branch at a time together with some information (requiring
a small amount of space, say logarithmic space) to reconstruct branching points
and backtracking points, the latter determined by alternative applications of
(O). Hence the total amount of space needed for carrying out proof search is
polynomial in the size of A, and so deciding validity for GKp is in PSPACE. O

4 A Hypersequent Calculus

Hypersequents were introduced by Avron in [I] as a generalization of Gentzen
sequents that allow disjunctive or parallel forms of reasoning. Instead of a single
sequent, there is a collection of sequents that can be “worked on” simultaneously.
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Initial Hypersequents

D 1= =T
Q\AéA() Q\F,J_éA( ) Q\FéT( )
Structural Rules
g g‘H‘H g‘Fl,HléAl Q|F2,H2¢A2
(EW) (EC) (com)
g|H G| H G| I, I2 = Ay | Ty, Iy = A
G| I'= A G| I = G|TIA,A= A
(wr) (WR) (cv)
G| INA= A G| Ir=A G| TLA= A
Logical Rules
G|Ih=A G|I:,B=A G|IA=B
(—=) (=-)
G| IN,I2,A— B= A G|I'=>A—B
G| IMA= A G| I'B= A G| I'=A G|I'=B
(A=) (A=)2 (=N)
G|INAANB= A G|ITAANB= A Gg|I'=AAB
GIINMA=A G|I,B=A G| I'= A G|I'=B
(\/:>) (:>\/)1 (:>\/)2
G|INAVB= A G|I'=AVB G|I'=AVB

Cut Rule
g‘[‘l,A:>A g‘[‘zéA

C
Q|F1,F2$A (UT)

Fig. 3. The Gentzen System GG

More precisely, we define a sequent S here as an ordered pair consisting of a finite
multiset I" of formulas and a multiset A containing at most one formula, written
I' = A, and a hypersequent G as a non-empty finite multiset of sequents, written
INn= Ay |...| I, = A, or sometimes, for short, as [I; = A;]"_,. By taking
multisets of formulas and sequents rather than sequences (as used e.g. by Avron
in [I]) or sets we ensure that the multiplicity but not the order of elements is
important. We interpret sequents and hypersequents as follows (recalling that

Al =aer T and V[ =4er L):
I(I=A) =4 NT = \/A  I(S1]... | Sn) =aer I(S1) V... VI(Sy).

Hypersequent calculi admitting cut-elimination have been defined for a wide
range of fuzzy logics (for details see [16]). In particular, the first example of
such a system was the calculus GG defined for Godel logic by Avron in [2] (see
also [3I16]). We extend this system, presented in Figure[3with an adapted version
of the usual Gentzen rule for K. GGK is GG extended with:

I=|I'=A

O
Ol =|0r =04 )

Rules for the defined negation —A =, A — L are derivable in GGK:

G| I'=A G|ITIA=

gir-a= T girs a7
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It will also be helpful (e.g. in proving cut-elimination) to consider a generalization
of the rule (O), derivable using (com), (O), (cL), and (WL):

I =|...|IIn= = A )
OIl =|... |0, =0 =04 (n €N)

Ezample 2. All the axioms of HGKg are derivable in GGKg; e.g. for (Zg):

A¢A%@ A= a4
A, -A = A A=
AA=|-A-A=
AA=| A=
A=|-A=
A== A
OA :>|:> O--A
= -0A |= 0--4
-—0A =|= 0--4
-—0A4 =|-—-0A4=0--4
-—-0A = 0--A | --04 = 0--4

—-—0A = O0-—-A4
= —--0A4 — O0--4

Theorem 6. Feery G iff Frekg 1(G) iff Faxg 1(9) iff Fere, 1(9)-

Proof. If Fucky 1(G), then Fgoky G, since (1) all the axioms of HGKy are
derivable in GGKp and the rules are admissible, and (2) Feeky G iff Feoky
I(G) (proved as for GG in [I6]). Moreover, to show that Fggk, G implies =gk
I(G), we need only show that the rules of GGKg are sound with respect to the
semantics, the new case of (O) following exactly as in the proof of Theorem Bl All
other implications follow from Theorem [ (also proved using the completeness
of SGK as Corollary[I]). O

D)
(==)
(com)
(cr)

(cr)
(=)
(@)

(=)

(—=)
WL)
(WR)
(EC)
(—==)

We now show that cut-elimination holds for GGKp, i.e., that there is a construc-
tive procedure for transforming a derivation of a hypersequent G in this calculus
into a derivation of G with no applications of (cUT). We write d ks X to denote
that d is a derivation of some structure X in a calculus S and |d| for the height
of the derivation considered as a tree. We also recall that the principal formula
of an application of a rule is the distinguished formula in the conclusion and
that the cut-formula of an application of (CUT) is the formula appearing in the
premises but not the conclusion.

Theorem 7. Cut-elimination holds for GGKg.

Proof. Let GGKZ be GGKp with (cuT) removed. Then to establish cut-
elimination for GGK it is sufficient to give a constructive proof of the following:

Claim. If dy Feeke, [ 15, [AN = A;]™, and do Faeke, M| [IT; = Al
then FGGKOD H | [F“Hj\z = Ai]j:L..m.

i=1..n
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We proceed by induction on the lexicographically ordered pair (|A|,|d1| + |da]).
If the last step in either derivation is an initial hypersequent, then the result fol-
lows almost immediately. Also, if the last step in either derivation is not (OJ) or
does not have the cut-formula as the principal formula, then the result follows by
applications of the induction hypothesis to the premises and applications of the
same rule and structural rules. Suppose for example that one of the derivations
ends with an application of (cOM) (the other derivation may end with (O)):

G| I, T3, [P = Ay G| I T JAPT Y = A
G| Tf, I JAPTHY = Ay | Tp, T AP = A,
where G = [}, [A]» = A;]"_;. Then by the induction hypothesis twice:

>\/1 +>\/ Y

>\//
FGGK"D H' | [F{,FQ/,HJ» 2 :>A1];-n:1 FGGK"D H' | [F{/,FQH,HJ»IJF 2 :>A2]§n:1
where H' = H | [I3, 11 ;‘1 = Az]z:?};” . The required hypersequent:
H L I = Ay | (1, 1272 1 = Ao

is derivable by repeated applications of (com), (EC), and (EW).

If a distinguished occurrence of A is the principal formula in both derivations
and of the form BAC, BV C, or B — C, then we can first use the induction
hypothesis applied to the premises in one derivation and the conclusion in the
other, and then apply the induction hypothesis again with cut-formulas B and
C' of smaller complexity. The result follows using applications of (EC) and/or
(Ew) as required. Consider then the hardest case where both derivations d; and
dy end as follows with an application of ((J) and A is of the form OB:

I, [BP =| Iy, (B = C ©) Y=|Il=B

M Ao @)
arn, OB =| O, [OBP? = 0OC 0Y =| 011 = OB

Then since |B| < |0B|, we can apply the induction hypothesis to the GGK-
derivable hypersequents I, [B]* =| I,[B]* = C and ¥ =| II = B to
obtain a GGKg-derivation of X' =| I, II* =| I, [1** = C. Hence by an
application of the derived rule (CJ)*, we obtain a GGKg-derivation ending with
OY =| 0N, 011" =| O, 011" = 0OC as required. a

Concluding Remark. In this paper, we have introduced sequent of relations
and hypersequent calculi and established PSPACE completeness for a basic
Godel modal logic. Our broader goal is to extend these results to classes of modal
fuzzy logics. Certain Godel modal logics with accessibility relations that are tran-
sitive, reflexive, symmetric, etc. (giving e.g. K4 and S4 versions of the logic) are
axiomatized in [6] and in these cases, it is a straightforward task to develop cor-
responding hypersequent calculi extending GGKg that admit cut-elimination.
However, a general treatment incorporating more complicated modal conditions
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will require more expressive formalisms such as display calculi or labelled se-
quents/tableaux as is already the case for classical modal logics. Another task,
important in connection with fuzzy description logics, is to develop calculi to
deal with logics equipped also with the modality ¢. Although similar methods
to those developed for the single modality should work, the logics based on
standard and fuzzy Kripke frames diverge and require different rules.
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Generic Modal Cut Elimination Applied to
Conditional Logics

Dirk Pattinson!* and Lutz Schréder?**

! Department of Computing, Imperial College London
2 DFKI Bremen and Department of Computer Science, Universitit Bremen

Abstract. We develop a general criterion for cut elimination in sequent
calculi for propositional modal logics, which rests on absorption of cut,
contraction, weakening and inversion by the purely modal part of the rule
system. Our criterion applies also to a wide variety of logics outside the
realm of normal modal logic. We give extensive example instantiations
of our framework to various conditional logics. For these, we obtain fully
internalised calculi which are substantially simpler than those known in
the literature, along with leaner proofs of cut elimination and complex-
ity. In one case, conditional logic with modus ponens and conditional
excluded middle, cut elimination and complexity are explicitly stated as
open in the literature.

1 Introduction

Cut elimination, originally invented by Gentzen [5], is one of the core concepts of
proof theory and plays a major role in particular for algorithmic aspects of logic,
including the subformula property, the complexity of automated reasoning and,
via interpolation, modularity issues. The large number of logical calculi that are
currently in use, in particular in various areas of computer science, motivates
efforts to define families of sequent calculi that cover a variety of logics and admit
uniform proofs of cut elimination, enabled by suitable sufficient conditions. Here,
we present such a method for modal sequent calculi that applies to possibly non-
normal normal modal logics, which appear, e.g. in concurrency and knowledge
representation. We use a separation of the modal calculi into a fixed underlying
propositional part and a modal part; the core of our criterion is absorption
of cut by the modal rules. This concept generalises the notion of resolution
closed rule set [9/12], dropping the assumption that the logic at hand is rank-1,
i.e. axiomatised by formulas in which the nesting depth of modal operators is
uniformly equal to 1 (such as K).

Our method is reasonably simple and intuitive, and nevertheless applies to a
wide range of modal logics. While we use normal modal logics such as K and T’
as running examples to illustrate our concepts at the time of introduction, our

* Partially supported by EPSRC grant EP/F031173/1.
** Work performed as part of the DFG project Generic Algorithms and Complezity
Bounds in Coalgebraic Modal Logic (SCHR 1118/5-1).

M. Giese and A. Waaler (Eds.): TABLEAUX 2009, LNAI 5607, pp. 280{294,|2009.
(© Springer-Verlag Berlin Heidelberg 2009
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main applications are conditional logics, which have a binary modal operator
read as a non-monotonic implication (unlike default logics, conditional logics al-
low nested non-monotonic implications). In particular, we prove cut-elimination
(hence, since the generic systems under consideration are analytic, the subfor-
mula property) for the conditional logics CK, CKMP, CKCEM, and CKMPCEM
using our generic procedure. An easy analysis of proof search in the arising cut-
free calculi moreover establishes that the satisfiability problem of each of these
logics is in PSPACE. This is a tight bound for CK and CKMP, whereas the
provability problem in extensions of CKCEM can be solved in coNP, as we show
by a slightly adapted algorithmic treatment of our calculus using a dynamic
programming approach in the spirit of [I3]. We point out that while (different)
cut-free labelled sequent calculi for CK, CKMP, CKCEM, and some further con-
ditional logics, as well as the ensuing upper complexity bounds, have previously
been presented by Olivetti et al., the corresponding issues for CKMPCEM have
explicitly been left as open problems [§].

Related work. A set of sufficient conditions for a sequent calculus to admit cut
elimination and a subsequent analysis of the complexity of cut elimination (not
proof search) is presented in [10]. The range of application of this method is very
wide and encompasses, e.g. first-order logic, the modal logic 54, linear logic, and
intuitionistic propositional logic. This generality is reflected in the fact that the
method as a whole is substantially more involved than ours. A simpler method
for a different and comparatively restrictive class of calculi, so-called canonical
calculi, is considered in [IJ; this method does not apply to typical modal systems,
as it considers only so-called canonical rules, i.e., left and right introduction rules
for connectives which permit adding a common context simultaneously in the
premise and the conclusion. (In fact, it might be regarded as the essence of
modal logic that its rules fail to be canonical, e.g. the necessitation rule A/JA
does not generalise to I', A/I',[JA for a sequent I'.) Moreover, the format of the
rules in op.cit. does not allow for the introduction of more than one occurrence
of a logical connective, which is necessary even for the most basic modal logics.
The same applies to [4]. In [3], logical rules are treated on an individual basis,
which precludes the treatment of cuts between two rule conclusions. Overall,
our notion of absorption is substantially more general when compared to similar
notions in the papers discussed above, which stipulate that cuts between left
and right rules for the same connective are absorbed by structural rules. In our
own earlier work [9], we have considered a special case of the method presented
here in the restricted context of rank-1 logics; in particular, these results did not
cover logics such as K4, CKMP, or CKMPCEM.

2 Preliminaries and Notation

A modal similarity type (or modal signature) is a set A of modal operators with
associated arities that we keep fixed throughout the paper. Given a set V' of
propositional variables, the set F(A) of A-formulas is given by the grammar

FA)3ABu=1|p|-A|AANB|O(Ay,...,A)
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where p € V and © € A is n-ary. We use standard abbreviations of the other
propositional connectives T, V and —. A A-sequent is a finite multiset of A-
formulas, and the set of A-sequents is denoted by S(A). We write the multiset
union of I' and A as I, A and identify a formula A € F(A) with the sin-
gleton sequent containing only A. If S C F(A) is a set of formulas, then an
S-substitution is a mapping o : V' — S. We denote the result of uniformly sub-
stituting o(p) for p in a formula A by Ac. This extends pointwise to A-sequents
sothat I'oc = Ayo,..., Ao if ' = Ay,..., A,. It S C F(A) is a set of A-formulas
and A € F(A), we say that A is a propositional consequence of S if there exist
Aq,..., A, € S such that Ay A--- AN A, — A is a substitution instance of a
propositional tautology. We write S Fp_ A if A is a propositional consequence
of S and A bp B for {A} FpL B for the case of single formulas.

3 Modal Deduction Systems

To facilitate the task of comparing the notion of provability in both Hilbert and
Gentzen type proof systems, we introduce the following notion of a proof rule
that can be used, without any modifications, in both systems.

Definition 1. A A-rule is of the form Fl’i;é’F” where n > 0 and Iy,..., 1,
are A-sequents. The sequents Iy, ..., I, are the premises of the rule and Iy its
conclusion. A rule I without premises is called a A-axiom, which we denote by
just its conclusion, Iy. A rule set is just a set of A-rules, and we say that a rule
set R is substitution closed, if INo...Ih,o/Iyo € R whenever I'y...T1,/Iy € R
and o : V — F(A) is a substitution.

In view of the sequent calculi that we introduce later, we read sequents disjunc-
tively. Consequently, a rule I7,..., I, /I can be used to prove the disjunction
Iy, provided that \/ I; is provable, for all 1 < i < n. We emphasise that a rule
is an expression of the object language, i.e. it does not contain meta-linguistic
variables. As such, it represents a specific deduction step rather than a family
of possible deductions, which helps to economise on syntactic categories. In our
examples, concrete rule sets are presented as instances of rule schemas.

Example 2. For the modal logics K, K4 and T, we fix the modal signature
A = {O} consisting of a single modal operator O with arity one. The language
of conditional logic is given by the similarity type A = {=} where the conditional
arrow = has arity 2. We use infix notation and write A = B instead of = (A, B)
for A, B € F(A). Deduction over modal and conditional logics are governed by
the following rule sets:

1. The rule set K associated to the modal logic K consists of all instances of
the necessitation rule (N) and the distribution axiom (D) below.
A
N
(N) 54
The rule sets for T and K4 arise by extending this set with the reflexivity axiom

(R) and the (4)-axiom, respectively. We reserve the name (T) for the reflexivity
rule in a cut-free system.

(D)O(A — B) — (DA — OB) (4)00A —- DA (RI0A — A
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2. Conditional logic, e.g. the system CK of [2] is axiomatised by the rule set
that consists of all instances of (RCEA) on the left, and (RCK) on the right below:

A A BiAN---ANB, — B
(A= B) < (A'= B) (A= Bi)AN---N(A=B,,) » (A= B)

As additional axioms, we consider
(ID)A= A (MP)(A = B) — (A — B) (CEM)(A = B)V (A= —B)

that induce extensions of CK that we denote by juxtaposition of the respective
axioms, e.g. CKMPCEM contains the rules for CK and the axioms (MP) and
(CEM).

Rules with more than one premise arise through saturation of a given rule set
under cut that, e.g. leads to the rules (CK,) and (MP,) presented in Section

The notion of deduction in modal Hilbert systems then takes the following form.

Definition 3. Suppose R is a set of rules. The set of R-derivable formulas in
the Hilbert-system given by R is the least set of formulas that

e contains Ao whenever A is a propositional tautology and o is a substitution
e contains B whenever it contains A and A — B
o contains \/ Iy whenever it contains \/ I,...,\/ I, and Flff" eR.

We write HR = A if A is R-derivable.

In other words, the set of derivable formulas is the least set that contains propo-
sitional tautologies, is closed under uniform substitution, modus ponens and
application of rules. We will later consider Hilbert systems that induce the same
provability predicate based on the following notion of admissibility.

Definition 4. A rule set R’ is admissible in HR if HRF A <— H(RUR')+F A
for all formulas A € F(A). Two rule sets R,R’ are equivalent if R is admissible
in HR" and R’ is admissible in HR.

In words, R" is admissible in HR if adding the rules R” to those of R leaves the
set of provable formulas unchanged. We note the following trivial, but useful
consequence of admissibility.

Lemma 5. HR+ A iff HR'F A if R and R’ are equivalent and A € F(A).

The next proposition is concerned with the structure of proofs in Hilbert systems
and is the key for proving equivalence of Hilbert and Gentzen-type systems.

Proposition 6. The set HT(R) = {4 € F(A) | HR + A} is the smallest set
S of formulas that contains a formula A € F(A) whenever there are rules
6,/I,...,60,/I, € R and substitutions o1,...,0, : V. — F(A) such that
VAc;, €S foralAeO; i=1,...,n) and {\/ [no,...,\| o} FpL A.
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In other words, in a modal Hilbert system, each provable formula is a proposi-
tional consequence of rule conclusions with provable premises. This result forms
the basis of our comparison of Hilbert and Gentzen systems, and we show that
cut elimination essentially amounts to the fact that — in the corresponding
Hilbert system — each valid formula is a consequence of a single rule conclu-
sion with provable premise.

We now set the stage for sequent systems that we are going to address in
the remainder of the paper. The notion of derivability in the sequent calculus
associated with a rule set R is formulated parametric in terms of a set X of
additional rules that will later be instantiated with relativised versions of cut,
weakening, contraction and inversion.

Definition 7. Suppose R and X are sets of A-rules. The set of RC+ X-derivable
sequents in the Gentzen-system given by R is the least set of sequents that

o contains A,—A,I" for all sequents I' € S(A) and formulas A € F(A)
o contains ~L,I" for all I' € S(A)

e is closed under instances of the rule schemas
I',-A,-B A I'B IA
I',-(AAB) I''AANB I,——A

where A € F(A) ranges over formulas and I' C F(A) over multisets of formulas.
We call the above rules the propositional rules and the formula occurring in the
conclusion but not in I principal in the respective rule.

e is closed under the rules in RUX, i.e. it contains Iy whenever it contains
I,..., I, for ™ € RUX.

We write GR + X F I if I can be derived in this way and GRF I if X = (.

The set X of extra rules will later be instantiated with a relativised version of
the cut rule and additional axioms that locally capture the effect of weakening,
contraction and inversion, applied to rule premises. This allows to formulate local
conditions for the admissibility of cut that can be checked on a per-rule basis.

Many other formulations of sequent systems only permit axioms of the form
I',p,—p where p € V is a propositional atom. The reason for being more liberal
here is that this makes it easier to prove admissibility of uniform substitution,
at the expense of loosing depth-preserving admissibility of structural rules. We
come back to this matter in Remark

The following proposition is readily established by an induction on the prov-
ability predicate RH |-.

Proposition 8. Suppose I' € S(A) is a sequent. Then RHE\/I" if RGF I

The remainder of the paper is concerned with the converse of the above propo-
sition, which relies on specific properties of the rule set R.

4 Generic Modal Cut Elimination

In order to establish the converse of Proposition [§] we need to establish that the
cut rule is admissible in the Gentzen system GR defined by the ruleset R. Clearly,
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we cannot expect that cut elimination holds in general: it is well known (and
easy to check) that the sequent system arising from the rule set consisting of all
instances of (N) and (D), presented in Example 2l does not enjoy cut elimination.
In other words, we have to look for constructions that allow us to transform a
given rule set into one for which cut elimination holds. The main result of our
analysis is that cut elimination holds if the rule set under consideration satisfies
four crucial requirements that are local in the sense that they can be checked on
a per-rule basis without the need of carrying out a fully-fledged cut-elimination
proof: absorption of weakening, contraction, inversion and cut.

The first three properties can be checked for each rule individually and amount
to the admissibility of the respective principle, and the last requirement amounts
to the possibility of eliminating cut between a pair of rule conclusions. We em-
phasise that these properties can be checked locally for the modal rules, and
cut elimination will follow automatically. It is not particularly surprising that
cut elimination holds under these assumptions. However, isolating the four con-
ditions above provides us with means to convert a modal Hilbert system into
an equivalent cut-free sequent calculus. We now introduce relativised versions of
the structural rules that will be the main tool in the proof of cut elimination.

Definition 9. Suppose I is a A-sequent and let A(I") consist of the axioms

I', A for all A € F(A)

AAifI'=A,A A for some A € S(A), A € F(A)

A Aif I'=A,—~—A for some A € S(A), A € F(A)

A7ﬁA17ﬁA2 ZfF = A, ﬁ(Al A AQ) for some A € S(/l), Al,A2 S f(/l)

A A; fori=1,24 T = A, (A1 A Ag) for some A € S(A), A1, Ay € F(A)

We say that a rule set R absorbs the structural rules if
GR+A(IM)U---UA(I,) T

for all "' € R and all T € A(Tp).

In other words, a deduction step that applies weakening, contraction or inversion
to a rule conclusion can be replaced by a (possibly different) rule where the cor-
responding structural rules are applied to the premises. We discuss a number of
standard examples before stating that absorption of the structural rules implies
their admissibility.

Example 10. The rule sets containing all instances of either of the following
rule schemas (K), (T) and (K4)

Ay, .. A, Ao A, -OA, T —-Ay,-0A,...,~A,,~OA,, B
—~OA,,...,-0A,,04,,  -0A,T —~OA,,...,-0A,,0B,T

absorbs the structural rules. We note that (K) absorbs weakening due to the
presence of I' in the conclusion, and the absorption of contraction in (T) and
(K4) is a consequence of the presence of the negated [J-formulas in the premise.
The absorption of inversion in a consequence of the weakening context I" in (K)
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and (K4) and implied by duplicating the context I" in (T). On the other hand,
the rule sets defined by
—Ai, ..., Ay, Ao -A I
-0A,...,-0A4,,04, -0A, T

fail to absorb the structural rules: the rule on the left fails to absorb weakening,
whereas the right-hand rule does not absorb contraction.

It should be intuitively clear that absorption of structural rules implies their
admissibility, which we establish next.

Proposition 11. Suppose R absorbs the structural rules. Then all instances of
the rule schemas of weakening, contraction and inversion

r A A I,——A I'—(A; A Ag) I A A Ag(. _1.9)
A TA r,A T, -A1,~As ra VT
where I' € S(A) and A, A1, Ay € F(A) are admissible in GR.
Remark 12

1. The main purpose for introducing the notion of absorption of structural
rules (Definition [@]) is to have a handy criterion that guarantees admissibility of
the structural rules (Proposition[IT]). Our definition offers a compromise between
generality and simplicity. In essence, a rule set absorbs structural rules, if an
application of weakening, contraction or inversion can be pushed up one level of
the proof tree. A weaker version of Definition [@lwould require that an application
of weakening, contraction or inversion to a rule conclusion can be replaced by a
sequence of deduction steps where the structural rule in question can not only be
applied to the premises of the rule, but also freely anywhere else, provided that
these additional applications are smaller in a well-founded ordering. However,
we are presently not aware of any examples where this extra generality would
be necessary.

2. In many Sequent systems, the statement of Proposition[II]can be strength-
ened to say that weakening, contraction and inversion are depth-preserving ad-
missible, i.e. does not increase the height of the proof tree. This is in general
false for the systems considered here as axioms are of the form A,—-A,I" for
A € F(A) and, for instance, (AA B), 7(AA B) is derivable with a proof of height
one (being an axiom), but, e.g. AA B, —A, =B cannot be established by a proof
of depth one (not being an axiom). It is easy to see that weakening, inversion and
contraction are in fact depth-preserving admissible if only atomic axioms of the
form p, —p, I" are allowed, for p € V' a propositional variable. The more general
form of axioms adopted in this paper allows us to simplify many constructions
as we do not have to consider a congruence rule explicitly which would allow us
to prove (rather than to assume as axioms) sequents of the form OA, -OA, I'.

Having dealt with the structural rules, we now address our main concern: the
admissibility of the cut rule. In contrast to the absorption of structural rules,
we need one additional degree of freedom in that we need to allow ourselves to
apply cut to a structurally smaller formula.
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Definition 13. The size of a formula A € F(A) is given inductively by size(p) =
size(L) =1, size(AAB) = size(AV B) = 1+size(A) +size(B) and, for the modal
case, size(O(A1,...,An)) =1 +size(Ay) + - - - + size(A4,).

A ruleset R absorbs cut, if for all rules (rl)Fl"y”’UF" , (r2) Al"'y"AO’“ eR

GR + CUt(A, T1, 7’2) H FQ, Ao

where Cut(A,ry,72) consists of all instances of the rule schemas

rc A-C T [VAJA T,-=A T,~(AAAy) T,A A A,
A I A I A IA  I,-Ap, A, I A

where size(C') < size(A) in the leftmost rule and i = 1,2 in the rightmost schema,
together with the axioms Iy, ..., I, A1, ..., Ay and all sequents of the form I'; A
where I'y A € S(A) and, for some B € F(A),

e I'Band A,-~B e {I1,..., I, A1,..., A}, or
o I'B=1T1y,A and A,—-B € {Ay,..., A}, or
e I'B=Ay,—A and A,-B e {I,...,I,}.

A rule set that absorbs structural rules and the cut rule is called absorbing.

The intuition behind the above definition is similar to that of absorption of
structural rules, but we have two additional degrees of freedom: we can not only
apply the cut rule to rule premises, but we can moreover freely use both cut on
structurally smaller formulas and the structural rules. This allows us to use the
standard argument, a double induction on the structure of the cut formula and
the size (or height) of the proof tree, to establish cut elimination. This is carried
out in the proof of the next theorem.

Theorem 14. Suppose R is absorbing. Then the cut rule
I,A A -A
A

is admissible in GR.

The proof proceeds by a double induction on the size of the cut formula and the
size of the proof tree, and analyse all possible ways in which the cut rule can be
applied. The case of cuts arising between conclusions of modal rules follows from
absorption of cut. Cuts between conclusions of a modal and a propositional rule
can be eliminated by using the absorption of structural rules.

We illustrate the preceding theorem by using it to derive the well-known fact
that cut-elimination holds for the modal logics K, K4 and T and use it to derive
cut-elimination for various conditional logics in Section

Example 15. The rule sets K,K4 and T are absorbing. We have already seen
that they absorb weakening, contraction and inversion in Example [I0 so every-
thing that remains to be seen is that they also absorb cut. For (K), we need to
apply cut to a formula of smaller size. For the two instances

(7" ) ﬁ*‘417"'7ﬁ“477,7*‘40 (T ) "Bla--';"BkuBO
Y_0A,,...,-0A,,0A0, T ¥ .0B,,...,-0By, 0By, A
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we need to consider, up to symmetry, the cases A; = By, JA; € A and -4, €
A, for i = 1,...,n. Here, we only treat the first case for i = 1 where we have
to show that —-[As,...,—0A,,0Aq, 0By, ...,-0Bk, I, A is derivable from
GR + Cut(dAy, 71, 72), which follows as the latter system allows us to apply cut
on A; = By. The case JA; € A and "0Ap € A are straight forward.

The argument to show that (K4) is absorbing is similar, and uses an additional
(admissible) instance of cut on a formula of smaller size and contraction. For (T)
we only consider instances of cut between two conclusions of

)ﬁA, ~OA, T )ﬂB,ﬂDB,A
(1 ~0A, T (r2 ~0B, A

of the T-rule. We only demonstrate the case (JA € A. In this case, A = A’ JA
and we have to show that -0OB, T, A’ can be derived in Cut(CJA,ry,r2). The
latter system allows us to cut =(JA between the conclusion of (T) on the left
and the premise of the right hand rule, i.e., we have that Cut(CJA,ry,72) F
-B,-0B, I'yA’) and an application of (T) now gives derivability of OB, I') A'.

5 Equivalence of Hilbert and Gentzen Systems

We now investigate the relationship between provability in a Hilbert-system and
provability in the associated Gentzen system. We note the following standard
lemmas that we will use later on.

Lemma 16. Suppose A € F(A) is a propositional tautology. Then GR - A. If
moreover R is closed under substitution, then GR - I'c whenever GR F I' for all

I' e S(4).

Remark 17. Being able to prove the previous lemma is the main reason for
formulating axioms as A,—A,I" where A € F(A) rather than p,—p, I". Both
formulations are equivalent if the modal congruence rule

A — Af A, — Al
Q(Ay,...,A,) — Q(4],...,A)

is admissible. However, Lemma, [I6] can be proved without the assumption that
congruence is admissible using axioms of the form A, —A, I'.

Theorem 18. SupposeR is absorbing and substitution closed. Then GR - I' <—
HRE\/ I forall " € S(A).

Proof (Sketch). We only need to show the direction from right to left. Inductively
assume that HR - \/ I" for I € S(A). By Proposition [§ we have that there are
rules ©;/T; and substitutions o;, ¢ = 1,...,n such that

e HRF Ag; whenever A€ ©; (i=1,...,n)
o {VIvor,...,\V o} Fp VI
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By induction hypothesis, GR - Ag; for all i = 1,...,n and A € ©;. By Lemma
we have

GRE\/Tioy A+ A\/ Thow — \/ T
The claim follows by applying cut, contraction and inversion.

The construction of an absorbing rule set from a given set of axioms and rules
essentially boils down to adding the missing instances of cut, weakening, contrac-
tion and inversion to a given rule set. The soundness of this process is witnessed
by the following two simple lemmas, which we use in this section to derive an
absorbing rule set for K and to establish cut-elimination for a large range of
conditional logics in the next section.

Lemma 19. Suppose I,...,[,/-A Iy and Ay, ..., Ap/A, Ao € R. Then the
rule I, ..., Iy, Aq, ..., Ag/To, Ao is admissible in HR.

The same applies to instances of the structural rules of weakening, contraction
and inversion. As we are extending the rule set while leaving the provability pred-
icate in the Hilbert calculus unchanged, the following formulation is handy for
our purposes — in particular it implies the fact that we can freely use structural
rules both in the premise and conclusion.

Lemma 20. Suppose that I'y,..., [, /Iy € R. If Ay, ..., A1 € S(A) and both

{\/Ah...,\/Ak} FpL \/Fi(l <3 < n) and \/FO FpL \/Ao
then the rule Iy, ..., I'y/Iy is admissible in HR.

This gives us a recipe for constructing rule sets that absorb contraction and cut:
simply add more rules according to the lemmas above. This will not change the
notion of provability in the Hilbert system, but when this process terminates, the
ensuing rule set will be absorbing and gives rise to a cut free sequent calculus.

Example 21 (Modal Logic K). In a Hilbert-style calculus, the axiomatisation
of K is usually described in terms of the distribution axiom (which we view as
a rule with empty premise) and the necessitation rule:

A
We first apply Lemma [I9 to break the propositional connectives in the dis-
tribution axiom. We have that the axiom —0(A — B),-0A,0OB is admissi-
ble by Lemma 20 and applying Lemma [I9 to this axiom and the instance
A — B/O(A — B) of the necessitation rule gives admissibility of the all in-
stances of

(D) O(A— B)—-0A—0B

—-A, B
-0A,0B
with the help of (admissible) propositional reasoning in the premise. The same
procedure, applied to the instances
-A,B—C

-O(B ~0B,0
~0A4,0(B — C) (B —C),~0B,0C
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gives admissibility of the left hand rule below,

-A,-B,C —Ay,. .. A, Ao
—~0A,-0B,0C  —0As,...,-0A,,0A, I

and continuing in this way and absorbing weakening, we obtain admissibility of
the rule on the right, where I € S(A) is an arbitrary context. We have shown
previously that this rule set is absorbing, and it is easy to see that it is equivalent
to the rule set consisting of all instances of (N) and (D).

6 Applications: Sequent Calculi for Conditional Logics

After having seen how the construction of absorbing rule sets gives rise to cut-
elimination for a number of well-studied normal modal logics, in this section we
construct a cut-free sequent calculus for a number of conditional logics.

Conditional logics [2] are extensions of propositional logic by a non-monotonic
conditional A = B, read as “B holds under the condition that A”. The con-
ditional implication is non-monotonic in general, that is the validity of A = B
does not imply that also (A A C) = B is a valid statement.

Axiomatically, the first argument A of the conditional operation A = B
behaves like the [J in neighbourhood frames and only supports replacement of
equivalents, whereas the second argument B obeys the rules of K. We recall
from Example[2that CK CK is axiomatised by the rules (RCEA) and (RCK) that
we augment with a subset of the following axioms:

(ID)A=A (MP)(A=B) -A—~B (CEM)(A= B)V (A= -B).

The first axiom embodies a form of identity in the sense that A holds under
condition A and (MP) is a conditional form of modus ponens. The axiom (CEM)
is the conditional excluded middle. We denote combination of rule sets by jux-
taposition so that CKID comprises all instances of CK and ID.

6.1 Cut Elimination for Extensions of CK without CEM

We first treat extensions of the basic conditional logic CK with axioms ID and
MP, but not including CEM and discuss CEM later, as the effect of adding CEM
leads to a more general form of the CK rule. We start by introducing some
notation that provides a shorthand for expressing the bi-implications in the
premise of CK.

Notation 22. If Ag,..., A, € F(A) are conditional formulas, we write Ay =
.-+ = A, for the sequence of sequents consisting of = Ay, A; and —A;, A for all
1<i<n.

If we absorb cuts using Lemmas [I9 and 20 we see that all instances of

(CK,) Ag=-=A, -Bi,...,7By, By
g ﬁ(Al = Bl), .. .,ﬁ(An = Bn), (Ao = Bo),F

are admissible in HCK. It is easy to see that the rule set CKj is actually absorbing:
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Theorem 23. The rule set CK, is absorbing and equivalent to CK. As a con-
sequence, GCK, has cut-elimination and GCK, = A iff HCK + A whenever
Ae F(A).

Proof. Using Lemmas [[9 and Lemma 20]it is immediate that the rule set CK, is
admissible in HCK. The argument that show that CK, is absorbing is analogous
to that for the modal logic K (Example[I3]), and the result follows from Theorem
K]

The logic CKID arises form CK by adding the identity axiom A = A to the rule
set CKy that axiomatises standard conditional logic. Applying Lemma [T9 to the
two rule instances on the left

~A,B -B,A A=B
A=A Asp A4 D),y

gives rise to the rule schema (ID4) on the right where we have used Lemma
to absorb weakening. If we denote the rule set consisting of all instances of CK,
and ID, by CKID,, we obtain:

Proposition 24. The rule set CKID, is absorbing and equivalent to CKID.

Proof. It is easy to see that CKID, absorbs the structural rules, and that CKID
is equivalent to CKID,. Cuts between conclusions of (ID,) are readily seen to be
absorbed, and absorption of cuts between an instance of CK, and an instance of
ID follows by construction.

The logic CKMP arises by augmenting the logic CK with the additional axiom
(A= B) — (A — B). The effect of adding (MP) is similar to that of enriching
the modal logic K with the (T)-axiom. Adding the missing cuts to CK augmented
with (MP) and absorbing the structural rules leads to the rule schema

A,-(A= B),I' -B,~(A= B), I’

(MPy) -(A= B), I’

and we denote the rule set consisting of all instances of CK, and MP, by CKMP,,.

Our cut elimination theorem then takes the following form:

Proposition 25. The rule set CKMP,, is absorbing and equivalent to CKMP.

Proof. Again, it is easy to see that CKMP, is admissible in HCKMP and the con-
verse follows by construction. All we have to show is that CKMP,, is absorbing,
where the absorption of structural rules is easy and left to the reader. For the ab-
sorption of cut, the argument is similar to cut elimination in the modal logic T.

6.2 Cut Elimination for Extensions of CKCEM

To construct an absorbing rule set for conditional logic plus the axiom

(CEM)(A= B)V (A= -B)
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we start from the admissible rule set for CK and close under cuts that arise with
(CEM). Repeated applications of Lemma [[9 and Lemma [20] lead to the rule set
Ag=---=A, Bo,...,Bj,mBji1,7B,

CKCEM T T
( g) (Ao = Bo), ey (Aj = Bj), _\(Aj+1 = Bj+1), ceey _‘(An = Bn), I
for1 <j<n.

Proposition 26. The rule set CKCEM, is absorbing and equivalent to CKCEM.

As a consequence, cut elimination holds in CKCEM,. We can apply essentially the
same argument to an extension of CK with both conditional modus ponens and
conditional excluded middle, but have to take care of the cuts arising between
MP, and CKCEM,, which leads to the new rule

A, (A= B), I B,(A=B),I'
(A= B), I '

If we denote the extension of CKCEM, with MP, and MPEM, by CKCEMMP,,

we obtain:

Proposition 27. CKCEMMP,, is absorbing and equivalent to CKCEMMP.

(MPEM,)

We note that the latter theorem was left as an open problem for the sequent
system presented in [8]. In summary, we obtain the following results about ex-
tensions of the conditional logic CK.

Theorem 28. Suppose thatL is one of CK, CKID, CKMP, CKCEM or CKCEMMP.
Then GLy = A whenever HL = A for all A € F(A). Moreover, cut elimination holds
in GL.

The theorem follows, in each of the cases, from Theorem [I4] and Theorem [I8§|
together with the fact that the rule set L and L, are equivalent and the latter is
absorbing.

7 Complexity of Proof Search

It is comparatively straightforward to extract complexity bounds for provability
of the logics considered above by analysing the complexity of proof search under
suitable strategies in the cut-free sequent systems obtained. Clearly, in those
cases where all modal rules peel off exactly one layer of modal operators, the
depth of proofs is polynomial in the nesting depth of modal operators in the
target formula, and therefore, proof search is in PSPACE under mild assumptions
on the branching width of proofs [12]9]. Besides reproving Ladner’s classical
result for K [7], we thus have

Theorem 29. Provability in CK and CKID is in PSPACE.

This reproves known complexity bounds originally shown in [§] (alternative short
proofs using coalgebraic semantics are given in [I1]). For CKCEM, the bound can
be improved using dynamic programming in the same style as in [13]:
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Theorem 30. Provability in CKCEM is in coNP.

More interesting are those cases where some of the modal operators from the
conclusion remain in the premise, such as T, K4, CKMP, and CKCEM (where the
difference between non-iterative logics, i.e. ones whose Hilbert-axiomatisation
does not use nested modalities, such as T, CKMP, and CKMPCEM, and itera-
tive logics such as K4 is surprisingly hard to spot in the sequent presentation).
For K4, the standard approach is to consider proofs of minimal depth, which
therefore never attempt to prove a sequent repeatedly, and analyse the maximal
depth that a branch of a proof can have without repeating a sequent. For T, a
different strategy is used, where the (T') rule is limited to be applied at most
once to every formula of the form —[JA in between two applications of (K) [6]. A
similar strategy works for the conditional logics CKMP and CKMPCEM, which
we explain in some additional detail for CKMP.
We let CKM PO and CKM P denote restricted sequent systems where in CKM P

a formula —(A :> B)is marked on a branch as soon as the rule (MP,) has been ap—
plied to it (backwards) and unmarked only at the next application of rule (CKy).
Rule (MPy) applies only to unmarked formulas. In CKM P;, we instead impose a
similar restriction where rule (MP,) applies to a sequent —(A = B), I" only in case
I'" does not contain a propositional descendant of either A or —=B. Here, a sequent
A is called a propositional descendant of a formula A if it can be generated from A
by applying propositional sequent rules backwards (e.g. the propositional descen-
dants of (=(A A B) A C) are =(A A B); C; and —A, =B). Tt is easy to check that
CKMP;—proofs can be converted into CKM Pg—proofs7 i.e. CKM P; is the most re-
strictive system. One shows that CKM P1 admits contraction and inversion by ver-
ifying that the corresponding proof transformatlons in CKMP, preserve CKM P1
proofs. It is then clear that every application of the rule (MP,) that violates the
CKMP;—restriction can be replaced by inversion and contraction, so that CKMPg7
and hence also CKM Pg, proves the same formulas as CKMP,,. Proofs in CKM Pg

are easily seen to have at most polynomial depth. Essentially the same reasoning
applies to CKMPCEM. Therefore, we have

Theorem 31. Provability in CKMP is in PSPACE; provability in CKMPCEM
15 in coNP.

We note that the complexity of CKMPCEM was explicitly left open in [§].

8 Conclusions

We have established a generic method of cut elimination in modal sequent sys-
tem based on absorption of cut and structural rules by sets of modal rules. We
have applied this method in particular to various conditional logics, thus ob-
taining cut-free unlabelled sequent calculi that complement recently introduced
labelled calculi [8]. In at least one case, the conditional logic CKMPCEM with
modus ponens and conditional excluded middle, our calculus seems to be the
first cut-free calculus in the literature, as cut elimination for the corresponding
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calculus in [8] was explicitly left open. We have applied these calculi to obtain
complexity bounds on proof search in conditional logics; in particular we have re-
proved known upper complexity bounds for CK, CKID, CKMP [8] and improved
the bound for CKCEM from PSPACE to coNP using dynamic programming
techniques following [13]. Moreover, we have obtained an upper bound coNP
for CKMPCEM, for which no bound has previously been published. We con-
jecture that our general method can also be applied to other base logics, e.g.
intuitionistic propositional logic or first-order logic, which is subject to further
investigations.
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Abstract. Bi-intuitionistic logic is a conservative extension of intu-
itionistic logic with a connective dual to implication, called exclusion.
We present a sound and complete cut-free labelled sequent calculus for
bi-intuitionistic propositional logic, Bilnt, following S. Negri’s general
method for devising sequent calculi for normal modal logics. Although it
arises as a natural formalization of the Kripke semantics, it is does not
directly support proof search. To describe a proof search procedure, we
develop a more algorithmic version that also allows for counter-model
extraction from a failed proof attempt.

1 Introduction

Bi-intuitionistic logic (also known as Heyting-Brouwer logic, subtractive logic) is
an extension of intuitionistic logic with a connective dual to implication, called
exclusion (coimplication, subtraction), a symmetrization of intuitionistic logic.
It first got the attention of C. Rauszer [I4[I516], who studied its algebraic and
Kripke semantics, alongside adequate Hilbert-style systems and sequent calculi.
More recently, it has been of interest to Lukowski [9], Restall [T7], Crolard [2]
and Goré with colleagues [6III7I8]. Part of the motivation is the expected com-
putational significance of the logic: one would expect proof systems working as
languages for programming with values and continuations in a symmetric way.

A particularity of bi-intuitionistic logic is that it admits simple sequent calculi
obtained from the standard ones for intuitionistic logic essentially by dualizing
the rule for implication. Although several authors have stated or “proved” that
these calculi enjoy cut elimination (most notably Rauszer [I5] for her sequent
calculus), they are in fact incomplete without cut and thus not directly suitable
for backward (i.e., root-first) proof search. The reasons of the failure are similar
to those for the modal logic S5 (S4 + symmetry) and the future-past tense
logic KtT4 (S4 + modalities for the converse of the accessibility relation). A
closer analysis suggests that finding remedies that are satisfactory, both from

M. Giese and A. Waaler (Eds.): TABLEAUX 2009, LNAI 5607, pp. 295309, 2009.
(© Springer-Verlag Berlin Heidelberg 2009
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the structural proof theory and automated theorem proving points of view, is
challenging and provides insights into the subtleties of the logic.

In this paper we propose one solution to the problem. We describe a cut-free
labelled sequent calculus for bi-intuitionistic propositional logic, Bilnt, where
the labels are interpreted as worlds in Kripke structures. Exploiting the fact that
Bilnt admits a translation to the future-past tense logic KtT4, we obtain it
by the general method of S. Negri [I2] for devising sequent calculi for normal
modal logics. Then, to formulate a search procedure and obtain a termination
argument we fine-tune it for the constructive logic situation with monotonicity of
truth. This approach is in line with S. Negri’s method where frame conditions are
uniformly transformed into inference rules, but termination of proof search of the
resulting sequent calculus must be obtained on a case-by-case basis. Interestingly,
bi-intuitionistic logic turns out to be a rather delicate case.

Cut-free sequent calculi for Bilnt have also been proposed by Goré and col-
leagues. Goré’s first formulation [6] was in the display logic format, inspired
by a general method for devising display systems for normal modal logics. The
next formulation by Postniece and Goré [Il[7] achieves cut-freedom by combining
refutation with proof (passing failure information from premise to premise) to
be able to glue counter-models together without the risk of violating the mono-
tonicity condition of interpretations. The new nested sequent calculus by Goré,
Postniece and Tiu [§] is a refinement of the display logic version and basically
allows reasoning in a local world of a Kripke structure with references to facts
about its neighbouring worlds captured in the nested structure.

The paper is organized as follows. In Sect. 2] we introduce Bilnt with its
Kripke semantics and the translation to KtT4. We also show its Dragalin-style
sequent calculus and why cut elimination fails. In Sect. Bl we introduce a labelled
sequent calculus for Bilnt designed according to S. Negri’s recipe. In Sect. [,
we refine this declarative system into a more algorithmic version, show that it
is sound and its rules also preserve falsifiability. In the next section (Sect. Bl we
define a proof search procedure for the calculus and show that it terminates. In
Sect. [6l we put the pieces together to conclude completeness. In the final section
we sum up and outline some directions for further enquiry.

2 Bi-intuitionistic Propositional Logic, Dragalin-Style
Sequent Calculus and Failure of Cut Elimination

We start by defining the logic Bilnt. The language extends that of intuitionistic
propositional logic, Int, by one connective, exclusion, thus the formulae are given
by the grammar:

AB:=p|T|L|ANB|AVB|A>B|A«B

where p ranges over a denumerable set of propositional variables which give
us atoms; the formula A < B is the exclusion of B from A. We do not take
negations as primitive, but in addition to the intuitionistic (or strong) negation,
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we have dual-intuitionistic (or weak) negation, definable by —=A := A D> L and
“A=T<A

The Kripke semantics defines truth relative to worlds in Kripke structures
that are the same as for Int. A Kripke structure is a triple K = (W, <, I) where
W is a non-empty set whose elements we think of as worlds, < is a preorder
(reflexive-transitive binary relation) on W (the accessibility relation) and I—the
interpretation—is an assignment of sets of propositional variables to the worlds,
which is monotone w.r.t. <, i.e., whenever w < w’, we have I(w) C I(w’).

Truth in Kripke structures is defined as for Int, but covers also exclusion,
interpreted dually to implication as possibility in the past:

—w Epiff p € I(w);

— w E T always; w = L never;
—wEAANBiffwEAandwEB;wEAVBiffwE AorwE B;
— wE BDAIiff, for any w' > w, w’' £ B or w' |= A4;

— w = A< B iff, for some w’ < w, w' = A and w' [~ B.

A formula is called valid if it is true in all worlds of all structures. It is easy to see
that monotonicity extends from atoms to all formulae thanks to the universal
and existential semantics of implication and exclusion.

It is also a basic observation that the Godel translation of Int into the modal
logic S4 extends to a translation into the future-past tense logic KtT4 (cf. [9]).
As the semantics of KtT4 does not enforce monotonicity of interpretations,
atoms must be translated as future necessities or past possibilities (these are
always monotone): p* = Cp (or #p); T# = T; 1L# = 1; (AAB)¥ = A* A B¥;
(AV B)* = A#* v B#; (B> A)# = O(B* D A%); (A< B)* = #(A* < B#).

A sequent calculus for Bilnt is most easily obtained from Dragalin’s sequent
calculus for Int (as has been done by Restall [I7] and Crolard [2]; Rauszer’s
[15] original sequent calculus was different). In Dragalin’s system sequents are
multiple-conclusion, but the implication-right rule is constrained. The extension
imposes a dual constraint on the exclusion-left rule. The sequents are pairs I' - A
where I', A (the antecedent and succedent) are finite multisets of formulae (we
omit braces and denote union by comma as usual). Such a sequent is taken to
be wvalid if, for any Kripke structure K and world w, some formula in I" is false
or some formula in A is true. The inference rules are displayed in Fig. [l

Note that the context A is missing in the premise of the DR rule and dually in
the premise of <L we do not have the context I'. The rules DL and <R involve
some contraction. This is necessary because we have chosen not to include a
general contraction rule.

This calculus is sound and complete w.r.t. the above-defined notion of validity
(completeness can be shown going through the algebraic semantics in terms of
Heyting-Brouwer algebras [14]). However it is incomplete without cut, as shown
by Pinto and Uustalu in 2003 (private email message from T. Uustalu to R. Goré,
13 Sept. 2004, quoted in [I]). It suffices to consider the obviously valid sequent
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initial rule and cut:

F'FAA [AFA

h
AR A A P kA cut
logical rules:
rea p DABrA  THAA TEBA
rLTrA ret,a B oraaBra” I'-AAB,A
e A NAFA LBrA  I'HABA
rira o pra R ravera  YE o rravpa VE
I'BSAFB,A L[AFA IBr A -
ILBOAF A e N
AF B, A r=A4A LBrA<BA
rA<Bra ~ ' A<B, A <

Fig. 1. Dragalin-style sequent calculus for Bilnt

pt g, D ((p=<q)Ar). The only possible last inference in a proof could be
?
prE(p<qAr
pEagr>((p<q)Ar)
but the premise is invalid as the succedent formula ¢ has been lost. With cut,
the sequent is proved as follows:

h h
L L p,p=<qrkp=<gq vp p,p<qrkr P
pEap... P patap<q,... zg pp=<q,rH(p<q) AT R
=<
pFap=gq,... p,p<qkqrD((p<q) Ar) cut

pFqg,rD((p<g)Ar)

Cut elimination fails as we cannot permute the cut on the exclusion p < ¢ up
past the DR inference for which the cut formula is a side formula. This is one
type of cuts that cannot be eliminated, there are altogether 3 such types [11].
This situation is similar to the naive sequent calculus for S5 where the sequent
p B OOp cannot be proved without cut, but can be proved by applying cut to
the sequents p - Op and Op - OOp that are provable without cut.

3 L: A Labelled Sequent Calculus

We now proceed to a labelled sequent calculus for bi-intuitionistic logic that we
call L. This calculus turns out to be complete without a cut rule. Essentially it is
a formalization of the first-order theory of the Kripke semantics in such a fashion
that the extralogical axioms corresponding to the reflexivity-transitivity condi-
tion on frames and monotonicity condition on interpretations do not necessitate
cut. Our design follows the method of S. Negri [12].

We proceed from a denumerable set of labels. A labelled formula is a pair = : A
where z is a label and A a formula. The intended meaning is truth of the formula
at a particular world.
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preorder rules:

FFGU{(::,:::)} A Gy yGz FkGU{(z,z)} A

e t
kg A A kg A rans

initial rule and monotonicity rules:

; zGy Iz:Ay:Abg A yGz TI'kFgy:A,z: A A
L R
z:ArFgaxz:A A WP Iz:AFg A mon I'kFgz:A A mon
logical rules:
I'ktg A I'z:A,z:Bltg A I'tgz: A A TI'btgz:B,A
TL TR AL A
z:Thkg A I'Fgoxz:T,A R I'z: ANBlFg A I'tgxz: ANB,A R
I'kFg A I'e:AFg A Iz:BlFg A I'Fgz:Az:B,A
1L R % VR
Iez:1lbFg A I'Fgo:1,A I''e: AVBtFg A I'Fgxz:AVB,A
Gy T'kFgy:B,A Ty:Abg A L yEG A Ty:Brguay)yv: 4 A "
I''z:BDAFg A > I'Frgz:BDAA -
y¢ G IA TIy:Abgu(y,a} v: B A yGz TI'bFgy:A A Iy:Blg A
L
I'z: A<Btg A < I'tgz:A<B,A <

Fig. 2. Labelled sequent calculus L

Sequents are triples I' - A where I' and A are finite multisets of labelled
formulae, and G is a finite binary relation on labels called the graph. Graphs
are a means to keep track of label dependencies and thus induce an accessibility
relation on worlds.

The inference rules are presented in Fig. Pl Some of them have provisos, that
we also write as rule premises. We let ©Gy abbreviate (z,y) € G. Following
usual sequent calculus terminology, at a given rule, we call the explicit labelled
formula in the conclusion the labelled formula introduced by the rule or the main
labelled formula of the rule and the explicit labelled formulae in the premises the
side labelled formulae.

The interesting logical rules are those for implication and exclusion which are
dual. Notice the freshness condition on the label y in the rules DR and <L,
guaranteeing their soundness. We call label y the eigenlabel of the rule and x
the parent of y. Note also the presence of the monotonicity rules accounting for
propagation of truth (resp. falsity) to future (resp. past) worlds and preorder
rules which account for reflexivity and transitivity of accessibility.

The counter-example to cut elimination for the Dragalin-style sequent calculus
is proved in L as follows:

hyp hyp
z:p,y:'rF(I'y)z:q,z:p z:p,y:r,z:qk(zﬁwz:q
<R hyp
z:p,y:rk(rﬁwz:q,y:p%q z:p,y:rk(mvy)z:q,y:'r

AR

z:p,y:rk(xﬁwz:q,y:(p{q)/\r

DR
z:phlgz:qz:rD((p<q) AT)



300 L. Pinto and T. Uustalu

Notice the downward information propagation in the <R inference to an already
existing label.

In a L-derivation the names of the eigenlabels can be changed (to new names
not occurring in the derivation) without changing the end sequent. This property
allows us to show by usual methods that L enjoys admissibility of the weakening
rules. A simple combination of the monotonicity, reflexivity and weakening also
guarantees admissibility of the contraction rules in L. (This is what enables us
to avoid explicit contractions at DL and <R rules.)

The cut rule is also admissible in L. This can be proved along the lines of cut
elimination results of S. Negri for labelled sequent calculi for modal logics. In this
paper, as an immediate consequence of soundness and completeness of system L
w.r.t. the Kripke semantics (Cor. [I]), we get a semantical proof of admissibility
of cut.

Given a Kripke structure K, a K-valuation is a mapping from the set of labels
to the set of worlds of K.

Definition 1. A Kripke structure K = (W,<,I) and a K-valuation v are a
counter-model (e¢m) to an L-sequent I' Fo A, if: i) for all 2Gy, v(x) < v(y); ii)
forallz: Ae I, v(z) = A; and i) for allx : A € A, v(x) = A. The sequent
is valid, if it has no counter-model.

Proposition 1 (Soundness of L). If I' F¢ A is derivable, I' F¢ A is valid.

Completeness holds as well (Cor.[Il) and is proved with the help of the algorithmic
version of L introduced in the next section. In fact our completeness argument
allows for construction of counter-models of non-derivable sequents.

4 L*: An Algorithmic Version of L

Although L constitutes a good basis for backward proof search for bi-
intuitionistic propositional logic, it still faces the problem that the preorder
and monotonicity rules can be applied at any point in backward proof search.
To deal with this problem, we introduce now an algorithmic version of L called
L*. System L* does not have explicit preorder or monotonicity rules. It uses
a marking mechanism on certain kinds of labelled formulae. Such mechanism
allows for the recovering of labelled formulae, so that monotonicity requirements
are guaranteed. The marking mechanism is also designed in a way that it can
be used in loop-detection, to avoid infinite search along paths corresponding to
non-derivable sequents.

Sequents in L* are triples I' Fg A as in L, with the difference that, in the
contexts I" and A, labelled formulae can now be marked either with * (written
as x : A*), o (written as x : A°) or with e (written as x : A®). The rules of L*
are in Fig. Bl

Let us briefly explain the role of 7 and — and of marks *, o and e in backward
proof search. The * (resp. —) is used to propagate a formula to future (resp.
past) labels (as determined by the transitive closure of the graph). The marking
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initial rule:

hyp
Iz:p°Fgax:p° A
atom rules:
Npt,o:p*,z:p° kg A omL I'rFga:p°,z:p",p,A rom R
z:pkg A arom I'ktgz:p, A atom
where pT = {y : p | Gy} where p~ = {y:p | yGaz}
logical rules:
I'kFg A I'z:A,z:BlFg A I'trgaz:A,A TI'bkFgz:B,A
TL TR AL AR
Iz:Tkg A I'kFgaz:T,A R I'z: ANBFg A I'Fgxz:AANB,A
I'tg A I'e:Arg A TIz:BlFkg A I'ktgz:Azxz:B,A
1L 1R VL VR
z: lkFg A I'ktgoz:1,A R I'z: AVBlFg A I'kFgz: AV B,A R

r,(B>A)t,2:(BDA)*Fgaz:B,A Taz:AFgA

L
I'z:BDAkFg A >

where (BD A)t = {y: BD A | 2Gy}

z:(BDA)®EA ygG A, IV y:Brguiayy v: 4z (BDA®A

R
I'tgz:BDAA >

where I'V/® = {y: C|z:C* € T'}U{y:p° |z :p° € I'}
U{y: (C<D)*|z:C<DeTlorz:(C<D)®erl}

2:(A<B)* ¢TI y¢GIA Laz:(A<B)* y:Arguiya) ¥v: B AV A
Ia:A<Blrg A <L
where AY/® = {y:C|z:C* € AYyU{y:p° | z:p° € A}
U{y: (DDC)® |z:DD>Ce€Aorz:(DDC)® € A}

I'Fgz:AA TIz:Brgz:(A<B)*,(A<B)",A

Frga:A<B,A <R

where (A< B)” ={y: A< B |yGz}

Fig. 3. Algorithmic version L*

x : A* is done at the atom rules, DL and <R (where z : A is the main formula) in
order to be able to recover A at eventual labels still unknown when z : A is anal-
ysed, but later created with a graph connection to z. The marking of a labelled
formula with a o (used only with atoms) or e (used only with implications and
exclusions) means essentially that the formula was already analysed (the case
with the explicit circles and bullets in the rule premises of the atom rules, DR,
<L) or has no further useful information and so need not be analysed (the case
with circles and bullets implicit in I'%/* and AY/® in the premises of DR and
<L respectively) and prevents a new analysis of the formula at the given world
(notice that no rule introduces a labelled formula with a circle or a bullet).
Notice that an L-sequent is also an L*-sequent and that if we take an L*-
sequent and erase all *, o and e marks we obtain an L-sequent. Given an L*
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context I', we write I'~ for the L-context resulting from it by replacing all
labelled formulae x : A*, z : A° with unmarked labelled formulae x : A and
removing all labelled formulae z : A®. Given an L*-sequent I ¢ A its erasure
is the L-sequent I'~ Fg A~. We say that an L*-rule is derivable in L if the rule
obtained by replacing its premises and conclusion by their erasures is derivable
in L. The next proposition shows that all L*-rules are derivable in L and thus
L* is sound w.r.t. L.

Proposition 2 (Soundness of L* w.r.t. L). 1. All rules of L* are derivable
m L. 2. If I' Fg A is derivable in L* then I'™ kg A~ is derivable in L.

Because the rules of L* do not throw away any relevant information (read back-
ward, i.e., from the conclusion to the premises), they have the strong property
that a counter-model of a premise is also a counter-model of the conclusion. This
is used in Sec. [6] for extracting counter-models out of failed proof attempts.
Given a Kripke structure K = (W, <,I), a K-valuation v and a graph G,
<. denotes the relation < \v(G)*, ie., <¢ is the relation obtained from < by
eliminating all pairs in the reflexive-transitive closure of {(v(x),v(y)) | zGy}.

Definition 2. A Kripke structure K = (W, <,I) and a K-valuation v are a
counter-model of an L*-sequent I' - A when:

1. for all Gy, v(z) < v(y);

2. forallx: Ajx: A° e, v(x) = A;

3. for all x: A* € I' and for all w € W such that v(z) <, w, w = A;
4. forallx: Ajx: A° € A, v(x) F A;

5. forallx: A* € A and for all w € W such that w < v(z), w = A.

Notice that for L-sequents this notion of counter-model coincides with the notion
introduced in the previous section. As usual valid sequents are those for which
there are no counter-models.

Proposition 3 (Preservation of counter-models). For each L*-rule, a
counter-model of a premise is also a counter-model of the conclusion.

5 A Search Procedure and Its Termination

We now describe a backward search procedure for L*, which incorporates a loop-
checking mechanism, and prove it sound and terminating. As a by-product of
the explicit presence in sequents of labels/worlds and the graph/accessibility
relation, when the search procedure terminates with failure, we will be left with
a Kripke counter-model of the given sequent. This fact is proved in the next
section and accounts for the completeness of the search procedure. In order to
describe the search procedure, we introduce first some terminology, notation and
also the loop-rules.

The rules DR and <L are the only rules of L* where the graph relation
varies in a backward reading. We call these rules world creating rules. A sequent
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y€G I'\I'(y)Fc Alz/y] y¢G TIz/ylFa A\ Ay)
loopUp loopDn
I'Fauf(zyy A I'Faui,e)) 4

provided I'[y] C I'[z] U I'*[z], I'*[y] C I'*[z], provided Aly] C Alz] U A®[z], A*[y] C A*[z],
and I°ly] € 1°[a] and A°[y] C A°[z]

Fig. 4. Loop rules

I' ¢ A is called saturated if it is irreducible w.r.t. the non-world creating rules.
A sequent I' F¢ A is called stuck when it is irreducible w.r.t. any rule and
moreover it is not an aziom (hyp, LL, TR).

Given an L* context I', we use the notations I'[z], I'™*[z], I"°[z], I"*[z] and
I'(x)tomean {A|z:Aec '}, {A|x:A" eI}, {A|x:A° €T}, {A|z:A* €I}
and I'[z] U IT'*[x] U I'°[z] U I'*[z] respectively.

The loop rules are presented in Fig. [l (For a context I' and labels z and
y, the notation I'[x/y] stands for the context obtained by replacing y with x
in I".) Their backward reading corresponds to the action taken when a loop is
detected and the detection of a loop corresponds to satisfaction of their side-
conditions. The formulation of the loop rules corresponds to the situation where
x is the parent and thus y is a descendant of x, labeling necessarily subformulae
of z-labelled formulae.

We are now in conditions of presenting the search procedure. It goes as follows:

1. Given an L*-sequent I' k¢ A, we reduce it w.r.t. the non-world creating
rules (i.e., we apply as long as possible these rules). We call a saturation
both this process and the partial proof of I' F¢ A so constructed. The top
sequent of each branch of a saturation is a saturated sequent. Notice also
that the order in which rules are applied in saturation is unimportant since
they are inter-permutable.

2. Then, for every branch in the saturation of I' F¢ A, we do the following:
(a) we check if the top sequent is an axiom and if so search along the branch

is stopped with success;

(b) we check if there is a loop, i.e., we test if the side condition of any of the
loop rules is met, and if so proceed according to the corresponding loop
rule.

3. If neither (a) nor (b) is the case, the development of the branch carries on,
by applying one of the world creating rules, and we go back to 1.We stop
with failure if no world creating rule can be applied.

We call proof attempt both the run of the search procedure with a given
sequent and the corresponding partial proof (in L* augmented with the loop
rules). Throughout we assume that proof attempts always start with L-sequents
whose graphs are trees (i.e., the graph, seen as an undirected graph by forgetting
the directions of the arcs, is connected and acyclic). Then the graphs of all
sequent in the proof attempt are trees.

Proposition 4 (Soundness of the search procedure). If the proof attempt
for an L-sequent terminates with success, then the sequent is L-derivable.
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Proof: By induction on the height of the proof attempt, we prove that, for any
L*-sequent I'Fg Ainit, I'” kg A~ is derivable in L. The cases corresponding
to L*-inferences follow by part 1. of Prop. Consider the case correspond-
ing to the loopUp rule of Fig. @l (The case of loopDn is similar.) By IH we
have that (I' \ I'(y))~ F¢ Alx/y]~ is L-derivable. From this, by weakening ,
I'™ Faugayy (AN A(y))~, A(y)[z/y]~, A(y)~is also derivable in L. Since zGy,
by repeated use of monR, we can derive I'™ Fgug(a,y)) (A \ A(y))~, A(y)~which
is I'™ FGU{(w,y)} A~ O

Now we consider terminology, notation and lemmata used in particular for
proving termination of the search procedure. Given a label x, the world creation
tree of x induced by a branch of a proof attempt has = as root and has as subtrees
(if any) the world creation trees of each eigenlabel in the branch whose parent
is . Given a set of formulas S, mhf(S) stands for the maximal height of the
formulae in S.

Lemma 1. Any saturation in a proof attempt is finite.

Proof: Observe that: (i) A and V inferences replace the main formula by strict
subformulae; and (ii) even if the main formula of an atomL, atomR, DL or <R
inference may reappear in the premises or upper sequents, it does so with a
distinct label (as the graph is a tree) and thus can only reappear finitely many
times (recall L*-graphs are finite). O

Lemma 2. Given a label x and a branch B of a proof attempt, x has finitely
many children in B.

Proof: Notice that all formulae in a sequent of B are subformulae of a formula
in the end sequent of B (which is finite) and that, once z : AD B (resp. z : A<DB)
is analysed as the main formula of a DR (resp. <L) inference, z : (AD B)*® (resp.
xz : (A< B)*) is added to the succedent (resp. antecedent) of the inference’s
premise, preventing that « : A D B (resp. x : A < B) becomes analysed again. [J

Lemma 3. For o € {,0} and any saturated sequent I' FGu((a,y)y A in a proof
attempt: i) if x: A€, y: A€ ;and i) ify: A€ A, x: A®° € A,

Proof: Firstly notice that, for any L*-rule, if z : B® is in the antecedent (resp.
succedent) of the conclusion, z : B® is in the antecedent (resp. succedent) of
any premise. Consider the case x : p° € I' (the other cases being similar or
simpler). Then z : p* € I" and thus « : p must have been the main formula in an
atomL inference. Let Iy g, Ao be the premise of that inference. If (z,y) € Gy,
y :p € Iy and any top sequent in the saturation of Iy k¢, Ao has both y : p*
and y : p° in the antecedent. If not, above the referred inference, there must
be an DR inference with eigenlabel y and parent x and the top sequents of the
saturation of its premise have y : p* and y : p° in their antecedents. O

Lemma 4. In a proof attempt, if [y g Ag is the conclusion of an DR inference
with eigenlabel x1 and parent xo and It FGu{(zo,z,)y A1 @8 a top sequent in the
saturation of the inference’s premise, then I'y(xo) C I1(x1).
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Proof: By the following three facts: i) I'o(zo) C I'1(xo), because no L* rule
removes starred, circled or bulleted formulae (when read backwards); ii) I (xg) C
Fl(xl), because Fl[zo] UF;[.TQ] g Ff[zl], Fl*[zo] g Fl*[.Tl], Ff[zo] g Ff[zl] (the
last two containments proved with the help of Lemma B); iii) I (z1) € I'i(x0),
because of the loop checking mechanism. O

Lemma 5. For any sub-branch of a proof attempt of the form

I by u{(ag.ap)} A2

Ii,ay: (A< B1)®, 22 0 A FayU{(ag,ep)) T2 ¢ BhAlaﬂfZ/ml
Fl,I1:A1<Bl }_Gl Ay <L

Lo, I3V ™0, ay : Ag FGou{(zg,e1)} 1 ¢ Bo,zo : (Ao D Bo)®, Ao
DR
I'o Fag o : Ao D Bo, Ao

where the conclusion of <L is a top sequent in the saturation of the premise of
DR and I3 G u{(zs,21)} Q2 8 a top sequent in the saturation of the premise of
<L we have mhf(Iy(xo) U{Ao D Bo}) > mhf(Ia(z2) U Az(z2)).

Proof: By the following two facts: i) each formula of Ix(xz2) U Ax(xs) is a
subformula of Aj(x1) or a strict subformula of A; < By; and ii) Aj(x1) has
only strict subformulae of I'y(z9) U {49 D By} and A; < By is a subformula of
Fo(ﬁCo)U{AQDBo. [l

Theorem 1 (Termination of the search procedure). A proof attempt al-
ways terminates.

Proof: If it did not, by Koénig’s Lemma there would be an infinite branch B
in the proof attempt. Since each saturation is finite (Lemma [I]), there must be
infinitely many saturations and at least one of the labels in the end sequent,
Zoo say, has an infinite world creation tree, call it 7. By Lemma 2] 7 is finitely
branching and so Konig’s Lemma forces 7 to have an infinite branch, which we
will show to be impossible.

! The first fact follows from the following lemma (and the second fact from an analo-
gous lemma): For any sequent I" ¢, U{(zy,2,)} A in the saturation of the premise of
an <L inference with eigenlabel z2 and parent x1:

1. ifz: A€ I (resp. A) and A is not an exclusion (resp. implication), then z2(G1 U
{(z2,21)})" (resp. 2(G1 U {(22,21)})"22);

2. if A € I'lz1] (resp. A[z1]), then A is an exclusion (resp. implication) or A € I'(z2)
(resp. A(z2));

3. if Io Fa,u{(zs,21)r Qo is a sequent immediately above I' Fg, Uf(as,0)3 A and
A € Io(z2) (resp. Ao(xz)), then A is a subformula of I'(x2) (resp. A(z2)) or a
strict subformula of A(x2) (resp. I'(x2)).
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It is impossible that an infinite branch of 7 beyond a certain point, zo say,
goes always upwards, i.e., that the descendants 21, 22, ... of zg in 7 all arise with
DR inferences. Otherwise, using Lemma [l we could form an infinite sequence

FO(ZO) C Fl(Zl) C FQ(ZQ)

(where I5 is the conclusion’s antecedent of the inference where z; creates z;11),
which is is impossible, for all these sets must be included in the finite set of
subformulae of the end sequent. Similarly, 7 cannot have an infinite branch that
beyond a certain point goes always downwards.

Therefore, an infinite branch of 7 would have to correspond to an infinite
zigzag of the shape shown in Fig. [l (or of a dual shape), where a dashed arrow
up (resp. down) means that zero or more worlds were created by DR (resp. <L)
inferences in between ;9 and x;,, and a solid arrow up (resp. down) means that
T(i41)0 Was created from z;,, by an DR (resp. <L) inference. Let I7; (resp. A;;)
stand for the conclusion’s antecedent (resp. succedent) of the inference where
x;; creates its immediate successor in branch B. By Lemma [l a property anal-
ogous to it (for the case where <L is below DR), and the fact that, given i
and j1 < j2 < ng, mhf(L, (zi5,) U Agjy (25,)) = mhf(L, (2i5,) U Aig, (235,)),
it follows that mhf(ly,, (Zin,) U Qin, (Tin,)) > mhf(Lityn,, (Titim,) U
Ai+1)nisy (T(i+1)n,,,)) and so an infinite descending chain of natural numbers
would be produced. (Il

10 x30
AN
Tong Ting - T2ng

Zoo x20

Fig. 5. An infinite zigzag

6 Completeness and Counter-Model Construction

We prove here that when the search procedure introduced in the previous section
arrives at a stuck sequent, we can immediately read off from the sequent a Kripke
counter-model for it. This result is then instrumental in achieving the equivalence
between derivability in L and validity.

Theorem 2 (Counter-models at stuck sequents). Let B be a failed branch
of a proof attempt with top sequent I' Fg A.

1. The structure K = (W, <, I) where W is the set of labels in the sequent, < is
the reflexive-transitive closure of G and I(x) = {p | : p° € I'}, is a Kripke
structure.

2. Let Gexr stand for G extended with all pairs removed in loop steps of B3. Let
v be the valuation on W such that v(y) = x if (z,y) or (y,x) is in Gea and

2 Here is assumed that when an eigenlabel is created at a branch of a proof attempt
it is distinct of any other label occurring below in the branch.
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y & G; and v(y) = y otherwise. For any sequent I'' ¢ A’ in B, (i) for all
xG'y, v(x) < v(y), and moreover (i) for any formula A,

(a) if x: A orx: A° orx: A® belongs to I'', v(x) E A;

(b) ifx: A* €I, for allw e W s.t. v(z) <o w, w = A;

(c) ifx: A orx:A° orx: A® belongs to A, v(zx) £ A;

(d) ifx: A* € A, for allw e W s.t. w <g, v(x), wE A;

hence, in particular, (K,v) is a ecm of I Fgr A'.

Proof: 1. If x = 21Gz2G...Gx,, =y and « : p° € I, follows by induction on n
that y : p° € I' (using Lemma [B]in the step case).

2. (i) Trivial. (ii) By induction on the formula A and sub-induction on the
number of sequents above IV Fg A" in B. If I bgr A" is I' g A itself, it
can only have circled atoms or else starred or bulleted formulas. The conditions
on circled atoms hold by construction of (K,v) and the conditions on starred
formulas hold trivially, since <,=< \v(G)* = 0. If  : (C < D)* € I" (for
xz: (CDD)* € A’ the argument is analogous), it can be proved that there are
labels y and z, such that 2Gey(Gext)*x and B includes a step

", ,y:(C<D)* z:C Ferugemy # ¢ D, A"ZY A"

<L
I',y:C«<D Farn A

By the outer TH, v(z) | C and v(z) £ D. Thus, since 2Gexy(Gext)*x implies
v(z) < v(y) < v(e), () = C < D.

If I ¢ A’ is the conclusion of an atom or logical inference, the desired
conditions follow by the inner IH applied to the premise in B. Let us consider
the case of the loopUp rule (loopDn is analogous):

y€Go I'\T'(y)Fa, A'[zo/y]

I Fagui@omy A7
provided I''[y] C I''[zo] U I'"® 0], I'"*[y] C I'"*[x0], I'"°[y] C I''°[z0]

loopUp

Conditions (a) and (b) restricted to I \ I''(y) hold by the inner TH. As to
I''(y): for y : A® € I'" (o € {%,0}), the proviso guarantees zg : A® € I'" and
so, by the inner TH and v(y) = v(xo), v(y) E A; for y : A € I'!, the proviso
guarantees either xg : A € I or zg : A®* € I'", but both cases follow also from
the inner IHB. Conditions (c) and (d) follow from the inner TH and the facts
Al(y) € (Alo/y))(x) and v(y) = v(wo). 0

Corollary 1. 1. Let I' Fg A be an L-sequent whose graph is a tree. The fol-
lowing statements are equivalent: i) I' o A is derivable in L; i) I' ¢ A is
valid; i) the attempt to prove I' F¢ A terminates with success.

2. For any L-sequent whose graph is a tree, the search procedure yields either
a proof or a counter-model.

3 The second case illustrates why the inductive argument does not go through, if we
simply prove that (K,v) is a cm of I'" bgr A'.
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Proof: 1. Follows from Thm. [2 with the help of Thm. [[] and Prop. [l

2. Apply the search procedure to the given sequent. Thm. [l guarantees that it
terminates. If this happens with success, then by Prop. @ the sequent is provable
in L. Otherwise, the proof attempt has at least one failed branch and thus Thm.
guarantees the wanted cm. O

7 Conclusion

Although bi-intuitionistic logic may seem to be a modest extension of intuition-
istic logic, it has proved to be rather intricate from the structural proof theory
point of view. While naive sequent calculus formalizations are incomplete with-
out a cut rule, more considerate attempts at the design of sequent calculi for
backward proof search seem all to lead to relatively sophisticated designs.

We believe that our labelled sequent calculus represents a meaningful com-
promise between declarativeness and algorithmicity by encoding a reasonably
straightforward Kripke semantics based search strategy very much in the spirit
of analytic tableaux. Some novelties include integration of all useful monotonic-
ity consequences into the logical rules, including a specific annotation to deal
with consequences that must be delayed (flow of information into worlds not yet
created), and a termination argument utilizing the fact that information cannot
flow around too many turns. The failure-collecting sequent calculus by Postniece
and Goré [II7] and the new calculus of nested sequents by Goré et al. [§] are
systems with the same aim and we find the nested sequent calculus especially
neat proof-theoretically, although it may require fine-tuning to be practical in
theorem proving/counter-model building.

As future work, we would like to see whether bi-intuitionistic logic admits
a loop-free backward-search proof system & la Dyckhoff [4], possibly modifiable
into a refutation system [I3]. We would like to see if it is possible to devise a
system with controlled (“analytic”) cuts by a careful analysis of the failure of
cut elimination for the Dragalin-style sequent calculus. A yet further line would
be to devise a sequent calculus for forward search (a calculus of Mints-style
resolution) [10].

On a different note, we would also very much like to come to an under-
standing of the computational significance of bi-intuitionistic logic, i.e., whether
it admits useful a Curry-Howard interpretation justified by a well-motivated,
non-degenerate categorical semantics. The first step in this direction was made
already by Filinski [5] and further considerations appear in the work of Curien
and Herbelin [3]. Crolard’s project [2] clearly had the same ultimate aim. We
expect that the nested sequences technique of Goré et al. [8] can point to the
right structures.
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Automated Synthesis of Tableau Calculi

Renate A. Schmidt and Dmitry Tishkovsky

School of Computer Science, The University of Manchester

Abstract. This paper presents a method for synthesising sound and
complete tableau calculi. Given a specification of the formal semantics
of a logic, the method generates a set of tableau inference rules which can
then be used to reason within the logic. The method guarantees that the
generated rules form a calculus which is sound and constructively com-
plete. If the logic can be shown to admit finite filtration with respect to a
well-defined first-order semantics then adding a general blocking mecha-
nism produces a terminating tableau calculus. The process of generating
tableau rules can be completely automated and produces, together with
the blocking mechanism, an automated procedure for generating tableau
decision procedures. For illustration we show the workability of the ap-
proach for propositional intuitionistic logic.

1 Introduction

We are interested in the problem of automatically generating a tableau calculus
for a logic. We assume that the logic is defined by a high-level specification of
the formal semantics. Our aim is to turn this into a set of inference rules that
provide a sound and complete tableau calculus for the logic. For a decidable
logic we want to generate a terminating calculus. In previous work we have de-
scribed a framework for turning sound and complete tableau calculi into decision
procedures [6]. The prerequisites for this to work are that the logic admits the
effective finite model property shown by a filtration argument, and that (i) the
tableau calculus is sound and constructively complete, and (ii) a weak form of
subexpression property holds for tableau derivations. Constructive completeness
is a slightly stronger notion than completeness and means that for every open
branch in a tableau there is a model which reflects all the expressions (formulae)
occurring on the branch. The subexpression property says that every expression
in a derivation is a subexpression of the input expression with respect to a finite
subexpression closure operator.

In order to be able to exploit the ‘termination through blocking’ results in [6],
in this paper, our goal is to produce tableau calculi that satisfy the prerequi-
sites (i) and (ii). It turns out that provided that the semantics of the logic is
well-defined in a certain sense, the subexpression property can be imposed on
the generated calculus. Crucial is the separation of the syntax of the logic from
the ‘extras’ in the meta-language needed for the semantic specification of the
logic. The process can be completely automated and gives, together with the
unrestricted blocking mechanism and the results in [5l6], an automated proce-
dure for generating tableau decision procedures for logics, whenever they have

M. Giese and A. Waaler (Eds.): TABLEAUX 2009, LNAI 5607, pp. 3107 2009.
(© Springer-Verlag Berlin Heidelberg 2009
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the effective finite model property with respect to a well-defined first-order se-
mantics.

That the generated calculi are constructively complete has the added advan-
tage that models can be effectively generated from open, finished branches in
tableau derivations. This means that the synthesised tableau calculi can be used
for model building purposes.

The method works as follows. The user defines the formal semantics of the
given logic in a many-sorted first-order language so that certain well-definedness
conditions hold. The method automatically reduces the semantic specification of
the logic to Skolemised implicational forms which are then rewritten as tableau
inference rules. Combined with some default closure and equality rules, this pro-
vides a sound and constructively complete calculus for the logic. Under certain
conditions it is then possible to refine the rules. If the logic can be shown to ad-
mit finite filtration, then the generated calculus can be automatically turned into
a terminating calculus by adding the unrestricted blocking mechanism from [5].

The method is intended to be as general as possible, and cover as many
logics as possible. Our main applications are non-classical logics and description
logics. As a case study we consider the application of the method to propositional
intuitionistic logic (e.g. [3]). Intuitionistic logic provides a nearly perfect example
because the semantics of the logical connectives is not Boolean and the semantics
is restricted by a background theory. In addition, the logic is simple.

The paper is structured as follows. Section [2ldefines the apparatus for specify-
ing the semantics of the logic of interest. Section [3is about synthesising tableau
rules. In Section [ we prove that the generated rules form a sound and construc-
tively complete calculus for the logic. Section [l discusses ways of refining the
rules in order to reduce branching and redundancy in the syntax of the calculus.
In Section [6] the approach is applied to intuitionistic logic. We conclude with a
discussion of the method.

This paper contains no proofs, but these are given in the long version [7]. The
long version also contains more examples.

2 Specifying the Semantics of the Logic

For the sake of generality we assume the logic for which we want to develop a
tableau calculus is a many-sorted logic.

Let Sorts = {0,1,...,N} be an index set of sorts and Conn a countable set
of the logical connectives of the logic. Every connective ¢ in Conn is associ-
ated with a tuple (i1,42,...,4mt1) € Sortst™*+1)  where m > 0. The last argu-
ment %,,41 is the sort of the expression obtained by applying o to expressions
of sorts i1,19,...,%4m, respectively. We say that o is an m-ary connective of sort
(i1,2, - ims1)-

By £ we denote an abstract sorted language defined over an alphabet given
by a set of sorts Sorts, a set of connectives Conn, a countable set of variable
symbols {p | i € Sorts,j € w}, and a countable set of constant symbols {g} |
i € Sorts,j € w}. L is defined as a set of expressions over the alphabet closed
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under the connectives in Conn. More formally, let £ = Usesores £ where each £
denotes a set of expressions of sort i defined as the smallest set of expressions
satisfying the following conditions:

— All variables p} and all constants ¢} in the alphabet belong to L.
— For every connective o € Conn of sort (i1,i2...,%m+1), 0(E1,..., Em) be-
longs to £L'™+! whenever E, ..., E,, belong to £L,... L' respectively.

Symbols, expressions and connectives in £ are also referred to as L£-symbols,
L-expressions and L-connectives. Variables and constants in £ are called atomic
L-expressions. We usually refer to expressions in £° as individuals, expressions
in £ as concepts, and expressions in £? as roles.

For an L-expression E, the notation E(pi,...,pn) indicates that pi,...,pm

are variables in the expression FE. E(FEi,...,E,,) denotes the expression ob-
tained by uniformly substituting F; into p;, for all ¢ = 1,...,m. Similarly, if
X is a set of L-expressions depending on variables p1, ..., pmn, we indicate this

as X(p1,...,pm) and denote by X(E1,...,E,,) the set of expressions which
are instances of expressions from X under uniform substitution of expressions
Ey, ..., E,, into p1,...,pm, respectively.

Let < be any transitive ordering on L-expressions, £ an L-expression, and
X a set of L-expressions. We define subL(E) = {E’ | E' < E} and subL(X) =
Ugex sub<(E). We write sub. (£, ..., Ey,) rather than subL({E1, ..., En}).

The language in which the semantics of the given logic is specified, is a sorted
first-order language with equality, denoted by FO(L). Formally, FO(L) is an
extension of the language £ with: one additional sort, additional symbols, the
usual connectives and quantifiers of first-order logic, and the equality predi-
cate. The sorts of FO(L) are SortsU {N + 1} ={0,..., N, N + 1}. We call the
additional sort N + 1 the designated sort, and symbols that operate on this
sort, designated symbols. The additional symbols comprise of a countable set
of variable symbols {x,y, z, o, Yo, 20, - . -} of the designated sort, a countable
set of constants {a,b, ¢, ap, b, co, ...} of the designated sort, function symbols
{f,9,h, fo, g0, ho, ...} mapping argument terms to terms of sort N + 1, and a
countable set of constant predicate symbols {P, Q, R, Py, Qo, Ro, ...} of the des-
ignated sort (i.e., argument terms are required to be terms of sort N + 1). In
addition, FO(L) contains intersort symbols denoted by vy, ..., vy, i.e., one for
each sort in Sorts. The purpose of the intersort symbols is to define the seman-
tics of the connectives of the logic (similar to satisfaction conditions in standard
definitions of the semantics of connectives). In particular, vy is a unary function
symbol of sort (0, N + 1), and each of the remaining v; is a predicate symbol of
sort (i, N+1,...,N+1), with arity i+ 1. Furthermore, for every sort we assume
the presence of a binary predicate symbol functioning as equality predicate for
that sort. For reasons of simplicity, we use one symbol, namely =, for each of
the equality predicates.

We fix some more common notation. w denotes a sequence of first-order
variables: w = w1, ..., wy. Similarly, Vw denotes the universal quantifier pre-

fix Vw £ Vw; ---Vw,. For any set S of formulae, VS denotes the universal



Automated Synthesis of Tableau Calculi 313

closure of S, i.e., the set VS = {Vw ¢(w) | ¢(w) € S}. The symbol ~ denotes
complementation, i.e., ~t denotes v’ if 1 = —)’, and —), otherwise.

Formulae of FO(L) in which all occurrences of the L-variables pé (of sorts
i=0,...,N) are free are called L-open formulae. Similarly, any £-open formula
is an L-open sentence if it does not have free occurrences of variables of the
designated sort N + 1.

For any set S of L-open formulae in FO(L) and a set X of L-expressions, let
STX be the set of substitution instances of formulae in S under substitutions
into the variables of £ which do not contain expressions outside X. Formally,

SIX Z {¢(Er,...,En) | ¢p1,...,pm) €S and
all L-expressions occurring in ¢(E1, ..., E,,) belong to X}.

The semantics of £ is specified in FO(L) as follows. Each expression in £
is interpreted as a term in FO(L). In particular, each variable symbol pé in £
is interpreted as a variable of sort ¢ in FO(L), each constant symbol q§ in £ is
interpreted as a constant of sort ¢ in FO(L), and every connective o is interpreted
as a function of the same sort as o.

An L-structure is a tuple T = (£9,..., LN, AT vk dt, L PTLL)
where A7 is a non-empty set, vy(¢)? € AT for every individual ¢ € £°, vt C
L7 x (A7) for 0 < n < N. a? € AT and P? C (AT)™, where m is the arity
of P. Observe that an L-structure 7 is a first-order model (interpretation) of the
language FO(L). For simplicity we omit the sets £°,..., LY and simply write
IT= (AT, ... vEat,. .. P ...

A waluation in 7 is a mapping ¢ from the set of variables and constants
of FO(L) to £LU A* such that v(p!),1(¢}) € L, and o(z;),(a;) € A*. We say
that a valuation ¢ in an L-structure is canonical if every variable and constant of
any sort ¢ = 0, ..., N is interpreted by itself, that is, L(p;—) = p; and L(q;:) = qj- for
every variable pé— and constant q;- of the language £. This means that a canon-
ical valuation of every term of any sort ¢ = 0,..., N is the term itself. It is not
difficult to see that any L-open formula ¢ is satisfiable in an L-structure iff it is
satisfiable in an L-structure under a canonical valuation. We write S |=. S’ for
sets of formulae S and ', if, for every L-structure Z and a canonical valuation ¢
inZ,Z,. = Simplies Z,¢ = S’. Similarly, we write Z |=. S iff there is a canonical
valuation ¢ such that Z,¢ = S.

We say that a concept C' is satisfiable in T if there is an a € A such that
(C,a) € vi, or equivalently Z =, 3z v1(C,x). A concept C is valid in T if
T = Ve (C)x).

Let S be a set of L-open sentences in FO(L). A formula ¢ in the language
of S defines the connective o with respect to S if it does not contain o and the
following holds:

VS ': vPl .- -me Va (Vn(O'(pl, ce apm)az) = d)a(plv cee apmaz))' (*)

Here p1,...,pm are variables of appropriate sorts which match the signature
of o, and n is the result sort of o (for x = (z1,...,2,)). We also say S defines o.
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Vz (z =~ x) VaVy (z~y — y = x) VaVyVz (z =y ANy~ z — = = 2)
Var - -VeuVys (P(z1, .. @n) Axs R ys — P(x1,. .. ic1, Yi, Tit1,Tn))
VpVz1 - Ve Vyi (Wn(DyT1,. . Zn) AT R Ys — Un(D,T1, -« - Tie1, Yi, Tit1,Tn))

Vp1 - VoV -V Vy; (v =y —

f(pla"'apmawla"'v‘rn) ~ f(pl,v»»,pm,$l,'»»-’L’i—17yi7$i+l,u»,mn))

Fig. 1. Equality axioms in FO(L)

The L-open sentence Vo (vn(c(p1,-..,Pm),x) = ¢7(p1, ..., Ppm, ) is said to be
a o-definition (in S).

By definition, a (first-order) semantic specification of L is a set of L-open
sentences in FO(L) that defines the connectives of £. Given a semantic speci-
fication S, we use the notation S° for the set of £-open sentences defining the
connectives of L.

For the sake of generality, we always include the usual equality axioms, listed
in Figure[I] in a semantic specification. This ensures that ~ is a congruence on
every sort in any first-order interpretation of FO(L).

We consider a semantic specification S to be normalised if it consists of three
disjoint parts. More specifically, S = St U S~ U S°, where ST, S~, and S? are
disjoint sets of sentences satisfying the following:

(nl1) ST is a set of L-open sentences £¥ of the form:

¥ E Ve By, pm),2) = L1, P, ),

(n2) S~ is a set of L-open sentences £ of the form:

SE = Va (d)g(pla "7pm7x) - VH(E(plv" 'apm)az))v

(n3) None of the £-open sentences in S® contain non-atomic L£-expressions.

In this definition, we suppose that multiple sentences of the form (resp.
for the same expression E in ST and S~ are all equivalently reduced to a single
sentence &¥ (resp. ¢F). The intuition is that ST and S~ define the semantics
of the connectives. ST defines it for positive occurrences of expressions E (with
free variables p1, ..., pm), while S~ defines it for negative occurrences of expres-
sions E. We refer to S® as the background theory of the semantics S. Note that
St includes the equality axioms.

It can be seen that the set S° U S® is a semantic specification which can
be turned into normalised form by decomposing each connective definition in S°
into two implications. In fact, S° and ST US™ play the same role in axiomatising
L-connectives in FO(L£) modulo the background theory S°.

For every L-expression F, let

@f “ {(bi(Eh oy Ep,2) | E=F(Ey,...,Ey) for some §f(p1""’p’”) from S},
pE “ {¢"(Ey,...,Em,z) | E=F(E1,...,Ey) for some §F(p1""’pm) from S}.
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Thus, ¥ (resp. ) is the set of instantiations of succedents (resp. antecedents)
of positive (resp. negative) specifications in .S, where the antecedents (resp. succe-
dents) are unifiable with the given expression FE.

The expression specifications in any normalised semantics S induce an order-
ing < on expressions as follows. Let < be the smallest transitive ordering satis-
fying: E/ < E whenever there is a sentence Sf(pl’“"pm) or a sentence ¢ P1rPm)
such that £ = F(F,...,E,,), for some L-expressions Ei, ..., E,,, and E’ oc-
curs in qbf(El, ey Emyx) or ¢F (B, ..., Ey,x), respectively. Because we can
assume that S is also a normalised semantic specification, it similarly induces
an ordering <o which is assumed to be well-founded.

Usually the semantics is defined by induction in terms of definitions of the
semantics of the connectives and the primitives in the logic which is lifted to
arbitrary L-expressions. This is equivalent to assuming a well-founded ordering
on expressions of L. For any reasonable definition such a well-founded ordering
exists. Thus, although it is not difficult to imagine formulae ¢? such that <
is not well-founded, we assume that the ¢ are chosen in such a way that it
is possible to lift the semantics of L-primitives to all L-expressions, i.e., <q is
well-founded.

Recall that S° denotes the set of £-open sentences that define the £-connec-
tives. A semantic specification S is well-defined iff

(wdl) VSO VSt VS,
(wd2) the ordering < is well-founded, and

(wa3) ¥, $*sub<(o(p)) b= Vo (ALY — ¢ (p,2)) A
<¢a(p7 ) — \/@i(p))).

According to this definition, a well-defined semantics S is equivalent to S°US®
modulo the background theory S°. This is ensured by condition and the
assumption that S defines all £-connectives in SY. Through condition S
imposes its own inductive structure on L-expressions. Condition es
a correlation between S and S° on instances of L-expressions. It can be seen
that SO U S? is a well-defined semantic specification itself.

A (propositional) logic L over the language L is a subset of concepts in £ which
is closed under arbitrary substitutions of variables with expressions of the same
sorts. A logic L is first-order definable iff there is a semantic specification S,
such that L coincides with the set of all concepts that are valid in all £-structures
satisfying VSp, i.e., L ={C € L' |VSy . Vo 11 (C,z)}.

For a fixed semantic specification Sy, of logic L, if Z is an L-structure satisfying
Sy, then by definition 7 is a model of L or simply a L-model (with respect to Sp).

The following are examples of first-order definable logics, which all have a
normalised semantic specification according to the above definitions: most de-
scription logics, including ALCO, ALBO [5], SHOZQ [1], most propositional
modal logics, including K, S4, KD45, propositional intuitionistic logic [3], and
the logic of metric and topology [2].
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3 Synthesising a Tableau Calculus

A tableau calculus is a set of tableau inference rules. A tableau inference rule
is a rule of the form X/X; | --- | X, where both the numerator X and all
denominators X; (m > 0) are finite sets of negated or unnegated atomic formulae
in the language FO(L). The formulae in the numerator are called premises, while
the formulae in the denominators are called conclusions. The numerator and all
the denominators are non-empty, but m may be zero, in which case the rule is a
closure rule and is usually written X /L. If m > 1, the rule is a branching rule.

Inference steps are performed as usual. A rule is applied to a set of (ground)
literals in a branch of a tableau derivation, if the literals are instances of the
premises of the rule. Then, in the case of a non-branching rule, the corresponding
(ground) instances of the conclusions of the rule are added to the branch. In
the case of a branching rule the branch is split into several branches and the
corresponding (ground) instances of the conclusions are added to each branch.

Let T denote a tableau calculus and C' a concept. We take an arbitrary con-
stant a of the designated sort which does not occur in the rules of 7. We de-
note by T'(C') a finished tableau derivation built by starting with the formula
v1(C, a) as input and applying the rules of T'. That is, all branches in the tableau
derivation are fully expanded and all applicable rules of T have been applied in
T(C). As usual we assume that all the rules of the calculus are applied non-
deterministically in a tableau derivation. A branch of a tableau derivation is
closed if a closure rule has been applied, otherwise the branch is called open.
The tableau derivation T'(C) is closed if all its branches are closed and T'(C) is
open otherwise. The calculus T is sound (for L) iff for any concept C, each T'(C')
is open whenever C' is satisfiable in an L-model. T" is complete iff for any unsat-
isfiable concept C there is a T'(C') which is closed. T is said to be terminating if
every finished open tableau derivation in 7" has a finite open branch.

Let L be a first-order definable propositional logic over £ and S a well-
defined semantic specification of L. We now describe how tableau rules can
be synthesised from Sp. If Sy is not already normalised we first normalise it.
Thus assume Sy, = Sz usS,u SY. Now take a positive specification §f in Sz.
Eliminate quantifiers using Skolemisation and equivalently rewrite §f into the
following implicational form

J Kj
1/77,(-E‘(plu'"7p7n)7w17"'751;77,)_> \/ A¢]k7
j=1k=1

where each 1, denotes a literal. This is always possible. The implication is now
turned into the rule:

) (§E) def V"(E(plw"apm)a‘rla'"an)7 Y1 = Y1y, -y Ys ®Ys
+ - 3
* Y11, ooy Y1y | oo [0, o YUk,
where y1,...,ys denote the free variables in v, which are not among the vari-

ables z1,...,x,. Essentially, the antecedent of the implication has become the
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main premise in the nominator and the succedent was appropriately turned into
the denominators of the rule. The purpose of the equations y; ~ y; is domain
predication. We say the rule corresponds to §f . Analogously a tableau rule is be
generated for each negative specification £ in S; . The contrapositive of ¥ is
equivalently rewritten to Skolemised implicational form

J K
(B pm)s s n) =\ G
j=1k=1

where each 1, denotes a literal, and the corresponding rules have the form

p_(é—E) dZEf ﬁVTL(‘E‘(plw''7p7n)umla'"JCETL)7 Y1 = Y1, -y Ys T Ys
- Vi1, ooy Uik | [ Yo, oo Yk,

We refer to the rules p; (ff) and p_(¢F) as decomposition rules.
For example, the generated decomposition rules for the existential restriction
operator in the description logic ALC are:

vy (3r.p, x) —v(Irp,x), yRy
va(r,z, f(p,2), n(p, fp,x))’ —va(r iz, y) | —np,y)
These are not the familiar rules used in standard description logic tableau sys-
tems, but in Section [Bl we see how to get those.
The sentences in the background theory of Sy are turned into rules by first
equivalently transforming them into Skolemised disjunctive normal form. More
specifically, let £ be an arbitrary sentence in Sz. It is first rewritten to

J K;
VA . (14)
j=1k=1

where each 13, denotes a literal, and is then turned into the corresponding rule,
namely

(5) d:ﬁplzph iy Pm R Pm, T1RT1, .., Tp R®Tp
Vi, ey Uik | | Yo, o, Yk,
The p1,...,Pm,%1,...,Z, are the variables that are free in ([H). Rules corre-

sponding to sentences in 5’2 are called theory rules.
We use T}, to denote the generated calculus. In summary, it consists of these
rules.

(t1) The decomposition rules p7 (§) and p? (1) corresponding to all positive
specifications £ in SZF and all negative specifications 7 in S} .

(t2) The theory rules p({) corresponding to all sentences ¢ in the background
theory S¢.

(t3) The closure rules (for every n = 1,..., N, and every constant predicate
symbol P in Sp):

l/n(p,CE), ﬁ1/71(1771') P(m), jP(x)
1 ’ 1 '
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4 Ensuring Soundness and Constructive Completeness

It is possible to prove that every rule of the generated calculus T}, preserves
satisfiability of FO(L)-formulae. That is, if all premises of a rule are true in an
L-model Z (under a canonical valuation) then the conclusions of some branch
are also true. This is not difficult to see because the definitions of the rules mimic
the specified semantics. Hence:

Theorem 1 (Soundness). Ty, is sound for L, i.e., for every concept C' satis-
fiable in an L-model, any finished tableau derivation Ty (C) is open.

Now, we prove constructive completeness of T7,. Let B denote an arbitrary branch
in a Tp-tableau derivation. We define the following relation ~p with respect to
def

B:t~gt <=t ~t' € B, for any ground terms ¢ and ¢’ of the designated sort
N +1in B. Let |[t]| £ {t’ | t~5t'} be the equivalence class of an element t.
The presence of the rules generated from the equality axioms ensure that ~p is
a congruence relation on all designated ground terms in B.

We say a model Z, under a (canonical) valuation ¢, reflects an expression F

occurring in a branch B iff for every ground terms ¢4, ...,%, we have that

— (B, u(t1),...,(tn)) € vE whenever v, (E,t1,...,t,) € B, and
— (B, u(t1),...,u(tn)) & vZ whenever -, (E, t1,...,t,) € B.

Similarly, Z reflects predicate constant P from B under a (canonical) valuation ¢
in Z iff for every ground terms t1,...,t, we have that

— (¢(tr), ..., t(tn)) € PT whenever P(ty,...,t,) € B, and
— (t(t1), ..., u(tn)) ¢ PT whenever —P(ty,...,t,) € B.

A model Z reflects branch B under a valuation ¢ if Z reflects all predicate con-
stants and expressions occurring in B under ¢.

A tableau calculus T}, is said to be constructively complete (for L) iff for
any given concept C that is satisfiable, if B is an open branch in the tableau
derivation T, (C) then there is an L-model Z such that:

(m1) The domain AZ of T is the set of the equivalence classes [|t|| for each
ground term ¢ occuring in B.

(m2) 7 reflects B under the canonical projection valuation m defined by m(t) =
|I]|, for every ground term ¢ occuring in B.

It is clear that if T is constructively complete then 717, is complete for L.
Suppose now that Sy is a semantic specification and < is a well-founded
ordering on L-expressions induced by the set S? of the definitions of the con-
nectives of the form () with respect to Sy,.
Let B be an open branch in a finished tableau derivation in T7,. Define inter-
pretations of predicate symbols in Z(B) by induction on < as follows:

— PTB) Z L(|tall, -, [tal)) | Plts,...,tn) € B}, for every n-ary constant
predicate symbol P in Sy,.



Automated Synthesis of Tableau Calculi 319

— For every n = 1,..., N the interpretation Vi B) of the v, symbols is defined
as the smallest subset of L™ x (AT(B)™ satisfying both (p, ||t1]], .., |[ta]]) €
(B
i = walptte) € B and (o(Br,. . Bt lital) €
2B I(B) =c ¢7(Er,...Em,|ltills-- -, [|tal]), for every variable or
constant p of the sort n, every connective o, and any expressions F1, ..., E,.

A consequence of the definition of Z(B) is that the definitions of the connec-
tives are valid in Z(B), i.e., we have Z(B) |= vSY.

It can be proved that Z(B) reflects the branch B (under the valuation 7) by
induction on the well-founded ordering <. As a consequence we obtain construc-
tive completeness.

Theorem 2 (Constructive completeness). T}, is constructively complete.

5 Refining the Synthesised Calculus

In order to get inference rules that have better properties, in this section we
introduce two refinements.

The first refinement reduces the number of branches of a rule by constraining
the rule with additional premises rather than deriving new conclusions. Suppose
r€X /X1 |-+ | X is a tableau rule of a sound and constructively complete
tableau calculus T,. For some i € {1,...,m} suppose X; = {¢1,...,¢¥;}. With-
out loss of generality we can assume that 7 = 1. Consider the rules r; with
7 =1,...,k defined by

J Xo | oo | X'

Note that we can drop any domain predication equalities from the numerator
when they are not necessary. Let T} be the tableau calculus obtained from 77,
by replacing rule r by the rules 71, ..., ry. It is clear that 77} is sound. In general,
T} is not constructively complete. However the following theorem is true.

Theorem 3. Let B be an open branch in a T} -tableau. Assume that for every
set'Y of L-expressions the following holds.

If all expressions from Y are reflected in Z(B) then for every Eq,...,E €Y,

X(Er,...,Eit1,...,ty) C B implies
IB) = Xu(Br,- .. By 2]l lenl) for some i =1,...m. (1)
Then, B is reflected in Z(B).

Corollary 1. If the condition of Theorem [3 holds for every open branch B of
any T} -tableau then T is constructively complete.

Generalising this refinement to moving more than one conclusion up to the
numerator is not difficult. The formulation of Theorem B] does not change then.
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Consider the generated rule for negative occurrences of the existential restric-
tion operator given on p. BITl In most description logics it can be transformed
to the more often seen rule:

_‘Vl (Hr'p7 x)7 V2 (r7 -’L" y)
g (P7 y)

In order to preserve constructive completeness, the following condition is usually
proved by induction on <. This, in turn, inductively implies condition ().

If 11 (3E.F,t) € B and Z(B) & v2(E,t,t') then -4 (F,t") € B.
Another example of a generated rule and a refinement are (for transitive R):

TRT, YRy, IRz R(z,y), R(y,z2)
“R(z,y) | 7R(y,2) | R(x,2)’ R(z, z) '

Condition () holds in this case since, by definition of Z(B), Z(B) reflects all
atomic predicate constants in the branch B.

The second refinement we describe exploits the expressivity of the logic. Sup-
pose that the language £ of the logic L is expressive enough to represent its
own semantics. That is, assume that for every n = 0,...,N and every n-
ary predicate constant P occuring in Sy, there are concepts C;F(p, ¢4, ..., 0n),
Cr(pslay-. .y ly), DE(01, ..., 4,), and Dy(lq,...,0,), depending on variable p
of sort n and variables ¢4, ..., ¢, of sort 0, such that

D, l1, ), ) — vn(p, VO(El)v---vVO(En)))v
Pl ), ) — —wn(p,vo(lh), ..., vo(ln)))
O, ln),2) — P(ug(by), ..., v0(0n))) ,

— =P(wp(tr),...,vo(ln))).

In this case we are able to express all tableau rules for L in the language L itself.
We only need to replace every positive occurrence of v, (FE,x1,...,2,) in T7,
with CF(E, lq,...,¢,), every (negative) occurrence of —w,(E,x1,...,2,) in Tg
with C, (E, ¢,...,¢,), and, similarly, all the predicate constants P need to be
replaced with occurrences of Dlﬁ or Dy depending on the polarity of P. In fact,
the sort N + 1 of FO(L) can be reflected in the sort 0.

A slight difficulty is caused by Skolem functions in FO(L) occurring in the
tableau calculus, since for them there could be no corresponding function sym-
bols in L. It can be solved by introducing new connectives f; into the lan-
guage L for every (Skolem) function and constant g of FO(L) so that for every
P15 Pms b1y ln)s fo(1, - Dmy b1, - .-, £y) is a term of the sort 0 and its
semantics is defined by vo(fy(p,l1,.--,n)) = g(p,vo(f1), ..., v0(fy)). An al-
ternative is to introduce unique, new individual names (for every Di, ..., Pm,
lq,...,4,) instead of new connectives.
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Connective definitions
Vo (n(l,z) = 1)
YV (1/1(p1 Ap2,x) = vi(p1,z) A V1(p2,x))
vV (1/1(p1 Vp2,x) = vi(p1,z) V V1(p2,x))
Yz (vi(p1 — p2,x) =Yy (R(z,y) — (11(p1,y) — 11(p2,9)))
Background theory of a partial ordering R and 11
Vz R(z,x)
Vavy (R(z,y) A R(y, =) — =~ y)
VaVyVz (R(z,y) A R(y, z) — R(x, z))
VaVy (vi(p,z) A R(z,y) — vi(p,y))

Fig. 2. Specification of semantics of intuitionistic logic

For example, in the description logic ALCO with full support of individuals,
we can set (for any atomic role r and individual equality):

CF (ry b1, 0y) = £y : 3Ir.{ls}, DE(01,65) = 01 : {05},
Cy (1,01, 0y) = £y =3r.{ls}, DZ(01,6s) = £y ={ly}.

Thus, the language of the tableau calculus can be significantly simplified. For
instance, the (refined) rules for the existential restriction operator become:

¢:3rp C:=Frp, £:TIr{l'}
C:3Ir{f(rp, 0}, f(rp ) :p’ t:-p

6 Synthesising Tableaux for Intuitionistic Logic

Intuitionistic logic is an example of a logic where v, cannot be expressed in
the language of the logic. It also provides an example of a logics for which a
background theory is an essential part of the definition of the semantics.

The language of intuitionistic logic is a one-sorted language defined over a
countable set of propositional symbols p},p, ..., and the standard connectives
are —, V, A, L. The semantic specification in FO(L) is given in Figure 2l (cf. [3]).
R is the designated predicate symbol representing the partial order in the back-
ground theory. For intuitionistic logic the orderings <y and < coincide. The
ordering < on subexpressions induced by the semantic definition of the connec-
tives is the smallest ordering satisfying: Fy < Fi0FEs and Fy < EyoEs, for each
o € {—,V,A} and all intuitionistic formulae F; and Es.

The tableau rules generated by our approach are those listed in Figure Bl
Together with the equality rules, they form a calculus, which is sound and con-
structively complete for propositional intuitionistic logic. This is an immedi-
ate consequence of Theorems [I] and 2l Refining the generated rules yields the
rules listed in Figure @ Using Theorem [B] we conclude that these rules together
with suitably refined equality rules provide a sound and constructively complete
tableau calculus for intuitionistic logic.
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Decomposition rules:

vi(L, ) vi(p1 A p2, ) —wi(p1 A p2, )
1 vi(p1,x), vi(pz2,x) —vi(p1,z) | ~vi(p2,x)
—vi(L, ) vi(p1V p2, ) —vi(p1V p2, )
-1 vi(p1, ) | vi(p2, ) —vi(p1,z), —wi(p2, )

vi(p1 — p2, )
“R(z,y) | ~v1(p1,y) | vi(p2,y)
—v1(p1 — p2,x)
R(m7f(p1,p2,:1c)), Vl(p17f(p17p27$))7 _‘Vl(p27f(p17p27$))
Theory rules:
TR T TRT, YY TRT, YRY, 22
R(z,z) “R(z,y) | ~R(y,z) | z~y “R(z,y) | ~R(y,2) | R(z,2)
prRp T=RT, YXY
—vi(p,z) | ~R(z,y) | v1(p,y)

Closure rules:

Vl(pvx)v j1/1(p7x) R(l’,’y), “R("Evy)
1 1L

Fig. 3. Generated tableau rules for intuitionistic logic

Decomposition rules:

vi(L, ) vi(p1 A p2, ) —vi(p1 A p2, )
1 vi(p1,x), vi(pz2,x) —vi(p1,z) | —vi(p2,x)
vi(p1V p2, ) —vi(p1V p2, ) vi(p1 — p2,2), R(z,y), vi(p1,y)
vi(pr,z) | vi(p2,x) —wvi(p1,z), —wi(p2, o) vi(p2,y)

—v1(p1 — p2,x)
R(m7f(p1,p2,:1c)), Vl(p17f(p17p27$))7 _‘Vl(p27f(p17p27$))

Theory rules:

TRT R(z,y), R(y,z) R(z,y), R(y,2) vi(p,z), R(z,y)
R(z, ) TRy R(z, z) v1(p,y)

Closure rules:

Vl(p7 I), _‘Vl(pa I)
1L

Fig. 4. Refined tableau rules for intuitionistic logic

A terminating tableau calculus is obtained if the calculus is enhanced with
the blocking mechanism of [5l6]. This follows from the results in [6], the sound-
ness and constructive completeness of the calculus, the subexpression property
and the fact that intuitionistic logic admits finite filtrations. The calculus can
be turned into a deterministic decision procedure using breadth-first search or
depth-first search, as we showed in [6].
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7 Discussion and Conclusions

The method introduced in this paper automatically produces a sound and
constructively complete tableau calculus from a semantic first-order specification
of a many-sorted logic. The method is directly applicable to many non-classical
logics and covers many types of ground tableau calculi commonly found in the
literature. These include two types of tableau calculi for relations satisfying ex-
tra theory conditions which can be accommodated either by structural rules or
propagation rules.

The results of the paper can be regarded as a mathematical formalisation and
generalisation of tableau development methodologies. Our formalisation is based
on, and provides the basis for, the implementation of tableau decision procedures
for modal and description logics in the METTEL system [§]. The formalisation
separates the creative part of tableau calculus development, which needs to be
done by a human developer, and the automatic part of the development process,
which can be left to an automated (currently first-order) prover and an auto-
mated tableau synthesiser. The creative part is the specification of the logic so
that the conditions of well-foundness of the orderings <o and < hold. The auto-
matic part deals with verification of the first-order conditions [(wd1)| and |[(wd3)}
and the generation of tableau rules from the (well-defined) semantics provided
by the developer. Then, the developer can transform the generated rules to re-
fined form by applying Theorem [Bl Refinements are crucial for the success of the
method. With the described refinements the calculi that the method generates
are equivalent (modulo inessential variations) to the calculi common for intu-
itionistic logic, ALCO, most other first-order definable description logics, and
the common modal logics such as S4 and S5, for example.

For common modal and description logics conditionsandare simple
to check, even trivial in many cases. In fact, a developer usually implicitly formalises
the logic’s semantics S in such way that S = S° U SP. This is the case for almost
all of known logics. If the specification of the semantics satisfies S = S° U S? then
conditions |(wdl)|and [(wd3)| hold trivially and the orderings <o and < coincide.
This means the ordering used for the specification of the semantics of the logical
connectives (which is usually well-founded), is enough for tableau synthesis.

This paper also presents a general method for proving (constructive) com-
pleteness of tableau calculi. In addition, the generated rules can be transformed
to an optimal form provided that the special condition ({]) has been proven by
induction on the ordering < for the refined calculus.

With enough expressivity for representing the basics of the semantics within
the logic it is possible to simplify the language of the tableau. In this case, the
obtained calculus is similar to tableau calculi for description logics with full sup-
port of individuals, hybrid modal logic, and labelled tableau calculi. Otherwise,
the calculus has the same flavour as the standard tableau calculus for intuition-
istic logic, where every node of a tableau is characterised by two complementary
sets of true and false formulae (concepts).

As a case study we considered tableau synthesis for propositional intuitionis-
tic logic. We believe the approach is also applicable to most known, first-order
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definable modal and description logics. Non first-order translatable logics such
as propositional dynamic logic are currently beyond the scope of the method.

The tableau calculi generated are Smullyan-type tableau calculi, i.e., ground
semantic tableau calculi. We believe that other types of tableau calculi can be
generated using the same techniques. Exploiting the known relationships to other
deduction methods and the underlying ideas of [4] we expect synthesis of non-
tableau approaches is possible as well, but this is future work. In [4] we have
shown that it is possible to synthesise tableau calculi for modal logics by trans-
lation to first-order logic combined with first-order resolution. In this framework
the semantic specification of a logic is transformed into clausal form and then
a set of inference rules. Soundness and completeness of the generated calculus
follows from the soundness and completeness of the simulating resolution refine-
ment used. This approach has several advantages, but in this paper we have
taken a different, more direct approach. Rather than proceeding via simulation
by resolution we have shown that tableau rules can be generated directly from
the specification of the logic.

Our future goal is to further reduce human involvement in the development
of calculi by finding appropriate automatically verifiable conditions for optimal
calculi to be generated.
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Abstract. Projection computation is a generalization of second-order
quantifier elimination, which in turn is closely related to the computa-
tion of forgetting and of uniform interpolants. On the basis of a unified
view on projection computation and knowledge compilation, we develop
a framework for applying tableau methods to these tasks. It takes refine-
ments from performance oriented systems into account. Formula simpli-
fications are incorporated at the level of tableau structure modification,
and at the level of simplifying encountered subformulas that are not yet
fully compiled. In particular, such simplifications can involve projection
computation, where this is possible with low cost. We represent tableau
construction by means of rewrite rules on formulas, extended with some
auxiliary functors, which is particularly convenient for formula transfor-
mation tasks. As instantiations of the framework, we discuss approaches
to propositional knowledge compilation from the literature, including
adaptions of DPLL, and the hyper tableau calculus for first-order clauses.

1 Introduction

There are two established families of methods for second-order quantifier elimi-
nation, the SCAN approach, based on resolvent generation, and direct methods,
based and Ackermann’s lemma [9]. Over the last decade, several methods for
second-order quantifier elimination have been proposed that can be classified
as belonging to a third approach: tableau construction [T24TATEIT]. All of
these are restricted to propositional logic (and thus, more specifically perform
Boolean quantifier elimination) and most of them are based on DPLL which we
regard as a tableau procedure, considering semantic trees as tableaux. They are
combined with knowledge compilation, the transformation of formulas such that
they meet syntactic criteria which permit to execute certain operations with
low cost. They are described with different techniques, including pseudocode as
common in the literature on modern DPLL methods, and with varying terminol-
ogy such as marginalization, computation of uniform interpolants, forgetting and
projection computation for second-order quantifier elimination or closely related
tasks. In this paper, we stick with projection computation, specified explicitly as
a generalization of second-order quantifier elimination.

Our goal in this paper is to develop a framework that realizes abstractions
in two respects: First, it provides a unified view on projection computation and
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certain kinds of knowledge compilation. Second, it abstracts from differences in
tableau construction methods that are inessential for the adaption to such tasks.
Adaptions of the methods of successful automated tableau systems, such as mod-
ern SAT solvers or hyper tableau systems, can then be modeled as instantiations
of the framework.

The basic idea is that the whole tableau itself is the objective of computation
—in contrast to a single branch representing a model, or a proof of unsatisfiability
where the tableau represents the search trace. A computed tableau then repre-
sents a transformed input formula that satisfies syntactic criteria which permit
certain operations — especially projection computation — to be performed with
low cost.

The paper is structured as follows: Preliminaries on projection and the consid-
ered compilation target format, linkless formulas, are given in Sect. [2 followed
by the definition of a relation that generalizes the relationships between inputs
and outputs of projection computation, knowledge compilation, and their com-
binations. In Sect. [l a tableau variant is presented that is particularly suited for
formula transformation tasks, since tableaux are represented as formulas with
some additional structure indicating operators. Tableau construction rules then
closely resemble formula rewriting rules. A tableau calculus is introduced and —
based on the relation defined in Sect. 21— shown to satisfy correctness properties
with respect to projection computation and knowledge compilation. Refinements
of the calculus that seem essential for practical application, such as and-nodes,
tableau level simplification and backjumping, are discussed in Sect. @l Methods
for projection computation and knowledge compilation that are based on well
known practical successful methods such as DPLL and hyper tableaux are then
modeled in Sect. Bl as instances of this tableau framework.

Notation. Unless specially noted, we assume that a formula is in negation nor-
mal form, constructed from first-order literals, truth value constants T, L, binary
connectives A, V and the universal first-order quantifier V. N-ary connectives are
understood as meta-level notation with respect to this syntax. We write the pos-
itive (negative) literal with atom A as +A (—A) and the complement of literal L
as L. As usual, a sentence is a formula without free variables. A universal literal
is a sentence of the form Vzi...Vx, L, where n > 0 and L is a literal. The
symbol LIT denotes the set of all universal literals. We assume a fixed first-order
signature X and refer to the ground atoms and ground literals constructable
from it as all ground atoms and ground literals, respectively. The symbol ALL
denotes the set of all ground literals, POS all positive ground literals. The atom
base A(F) (literal base L(F')) of a formula F' is the set of all ground atoms
(ground literals) which are instance of an of atom (literal) in F.

Semantic Framework. We use the notational variant of Herbrand interpreta-
tions described in [19]: An interpretation is a pair (I, 3), where T is a structure,
that is, a set of ground literals that contains for all ground atoms A exactly one
of +A4 or —A, and (3 is a variable assignment, that is, a mapping of the set of vari-
ables into the set of ground terms. The set of literals I of an interpretation (I, 3)
is called “structure”, since it represents a structure in the conventional sense used
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in model theory: The domain is the set of ground terms. Function symbols f
with arity n > 0 are mapped to functions f’ such that for all ground terms
t1,...,t, it holds that f'(t1,...,tn) = f(t1, ..., tn). Predicate symbols p with arity
n > 0 are mapped to {(t1,...,tn) | +p(t1,....tn) € I'}. Moreover, an interpreta-
tion (I, B) represents a conventional second-order interpretation [§ (if predicate
variables are considered as distinguished predicate symbols): The structure in
the conventional sense corresponds to I, as described above, except that map-
pings of predicate variables are omitted. The assignment is 3, extended such
that all predicate variables p are mapped to {({t1,...,t,) | +p(t1,....,tn) € T}.

The satisfaction relation is defined as usual by a clause for each logic operator,
for example: (I, 8) = (FAAFy) iffger (I, 8) E F1 and (I, 8) = F». Entailment and
equivalence of formulas are straightforwardly defined in terms of the satisfaction
relation: A formula Fy entails a formula Fy, in symbols F; = Fy, if and only
if for all interpretations (I, 8) it holds that if (I,8) = Fy then (I,8) E Fs. A
formula F} is equivalent to a formula F5, in symbols F; = F5, if and only if
Fl ): F2 and F2 ): Fl.

2 A General View on Projection and Compilation

Projection onto Literal Scopes. Projection computation is a generalization
of second-order quantifier elimination which permits, so to speak, to “quantify”
upon an arbitrary set of ground literals instead of just (all ground literals with)
a given predicate symbol. We pursue the following formal approach to projec-
tion computation: The syntax of formulas is extended by a projection operator
project(F,S), where F is a formula and S specifies a set of ground literals. We
call a set of ground literals in the role as argument to projection a literal scope.
The formula project(F, S) is called the literal projection of F onto S.
Projection computation then means to compute for a given formula that con-
tains the project operator an equivalent formula without the project operator.
This is analogous to second-order quantifier elimination: computing for a given
formula with second-order quantifiers an equivalent formula without second-
order quantifiers. Existential second-order quantification is a special case of pro-
jection, which could be defined as dp F % project(F, S), where S is the set of
all ground literals with a predicate other than p. The semantics of the project
operator is specified with the following clause in the definition of the satisfaction
relation, which is added to the usual clauses for the classical operators:

(I, B) | project(F, S) iff or there exists a structure J such that (PROJ)
(J,f) e Fand JNS C 1.

Some properties of projection are displayed in Table [[I Property (i) will be
discussed in the next section. For more comprehensive material see [T920/T8/T3].

Linkless Formulas. Projection does not in general distribute over conjunction,
as it does over disjunction, but under the precondition that the pair of the con-
juncts is linkless outside the scope of the projection (Tab. [l viii). This property
is defined as follows, along with related properties, discussed below:
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Definition 1 (Linkless). Let F, F1, F5 be formulas and let S be a literal scope.

(i) The pair (Fy, F,) is linkless outside S if and only if £(Fy)NL(F,) C SNS.
(i) F is linkless outside S if and only if each pair of conjuncts of F' is linkless
outside S, where the pairs of conjuncts of F are the pairs (Fy, F3) for each
of its subformulas of the form (Fy A F») and the pairs (Fy, Fy) for each of its
subformulas of the form VaF;.
(iii) Pully linkless is a synonym for linkless outside the empty set of literals.

The term linkless stems from the concept of link as a pair of occurrences of
complementary literals, each in a different conjunct of a conjunction, in the
graph-based formula view of [15]. A pair of formulas is linkless outside a literal
scope (Def. [[I) if all ground atoms “involved in links” between the formulas
(that is, are the atoms of complementary ground instances of two literals, one in
each component of the pair) are contained in the literal scope, positively as well
as negatively. For example, the pair of formulas (p V ¢, —p V q) is linkless out-
side the literal scope {+p, —p}. The relation is symmetric with respect to the pair
components. With Def. [Tl the notion of linkless is transferred from pairs of for-
mulas to formulas: A formula is linkless if for each of its conjunctive subformulas
the pair of conjuncts is linkless, where “conjunctive subformulas” are introduced
explicitly by the A operator and implicitly by universal quantification.

Linkless formulas permit to perform certain computations with low complex-
ity. For a propositional formula that is fully linkless, satisfiability and clausal
entailment can be decided in linear time [I6J20]. If F' is a propositional for-
mula that is linkless outside a literal scope .S, then projection computation for
project(F, S) can be performed in linear time by simply replacing in F all literals
that are not in S with T. This can be justified as follows: Since F' is linkless
outside S, by Tab. [Iiviill and [l the project operator can be distributed inwards
immediately in front of literals L. Now, if L is in S, then by Tab. [[lm it holds
that project(L, S) = L; Otherwise by Tab. dlvi it holds that project(L,S) = T.

The LP Relation: Generalizing Projection and Compilation. The LP re-
lation, defined in the following, covers in different instantiations the relationships
between inputs and outputs of projection computation, compilation to linkless

Table 1. Some properties of projection that hold for formulas F), F1, F>, literal scopes
S, 51,52, and universal literals L

(i) If Fi = F> then project(F1,S) = project(Fz, S).
(ii) F = project(F, S).

i) project(project(F,S1),S2) = project(F, S1 N Sz2).
iv) project(F, S) is satisfiable iff F' is satisfiable.
(v) project(L,S)=L,if L(L) C S.

)

)

)

(iii
(
(vi) project(L,S)=T, if L(L)NS = 0.

project(F1 V Fs, S) = project(F1,S) V project(Fx, S).
If (Fy, F») is linkless outside S, then

project(F1 A F5, S) = project(F1,S) A project(Fx, S).

(vil
(viii
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formulas, and combinations of these. The name LP suggests the combination of
a syntactic requirement related to Linklessness with semantic conditions related
to Projection.

The LP relation has four arguments, where the first three represent inputs: A
formula and two literal scopes, “link scope” and “projection scope”, where the
former is a subset of or equal to the latter. The fourth argument represents the
output, a formula. The relation constrains output formulas syntactically with
respect to the link scope, and semantically with respect to the input formula
and the projection scope: An output formula must be linkless outside the link
scope and be equivalent to the input formula relative to the projection scope.

Definition 2 (The LP Relation). For formulas F, F’ and literal scopes S;, Sy,
such that S; C S, the relation LP is defined as

LP(F,S;, Sy, F') &
F’ is linkless outside Sj, (LP-L)
project(F’, S,) = project(F, Sp). (LP-P)

The LP relationship is preserved if the link scope S; is enlarged, and also if
the projection scope S, is made smaller, that is, if S} C S} C SZ', C Sp, then
LP(F, S, Sp, F') implies LP(F, S}, S, F").

Consider a program that computes for inputs F,S;, S, where F' is a proposi-
tional formula and 57, S, are representations of literal scopes such that S; C S,
an output formula F’ such that LP(F, S;, Sy, F') is satisfied. (The restriction to
propositional F ensures that such an F” exists.) The program can be applied to
solve the following different tasks, distinguished by the values of S; and Sp:

— Projection Computation. If S; and S, are identical, then projection compu-
tation for project(F,S,) can be performed by substituting in F’ all literals
that are not in S, with T, as indicated in Sect[2l Thus, the essential work
for projection computation is done by computing F’.

— Compilation to an equivalent formula that is linkless outside a given literal
scope. If S, is the set of all literals, then Condition LP-P states that F” is
equivalent to F'. If S is the given literal scope, then Condition LP-L states
that F” is linkless outside the given scope.

— Compilation to a fully linkless equivalent formula. This specializes the task
described in the previous item by requiring S; to be the empty set. As before,
Sp is the set of all literals.

— Deciding satisfiability. If S; is the empty set, then F” is fully linkless and its
satisfiability can be checked in a linear postprocessing step. Since projection
preserves equi-satisfiability, an arbitrary set of literals can be taken as 5.
However, the empty set as .S}, is preferable, since it least constrains LP.

3 LP-Tableaux

Tableau Representation. We represent tableaux as terms, constructed like for-
mulas from literals and logic operators, but with two additional structure
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indicating operators. Tableau manipulation rules can then be presented as term
rewriting rules which are very similar to formula rewriting rules and thus straight-
forwardly exhibit semantic and structural relationships between subformulas as-
sociated with subterms of tableaux.

Definition 3 (Expression, Tableau, Leafy Formula)

(i) An expression is constructed from literals and logic operators, like a for-
mula, and the two additional binary operators // and /. The operators // and /
are written in infix notation, with higher precedence than A,V, A,\/, and lower
precedence than the other operators.

(ii) A tableau is an expression which has one of the following forms:

1. Leaf node: LJ/F, where L € LITU{T} and F is a sentence,
2. Or-node: (L/F N Veqr,. oy Ti), where n > 1, L € LITU{T}, Fis a
sentence, and for ¢ € {1,...,n} it holds that T; is a tableau.
(iii) A subexpression occurrence in a tableau is called a subtableau of the
tableau if the subexpression is a tableau.

(iv) The leafy formula of an expression E, in symbols E*, is the NNF formula
obtained from E by replacing all subexpressions of the form L/F with L and
those of the form L/ F with (L A F).

A tableau according to Def. 311 can be viewed as representing a tableau in the
more conventional sense, an ordered tree: A leaf node represents a leaf of the tree.
An or-node (L/F A\ ,cqq, .,y Ti) represents a non-leaf node, whose i-th child is
the root of the tree represented by T;. With anode L/ F or (L/F A...) two labels
are associated, literal label L and forward label F. Literal labels correspond to
the usual node labels in tableaux. They are restricted to literals, in contrast to
complex formulas, as common for tableaux formats used by efficient automated
methods. They can contain universal, but not rigid, variables. The truth value
constant T is allowed as literal label to facilitate a technique discussed in Sect. 4

If tableau node labels are restricted to literals, the — complex — input formula
must be represented in some special way, external to the tableau. Forward labels
provide a means to avoid such external structures, and, moreover, to incorporate
formula simplifications and decompositions that are useful for transformation
tasks but can not be straightforwardly expressed as tableau manipulations. The
forward label of a node is a complex formula. Calculi construct it basically as
a copy of the input formula on which simplifications with respect to the nodes
on the branch to the node have been performed. The name forward should sug-
gest that forward labels represent portions of the input that have not yet been
processed (entered into the proper tableau structure), but will so at a future “for-
ward” point in time. In implementations, forward labels not necessarily have to
be fully materialized. A prototypical example is the DPLL procedure: The input
formula, simplified by unit propagation with respect to a branch maintained by
the procedure, can be modeled as forward label.

The formula view of a tableau is made explicit with the leafy formula op-
eration *, which removes the structural operators / and /. Constituents of a
leafy formula are all literal labels and the forward labels of leaf nodes. Forward



Tableaux for Projection Computation and Knowledge Compilation 331

Table 2. Required properties of restriction F'|r and simplification F™*

(Rl) LAF=LAF|L. (S1) project(F™,S) = project(F, S).
(R2) L(F|1) C £(F). (82) L£(F*) C L(F).
(R3) A(F|L)NA(L) = 0.

labels F' of non-leaf nodes (L/F' A ...) are not taken over into the leafy formula.
They facilitate destructive tableau operations such as backjumping by recording
forward labels of previous leafs. Leafy formula is defined for expression to be
applicable also to tableau subexpressions which themselves are not tableaux.

Abstract Calculi. Our aim is to apply tableau construction methods to com-
pute the LP relation. To this end, we consider tableaux that are constructed
by rewrite rules. It should be noted that at this level of abstraction rules are
characterized by means of semantic relationships, similar to the abstract formal-
ization of DPLL in [I7]. It is implicitly assumed that the rules are applied in
cases where these relationships can be efficiently established, usually with well
known methods.

We call sets of the considered rewrite rules LP-Calculi and the constructed
tableaux LP-tableaux. Before we come to their definition (Def. M), we need to
introduce two mappings between formulas, which are involved in the rules.

The first is restriction of a sentence F' by a literal sentence L, in symbols
F|1,. Of this operation, we require that it satisfies the properties given in Tab.
For propositional sentences, restriction can be realized simply by replacing in F’
all occurrences of L with T and of L with L. A variant for clausal first-order
sentences and universal literals is hinted in Sect.

The second auxiliary operation is scope preserving simplification of a sen-
tence F’ with respect to a literal scope S. In symbols it is written as F'*, assuming
that the scope parameter is specified in the context. It is assumed to be a sim-
plification, that is, intuitively, an operation that can be performed fast and be
applied only a number of times that is polynomial in the size of the formula. The
properties required of a scope preserving simplification are also listed in Tab.
An example that applies to clausal propositional sentences is the replacement of
clauses containing an atom A, where +A4 and —A are not in S, by their resolvents
upon A, in cases where the total number of clauses is reduced.

Definition 4 (LP-Calculus, LP-Tableau). Let F be a sentence, S; and S,
where S; C S, be literal scopes, | be a restriction function, and * be a simplifica-
tion function preserving the scope Sp. An LP-calculus is a set of tableau rewrite
rules which can be parameterized with these items. A tableau constructed by
applying a finite number (including zero) of rewrite steps with rules of an LP-
calculus to an initial tableau as specified with Init (Tab.[B]) is called an LP-tableau
for Fy obtained with the LP-calculus. The parameter S; is referred as link scope
and S, as projection scope.

Initial State and the Extend Rule. Consider Init and Extend defined in Tab.[3]
Init specifies the initial state referenced in the definition of LP-tableau. Extend
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Table 3. Initial state and [abstract] rules of LP-calculi

Init: T)F;
Extend: F = \/ L;, where n > 1
L//F — L/F/\ \/ Lz//F|L if ic{l,...,n}
i€{l,...,n} Forie{l,...,n}:
L; € LIT and L(L;) C L(F)
And-Separate: n>2 See Sect.
L) NF — L) NFA N\TJF ifQ Forige{l,....n}sth i#;:
ie{l,...,n} ie{l,...,n} i€{1,....,n} (F;, Fj) is linkless outside S;
True-Up: See Sect.
' o[ n>0
L/IFANKJTV \/ T.) — LJT lf{ L(K)NS, =
i€{1,..., n}
And-True-Up:
L/IFA NT)T — LJT if n>2
i€{1,..., n}
True-Below-Cut-Up:
L/FANKJTVK)T) — LJT if K is ground

is a tableau construction rule that can be considered as an “abstract rule” since
it specifies semantic and structural conditions which, as shown in Sect. [B] are
matched by various more specific rules, including well known tableau rules. Ex-
tend models the attachment of n successor nodes to a leaf. The if-preconditions
state that the forward label F' of the leaf entails a disjunction of n universal lit-
erals, whose literal bases are contained in that of F. For each disjunct L;, a new
node with literal label L; is attached. Its forward label is the forward label F' of
the former leaf, restricted by L; and then simplified, where the projection scope
Sp (an implicit parameter) is preserved.

LP-Calculi Compute the LP Relation. That LP-calculi can be used to
compute the LP relation is formally stated as Theorem [Il For clarity, we just
consider instances of Extend as tableau rules, but the proofs in essence extend
also to other rules, as indicated in Sect. @l Theorem [ refers to two properties
which are defined before the theorem statement:

Definition 5 (Unlinking LP-Calculus, Terminal LP-Tableau)

(i) An LP-calculus is called unlinking if and only if for all LP-tableaux ob-
tained by the calculus which have a leaf node whose forward label is not linkless
outside the link scope .5; it holds that some subtableau can be rewritten with a
rule of the LP-calculus.

(ii) An LP-tableau is called terminal with respect to an LP-calculus if and
only if none of its subtableaux can be rewritten with a rule of the LP-calculus.

Theorem 1 (LP-Calculi Compute the LP Relation). Let Fyy be a sentence,
S, Sp be literal scopes such that S; € Sy, and let CALC be an LP-calculus which
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is unlinking and whose rules are instances of Extend. If T is a terminal LP-
tableau for Fy that is obtained by CALC for link scope S; and projection scope Sy,
then LP(Fy, S, Sp, T*).

The theorem holds since the two conditions of LP are satisfied with respect to
the given parameters, which is shown with two lemmas below. We first consider
Condition LP-L, verified by Lemmal[Ilwhich is preceded by an auxiliary definition
and proposition.

Definition 6 (Subformula Within a Leaf). Let T be an LP-tableau. A
subformula occurrence in T* is called within a leaf with respect to T if and only
if it occurs within a subformula F' that has been obtained in the mapping of T’
to T* by replacing a leaf node L/ F with F.

Proposition 1. Let S;, S, be literal scopes such that S; C S, and assume that
T is an LP-tableau obtained with an LP-calculus whose rules are instances of
Extend, for link scope S; and projection scope Sp. If there is an occurrence of a
subformula of the form (G A H) in T* that is not within a leaf with respect to T,
then (G, H) is linkless outside Sj.

By Prop. [0 a subformula (F; A Fy) where (Fy, F5) is not linkless outside S; can
in T* only occur within a leaf. If T is terminal with respect to an unlinking
calculus, this possibility is also excluded, which implies the lemma for LP-L:

Lemma 1 (Terminal LP-Tableaux are Linkless Outside the Link Scope)
Let S; be a literal scope and let CALC be an LP-calculus which is unlinking and
whose rules are instances of Extend, for link scope S;. If T is a terminal LP-
tableau that is obtained by CALC, then T* is linkless outside S;.

We now turn to Condition LP-P, which is verified by Lemmal3l Its proof is based
on the following Lemma ] which states a precondition under which the result
of rewriting a subformula G of F with a formula G’ such that project(G’,S) =
project(G, S) yields a formula F’ such that project(F”, S) = project(F, S). Follow-
ing [7], we use the following notation: If T" is a term with a subterm occurrence
replaced by a hole, and U is a term, then T[U] is T with the hole replaced by
U. At the same time T'[U] indicates that the term T contains an occurrence of
the subterm U.

Lemma 2 (Scope Preservation by Unlinked Replacement). If S is a liter-
al scope and G, G, F|G] are sentences such that (1.) project(G’, S) =project(G, S),
(2.) for all subformulas of F of the form (F1[G] A F2) or (Fa A F1[G)) it holds that
(G, Fy) is linkless outside S, (3.) for all subformulas of F of the form (F1[G]V F»)
or (Fy V F1[G]) it holds that Fy and F» do not have free variables in common,
and (4.) conditions (2.-3.) also hold for G’ in place of G, then project(F[G'], S) =
project(F[G], S).

Proof (Sketch). The sentence F[G] is equivalent to a sentence ((G A Fy) V Fy),
where F; and F5 are sentences and (G, F1 ) is linkless. This sentence can be obtained
from F[G] by rewriting subformulas of the form ((H[G]V H1) A Hy) — where H, Hy
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and H are sentences — with the equivalent ((H[G] A Hz) V (H1 A Hz)), and in
addition some standard equivalences. Similarly, F[G'] is equivalent to ((G' A Fy) V
F3), where (G’, F) is linkless too. From precondition (1.) follows project((G’" A
F1)V F3,S) = project((G A F1) V Fy, S) which then implies the conclusion of the
lemma. O

It can be shown that a rewriting step with Extend matches the preconditions
of Lemma [2 with respect to leafy formulas: Precondition (1.) can be verified
from the definition of Extend, (2.) follows as a corollary from Prop. [ since
S; € Sy, and (3.) follows from the definition of tableau. By induction on the
tableau structure, as constructed from Init by rewriting with Extend, the lemma
for LP-P can be proven:

Lemma 3 (LP-Calculi Preserve the Projection Scope). Let Fy be a sen-
tence, Sp be a literal scope, and let CALC be an LP-calculus whose rules are
instances of Extend. If T is an LP-tableau for Fy that is obtained by CALC for
projection scope Sy, then project(T*,S,) = project(Fp, Sp).

4 LP-Tableau Refinements

And-Nodes. The definition of tableau (Def. Bii) can be extended by the fol-
lowing clause:

3. And-node: (L/F N N\igqy,. .y T3), where n > 2, L € LITU{T}, Flis a
sentence, and for i € {1,...,n} it holds that T; is a tableau.

And-nodes are like or-nodes, but with A in place of \/ and n restricted by n > 2.
By the latter restriction, tableaux with a single child are unambiguously classi-
fied as or-nodes. And-nodes are constructed with the And-Separate rule (Tab. ).
In this rule, the A operator on the left side is understood modulo associativity
and commutativity. The rationale for Theorem [] given in Sect. ] straightfor-
wardly carries over to LP-tableaux with and-nodes and the And-Separate rule.
And-Separate constructs nodes with literal label T to preserve the structural
uniformity of the tableau.

And-nodes allow to model a decomposition technique that has been intro-
duced in DPLL adaptions for model counting [2] and also applied to knowledge
compilation into DNNH] [I1]. There, the component formulas Fi,..., F, are
required to have pairwise disjoint atom bases. After processing them indepen-
dently, the numbers of their models are multiplied, or their compiled equiv-
alents are conjoined, respectively. For the purpose of compilation to formulas
that are linkless outside link scope Sj, the linklessness condition on Fi, ..., F,
in And-Separate, which is weaker than requiring disjoint atom bases, is sufficient.
Forward labels are quite convenient to formally handle the integration of such
decomposition techniques into tableau methods.

Y Decomposable negation normal form (DNNF) [] is a sublanguage of fully linkless
propositional formulas: An atom is not allowed to occur in both conjuncts of con-
junctive subformulas, no matter whether in complementary or identical literals.
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Tableau Level Simplifications. Simplification operations * map forward la-
bels, or subformulas of them, to further forward labels, but they do not modify
the tableau structure. Here we consider rules which modify the tableau struc-
ture, but whose effect can also be viewed as a formula simplification — of the
tableau’s leafy formula. Following [10], we call them at the tableau level.

True-Up (Tab. B) is such a rule. The disjunction operators on its left side
are understood modulo associativity and commutativity. It does in general not
preserve equivalence of the leafy formula, but equivalence with respect to the
projection scope Sp. As can be easily verified, if T, 7" are LP-tableaux matching
the two sides of an instance of True-Up, then project(T'*, S,) = project(T*, S,,).
And-True-Up (Tab. Bl) supplements True-Up by applying to tableaux with a par-
ticular form that can arise when And-Separate is involved. The given rationale
of Theorem [I] straightforwardly carries over to LP-tableaux whose rules include
True-Up and And-True-Up.

In the case that L is — like K — not in the projection scope S, a rewriting step
with True-Up can effect that True-Up becomes applicable again, with the old L
in the role of the new K. If S, is empty, in this way, when a model has been
found — indicated by a leaf node with forward label T — the True-Up rule can be
repeatedly applied until the whole tableau consists of just a single node T/ T.
The method then terminates “inherently” after finding the first model instead
of having to be stopped extraneously from computing alternative models.

Tableau level simplifications have also been considered in [10], but only sim-
plifications that preserve equivalence. Rule [I0, Fig 1., rightmost| seems useful
for LP-calculi, especially since it can effect that True-Up becomes applicable. Its
adaption is shown in Tab. [}l as True-Below-Cut-Up.

Backjumping. Dependency directed backtracking belongs to the important
techniques of efficient automated tableau systems. Backjumping, as abstractly
described for DPLL in [I7], is a variant of it, which can be coarsely modeled for
LP-tableaux as a two-step process: An application of Extend, which is preceded
by an application of the following auxiliary rule Truncate-for-Backjump:

L/FA\/ T, — LJF if n>2

Backjumping is applicable to a subtableau matching the left side of Truncate-
for-Backjump when it has been established (by means of data structures not
represented in LP-tableaux) that F = K for a ground literal K € L(F'). The
subtableau L/ F resulting from Truncate-for-Backjump is then rewritten by Ex-
tend to (L/F A KJ/F|}). The given rationale of Theorem [Il can be extended to
apply also for LP-tableaux with Truncate-for Backjump.

For theorem proving or model computation tasks, backjumping is commonly
applied with respect to a branch in which siblings to the right represent possi-
bilities to explore in future computation and siblings to the left are either not
present or can be ignored, since they correspond to parts of the problem that
already have been solved. For transformation tasks this is different. Although
siblings to the left might correspond to already transformed parts of the input
formula, a backjumping step can effect that these are deleted and an improved
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transformation, in which more unit lemmas are available below some nodes, is
computed. Examples for this can be found in [20], along with a more fine grained
modeling of backjumping.

The termination arguments for DPLL with backjumping (e.g. [I7]) can be
generalized for propositional transformation tasks. An ordering relation >; on
tableaux can be defined such that T >; T’ whenever T is obtained from T by a
rewrite step with one of the rules in Tab. Blor by backjumping, as a Truncate-for-
Backjump step immediately followed by Extend. The relation >, can be defined as
follows: With a tableau T' a sequence of pairs (lg, 7o) . .. (ln—1, 7n—1) 1S associated,
where n is the size of its longest branch and for ¢ € {0,...,n — 1} the left
component [; is defined as the number of leaf nodes in T at depth i which
do not have T as forward label, and the right component r; is defined as the
number of nodes in T" at depth i + 1. (The root is understood as having depth
0.) Now, T1 >; T if and only if the sequence associated in this way with T3 is
lexicographically greater than that associated with 75, where the elements of the
sequences are compared lexicographically, and the components of these elements
by numerical value.

5 Instantiations of the LP-Tableau Framework

DPLL Adaptions. Rules Split and Unit (Tab. @) are two instances of Extend,
familiar from the DPLL procedure for propositional sentences. Split ensures that
an LP-calculus has the unlinking property, and thus can be used to compute
LP according to Theorem [Il In order to just achieve the wnlinking property,
the legitimacy of K in the precondition of Split can be further restricted by
requiring {K, K} ¢ S; and that F' has a subformula (Fi[K] A F3[K]). On the
other hand, performing Split on literals K that do not meet these criteria might
be heuristically beneficial in cases where it enables effective simplifications by
the * function. The Unit rule is an option. LP-calculi allow unit propagation also
to be performed just within computation of forward labels by the * function.

In [BII] an adaption of DPLL for knowledge compilation of propositional
CNF into DNNF is presented, by means of pseudocode, where the compilation
result is understood as trace of a procedure run. Apart from caching techniques,
this method can in essence be modeled more abstractly by an LP-calculus with
Split, Unit, And-Separate (for the DNNF target format, the precondition of And-
Separate has to be strengthened: The F; must have pairwise disjoint atom bases)
and backjumping, supplemented by a rule application strategy that corresponds
to depth-first tree construction.

DPLL and other practically successful tableau procedures operate space effi-
ciently by keeping in memory at any point of time just a piece of the tableau un-
der construction. While this is clearly beneficial for theorem proving tasks where
a yes/no answer is searched, it can also be utilized for formula transformation
tasks by methods that output pieces of their overall output as soon as they are
computed. Such a method has been described for an LP-calculus (in a different
notational framework) without And-Separate, but with backjumping [20].
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Table 4. Instances of the Extend abstract rule

Split:
LJF — L/FN(K[|F|xVEJFl:) if K,K € L(F)
Unit:
o J LK) C L(F)
LJ/F — L/FANKJF|xx* 1f{ FEK
ClausalExpansion (for propositional CNF):
LJ)F — L/FA \/ LiJF|1, if \/ L; is a clause in F, where n > 1
ie{l,...,n} ie{l,...,n}
HyperTableauExtension (for CNF): \/ +A; is a clause in F', where n > 1
LJ/F — L/FA \/ +Aio [F|ia,0 if < ie{1,...,n}
i€{l,...,n} \/ +A;o is pure [I]
ie{l,...,n}

Propositional Clausal Tableaux. In [16] it has been observed that a fully de-
veloped regular clausal tableau for a given propositional CNF formula represents
an equivalent to the formula that is in DNNF; thus any method for computing
such a tableau can be considered as a DNNF compiler. Such a method can be
modeled by an LP-calculus with an instance of Extend, the rule ClausalExpan-
sion (Tab. M), and a simplification * that just propagates truth value constants
(removing clauses containing T, removing | from clauses, returning T for the
empty clause set, and L for a clause set containing the empty clause). In the
LP-calculus framework, a clause attached by ClausalExpansion stems not directly
from the input formula, but from the simplified forward label of the node to
which it is attached. In this way, the violation of regularity and the construc-
tion of branches with complementary literals is automatically prevented. In a
terminal tableau, each leaf has a truth value constant as forward label.

In [16] also a second method for compilation of propositional NNF formulas
into DNNF has been proposed, but not related to the clausal tableau construc-
tion: Rewriting of arbitrary subformulas with the Shannon expansion. As shown
in [20], this method can be simulated by LP-calculi with Split and And-Separate.

Incorporating Projection Computation into Knowledge Compilation
Projection to an application relevant subvocabulary is a means to compensate
somewhat for the size blow-up inherent in knowledge compilation. In the litera-
ture, so far projection computation has mainly been considered as an a-posteriori
operation that can be performed with low cost on results of compilation [4J6l/16]
(An exception is the DPLL-based clausal compiler described in [I4] which in-
corporates Boolean quantifier elimination). But projection computation can in
part be incorporated into knowledge compilation, effecting potentially drastic
efficiency improvements of the compilation process, since superpolynomial size
reductions by projection become effective already in intermediate compilation
stages [20] Theorem 7]. With LP-calculi this is realized by the projection scope
parameter, which is passed into the interior of the calculus: The simplification
function * can involve operations that preserve equivalence just with respect to
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the projection scope, and is applied to intermediate subformulas. The True-Up
rule performs special cases of projection computation in intermediate stages as
simplifications at the tableau level.

Hyper Tableaux. The hyper tableau calculus [I] is typically used in appli-
cations for first-order model computation where the intended semantics of a
formula is the set of its minimal Herbrand models. Models computed by the
hyper tableau calculus per se are not minimal. Applications accept non-minimal
outputs as harmless redundancies, or use extra means to enforce minimality [3].
Hyper tableaux add two new aspects to the previously considered LP-calculi
instantiations: first-order clauses and minimization.

The rule HyperTableauExtension (Tab.H]) is an instance of Extend that models
hyper tableau construction. Its second if-precondition states that o is a substi-
tution under which the literals +A4; have pairwise disjoint sets of variables. In
the rule presentation quantifiers have been omitted: Free variables are assumed
to be universally quantified, where the variable scope does not extend a clause.
The literals +A4;0 are understood as universal literals.

A restriction function F|j for a first-order CNF F and universal literal L
(without multiple occurrences of the same variable) can be realized for example
by applying diff-expansion [I8] to compute a CNF which has the same Herbrand
expansion as F' (with respect to the function symbols in the fixed signature X)
and does not contain a literal whose atom is unifiable with — but no instance of
— the atom of L. In the formula resulting from diff-expansion, instances of L are
then replaced by T and instances of L by L. For example, if the function symbols
in X are the constant a and the unary function symbol f, then (Vz(—p(z) Vv
+a(2)) AV (4p(2) V+r(2))) | 10(a) = (a(a) AVa(—p(F())V+a(F())) AV (4p(F(x))V
+(f(x)))). As a first approximation, the simplification * can be just equivalence
preserving truth value propagation, as described above for clausal tableaux.

We now consider hyper tableau construction in combination with projection.
Define min as logic operator such that the models of min(F') are exactly the
minimal models of F":

(I, 8) = min(F) iffaer (I,6) b= F and (MIN)

there does not exist a structure J such that
(J,8) = F and JNPOS C I NnPOS.

For expressions T, define T* as the formula which is defined like 7%, except
that leaf nodes L/ F are replaced just by L instead of (L A F'). It then holds in
general that T* |= T*. For an LP-tableau T obtained with an LP-calculus with
HyperTableauExtension as the only rule, 7* contains only positive literals and if
T is terminal then min(7*) = min(T*). Since T* contains only positive literals
it is fully linkless and project(T*®, S,) can be computed linearly by substituting
literals of which no instance is in S, with T, as shown in Sect. 2] (assuming
further that for each literal in 7% either all or no instances are in S,).

Theorem [2] which follows, then justifies a method to compute project(Fp,.S,)
where S, contains only positive literals: Compute a terminal tableau 7' with
HyperTableauExtension for Fy and projection scope S, and apply the linear pro-
jection computation by substitution with T to T'*.
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Theorem[Z]also justifies an extension to standard hypertableau methods which
is useful for projection computation and potentially also for model computation
in cases where only model fragments from a subvocabulary are relevant to the
application: The use of simplifications * which just preserve equivalence with
respect to the projection scope. As a simple example consider the CNF sentence
Fo=(HpA(pVHV+H)A(—qV4s)A(—V4s)) and projection scope S, =
{+p, +s}. A value for Fj could then be (+p A (—p V +s)), which leads with one
HyperTableauExtension step to the terminal tableau (4+p/Fj A 4s//T), without
the need to branch for +q and +r.

Theorem 2 (Projection and Hyper Tableaux). Let Fy be a sentence in
CNF, S, C POS be a literal scope and let CALC be an LP-calculus with Hyper-
TableauExtension as its only rule. If T is a terminal LP-tableau for Fy that is ob-
tained by CALC for projection scope Sp, then project(T*,S,) = project(Fp, Sp).

Proof (Sketch). By Lemma [3 it holds that project(Fy,S,) = project(T*,S,).
The theorem is then implied by project(7T%*,S,) = project(T*,S,), which can
be shown as follows: The left to right direction is implied by 7% = T* which
holds in general. It remains to show the right-to-left direction. Since T* con-
tains no existential quantifiers, it satisfies the following condition: Each model
of T* is an extension (i.e. superset w.r.t. positive literals) of a minimal model
of T®. From this condition and the fact that Sp € POS it can be derived that
project(T*®,S,) [= project(min(T*), S,). As mentioned above, since T is termi-
nal it holds that min(7*) = min(T*). It then follows that project(T*,S,) =
project(min(T*), S,), which implies project(7*,S,) = project(T*, S,). O

6 Conclusion

We presented an approach for applying tableau methods to projection compu-
tation, a generalization of second-order quantifier elimination. We developed a
formal framework that extends, subsumes and relates a variety of methods and
observations that so far have been formulated dispersed and in more ad-hoc
ways. We have discussed some subtle issues exposed by the framework, such as
the integration of formula simplifications that perform projection computation
into knowledge compilation, and projection in combination with minimal model
computation. Since the framework can be used to model techniques of efficient
automated systems, it provides a basis for the specification of implementations.
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