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Preface

This volume contains the proceedings of ATC 2009, the 6th International Confer-
ence on Autonomic and Trusted Computing: Bringing Safe, Self-x and Organic
Computing Systems into Reality. The conference was held in Brisbane, Aus-
tralia, during July 7–9, 2009. The conference was technically co-sponsored by
the IEEE and the IEEE Computer Society Technical Committee on Scalable
Computing. ATC 2009 was accompanied by three workshops on a variety of
research challenges within the area of autonomic and trusted computing.

ATC 2009 is a successor of the First International Workshop on Trusted
and Autonomic Ubiquitous and Embedded Systems (TAUES 2005, Japan), the
International Workshop on Trusted and Autonomic Computing Systems (TACS
2006, Austria), the Third International Conference on Autonomic and Trusted
Computing (ATC 2006, China), the 4th International Conference on Autonomic
and Trusted Computing (ATC 2007, Hong Kong), and the 5th International
Conference on Autonomic and Trusted Computing (ATC 2008, Norway)

Computing systems including hardware, software, communication and net-
works are growing dramatically in both scale and heterogeneity, becoming overly
complex. Such complexity is getting even more critical with the ubiquitous
permeation of embedded devices and other pervasive systems. To cope with
the growing and ubiquitous complexity, autonomic computing focuses on self-
manageable computing and communication systems that exhibit self-awareness,
self-configuration, self-optimization, self-healing, self-protection and other self-x
operations to the maximum extent possible without human intervention or guid-
ance. Organic computing additionally emphasizes natural-analogue concepts like
self-organization and controlled emergence. Any autonomic or organic system
must be trustworthy to avoid the risk of losing control and to retain confidence
that the system will not fail. Trust and/or distrust relationships in the Internet
and in pervasive infrastructures are key factors to enable dynamic interaction
and cooperation of various users, systems and services. Trusted computing aims
at making computing and communication systems as well as services available,
predictable, traceable, controllable, assessable, sustainable, dependable, persist-
able, security/privacy protectable, etc.

The ATC 2009 conference provided a forum for engineers and scientists in
academia, industry and government to exchange ideas and experiences in all tech-
nical aspects related to autonomic/organic computing and trusted computing.
There was a large number of paper submissions (52), representing 17 countries
and regions, from Asia, Europe, North America and the Pacific. All submissions
were reviewed by at least three members of the Technical Program Commit-
tee or external reviewers. In order to allocate as many papers as possible and
keep the high quality of the conference, we decided to accept 17 regular papers
for presentation, reflecting a 33% acceptance rate. The contributed papers were
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supplemented by a keynote address by L. Jean Camp (Indiana University), titled
“Design for Trust in Ambient and Ubiquitous Computing.” The proceedings also
include an invited paper by Alva Couch, Mark Burgess and Marc Chiarini, titled
“Management Without (Detailed) Models.”

Organization of conferences with a large number of submissions requires a
lot of hard work and dedication from many people. We would like to take this
opportunity to thank numerous individuals whose work made this conference
possible and ensured its high quality. We wish to thank the authors of submitted
papers, as they contributed to the conference technical program. We wish to
express our deepest gratitude to all Program Committee members and external
reviewers for their excellent job in the paper review process, as well as the
Steering Committee and Advisory Committee for their continuous advice.

We further acknowledge the excellent work of the Workshop Chairs in orga-
nizing the three workshops, and the Panel Chairs in organizing the ATC panel.
Our thanks also go to the Publicity Chairs for advertising the conference and
to the Web Chair for managing the conference website. Last but not least, we
would like to thank the NICTA Queensland Lab for conference support and The
University of Queensland for hosting the conference.

July 2009 Juan González Nieto
Wolfgang Reif
Guojun Wang

Jadwiga Indulska
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Udaya Tupakula
Hua Wang
Guofu Xiang

Lin Yang
Rehana Yasmin
Weiliang Zhao
Daniel Ziener
Tobias Ziermann



Table of Contents

Keynote Speech

Design for Trust in Ambient and Ubiquitous Computing . . . . . . . . . . . . . . 1
L. Jean Camp

Organic and Autonomic Computing

Towards an Organic Network Control System . . . . . . . . . . . . . . . . . . . . . . . . 2
Sven Tomforde, Marcel Steffen, Jörg Hähner, and
Christian Müller-Schloer

A Universal Self-organization Mechanism for Role-Based Organic
Computing Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

Florian Nafz, Frank Ortmeier, Hella Seebach,
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Design for Trust in Ambient and Ubiquitous
Computing

L. Jean Camp

Indiana University
School of Informatics
ljcamp@indiana.edu

Abstract. Ambient and ubiquitous computing systems are character-
ized by interfaces so non-traditional that these are often not recognized as
computer interactions during use. Further these systems may be always
on, embedded nearly invisibly into physical surroundings. Thus empow-
ering individuals to control their own privacy and security in ubiquitous
computing is particularly problematic. This is further complicated by
the fact that privacy is personal and contextual, while system design in
centralized. In this presentation, I describe the designs and associated
research methods for developing and evaluating privacy-aware ubicomp
for in-home use. The project focused on integrating individuals risk per-
ceptions with respect to security and privacy into the technology, so that
choices which appear to be risk- mitigating do indeed mitigate risk. Using
six prototypes, the presentation illustrates design for trust in home-based
ubicomp.

J. González Nieto et al. (Eds.): ATC 2009, LNCS 5586, p. 1, 2009.
© Springer-Verlag Berlin Heidelberg 2009



Towards an Organic Network Control System

Sven Tomforde, Marcel Steffen, Jörg Hähner, and Christian Müller-Schloer

Leibniz Universität Hannover
Institute of Systems Engineering

Appelstr. 4, 30167 Hannover, Germany
{tomforde,steffen,haehner,cms}@sra.uni-hannover.de

Abstract. In recent years communication protocols have shown an in-
creasing complexity – especially by considering the number of variable
parameters. As the performance of the communication protocol strongly
depends on the configuration of the protocol system, an optimal param-
eter set is needed to ensure the best possible system behaviour. This
choice does not have a static character as the environment changes over
time and the influencing factors of the optimisation are varying. Due to
this dynamic environment an adaptation depending on the current situ-
ation on the particular node within a communication network is needed.
This paper introduces an Organic Network Control system which is able
to cover this task and it also demonstrates the strengths of the pro-
posed approach by applying the system to a Peer-to-Peer protocol and
evaluating the achieved results.

1 Introduction

Due to the continuously increasing interconnectedness and integration of large
distributed computer systems and the dramatical growth of communication need
new protocols are being developed continuously. Simultaneously, researchers and
engineers try to guarantee the sustainability of such systems by optimising and en-
hancing existing algorithms. This leads to a growing complexity of the particular
methods and a rapidly increasing number of possibilities to configure the result-
ing systems. This complexity of the configuration task leads to the need of new
ways to guarantee a good approximation of the optimal behaviour of particular
nodes within a network and provide an automatic adaptation to the needs of the
system’s user. Although the system should be able to cope with different situa-
tions, which might not have been foreseen during the development, the user does
not want to have additional effort to configure or administrate his system.

Organic Computing (OC - cf. [1]) is a recent research area which focuses on
building self-organised systems to solve complex problems. Autonomous entities
are acting without strict central control and achieve global goals although their de-
cisions are based on local knowledge. The authors assume that due to the complex-
ity of the particular tasks not all situations can be foreseen during the development
process of the system. Therefore, the system must be adaptive and equipped with
learning capabilities, which leads to the ability to learn new actions and strategies

J. González Nieto et al. (Eds.): ATC 2009, LNCS 5586, pp. 2–16, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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for previously unknown situations. The self-control of network entities is also part
of the focus of Autonomic Computing (AC - cf.[2]).

Considering the complex problem which arises with the increasing communi-
cation demands, OC seems to be a useful approach to build an adaptive network
control system. Basic OC techniques like the generic Observer/Controller archi-
tecture [3] will be used to enable the demanded properties of the system. Related
to another real-world OC example – the control of urban traffic lights as intro-
duced by Prothmann et al. in [4] – our system uses two basic techniques: (1) A
Learning Classifier System [5] is used to on-line adapt the network protocol. (2)
A Genetic Algorithm [6] in combination with a standard network simulation tool
(NS/2, see [7]) is responsible for the creation of new rules.

This paper presents an adaptive and automated system for the dynamic and
self-organised control of network protocol parameters (e. g. values for timeouts,
maximum number of re-transmissions, number of open connections, etc.).
Section 2 introduces evolutionary computing as basic approach as well as recent
work done for automatic network protocol parameter optimisation. In Section 3
the architecture and general approach of the proposed system are described com-
bined with details on necessary modifications of the used components (e. g. adap-
tation of Learning Classifier Systems). Afterwards, Section 4 demonstrates the
strengths of our approach by evaluating a BitTorrent-based scenario [8]. The per-
formance of the system is measured off-line by comparing the results of our system
with the standard configurations and on-line by demonstrating the increase of per-
formance and usability achieved by the adaptation of the network control system.
Finally, Section 5 summarises the approach and names further improvements of
the system and next steps of the research.

2 State of the Art

The approach to network control presented by this paper is strongly related to a
number of different areas of research. Within this section a brief introduction in
the basic concepts needed for the system is given.

2.1 Network Protocol Optimisation

The performance of a network protocol depends highly on the configuration of the
parameter set. Therefore, the optimisation of protocol parameter sets is a main
task for the development of a new network protocol or the adaptation of an exist-
ing one. To determine the best-fitting set of parameters a network engineer could
try to manually choose parameters and continue using a directed trial-and-error
approach. Alternatively, he could rely on an automated system as the effort for a
manual optimisation increases exponentially with the number of parameters and
the size of the configuration space per parameter.

The already existing approaches for automated network parameter optimisa-
tion are characterised by specific solutions for particular protocols. Although the
need of a generic system to fulfill this task has been formulated before (cf. e. g. [9],
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p. 14) this does not exist yet. Additionally to the pure optimisation task, another
important part of network protocol optimisation is to adapt the parameters of pro-
tocols dynamically during the runtime of the application. Both fields of research
will be discussed in the remainder of this subsection.

Off-line optimisation of parameter sets deals with the problem to determine
a set of parameters for a given protocol that is as close to the optimum as possi-
ble. The task is characterised by the needed amount of time and the quality of
the solution to be found. As this approach can rely on off-line processing no strict
time-restrictions are applied. Additionally, the process can be parallelised as dif-
ferent parameter sets can be processed on different systems. In this context off-line
means evaluating new possible settings using simulation and thus without inter-
fering with the live-system.

As one example Montana and Redi use an Evolutionary Algorithm (EA) to op-
timise a full custom communication protocol for military MANETs [10]. A com-
mercial network simulator (OPNET) and real world communication data are used
for simulation. The results achieved by the optimisation with the EA are com-
pared to a manual optimisation carried out by the authors themselves. A similar
approach for optimising a protocol with an EA is presented by Sözer et al. [11].
They developed a protocol for underwater communications. Again, the optimisa-
tion results achieved by an EA are compared to a manual optimisation. In contrast
to the Organic Network Control System presented in this paper the solutions are
specific systems for the particular protocols, but do not aim at providing a generic
system which is adaptable to different protocol types.

Turgut et al.discuss the usage of aGeneticAlgorithmto optimise theirMANET-
based clustering protocol in [12]. This is again a specific implementation for a given
protocol. Other techniques can be found in literature, but they all lack the generic
character and are not ment to be re-used for other protocols.

On-line adaptation of network controller settings aims at dynamically ad-
justing the system to a changing environment. Based on the assumption that the
environment changes steadily, we define the need to change the parameter set of
a network protocol according to the current status of the environment. Therefore,
the optimal solution does not depend on a static scenario like for the off-line op-
timisation problem before, but on the observation of detector values.

In contrast to the off-line part, time restrictions have to be taken into account
as the system has to be adapted immediately after observing a changed situation.
Additionally, the system has to cover safety- or performance-critical applications
where no failures in terms of untested or unknown behaviour is allowed. Both re-
strictions exclude possible approaches like trial-and-error and long-term learning
based on failures. Currently, no standard solution to cover the dynamic on-line
adaptation of network protocols has been proposed.

One recent approach by Ye and Kalyanaraman [13] that aims at proposing a
possible solution introduces an adaptive random search algorithm, which tries to
combine the stochastic advantages of pure random search algorithms with
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threshold-based knowledge about extending the search. It is based on their initial
system as presented in [14] It is also applicable to noisy objective functions and
is flexible regarding the particular protocol. In contrast to our approach, Ye et
al. propose a centralised system that tackles the optimisation task for each node.
To allow for such a division of work between a central server and the particular
network nodes they have to deal with problems like bandwidth usage, single point
of failure, local knowledge accessible from server-side, etc. – which is not necessary
when using our solution.

2.2 Evolutionary Computation

Evolutionary Computing (EC - cf. [15]) is a research field in Computer Science.
It is designated to study and develop systems using nature-inspired techniques. It
aims at providing efficient methods to tackle a large set of optimisation and adap-
tation problems. EC techniques include Evolutionary Algorithms and Learning
Classifier Systems.

Evolutionary Algorithms (EA) are randomised optimisation heuristics that
are derived from natural evolution. The process mimics biological evolution and
has been applied to several different fields of optimisation problems. Based upon
a set (population) of randomly generated solutions the evolution-inspired optimi-
sation process evolves new rules by performing genetic operators (e. g. mutation
and crossover) by evaluating a certain quality criterion. This criterion is typically
called the objective function and is maximised – or equivalently minimised during
an iterative process. Details on this process and EAs in general are given e. g. by
Bäck and Schwefel in [16] or by Mitchell in [6].

Learning Classifier Systems (LCS) have a strong relation to EAs. The con-
cept relies on the goal to learn best fitting solutions. This means that LCS optimise
their behaviour depending on currently observed situations and infer on the qual-
ity of their choice. They can be applied to problems where for each action some
kind of numerical reward can be provided. LCS are based on a rule set, where
each rule is representing an information-tuple. This tuple is called classifier and
contains the three parts condition, action, and value [5].

LCS select a particular classifier based on a given stimulus (e. g. the currently
observed situation). The process can be divided in two main steps: selecting a set
ofmatching classifiers and choosing the desired action.The selection task is done by
building amatch set which is a subsetof the rule set andcontains allclassifierswhose
condition part matches the current stimulus. These selected classifiersmay suggest
different actions, which leads to the second step where one action has to be chosen.
Therefore, the average values of all distinct actions contained in the match set are
calculated by taking into account all classifier values proposing the specific action
and being part of the match set. The resulting list of actions is ordereddescendingly
by their calculatedvalue,and theonewith thehighestvalue is applied to theSystem
under Observation and Control (SuOC). All those classifiers proposing the selected
action form the action set. Afterwards, the reward received from the environment
is used to update the values of all classifiers contained in the action set.
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Besides the process of selecting actions from a given set of classifiers, the cre-
ation and modification of classifiers is of basic interest for the system. To fulfill
this task two different approaches are applied: If no matching classifier was found
during the building process of the match set, a classifier consisting of a condition
matching the current stimulus, a random action, and a default value is added to
the rule base. This process is called covering. Additionally, sporadically a repro-
duction cycle is started. Within this cycle some classifiers are chosen to be ”par-
ent” individuals, and the genetic operators crossover and/or mutation are applied
to copies of these parents to form offspring which are inserted to the rule base [17].

The concept described above is the basic approach ofLCS.A large set of different
implementations have been proposed, but most of them rely on the research done
by Wilson in e. g. [5,17]. For further details on this topic the reader is referred to
Wilson.

3 An Organic Network Control System

This section explains the architecture of our proposed Organic Network Control
(ONC) System. Based upon a given network protocol client – the System under
Observation and Control (SuOC) in terms of Organic Computing – an additional
Observer/Controller (O/C) component is used to adapt the parameter set of the
SuOC depending on the currently observed situation within the network. To allow
for the creation of tested new rules for the Learning Classifier System situated at
Layer 1, a simulation-based second layer is added upon the O/C part. The general
approach of the architecture as pictured in Fig. 1 is based on the generic O/C
architecture presented in [3].

Fig. 1. Architecture for the Organic Net-
work Control system

The approach of our architecture is
based on one of the key properties of OC
- an additional higher layer has to pro-
vide additional functionality, but a re-
moval must not affect the operational
capabilities of the basic system. We aim
at proposing a generic solution, which
means that the SuOC itself is exchange-
able. Only one restriction on the ex-
changeability is applied as the system
can only cover parametrisable protocols,
on which the performance can be mea-
sured locally. In contrast to that our
system can currently not handle optimi-
sations, where the logic of the protocol
has to be adapted as it is based upon
a generic character and a black-box ap-
proach. The target system provides ca-
pabilities to rapidly adapt to changing
environments. It also has the typical OC properties of being self-configuring, self-
learning, self-optimising, and self-organising.
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3.1 Architecture of the ONC System

The ONC system is based on the architecture as depicted in Fig. 1. It is also
strongly influenced by the implementation of the generic O/C architecture as in-
troduced by Prothmann et al. in [4] for urban traffic control systems. Therefore,
the basic approach to allocate tasks to particular layers and the techniques (e. g.
Evolutionary Algorithms and Learning Classifier Systems) have been adopted.
But, compared to the urban traffic control system, a range of necessary adjust-
ments had to be applied. Within the remainder of this Section we will describe
the three different layers with their components and tasks, followed by the neces-
sary adaptations of the particular technical approaches to realise our system.

Layer 0: System under Observation and Control. The SuOC (see Fig.2) is a
parametrisable Network Controller. Due to the generic concept of the
proposed system it is not restricted to a particular set of protocols – the only re-
striction applied is that it has to provide a set of variable parameters and a local
quality criterion (e. g. the duration of a download in Peer-to-Peer systems or a
weighted trade-off between the energy consumption and the broadcast-covering
for MANETs) for the performance measurement. This means, protocols for me-
dia access and applications (e. g. Peer-to-Peer systems) can be controlled in the
same way as e. g. wire-based protocols or mobile ad hoc networks (MANETs). A
good setup of the variable parameters that match the current condition at the
network node has an important influence on the resulting performance for these
systems. In the architecture, the parameter setup is optimised on-line by the O/C
component in Layer 1.

Fig. 2. The SuOC

Layer 1: Observer/Controller for
on-line adaptation. The variable pa-
rameters of the SuOC are subject to
control interactions of the component
situated at Layer 1. As depicted in Fig. 1
this component can be divided into two
different parts: an Observer and a Con-
troller. The Observer is responsible for
monitoring the situation at the partic-
ular node. The description of the situa-
tion is aggregated by transforming the
measured values to a more abstract and
normalised view of the current status.
Depending on these figures the second
part of the layer – the Controller unit – decides whether an adaptation of the SuOC
is needed. This part is realised by a Learning Classifier System (LCS) which maps
the input from the Observer to a rule base of possible actions. If the LCS does
not contain a matching rule, the rule generation mechanism situated in Layer 2 is
triggered in addition to the usage of a covering mechanism.

Layer 2: Off-line optimisation. The existing set of classifiers of the LCS is ex-
tended for unforeseen or currently unknown situations by using the rule-creation
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mechanism of Layer 2. In this context off-line means that it works upon demand of
the on-line system at Layer 1 and delivers the new simulation-based created rules
as soon as they are generated. Within this layer an EA evolves a new parameter
set for the SuOC designated for a given situation.In combination with a widely
used standard network simulation tool the EA performs an off-line optimisation.
Additionally, a Layer 2-Observer serves as monitoring component to allow for the
situation-depending usage of system resources and queuing of the optimisation
tasks of Layer 1.

3.2 Technical Realisation of the On-Line Learning System (Layer 1)

The on-line learning system is situated on Layer 1 of our architecture and consists
of two main parts: an Observer and a Controller component.

The Observer is needed to monitor the situation at the node. It measures those
figures having influence on the selection of appropriate parameters for the control
strategy. This selection depends on the specific controlled protocol and typically
contains figures like buffer sizes, delay times, etc. Additionally, protocol-specific
parameters like e. g. number of nodes in sending distance for MANET protocols
or available system resources like CPU, upload-bandwidth, download-bandwidth,
etc. for P2P protocols can be taken into account. The Observer monitors the par-
ticular values and aggregates them to an abstract situation description realised
as an n-dimensional vector with n equal to the number of observed values. Which
figures are used to describe the situation depends on the protocol as e. g. MANETs
have other influencing factors than P2P systems.

The Controller contains a LCS, which is based on Wilson’s XCS as introduced in
[17]. Our modifications of the original implementation lead to a real-valued solu-
tion which receives an n-dimensional vector from the Layer 1-Observer describing
the current situation. For the composition of the classifier this results in a condition
part containing n interval predicates forming an n-dimensional hyper-rectangle
where all states of the observed influencing factors are encoded. The action part
of the classifier is a parameter set for the control of the network node. The selec-
tion process is done analogously to the method proposed by Wilson (further details
can be found e. g. in [17]): In a first step the LCS selects all classifiers matching the
current situation description. Afterwards, that action is chosen from the created
match set which is predicted to be most appropriate for the current situation. The
third step applies these parameters to the SuOC. Finally, the LCS receives a re-
ward for its selection and updates the evaluation of all classifiers contained in the
action set. To determine the reward, the LCS compares the current situation de-
scription with the prediction (e. g. measured as amount of data downloaded in a
given time interval) made by the classifier when building the action set.

Nevertheless no matching classifier might be found (which means the match
set is empty). In this case an action to be applied to the SuOC is needed. But,
the standard randomised approach introduced by Wilson can not be used as a
real-world system depends on useful actions. We assume that a classifier whose
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condition part is located next to the current situation description – although it
does not match it – is better than any other one existing within the rule set. Due
to this assumption a covering process is executed which selects the ”nearest” clas-
sifier in terms of the Euclidian Distance calculated for the n dimensional vectors
and using the centroids of the intervals used for each interval predicate. This clas-
sifier is copied, its condition part is adapted to the current situation description
(using a standard interval size around the given situation), and it is added to the
rule set. Based on this simple process we ensure to only use tested actions and we
also ensure that at least one rule is contained in the match set.

3.3 Technical Realisation of the Off-Line System (Layer 2)

The on-line adaptation of the system works depending on the existing set of clas-
sifiers. If no classifier matches the input a new one is generated using the covering
mechanism as described before. This might not lead to a sufficiently well perform-
ing solution – particularly if a classifier is selected, which is located far from the
current condition within the n dimensional space. Due to this inconsistency a new
classifier is needed. In Wilson’s XCS, this is realised using two varying techniques:
crossover and a random kind of evolution by creating childs from particular par-
ents. This randomised approach to creating new classifiers is infeasible for most of
the real-world problems and especially for the network control system. The largest
part of the created classifiers would lead to an unacceptable performance or affect
the usage of the underlying SuOC. Therefore, this task is delegated to the highest
layer of our architecture, where a simulation-based approach is used to create new
and tested classifiers.

The Observer is responsible for capturing the current situation description pro-
vided by the Observer on Layer 1. As the current usage of system components (in
terms of CPU, RAM, etc.) might have influence on the selection process of the
LCS and being part of the condition of the classifier it might be also restricted
for Layer 2. Therefore, this Layer 2-Observer is needed to receive the status of the
observed variables from the Layer 1-Observer. It also manages the queue of op-
timisation tasks as the simulation-based creation of new rules needs considerable
effort in terms of system resources.

The Evolutionary Algorithm is responsible for evolving new classifiers. Based on
the procedure described in Section 2.1 a new action is generated for the observed
situation. Therefore, the EA is used with the configuration listed in Table 1. The
number of generations is equal to the number of processed iterations until the EA
stops – by trend, a higher number would lead to a higher quality, but also more
time is spent. A similar statement can be formulated for the population size. By
defining the number of children the fraction of new individuals per cycle is defined.
Finally, the mutation and crossover rate have significant influence on the modi-
fication of new individuals compared to the existing individuals contained in the
previous population.
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Table 1. Configuration of the EA

Variable Value

Number of generations 18 cycles
Population size 10 individuals
Number of children per generation 6 individuals
Mutation rate 0.8 per child
Crossover rate 0.83 per child

The Simulator component to test the parameter sets generated by the EA is re-
alised using NS/2 [7]. This discrete event simulator is a well-known standard solu-
tion and has also been used by many authors of network protocols to evaluate their
systems. It relies on providing an implementation of the specific protocol as well
as a scenario defining the variables to be optimised, the situation of the network,
and the environment. The situation depends on the current observation – which
means that the system on Layer 2 adapts the NS/2-scenario to the aggregated
situation-description as provided by the Observer on Layer 1.

4 Evaluation of the System

This section aims at demonstrating the performance of the ONC system. Initially,
we introduced a stand-alone off-line optimisation system for network protocol pa-
rameters and evaluated the performance for MANETs and Smart Camera com-
munication protocols in [18]. Based upon this system we extended the architecture
to an adaptive and dynamic on-line network control system. As both parts – the
on-line and the off-line optimisation – are basic components we evaluated both.
Details are given in the remainder of this section. The performance of the off-line
optimisation can be measured compared to the usage of the standard parameter
set. The evaluation of the on-line part is motivated by the assumption that varying
user behaviour – and combined with that the different requirements of the particu-
lar situation – can not be foreseen completely at development time. The need of an
on-line adaptation is demonstrated by using a prototypical course of day of one
person using his/her computer and demonstrating the achieved increase of per-
formance in terms of amount of downloaded data. Therefore, we start with the
experimental setup, followed by the description of our underlying scenario, and
the used protocol. Finally, we present the results of the evaluation process.

4.1 Experimental Setup

The experimental setup consists of different parts. One basic part is the config-
uration of the scenarios used by the NS/2 simulator as this has influence on the
achievement of the results. Secondly, the evaluation of the on-line part depends on
a scenario modelling the course of day of computer-usage. Accompanied by this
scenario, the protocol being used is of high interest for the analysis of the results.
Therefore, we give a short introduction to the BitTorrent protocol and describe its
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variable parameters underlying the optimisation and control process of our sys-
tem. The evaluation has been performed on a standard PC (CPU: AMD Athlon
3200+, 2.00 GHz and RAM: 1.00GByte).

NS/2 Configuration. The discrete event simulator NS/2 [7] is a well-known
standard solution for simulating network behaviour in research. It simulates a
given network protocol based on the definition of a scenario. Within this scenario
it is specified, how many nodes are taking part in the simulation, which files are
transfered, and which events appear during the simulation process. As most im-
portant figures to reproduce the simulation and the received results we used the
following configuration: number of nodes: 100, number of seeds (peers initially pro-
viding the data): 3, size of files: 500MB, and number of files: 1, if no other config-
uration is mentioned. The maximum possible link bandwidth has been set to 400
KByte/sec for downstream and 40 KByte/sec for upstream.

Scenario. The on-line evaluation of the ONC system is based on a simple
scenario, which is inspired by the role model of a student in Computer Science.
Thereby, we consider the usage of a standard PC during the course of a day. The
user fulfills tasks, which leads to a certain usage of resources. Additionally, he has
to sporadically look up information on the Internet and download data, which
leads to a demand of up- and download-capacity. Simultaneously, he runs a Peer-
to-Peer (P2P) Client to download a high amount of data (e. g. video recordings of
lectures). The target of the download is to receive the data files as fast as possible
using the P2P-Client without decreasing the usability of the PC for the normal
tasks. This means, the P2P Client can only use those system resources not being
occupied by the user. The model of the system during the day is depicted in Fig. 3
and currently contains the factors upload-bandwidth and download-bandwidth.
This means for the evaluation of this paper, factors like CPU- or RAM-usage re-
main unconsidered.

Protocol: BitTorrent. The P2P-Client is based on the BitTorrent protocol [8],
which is a very popular example for those protocols.Recently, BitTorrentnetworks

Fig. 3. Usage profile
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were responsible for up to 30% of all traffic on the Internet (in the year 2005 – cf.
[19]). As standard P2P protocols have to cover several problems like fairness, effi-
ciency, etc., BitTorrent introduced a simple concept to deal with this. Built upon
two basic approaches to increase the efficiency and to reduce free-riding – which
were both the main problems of previous P2P systems – the system relies on the
usage of fragmented files (splitting into sub-files) called chunks. Finishing a down-
load of one chunk can immediately allow for the upload of the chunk to other peers.
Additionally, each peer controls to whom it uploads data. For further details of the
protocol the reader is referred to Cohen’s introduction of BitTorrent in [8].

For the evaluation of our system we use the implementation of a BitTorrent-like
protocol for NS/2 presented by Eger et al. in [19] and available on the Internet at
[20]. The protocol is called ”BitTorrent-like” as it does not implement a specific
version of BitTorrent and relies on some simplifications. Although this leads to
a decreased functionality of the whole protocol, it still behaves like the standard
protocol as most abstractions being made are concerned with the distributed us-
age within the Internet. For details on the simplifications and the implementation
please see [20].

Variable Parameters of the protocol. The BitTorrent Client offers seven dif-
ferent parameters, which can be adapted by the user. They are listed with a short
description and their standard configuration in Table 2. Additionally, there are
several parameters, which are used in the implementation and might be subject
to the optimisation process. Currently we just considered the adaptation of the
listed standard parameters – the direct adaptation of the protocol implementa-
tion within the simulator is subject to further investigations.

Table 2. Variable parameters of the BitTorrent protocol

Variable Description Standard value

NumberOfUnchokes Number of unchoked connections 4 conn.
ChokingInterval Interval for unchoking process 10 sec.
RequestPipe Number of simultaneously requests 5 req.
NumberPeersPerTracker Number of requested peers 50 peers
MinPeers Min. number of peers for not re-requesting 20 peers
MaxInitiate Maximum number of peers for initialisation 40 peers
MaxConnections Maximum number of open connections 1000 conn.

4.2 Evaluation of the Off-Line Parameter Optimisation

The off-line optimisation is based on the BitTorrent-based NS/2 simulation as pre-
sented in Section 4.1. The EA has been configured using the values as listed in
Table 1. The resulting values of the simulation are averagedvalues for at least three
simulations, but there are nearly no differences between the runs. For the optimi-
sation the settings of all peers have been adapted to the same values, which means
there is no individual configuration. The classifiers are structured according to the
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Fig. 4. Optimisation performance with varying number of peers

process described in Section 2.2 and 3.2. The fitness function has been defined as
minimising the download time for the particular node.

We investigated the influence of the optimisation for different configurations
of the scenario, varying the number of peers and the size of the downloaded files.
Fig. 4 shows the results for varying the number of peers (5, 10, 50, and 100 peers)
and compares the time needed for the download. For a small number of peers we
observed only a small decrease in download time (5 peers: 111.0sec optimised vs.
112.2sec using the standard configuration – increase in performance of 1.1%). For
a higher number of peers (100 peers: 147.3sec optimised vs. 168.9sec using the
standard configuration – decrease in download time of 14.67%) the performance
increases. This means, the number of peers has a significant influence on the pos-
sible optimisation performance. In contrast to the number of peers, the file-size
to be downloaded seems to have nearly no influence (Optimisation results are be-
tween 0.1% and 1.0% better than the standard values).

As one example for an optimised solution, the system evolved the following
parameter set (100 peers): NumberOfUnchokes - 3; ChokingInterval - 20; Request-
Pipe - 8; NumberPeersPerTracker - 24; MinPeers - 20; MaxInitiate - 40; MaxCon-
nections - 1104. The unchanged values for the number of peers can be explained
by our scenario as the simulation covers only 100 peers. The adapted values of the
choking process can be explained by the fact that our scenario is based on nearly
constant connections, which leads to a rarely usage of the un-choking process.

Finally we can state, that the optimised parameter sets lead to an improve-
ment in all tested situations compared to the standard configuration. The evolved
configuration achieved an increase in performance of 0.1% to 30.0% (in specific
configurations). The time needed for the generation of a new parameter set de-
pends highly on the particular scenario configuration: scenarios with only a few
peers and small file-sizes (e. g. 5 peers and 5MB files) needed only a couple of min-
utes while complex scenarios (100 peers and 1000MB files) needed up to 24 hours
per simulation run.
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4.3 Evaluation of the Dynamic On-Line Learning System

As demonstrated within the previous subsection, the off-line optimisation leads
to a significant increase in performance due to the adaptation of the parameter
set. In contrast to the off-line part the on-line system has to adapt directly to
its changing environment (the system checks the need for control actions every 3
minutes). Therefore, the system can not wait for the off-line part to be finished as
this may take up to 24 hours. The optimisation tasks are queued and processed in
the order they arrive.

The evaluation of the on-line system is done by comparing the achieved down-
load rate during the course of day on three consecutive days (see Fig. 5). The usage
profile is the same for all days, which means that exactly the same situations are
observedby the ONC system. The system starts with a completely empty rule base
and therefore initially uses the standard parameter set. Due to the duration of the
Layer 2 process the rule base increases slowly. Until the system has the matching
parameter set for each situation it uses the already existing rules, a nearby rule
(chosen by the covering mechanism), or – for a completely unknown situation the
standard parameter set.

As neither a matching nor a covering parameter set is available on Day 1 the
averaged download rate (165.5 KByte/sec) is equal to the usage of the standard
parameter set. Day 2 shows an improved situation-depending selection of param-
eter sets (see Fig. 5) which leads to an increased download performance (177.4
KByte/sec – increase of 7.2% compared to the standard configuration). This can
be explained by the fact that the ONC system recognises the situation for which
a new parameter set has been evolved and chooses this (e. g. first situation from 8
to 9 o’clock). Additionally, the covering mechanism has more options and is able
to use close-by parameter sets. Finally, on Day 3 the system chooses always the
optimum parameter set (average download rate of 199.3 KByte/sec – increase of
20.4% compared to the usage of the standard parameter set). For this example,
there is no further improvement after Day 3, as this is the optimum. Therefore,
the EA has performed 14 runs (one for each new situation).

Fig. 5. On-line performance of the ONC system
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The covering mechanism is responsible for the increase in performance for sit-
uation where currently no optimised rule is available. An example for the quality
of this is the time interval from 4pm to 5pm: At day 1 the system uses the stan-
dard configuration (304.7 KByte/sec). On day two the covering chooses a close-by
rule which leads to an improvement of 9.4% (333.3 KByte/sec). On the third day
the optimised value is available (346.1 KByte/sec) leading to an improvement of
13.6% compared to the standard parameter set.

5 Summary and Outlook

This paper presented a system for the dynamic adaptation of network protocol pa-
rameters based on the observation of the current situation at the particular node of
a communication network. It allows for the dynamical change of the configuration
of the underlaying protocol to ensure the best possible performance at each time.
We discussed the architecture of the system and explained the segmentation into
an on-line learning component and an off-line rule-generation mechanism with the
particularly used techniques.

We also showed the portability of the generic O/C architecture and its two-
layered special variant as presented by Prothmann et al. in [4]. Furthermore, the
performance of the system has been demonstrated for a P2P-based scenario.
Thereby, the situation-based generation of optimised parameter sets has been
shown and compared to the performance of a system with the standard config-
uration. The results of this off-line optimisation are promising. Afterwards, we
demonstrated the performance of the on-line system based on the assumed sys-
tem usage during the course of day. Again, the system outperformed the standard
configuration. We also discussed the influence of factors like number of nodes in
the neighbourhood or file-sizes.

For the on-line system we showed the increase in performance over time. Based
on an empty rule set the system autonomously learns new rules depending on the
recently observed unknown situation. It creates new, optimised, and tested rules
and is able to re-use this new rules if the situation occurs again. This leads to a
increased performance of the system in terms of the objective function.

Currently we are working on the adaptation of the presented system to different
protocols. Therefore, we aim at enabling the system to work on MANET nodes in a
first step. Afterwards, cable-based protocols are focused up to optimising TCP/IP.
The second main task is to extend the scope from one protocol to several at once
– where again the TCP/IP protocol stack seems to be a good target system. Al-
though we aim at an adaptation of the parameter sets, the TCP friendliness should
be guaranteed.

Finally, the existing system will be used to investigate collaboration aspects. As
we deal with several similar nodes within a homogeneous communication network,
the learning and adaptation speed might be increased by collaboration between
neighbouring nodes. The focus will be on enabling the network control systems
to exchange rules, agree on the distribution of optimisation tasks, or evolving a
network-wide optimisation.



16 S. Tomforde et al.

References

1. Schmeck, H.: Organic Computing – A new vision for distributed embedded systems.
In: Proceedings of the 8th IEEE International Symposium on Object-Oriented Real-
Time Distributed Computing (ISORC 2005), pp. 201–203 (2005)

2. Kephart, J.O., Chess, D.M.: The Vision of Autonomic Computing. IEEE Com-
puter 36(1), 41–50 (2003)

3. Branke, J., Mnif, M., Müller-Schloer, C., Prothmann, H., Richter, U., Rochner,
F., Schmeck, H.: Organic Computing – Addressing complexity by controlled self-
organization. In: Proc. of the 2nd Intern. Symp. on Leveraging Applications of For-
mal Methods, Verification and Validation (ISoLA 2006), pp. 185–191 (2006)

4. Prothmann, H., Rochner, F., Tomforde, S., Branke, J., Müller-Schloer, C., Schmeck,
H.: Organic control of traffic lights. In: Rong, C., Jaatun, M.G., Sandnes, F.E., Yang,
L.T., Ma, J. (eds.) ATC 2008. LNCS, vol. 5060, pp. 219–233. Springer, Heidelberg
(2008)

5. Wilson, S.W.: ZCS: A zeroth level classifier system. Evolutionary Computation 2(1),
1–18 (1994)

6. Mitchell, M.: An Introduction to Genetic Algorithms. MIT Press, Cambridge (1996)
7. Web: The Network Simulator - NS/2, http://www.isi.edu/nsnam/ns/
8. Cohen, B.: Incentives Build Robustness in BitTorrent. In: Proceedings of the 1st

Workshop on Economics of Peer-to-Peer Systems, Berkeley (2003)
9. Kunz, T.: Multicasting in mobile ad-hoc networks: achieving high packet delivery

ratios. In: CASCON 2003: Proc. of the 2003 conference of the Centre for Advanced
Studies on Collaborative research, Toronto, Canada, pp. 156–170. IBM Press (2003)

10. Montana, D., Redi, J.: Optimizing parameters of a mobile ad hoc network protocol
with a genetic algorithm. In: GECCO 2005: Proc. of the 2005 conference on Genetic
and evolutionary computation, pp. 1993–1998. ACM, New York (2005)
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Abstract. An Organic Computing system has the ability to autono-
mously (re-)organize and adapt itself. Such a system exhibits so called
self-x properties (e.g. self-healing) and is therefore more dependable as
e.g. some failures can be compensated. Furthermore, it is easier to main-
tain as it automatically configures itself and more convenient to use be-
cause of its automatic adaptation to new situations. On the other hand,
design and construction of Organic Computing systems is a challenging
task. The Organic Design Pattern (ODP) is a design guideline to aid
engineers in this task.

This paper describes a universal reconfiguration mechanism for role-
based Organic Computing systems. If a system is modeled in accordance
with the ODP guideline, reconfiguration can be implemented generically
on the basis of an of-the-shelf constraint solver. The paper shows how
Kodkod can be used for this and illustrates the approach on an example
from production automation.

1 Introduction

Increasing complexity and steadily rising requirements more and more often be-
come dominant problems during system development and maintenance. Organic
Computing (OC) [9] and Autonomic Computing (AC) [6] are trying to tackle
these challenging aspects. The basic idea is to build systems, such that they can
autonomously adapt to changing requirements, optimize themselves at runtime
for better performance or compensate failures by smart counter measures. These
abilities are often referred to as self-adapting, self-optimizing and self-healing.

Although such self-x properties are highly desirable, it is still a challenging
task to design and construct systems with such abilities. The Organic Design Pat-
tern (ODP) is a design guideline for a specific-class of self-x systems. It provides
efficient support for design and specification of an Organic Computing system.
However it is still a challenging task to refine this design to an actual implemen-
tation. This paper shows how the problem of implementing a self-reconfiguration
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algorithm according to a given specification can be solved in a generic way. This
is very valuable during system construction as there exist many, very elaborate
construction processes for the functional parts of an OC system while imple-
menting the organic behavior is often a very problem-specific and creative task.
Technically, this is achieved by translating the corresponding design artifacts
and OCL constraints which describe the behavioral and structural properties of
a system into a model for a generic constraint solver (in this case: Kodkod).

The paper is organized as follows: Section 2 gives a brief overview of the Organic
Design Pattern and the system class this paper focuses on. In Section 3 an intro-
duction to Kodkod and the translation of necessary ODP artifacts into Kodkod’s
(relational) modeling language are given. An illustration on a real world example
from production automation is shown in Section 4. Finally, Section 5 concludes
the paper with some related approaches and a brief outlook on future work.

2 Organic Design Pattern

The Organic Design Pattern (ODP) [12] is a design principle for a broad class of
self-x systems, namely those which consist of a set of independent components
interacting with each other and where reconfiguration and adaptation respec-
tively can be expressed as a reallocation of roles. The components of such a
system have to provide redundancy with regard to their functionality to enable
such reallocations at run time. This means the components must have several
capabilities they can use to fulfill different roles. The computation of a correct
new role allocation then takes into account the possible interactions between
the components, the capabilities of the components and the task that has to be
achieved by the whole system.

The systems regarded in this paper are distinguished by changing tasks during
runtime and the possibility to process several resources with different tasks at
the same time. Examples for such systems are sensor networks, distributed smart
devices which provide context sensitive services, or adaptive production automa-
tion systems. Furthermore, the systems can run in a degraded mode in which a
task is only partially fulfilled, thus compensating for failure as long as possible.
The core of the pattern which allows for modeling such systems is an elaborate
role concept. The model has been based on a precise semantics which allows to
define and measure self-x properties[3]. Additionally, the reconfiguration process
can be described on an abstract level very intuitively.

The following paragraphs give a very brief introduction to important concepts
of ODP and the “Restore-Invariant-Approach” [4] for specification of reconfig-
uration algorithms. An application of this design concepts to a real-world case
study will be shown in Section 4.

2.1 Static View

An ODP system consists of Agents which process Resources with one or more of
the agents’ Capabilities according to a given Task. A Task describes how a given
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Fig. 1. Organic Design Pattern

Resource should be processed. It is a sequence of Capabilities which should be
applied to the Resource. The static view of such a system is shown in Figure 1.

Every Agent is characterized by the Capabilities it can provide and the agents
to which/from which it can give/receive Resources. Which Capability an Agent
performs in a specific situation is determined by its Role. An Agent can have
several Roles. The association allocatedRole represents the mapping of Agents
to Roles which will be called role allocation in the rest of the paper.

Self-organization in this class of systems is described as a role allocation prob-
lem. A Role is a 3-tuple (precondition, Capabilities, postcondition) of a precon-
dition, a sequence of Capabilities that need to be applied and a postcondition.
The precondition describes which resources are accepted by the agent and which
other agent provides them (port). The postcondition describes how the resource
is labeled and which agent should receive it. Conditions are 3-tuples of a tar-
get Agent from which, respectively to which, the Resource is taken, respectively
given, the current state of the Resource and the Task that needs to be done.
The reconfiguration mechanism is modeled in the concept of the VirtualCen-
tralizedO/C (Observer/Controller [11], O/C). This component encapsulates the
reconfiguration algorithm on design level. The output of the reconfiguration al-
gorithm is a new allocation of Roles to Agents that restores the system to a
state in which it is able to fulfill its tasks again.
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2.2 Dynamic View

The dynamics of an ODP system are relatively simple. All Agents run asyn-
chronously parallel. Dynamics can be split into two sub-domains: behavior dur-
ing ‘normal’ (i.e. productive) phases and behavior when self-organization occurs.

During normal operation, interaction between Agents is done by passing Re-
sources between Agents. Whenever an Agent receives a Resource, it chooses
one of its allocatedRoles according to the precondition and the Capabilities that
have to be performed. Then the Agent applies the Capabilities defined in this
Role to the Resource, refreshes the state and task of the Resource according to
these Capabilities and gives the Resource to the Agent in the postcondition of
the Role1. Reconfiguration is always triggered when a given role allocation is no
longer correct. Then the self-organization phase begins and a new role allocation
must be calculated. The fact that the actual role allocation is no longer valid
can typically be noticed during runtime by the agents. An example is that an
agent looses a capability (maybe because of a hardware failure). The agent will
then eventually receive a resource which cannot be processed with the remain-
ing capabilities. This will trigger a reconfiguration (in this context, it is assumed
that an agent can detect the loss of a capability). Whenever a reconfiguration
is triggered, (1) all agents are informed to stop productive operation, (2) the
resources are cleared from the system, (3) data is gathered from the agents and
(4) a new, valid role allocation is calculated and distributed. Finally, the system
again enters a productive state.

2.3 Specification of Self-x Behavior

One of the major challenges in designing an ODP-based Organic Computing sys-
tem is specification of the reconfiguration algorithm. In the context of this paper,
we restrict ourselves to sequential role execution where each agent performs only
one role simultaneously.

The big advantage of using the Organic Design Pattern is that it allows to
systematically design self-x behavior by specifying properties for role allocations.
The properties can be described as OCL constraints [10]. The properties can
typically be split into two groups. The first group addresses consistency issues.
Some examples are:

con1 inv: self.Input -> includesAll(self.
allocatedRole.precondition.port)

con2 inv: self.Output -> includesAll(self.
allocatedRole.postcondition.port)

con3 inv: self.allocatedRole.precondition.port
-> forAll(b:Agent | b.allocatedRole.
postcondition.port -> includes(self))

1 Note, that the description above implies that the selection of a role generally depends
on the Resource the Agent is actually processing. So there must also be a selection
algorithm implemented, which chooses a Role if several allocatedRoles are applicable
at the same time.
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con4 inv: self.allocatedRole.postcondition.port
-> forAll(b:Agent | b.allocatedRole.
precondition.port -> includes(self))

These four constraints are invariants for the class Agent, which means they are
defined in the context Agent. Constraints 1 and 2 assert that an Agent can only
receive resources from and give resources to Agents corresponding to its input
and output associations and thus state that roles allocated to an Agent have
to be consistent with its input and output relations. Constraints 3 and 4 assert
that if Agent A (referred to as “self”) has Agent B as a port in the precondition
of one of its allocatedRoles), then Agent B must have a role where Agent A is
the port in the postcondition and vice versa. These kinds of constraints have
to be considered when a new role-allocation is calculated. They determine the
valid configurations for an ODP system and therefore the admissible results of
a reconfiguration algorithm.

The second group of constraints addresses properties, which must be mon-
itored during runtime. They can very often (but not always) be decentralized
and monitored by individual agents. The most important example is:

mon1 inv: self.has -> includesAll(self.
allocatedRole.applies -> flatten())

This constraint is also defined in the context Agent and asserts that the Role
allocated to an Agent only includes Capabilities the particular Agent can per-
form. It must be monitored at runtime to ensure that an agent can perform
the task it is supposed to do at any given time. If this constraint does not hold
anymore, the system has to be reconfigured. As the constraint only uses data
that is locally known to the agent, it can be monitored by the agent itself.

2.4 The Restore-Invariant-Approach

What’s so special about the modeling approach presented above? The answer
to this question is, that the designer is now able to very precisely specify when
a reconfiguration shall happen and which effects a (successful) reconfiguration
shall have. This is basically achieved by the OCL constraints and the intuitive
understanding that at all times the current role allocation shall be consistent
with the OCL constraints. Whenever this does not hold, the system is expected
to reconfigure itself such that the role allocation is again valid. It is thus a good
idea to make use of this precise specification and to provide a reconfiguration
mechanism which directly takes the specification as input data.

From a more formal point of view an Organic Computing system may be seen
as a (possibly infinite) set of traces, where each trace represents one possible run
of the system. A single trace is then the sequence of all states the system will
assume during one run. The constraints presented above can thus be understood
as a partitioning of states into “good” states (where the role allocation is correct)
and “bad” states (where the role allocation is incorrect). An Organic Computing
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system is then a system which continuously monitors these constraints and au-
tonomously tries to change itself (i.e. it’s role allocation) such that the constraints
are valid again. This very generic approach is called Restore-Invariant-Approach
(RIA). The Restore-Invariant-Approach distinguishes productive states in which
the system performs its normal operations and reconfiguration states where a
new role allocation is acquired and established. Whenever functional properties
are not met (i.e. the system is not productive), a reconfiguration will be started
which will reconfigure the system such that these properties are met again (i.e.
it can be productive again). This intuitive notion of a RIA is sufficient to under-
stand the remainder of this paper. For a more formal definition of the principles
of RIA, please refer to [3] and [4].

An ODP-class system is typically defined through finite sets of agents, capabil-
ities and admissible tasks. As described above, each agent has a number of roles
that were allocated to it. Because roles are basically tuples of multiple agents, ca-
pabilities and tasks the set of roles and also the set of theoretically possible role
allocations are finite. As a consequence it is now possible to use a generic, of-the-
shelf SAT solver for finding valid role allocations whenever possible. The following
section shows how this could be done using the tool “Kodkod” [14] for this task.

3 Expressing ODP in Relational Logic

This section first introduces an abbreviated version of the Kodkod syntax and an
informal semantics. Using the syntax as a basis, the second subsection then de-
scribed how a relational model can be derived from an ODP models. Together this
allows to use Kodkod as universal reconfiguration algorithm ODP-class systems.

3.1 Relational Logic

The relational logic used in Kodkod is a core subset of the Alloy modeling
language [5]. Tables 1 and 2 show extracts of the abstract syntax of the Kodkod
logic and the informal semantics.

For relations the basic set operators are available with their standard set
theoretic meanings. In addition to the basic logical operators (or, and, negation),
both modal quantifiers (all and exists) with their standard interpretation can be
used. Further, cardinality operators some, one, no, and lone allow expressions

Table 1. Extract of abstract syntax

expr :=
expr + expr union
| expr . expr join
| expr × expr product
| relVar relation
| quantVar quantified variable

formula :=
expr in expr subset
| all varDecl | formula universal
| some varDecl | formula existential
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Table 2. Extract of abstract syntax

problem := univDecl relDecl* formula
relDecl := relVar :arity [constant, constant]
univDecl := { atom[, atom]∗}
varDecl := quantVar : expr
constant := {tuple∗}
tuple := (atom[, atom]∗)

about the amount of tuples within a set. For a complete syntax and a formal
semantics please refer to [13].

seq := 〈atom[, atom]∗〉

To allow a more readable notation of the model and the employed formulas we
use the following notation for sequences (and also allow the use of sequences
within tuples)2.

A Kodkod problem defines the input for Kodkod. It consists of a universe
declaration containing a set of atoms (identifiers), a set of relation declarations
and a formula. Typically, some relations are under-specified. These relations then
appear as variables in the formula. The goal is to find a restriction of relations
such that the formula is satisfied.

The core idea of the relational model is to (1) derive the universe from the
object model of the system, (2) derive (fully specified) relational declarations
from the current system state (for example associations between objects) and (3)
define a (fully under-specified) relation for allocatedRoles. The OCL constraints
(which basically describe what are correct allocations of roles) are transformed
into a relational formula (all constraints are combined by logical conjunction).
Together, this allows to reduce the problem of finding a correct role allocation
to a constraint solving problem, which can be solved automatically by Kodkod.

3.2 Kodkod Model

In this section the formal representation of the Organic Design Pattern with
relational logic presented above is described.

Universe declaration. The first step is to model the ODP concepts. Concepts
correlate to sets of unique identifiers, for each instance of a concept. For the
task of reconfiguration not all concepts, respectively their instances, are needed.
Basically the concepts Agent, Capability, Task and Role are required. This results
in three sets of atoms – Ag, Cap and R. The union of these sets defines the
universe U and therefore all atoms which make up the tuples of the relations.
2 As Kodkod does not natively support sequences, sequences are resolved by adding

atoms to the universe and adding a relation which contains all the elements of the
particular sequence. In addition, an order relation is defined to keep the information
about the order of the atoms within the sequence.
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For a system with n (instances of) agents, m capabilities and p tasks, this will
result in the following sets of identifiers:

Ag := {agent1, . . . , agentn}
Cap := {capability1, . . . , capabilitym}
R := {role1, . . . , rolen∗(m+1)}
U := Ag ∪ Cap ∪ R

The concept Task is formalized as a set of the sequences according to the actual
tasks in the system. For example

Tsk := {〈capability1, . . . , capabilityp〉, . . .}.

As it is build of atoms it is not included in the universe. The number of atoms
for roles can be set to the maximum of possible combinations. For efficiency
we reduce the number to n ∗ (m + 1) atoms by default. This allows for one
role for each agent and each capability and an additional default role, where
no capability should be applied and resources should only be passed to another
agent.

Relational Declarations. The next step is to define the relational declarations
relDeclarations needed for the problem. As Kodkod logic is untyped, we define
one unary relation for each of the sets Ag, Cap, and R. The relations Agent,
Capability, Task contain all elements of their according sets as singletons. This
allows to distinguish the atoms later on.

The next step is to formalize the associations of ODP. For each n-ary associa-
tion we create an n-ary relation bound to the according set of instances. Here we
need to distinguish two types of associations. The ones that are describing sys-
tem state and may not change during reconfiguration and the ones that may be
changed. The unchangeable associations are has, input, output as they describe
the system state. Those are bound exactly (lower and upper bound are equal)
to the tuples derived from the system state.

Table 3. Relations describing the system state

relVar e.g. [exact bound]

has :2 [{(ag1, capability1), (ag1, capability2) . . .}]
input :2 [{(ag1, ag2), (ag1, ag3)(ag2, ag1), . . .}]
output :2 [{(ag1, ag2), (ag1, ag1)(ag2, ag1), . . .}]

The changeable relations are the ones that can be evaluated during the re-
configuration. These relations are upper bound to the unary relations defined
for each concept. The lower bound is the empty set. Table 4 below shows the
relations and their bounds. seq is an abbreviation for a sequence and denotes a
subsequence of Task. This is resolved by additional atoms and in the Kodkod
model. This reflects the {ordered} annotation in ODP.
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Table 4. Free relations for reconfiguration

relVar [lower bound, upper bound]

allocatedRole :2 [{}, Agent × Role]
precondition-task :2 [{}, Role × Task ]
precondition-state :2 [{}, Role × seq(Capability)]
precondition-port :2 [{}, Role × Agent
applies :2 [{}, Role × seq(Capability)]
postcondition-task :2 [{}, Role × Task ]
postcondition-state :2 [{}, Role × seq(Capability)]
postcondition-port :2 [{}, Role × Agent ]

The difference between upper and lower bound defines the degree of flexibility
the system has and which can be used during reconfiguration to find a satisfying
evaluation. Satisfying evaluations are evaluations that fulfill constraints formu-
lated on this relational model which are described in the next section.

Formulas. Section 2.3 describes how system behavior is specified on ODP level
using OCL constraints. For reconfiguration, these constraints are formalized in
the relational logic of Section 3.1. The OCL dot operator (’.’) equals the join
operator ’.’ in the relational logic. The other used OCL constructs are formalized
as follows:
C2 in C1 :⇔ C1 : Collection(T ) -> includesAll(C2 : Collection(T ))
{c} in C :⇔ C : Collection(T ) -> includes(c : T )
(all c : C | formula) :⇔ C : Collection(T ) ->forAll(c : T |formula)

As all OCL constraints are invariants (keyword: inv) all constraint are quantified
with respect to their context (here: Agent). Using the definitions above the
constraints con1 . . . con4 concerning consistency issues are formalized as follows:

(con1) all a : Agent | a.allocatedRole.precondition-port in a.input
(con3) all a : Agent | all b : a.allocatedRole.postcondition-port

| {a} in b.allocatedRole.precondition-port

The monitoring constraint mon1 is formalized accordingly:

(mon1) all a : Agent | a.applies in a.has

As already mentioned, there might be more constraints needed to ensure func-
tional properties. For example, properties that ensure that at least one agent is
finishing the task or that the roles of one agent contain only the same capability
to apply, as agents should specialize on one capability or switching capabilities
is expensive.

The conjunction of all these constraints defines the overall formula (INV )that
needs to be satisfied. The problem P that the constraint solver should solve is
then defined as follows:

P := U relDeclarations INV
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4 Case Study

The following case study illustrates how the proposed reconfiguration algorithm
can be employed in the domain of production automation systems. The example
describes an autonomous production cell the way it could be designed in the future.
Traditional engineering handles production cells in a very static way. Individual
machines that process a workpiece are linked with each other in a strict sequential
order by conveyors or similar mechanisms. The layout of the cell is therefore pre-
defined, very inflexible, and rigid. Additionally – and maybe most importantly –
such a system is extremely error-prone as failure of one component will bring the
whole system to a standstill.

The vision of an autonomous production cell presented in this paper consists
of robots which are capable of using different tools and which are connected
with flexible, autonomous transportation units. The functional goal of the cell
is to process workpieces according to a given specification, the task. A task is a
user-defined sequence of tool applications.

The example system considered here contains three robots and two autonomous
carts. Each robot has three distinct capabilities: drill a hole in a workpiece, insert
a screw into a drilled hole and tighten an inserted screw. In the standard scenario,
every workpiece must be processed by all three tools in a given order (1st: drill,
2nd: insert, 3rd: tighten = DIT). Changing the tool of a robot is very time consum-
ing compared to the time required to perform the task itself. Therefore the initial
configuration of the system is to distribute the task among the robots, such that
no robot has to switch tools and organize workpiece transportation accordingly.
This situation is shown in Figure 2. The first robot drills a hole in the workpiece,
the second one inserts a screw and the third one tightens this screw.

4.1 The ODP-Based Design

The first step of the modeling process is to instantiate the Organic Design Pat-
tern and map its concepts to the domain. The production cell comprises twotypes

Fig. 2. Adaptive production cell
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Fig. 3. Excerpt of an instance of an autonomous production cell

of Agents – Robots and Carts. The capabilities of a robot are Drill, Insert and
Tighten, whereas an autonomous cart has no special capability. The fact that
every robot has every tool adds redundancy and therefore a degree of freedom to
the system. Due to the nature of the system, Workpieces (instances of Resource)
can only be given from Robots to Carts and vice versa. This is captured by re-
stricting Input and Output associations (so there is no Input/Output association
between carts).

Figure 3 shows an excerpt of the instantiation of the ODP with three robots
and two carts. Here, the optimal case with full capabilities and functionality is
depicted. For better readability, capabilities are represented as data types, while
robots and carts are object representations.

During runtime, the object model typically changes, whenever (external) dis-
turbances occur. A broken tool e.g. will result in a change of the has association,
changes of available agents will result in additional or removed agent objects and
new workpieces (with different tasks) will result in additional task objects.

In addition to refinement of the pattern, additional OCL constraints arise out
of domain-specific requirements. One example for the domain of production au-
tomation is that every agent shall (whenever possible) participate in the process.
This property is captured by the following OCL constraint:

specific1 inv: self.allocatedRole -> size() > 0

This constraint really is domain-specific. For example, in an energy-efficient sen-
sor network it not all agents should participate all the time but rather take turns
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in relaying data. This would of course lead to different constraints. However, note
that such constraints describe domain-specific properties and are established at
design time. Thus they are not subject to change during runtime.

4.2 The Relational Representation

The instantiation which describes the static part of the system presented above
is now transformed into the relational model as described in Section 3.

Universe declaration: As mentioned in Section 3.2 the first step towards a re-
lational model is the definition of the universe (i.e. Agents, Capabilities and
Roles). In the example this will yield:

Ag := {robota, robotb, robotc, carta, cartb}.
Cap := {d, i, t}
R := {R1, ..., R20}

Note, that here the suggested limit of n∗(m+1) roles is being used. Analogously
the set of all task Tsk := {〈d, i, t〉} (drill-insert-tighten) is defined.

Relational Declarations: The next step is to define the relational declarations
relDeclarations for this application. ODP-specifics relations are (obviously) iden-
tical to the definitions of Section 3.2. For example for the relation Agent this
would be Agent :1 {(robota), (robotb), (robotc), (carta), (cartb)}.

The other relations are created analogously. Domain-specific relations are de-
rived from the domain-specific model of the system (see Section 4.1). Some
examples are shown in Figure 3:

has := { (robota, d), (robota, i), (robota, t),
(robotb, d), (robotb, i), (robotb, t),
(robotc, d), (robotc, i), (robotc, t) }

input := { (robota, carta), (robota, cartb),
(robotb, carta), (robotb, cartb),
(robotc, carta), (robotc, cartb),
(carta, robota), (carta, robotb), (carta, robotc),
(cartb, robota), (cartb, robotb), (cartb, robotc) }

output := input

Note, that these may also automatically be generated during runtime, as long
as the system can reflect upon it‘s state (i.e. what Agents are present, what
Capabilities do they have, etc.).

Formulas: In addition to the generic formulas derived from the OCL constraints,
we need to formalize the application specific constraint specific1. This is ex-
pressed by the following formula:

(specific1) all a : Agent | somea.allocatedRole

Adding this formula to the generic formula will lead to the formula the constraint
solver should find a solution for.
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4.3 Reconfiguration

Reconfiguration is done by finding an evaluation of the remaining relations (e.g.
allocatedRole) that satisfies the constraints. For each reconfiguration the rela-
tional model is adapted to the current system state and the constraint solver
is started with this changed model to find a solution. A possible evaluation for
the initial configuration of the relation allocatedRole and its following relations
is shown in Table 5.

If, for example, a failure like a broken tool occurs (e.g. a broken drill at robota),
the corresponding relation has will change to has/{(robota, d)} which means that
a change in relDeclarations occurred. As a consequence, constraint mon1 stating
that only available capabilities are assigned within roles will evaluate to false and
a reconfiguration is triggered again. The will then enter a reconfiguration phase
use Kodkod to calculate a new evaluation for allocatedRole with respect to the
other values of the relations and go back to production again.

A special case has to be considered if an agent fails entirely. Assume, e.g. that
robotc is no longer available and only two robots are left to perform the task.
This corresponds to a change in the set Ag and thus a change in the universe. In
such a case, systems designed with ODP support graceful degradation where as
much functionality as possible is retained, even if processing times deteriorate.
In the example, one robot will be assigned several roles and thus performs two
actions on each workpiece. This way the workpieces are still processed correctly
but as switching tools requires a lot of time compared to applying the tool, the
workpieces will remain in the cell longer and throughput decreases. The role
allocation for the described situation is depicted in Table 6.

Table 5. Initial role allocation

allocatedRole precondition postcondition
Agent Role port state task applies port state task

robota role1 ∅ 〈〉 〈d, i, t〉 〈d〉 carta 〈d〉 〈d, i, t〉
carta role2 robota 〈d〉 〈d, i, t〉 〈〉 robotb 〈d〉 〈d, i, t〉
robotb role3 carta 〈d〉 〈d, i, t〉 〈i〉 cartb 〈d, i〉 〈d, i, t〉
cartb role4 robotb 〈d, i〉 〈d, i, t〉 〈〉 robotc 〈d, i〉 〈d, i, t〉
robotc role5 cartb 〈d, i〉 〈d, i, t〉 〈t〉 ∅ 〈d, i, t〉 〈d, i, t〉

Table 6. Role allocation for graceful degradation

allocatedRole precondition postcondition
Agent Role port state task applies port state task

robota role1 ∅ 〈〉 〈d, i, t〉 〈d〉 carta 〈d〉 〈d, i, t〉
carta role3 robota 〈d〉 〈d, i, t〉 〈〉 robotb 〈d〉 〈d, i, t〉
robotb role4 carta 〈d〉 〈d, i, t〉 〈i〉 cartb 〈d, i〉 〈d, i, t〉
cartb role5 robotb 〈d, i〉 〈d, i, t〉 〈〉 robota 〈d, i〉 〈d, i, t〉
robota role2 cartb 〈d, i〉 〈d, i, t〉 〈t〉 ∅ 〈d, i, t〉 〈d, i, t〉
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In another scenario, the task is changed during runtime. If, e.g., three holes
need to be drilled, the system self-adapts to the new task. This is expressed
in a change of the task relation: task = {([d, d, d])} A reconfiguration cycle is
automatically started by the system to configure the robots in a way that the
new task is performed.

4.4 Implementation

The presented reconfiguration algorithm is employed in association with an im-
plementation of the case study with a generic framework for systems modeled
with ODP which is based on the multi-agent system Jadex [1]. The robots and
carts are implemented as agents and perform the “drill, insert, tighten” sequence
as described above. When one of the robots looses one of the capabilities it
needs to perform one of its roles, a reconfiguration is started. The VirtualCen-
tralizedO/C is informed about the failure, stops the processing of resources and
gathers the individual agent’s configuration. This global view of the system is
then transmitted to the reconfiguration algorithm via a generic web service inter-
face. The Kodkod implementation is coupled with a web service endpoint which
accepts the data and transforms it into the relational model required. Kodkod
calculates the new role allocation for this model and the result is transformed
again and returned to the ODP system as a reply to the original web service call.
The O/C distributes the new role allocation to the agents and starts the system
again. Our experiments showed that the transformations and the calculation of
roles work very well. For small to medium sized applications runtime is not an
issue (a complete reconfiguration is done within seconds) and the coupling with
the multi-agent system is reliable and simple to use. In the next step, we plan
to couple the entire system with a graphical simulation of the production cell.

5 Conclusion

Design and construction of Organic Computing systems is a challenging task.
There already exist some approaches to help during design by suggesting a spe-
cific architecture [2, 7, 12]. Reconfiguration during runtime, however, is either
left out or only specified on a very high level. There are approaches to configure
systems with constraint satisfaction methods like the one in [15] but these are
limited to constraints about system structure and not about system dynamics.

This paper proposes a universal reconfiguration algorithm for role-based Or-
ganic Computing systems. The approach has been refined to a running imple-
mentation for the class of ODP systems. The core idea is to use design artifacts
(which capture the specification of reconfiguration) and transform them into
a constraint solving problem. The presented implementation uses the Kodkod
constraint solver. Future work will include investigations on how to incorporate
system constraints into the design process more closely as in, e.g., the Darwin
ADL [8]. Another open issue is the question how to deal with quantitative re-
quirements. These often play a key role for self-optimizing systems and it is a
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challenging task to translate them into a constraint solving problem. We plan to
investigate how cost functions can be integrated into our approach.
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Abstract. The rising complexity of upcoming embedded computing
systems cannot be managed by traditional methodologies. Hence, with
Autonomic Computing and Organic Computing new paradigms of self-
organizing systems have been introduced. The automotive sector as an
application domain of embedded systems also has to face the challenge
of growing complexity. Thus, in this paper we show a potential evolution
of automotive electronic systems to (partly) self-organizing systems and
identify the nowadays missing capabilities. We chose the infotainment do-
main for exemplarily demonstrating this evolution by introducing new
enhancements for self-organization. These extensions are evaluated in a
case study of a typical vehicle infotainment system based on the MOST
(Media Oriented Systems Transport) technology. The implementation
and evaluation show that the newly introduced techniques work well in
a realistic scenario. Thereby, we validate that an evolution of present
statically designed automotive electronic systems to self-organized sys-
tems is feasible.1

1 Introduction

Nowadays certain software-driven embedded systems have reached an enormous
degree of complexity and penetrate everyday life. The growing percentage of
functionalities lead to more and more unmanageable systems. Additionally, the
distribution of such systems cause an even greater challenge to address. An ex-
ample for the growing complexity is the automotive sector with its big share of
the embedded systems market. Car manufacturers (Original Equipment Man-
ufacturers - OEM) integrate a large distributed system developed separately
by numerous suppliers. With such rising complexity the need for dependabil-
ity and safety still remains. Thus, automobiles constitute distributed embedded
systems with large heterogeneity and very varying requirements. Safety related
systems with hard real-time constraints as well as entertainment functionalities
with soft real-time or without any real-time constraints coexist. Currently this

1 This work has been supported by the project DynaSoft funded by the bavarian
Ministry of Economic Affairs, Infrastructure, Transport and Technology.

J. González Nieto et al. (Eds.): ATC 2009, LNCS 5586, pp. 32–46, 2009.
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fact is addressed by a divide-and-conquer strategy: a separation into domains
where each subsystem is specifically suited for its application. But with the ac-
tual increasing interdependency of these systems the strict separation cannot be
maintained. Moreover, the variability and customization for individual cars are
growing. Software-based innovations are foreseen to be the predominant factors
in new automobiles over the next years. The inherently growing complexity of
designing and managing dependable and secure future automotive electronic sys-
tems becomes a critical issue [1]. Furthermore, the long-term life-cycle of a vehicle
enables the up-and-coming field of after-market products which comprises of the
integration of consumer devices, new devices or software services, to name just
a few. Those trends pose a great challenge to the OEM - historically being car
builders not software engineers. To bear the challenge of upcoming complexity
within the IT-architecture new paradigms have to be explored.

Within the last years the field of self-organization has proven to be a promising
solution for the management of systems which are unmanageable with traditional
methods. The system is managed within control loops [2]. This can be realized
by single control loops or even distributed control loops at different layers cre-
ating the phenomenon of emergent behavior [3]. The systems state is monitored
continuously within such a control loop. Deviations of the measured properties
are analyzed and control actions to correct the systems state are planned. Sys-
tems being managed in such a way can self-organize and possess the ability to
adapt to their environment.

The features of self-organized systems might also provide a solution for the
growing complexity in the automotive domain. Within this work we examine the
feasibility and opportunities of integrating self-organizing techniques into vehi-
cles. For this purpose we present a potential evolution of automotive electronic
systems to self-organized systems. Thereby, challenges of these systems towards
self-organization are outlined. Afterwards, we focus on the automotive infotain-
ment area and introduce new enhancements in this domain for self-organization.
We implement and evaluate the introduced extensions in a case study of a typical
today’s infotainment network.

The structure of this paper is organized as follows: Firstly, the related work in
reference to self-organizing and automotive systems plus our novel contributions
are described in Sect. 2. Afterwards a potential evolution of automotive electronic
systems towards self-organized systems and challenges in today’s in-vehicle sys-
tems are presented in Sect. 3. In Sect. 4 we outline as field of application the au-
tomotive infotainment technology and our enhancements for self-organization. A
case study of the newly developed infotainment self-organization enhancements,
its implementation and evaluation are presented in Sect. 5. Finally, we conclude
the paper in Sect. 6.

2 Related Work

In current research self-organizing systems have been identified and addressed as
promising solution for future adaptive and self-managing information technology.
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Multi-faceted research is being pursued in this research field [4]. Various systems
are enabled to provide so-called self-x properties [5] like Self-Protection, Self-
Healing, Self-Configuration among others. The pursued goal is to reduce the
management or control from the outside of elements by applying inner self-
control mechanisms. Also the interaction and the achievement of an intended
behavior of such self-managing elements is of concern. In the following we will
present a non-exhaustive list of approaches utilizing self-organization in general
and in the automotive domain.

One of the first approaches is driven by IBM - the Autonomic Computing
Paradigm [6]. The main idea is the adaptation of the behavior of the Central
Nervous System which interacts autonomously. As basic principle the manage-
ment of autonomic elements is represented by a reconfiguration-cycle where each
autonomic element monitors and analyzes the environment, plans its next steps
and executes the planned actions. Originally, the focus lies on the manage-
ment of large computer networks. With Organic Computing [7] a novel prin-
ciple for self-organizing systems is given by imitating adaptive, life-like behavior
in the nature. Self-organization is realized on different abstraction levels with
observer/controller models utilizing control-loops. No particular field of applica-
tion is addressed and interdisciplinary research is covered. With the Self-adaptive
Software Program [8] a very ambitious research field is addressed where software
evaluates and changes its own behavior at runtime. Therefore descriptions of
intentions and alternative behavior need to be added in shipped software.

2.1 Self-x in the Automotive Domain

In the automotive sector several initiatives have already focused on evaluating
self-organizing techniques for vehicles. A high-demanding goal for the future
of transportation are autonomous cars which can adapt even in high complex
scenarios as in urban traffic [9]. As promising as early results are, many - not
only technical - problems are not solved yet and thus the future of autonomous
driving is still not foreseeable yet.

For the in-vehicle information and entertainment functionality the MOST bus
is a widespread established standard. It facilitates functional composition with
a powerful API and already features with its configuration management very
limited self-x properties. A more detailed introduction is outlined in Sect. 4.1.
The Automotive Open System Architecture (AUTOSAR) [10] initiative is a con-
sortium with the goal of an open standard for automotive software architecture.
Through a component-based architecture the reuse and scalability of future auto-
motive software is pursued. By a virtual integration of software components (Vir-
tual Function Bus) the allocation of functionality to ECUs (Electronic Control
Units) can be assembled at design time. Even though this approach facilitates a
more liberal way of allocation it does not support any dynamic allocation at run-
time. Hence, self-organization techniques that rely on reallocation of functions
cannot be applied. In [11] self-healing and self-configuration is evalutated in a
component-based automotive architecture which indicates the potentials arising
with these techniques. Dinkel [12] focuses on the development and simulation of a
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completely new IT-architecture for future cars. It utilizes Java and OSGi for sim-
ulation purpose and is not applied in the field. The ongoing DySCAS project [13]
focuses on developing a middleware enabling dynamic self-configuration in to-
day’s cars. The upcoming results will have to show if the benefits justify the draw-
backs of the overhead for a middleware. Within the research project ReCoNets
[14] fault-tolerance is addressed by bringing Hardware/Software-Reconfiguration
into the automobile. Although reallocation of both hardware and software is a
consequent progression of the currently advancing adaptivity and decomposabil-
ity, it is not aligned with present automotive development method (e.g. FPGA
reconfiguration) but might be feasible in the future. As briefly described here
different approaches are in progress enabling self-x properties in future cars with
various degrees of possible adaptation. Many open challenges need to be re-
searched for meeting the domain-specific requirements of automotive electrionic
systems (e.g. the verification of adaptation). Though no project focuses on the
embedding of techniques in present automotive electronic systems allowing a
transition to self-organizing systems.

2.2 Our Contributions

The need for a change of actual development paradigms to more adaptive systems
is becoming obvious by the arising complexity challenges of modern embedded
systems. Because future systems will not likely be developed again from zero
but will base on present and prior standards and systems, modern systems have
to evolve to self-organizing systems. To the best of our knowledge we outline
a novel anticipated evolution of automotive systems to self-organizing systems
with higher degree of inner variability. Additionally, we identify challenges in the
development of today’s automotive electronic systems for allowing the applica-
tion of self-x technologies. We present a domain-based approach which envisages
a per domain multi-level/hybrid architecture that considers the varying require-
ments of the different domains and services. As an example for the extension of
a modern system to provide self-x features we propose new additions to a mod-
ern automotive infotainment network. In a case study of a todays automotive
multimedia system we validate the proposed extensions. Thus, we show that the
evolution of automotive electronic systems towards self-organized systems can
be realized.

3 Evolving Self-organizing Automotive Electronic
Systems

Todays development process of automotive electronic systems is characterized by
the original car delevopment. Thus, systems are statically designed from scratch
to fullfill the requirements. Based on a requirement analysis a specification is
derived. Thereafter the partitioning of functions in hard- and software is per-
formed in an early stage. The functionalities are distributed in different in-vehicle
domains (e.g. body, power train or infotainment). Even though this approach
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facilitates the determination of meeting safety and security requirements, it con-
strains a system’s possibilities to adapt at runtime. Efforts to embed more dy-
namics to the development process (like product line variability) are nowadays
restricted to the design phase. As prevalent example the possibility to compose
functions at design time - which is offered by the above mentioned AUTOSAR
specification - allows for a higher degree of variability in the designers’ choice.
This enables a greater potential for static system optimizations. But inherently
with these upcoming degrees of freedom the complexity of managing these sys-
tems grows. New control mechanisms have to be found to keep security aspects
and error rates low. A trend can be identified in current in-vehicle electronic sys-
tems to incorporate internally controlled variability at different levels of abstrac-
tion (e.g. intelligent sensors or the MOST network itself). A central, decentral
or multi-level observer/controller model envisaged by the Organic Computing
paradigm where the user as final controlling instance can also be developed for
the management of vehicles. To derive the evolution of automotive systems to
self-organized systems the definitions of self-organization presented in [15] are
considered. With the static definition we can deduce a roadmap for the evolu-
tion of self-organization in automotive systems. The complexity reduction R is
thereby defined as:

R = Vi − Ve (1)

where Vi is the internal and Ve the external variability of the object of investi-
gation. From this the static degree of complexity S is developed as:

S =
R

Vi
=

Vi − Ve

Vi
, (0 ≤ S ≤ 1) (2)

Hence, we devise an evolution of self-organization in the automotive sector and
picture it in comparison to the inner variability of automobile (sub-)systems
or components. As the variability of these systems is expected to grow with
the progression of time because of the increasing interacting functionality, the
evolution of automotive self-organization is depicted.

As we can derive from Fig. 1 today’s vehicles in the field are equipped with
highly specific electronic and software components. This keeps the possibility
for the reuse of components low and allows only incorporating very low inner
variability. Even software product line and component-based approaches cannot
ease the need for more degrees of variability, when the underlying paradigm still
remains encapsulating functionalities by one supplier in one ECU, establishing a
dedicated specific service. Therefore we try to foresee the following recognizable
phases as shown in Fig. 1 in the automotive development:

– Proprietary software and hardware was vendor-specific and ready-made sys-
tems were shipped. Software was implemented architecture-dependend.

– AUTOSAR enables a more flexible reuse of software components and paves
the way for more design time variability. The possible composability of this
approach will lead to more diversity of system implementations and new
software-depending services over the next years.
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Fig. 1. Evolution of Self-Organization in Automotive Systems

– Because of the arising complexity and the need to fill the management gap
of the upcoming complex embedded systems, more and more dynamic self-
adaptive software will be integrated in automobiles. Techniques, like for ex-
ample the reallocation of software, will soften the partitioning of the system
into domains and enable a new potential of optimization and robustness.

– With software as promising enabler for runtime car adaptation the poten-
tial of hardware evolving to reconfigurable systems is realized. By this the
boundary of hardware and software vanishes in the design and at runtime.
Hence, a dynamic adaptability of hardware and software can be tackled.

Since we have described potential evolutionary steps towards self-organizing ve-
hicles we outline the challenges by an analysis of today’s automotive embedded
systems. Examining the automotive electronics design we can identify a number
of challenges which need to be addressed in order to achieve more self-adaptivity
of in-vehicle systems. Generally spoken, the more design choices are fixed, the
smaller is the achievable degree of freedom for any adaptation to the environ-
ment. Consequently, for the evolution to self-organizing automotive electronic
systems the following crucial influencing parameters have been identified:

– Seamless fine-granular functional decomposition: In modern systems
a single ECU is dedicated for a specific functionality. However, with a more
modular approach like AUTOSAR there is the need to decompose services
into atomic functions. This enables the reuse of functionality as it reduces
the overhead by erasing the redundancy. Thereby, more freedom for runtime
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adaptation arises beneath the great optimization potential if not every service
is implementing the same functionality by itself.

– Abstraction from input, processing and output: Although sensors
and actuators are separated from the computation there is still the neces-
sity for locality of the functions to access the sensor/actuator data. Allowing
a more flexible distribution of functions is mandatory to tap the full op-
timization potential of self-organization. Techniques like publish/subscribe
and distributed data access might ease this problem.

– Abstraction from heterogeneity: Diverse technologies are incorporated
in heterogeneous distributed embedded systems like automotive electronic
systems. Only an abstraction from the underlying technology (e.g. via a
runtime environment or middleware) will allow the interaction of the com-
ponents and thus the self-organization of the overall system.

– Dependability and safety: In the automotive domain several applications
with divergent safety requirements (specified as Safety Integrity Level, SIL)
are composed to one system. Presently, the requirements are met by sep-
aration into domains. Thus, a major challenge is to guarantee and meet
the safety requirements of automotive systems even in adaptive systems (for
example the ability to meet hard timing constraints).

– Runtime resource management: Within statically designed systems most
of the available resources are assigned fix. As runtime adaptation is needed
to control the growing complexity a runtime resource and conflict manage-
ment is inevitable for the controlled configuration of the system (e.g. instead
of a statically resolved virtual function bus with fixed port assignments in
AUTOSAR, a real function bus with a dynamic scheduling).

– Self-awareness: Present automotive systems have no capabilities to de-
scribe their properties and requirements so that an observer/controller could
not obtain enough information about the systems state apart deduced in-
formation. Accordingly, a description of the components has to be made
available at runtime. For component-based approaches a self-description
generated out of the design seems promising. But a tradeoff between the
expressiveness with more potential for self-organization and the overhead of
a higher complexity for algorithms has to be done.

In order to explore an automotive system in respect to its ability to evolve to
a self-organizing system which considers above challenges, in the following we
focus on an in-vehicle infotainment system. Due to the fact that automotive sub-
systems are separated in domains we envisage a self-organization in each domain
composed in a greater control loop as multi-level/hybrid approach. Hence, an ob-
server/controller is presumed in each domain. A supervising observer/controller
organizes the inter-domain control loop. However, in the next sections our focus
lies on the evolution to self-organization in the infotainment domain.

4 Enabling Automotive Infotainment Self-organization

In the previous section we have outlined the opportunities and challenges of the
evolution to self-organizing automotive systems. In the following we emphasize
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the feasibility and potential of such evolving systems by introducing new enhance-
ments of the present-day vehicle infotainment bus MOST. Particularly, the previ-
ously described challenges of self-awareness and runtime resourcemanagement are
addressed. The infotainment domain was chosen because of its lack for the strict
safety requirements. Firstly, we describe the basic specification of a MOST bus as
relevant for the upcoming case study and evaluation. Afterwards, our additions
to the MOST network for a runtime reallocation of functionalities are presented.

4.1 Infotainment Bus MOST

MOST (Media Oriented Systems Transport) is a present standard in the auto-
motive infotainment domain standardized by the MOST Cooperation. Overall
audio, video, speech or data are transported. Up to 64 ECUs can physically be
connected in a ring topology. The MOST standard protocol is specified through
all seven layers of the ISO/OSI reference model. Thus, it provides a powerful API
for application developers. Different types of communication are possible: con-
trol, synchronous, asynchronous and isochronous data transportation. Generally,
the communication is separated in logical channels for control data, streaming
data and packet data.

Applications are encapsulated in so-called Function Blocks (FBlocks). The
same FBlocks can be distinguished by a network-wide unique number called
InstanceID (InstID). Generally, a FBlock incorporates functions and properties.
A publish/subscribe mechanism (so-called notifications) allows controllers for
observing selected properties of FBlocks. Such controllers are also denoted as
Shadows which enable the control of a FBlock and the view on its properties.

A FBlock has a distinct functionality like for example the AudioDiskPlayer
FBlock which represents a CD Player. At least one type of specific FBlocks
with certain network management functionality (denoted as FBlock Masters)
are required in every network. A TimingMaster is responsible for the synchro-
nization of the network. The NetworkMaster handles the self-configuration like
the logical addressing or the service-discovery. At system start-up or in the
case of a network change event the NetworkMaster scans the network by re-
questing the available FBlocks at every node. Reported FBlocks are stored
with their InstID and their logical address in a central database, the Central-
Registry. Applications can seek for FBlocks by requesting this CentralRegistry
at the NetworkMaster. Every ECU in the network has a FBlock called Net-
Block which provides functionality that affects the whole device. For exam-
ple it offers functions for information about the available FBlocks or for the
address management of the ECU. For the power management of the MOST
ring the PowerMaster is introduced. For audio streaming the ConnectionMas-
ter handling the connection management for the audio streaming and the Au-
dioMaster for the mixing of different audio signals are essential. Additional
information about the MOST technology is explained in the next sections
where necessary.
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4.2 Enabling Self-organization in Automotive Infotainment Systems

The infotainment domain has no strict safety and security requirements. Hence,
it is well suited for initially introducing support for self-organization. Because
MOST lacks the ability of a runtime functional allocation we provide enhance-
ments supporting the reallocation of functions. Hence, below a dynamic reallo-
cation of ECU-resources and relocation of FBlocks is proposed for allowing a
higher degree of variability within the infotainment network. Because no change
in the distribution of functions at runtime is considered in the present stan-
dard, additional mechanisms have to be introduced. To keep the overhead low a
straightforward methodology is adopted. New functionality is developed which
points out how minimal additions can be applied to present systems, achieving
a higher degree of variability and thus paving the way for self-organization in
future automotive electronic systems.

Present functional decomposition of the infotainment system is still performed
device-centric. MOST FBlocks are physically bound to actuators or sensors. To
enable the full potential of a variable allocation of resources at runtime the in-
terfaces have to be decoupled from the physical components. Thus, nowadays
only functions not physically bound to local resources, such as data-driven func-
tionalities like an address book or a music-database, can be reallocated in the
network. For example, the decoding, encoding or mixing of data can be processed
independently of the data’s origin location.

The following concerns are identified to be crucial for the envisaged software
runtime reallocation in the infotainment network. At first, a description of the
requirements and capabilities of the hardware has to be provided at runtime.
Furthermore, functionality for the reallocation of software at the ECUs has to
be developed. This reallocation is realized by an observer/controller which con-
ducts and decides on a software-reallocation depending on the information of the
descriptions of the involved components. A functional overview of the envisaged
extensions are shown in Tab. 1. The details of the functions and parameters are
addressed later for the convenience of the reader with the case study and its
evaluation in Sect. 5 and 5.1.

MOST provides descriptions of static interfaces for each ECU at runtime by its
indexing of functions (FktIds). To provide runtime information about the system

Table 1. Minimal Extensions for the Reallocation in a MOST Network with the
Relevant Parameters

FBlock Function/Property Parameter

ReconfigurationBlock

- Property ECUDescription DescriptionInfo, ECUDescription
- Property FBlocksDescription (FBlockId, InstId, DescriptionInfo)*,

Description
- Function Reallocation FBlockId, InstID, Type, Context
- Function Reconfiguration FBlockId, InstID, TargetStatus

ReconfigurationMaster
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the approach of a self-description of each component (FBlocks and ECUs) uti-
lizing the MOST notification service is chosen. Generally, such a self-description
has itself a certain degree of variability and can range from a static to a semantic
description. A dynamic description is used in the implementation to compromise
expressiveness and overhead. Because for decomposability and modularity reasons
the descriptions are embedded into the components achieving a self-description.
Typically the self-description of an ECU and its components are a matter of the
NetBlock as the FBlock for functionality concerning the whole ECU. Anyhow, we
introduce the new FBlock ReconfigurationBlock allowing an easy standard com-
pliant integration without the need for changing the NetBlock. An instance of the
ReconfigurationBlock is located at eachECU which is capable of a reconfiguration.

The reallocation management is implemented by one central observer/con-
troller in the infotainment domain. For this purpose consistent to the present
MOST mechanisms a new FBlock called ReconfigurationMaster is developed.
The ReconfigurationMaster subscribes itself to the self-descriptions of the FBloc-
ks and ECUs. Depending on this information it schedules and conducts the
reallocation of FBlocks within the network. Since modelling of the algorithm
(cp. [16]) for the observer/controller is not our main focus within this paper we
stick to a straightforward reallocation management. This permits to keep the
overhead low in a first step towards self-organization in the infotainment do-
main. For the reallocation of FBlocks we need additional functionalities beneath
the management funcionality. More precisely each ECU involved in the run-
time allocation needs functions to carry out the reallocation. As realization for
those a transaction-based methodology considering the so-called ACID proper-
ties (Atomicity, Consistency, I solation and Durability) is envisaged. Due to the
fact that a reallocation concerns the reconfiguration capabilities of an ECU, the
additional functionality is provided by the ReconfigurationBlock. By calling the
ReconfigurarionBlock function Reconfiguration the ReconfigurationMaster can
start the reconfiguration of specific FBlocks. The ReconfigurationBlock utilizes
the Reallocation function to migrate FBlocks from another ECU to its own.

A controlled deactivation and activation of a FBlock can be carried out by forc-
ing its inner states. Generally, sucha component can be in the states active, passive
or quiescent [17]. In the addressed infotainment environment - due to no harddead-
lines and self-configuration of the addressing by the NetworkMaster - the system
can recalibrate itself to normal operating state. Although a physical relocation of
software within such a transaction would be feasible, we only outline the parame-
ters of software-migration and restrict ourself to a reinstantiation of the FBlock at
the destination ECU. In case of a migration the runtime-environment, the context
and the data of the migrated software should be taken into consideration.

5 Case Study

For validation and evaluation purposes a case study of a MOST scenario exploiting
the advantage of self-organization in automotive embedded systems is presented.
The implementation and evaluation of this MOST system is described in the next
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Fig. 2. MOST Network Scenario of the Case Study

section. The following described system comprises of several FBlocks forming a
small but entire infotainment unit. In this configuration two ECUs - without loss
of generality - are modelled for validating our approach. Besides the standardized
FBlocks a ReconfigurationMaster and one ReconfigurationBlock for each ECU
are integrated, allowing the self-organized reconfiguration of the network. For au-
dio playback the ConnectionMaster and AudioMaster are modelled in the system.
The initial distribution of the described system is illustrated in Fig. 2.

At system startup after the standard initialization of the MOST network, the
ReconfigurationMaster subscribes itself to the self-descriptions of the ECUs and
FBlocks by sendingnotificationmessages to eachReconfigurationBlock. If anECU
is not capable of reconfiguration and does not possess a ReconfigurationBlock it
is not considered as part of the reconfiguration space. This enables and eases the
evolution or migration to self-organized systems. The opportunities of such a setup
with runtime adaptation can be highlighted by just a few examples. Even the re-
allocation of the FBlock is restricted by the need of local resources or the coarse
functional decomposition ofMOST a self-optimization can optimize the network in
respect to certain criterias (e.g. cpu-load, memory consumption, energy consump-
tion, etc.). Also the dynamic generation of a FBlock or the connection of a Con-
sumer Device to the in-vehicle infotainment system benefits from the potential of
the reconfiguration ability. If the execution of a FBlock or even a whole ECU fails,
the reallocation to anotherECU(if the network is still functioning)mightmaintain
the expected functionality of the system.

The latter scenario is evaluated in the next section. An event occurs that the
status of the AudioMaster changed (because of a malfunction, resource stringency
or self-optimization process). Hence, the MOST ReconfigurationMaster as local
observer/controller allocates the AudioMaster to another ECU. For this process
it has to be relocated within the network. The reconfiguration is carried out by the
ReconfigurationMaster utilizing the ReconfigurationBlocks of the involved ECUs.

5.1 Implementation and Evaluation

For the validation of the introduced new techniques for self-organizing automo-
tive systems we have implemented and evaluated the above described MOST case
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Fig. 3. Initialization Statechart with Notifications

study. A model-based approach is utilized because of the already existing frame-
works for the automotive domain and the numerous advantages of model-driven
development. We use the UML-based (Unified Modeling Language) framework
Telelogic Rhapsody which allows the event-based modelling and execution of the
systems functionality. The behavior of the FBlocks and Controllers is defined by
UML statecharts. The initial network system setup is configured by an UML
object model diagram. An additional framework allows the connection to the
MOST interface.

Each FBlock and Shadow has been modelled with attributes for a
self-description (e.g. vendor id, worst case execution time, worst case heap us-
age). The description content is taken partly from the specification of software
attributes from AUTOSAR and completed by missing properties for runtime
adaptation, like the ability to be reallocated. Self-descriptions for ECUs (e.g.
available DRAM segment size) have also been composed by AUTOSAR at-
tributes for ECUs supplemented by missed attributes for runtime capabilities.

Beneath the standard FBlocks, models for our new introduced Reconfigura-
tionMaster and the ReconfigurationBlock were developed. For demonstration
puroposes a detail of the Statechart for the ReconfigurationMaster is depicted
in Fig. 3 in which the notifications for the self-descriptions of the ECUs and
FBlocks are modelled. The ReconfigurationMaster subscribes itself for the self-
descriptions of the ECUs and FBlocks. Changes of these self-descriptions can
trigger the ReconfigurationMaster to reconfigure the system. The behavior and
detail of the control is not subject of this paper but the basis allowing such
self-management in a modern automotive network.

In Fig. 4 the startup-sequence of the new developed ReconfigurationMaster
is depicted. As shown, the subscription for the different self-descriptions are
carried out in parallel. After the registration of the descriptions the Reconfig-
urationMaster is informed about changes. Local changes recognized at a single
ECU result in an event triggering the respective ReconfigurationBlock to update
the self-description information.
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Fig. 4. Initialization Sequence of the ReconfigurationMaster

Fig. 5. Sequence Diagram of a Reconfiguration

For the evaluation and validation of the developed new functionalities a failure
of a single FBlock (AudioMaster) was simulated. The respective ECU recognized
that the AudioMaster cannot be executed anymore (e.g. because the memory is
insufficient). This led the ReconfigurationBlock to update the self-description for
the AudioMaster. Receiving the new self-description the ReconfigurationMaster
reallocates the AudioMaster to another ECU. The sequence of a reconfiguration
is illustrated in Fig. 5.

After the internalplanning of the reallocationof theReconfigurationMaster (here
denotedby the function call optimize()) the executionof the reconfiguration is initi-
ated. The ReconfigurationBlock at the destination ECU, where the AudioMaster
should be reallocated to, is advised to transfer and activate (defined by the pa-
rameter TargetState) the FBlock. Within the simulation a reinstantiation of the
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FBlock at the target ECU is carried out. When the reallocation at the source ECU
starts, where the AudioMaster is initially located at, the AudioMaster FBlock is
deactivated andbecomes invalid. TheNetworkMaster is informedabout the invalid
FBlock and broadcasts the information as defined in the MOST standard so that
all communication partners of the AudioMaster are aware of its current invalidity.
Afterwards the transfer of the AudioMaster with its context (characterized by the
parameter Type) is performed and the new location of the FBlock is announced by
the NetworkMaster.

The described use case with the reallocation of the AudioMaster has been suc-
cessfully simulated within a MOST network. The implementation and evaluation
proves that our new functionalities for self-organization work well in a realistic
scenario in the automotive infotainment domain. It also shows that an evolution
of present statically designed automotive electronic systems to self-organized
systems is feasible.

6 Conclusion

We have presented a potential evolution of automotive electronic systems to self-
organizing systems. Thereby, we have identified several challenges of modern auto-
motive systems which need to be addressed in order to achieve self-organization. As
an example for an application domain we introduced enhancements for realizing a
self-organizing vehicle infotainment network. Those extensions were implemented
and validated in a case study of a representative infotainment scenariobased on the
MOST technology. It shows that the enhanced self-organizing functionalities oper-
ate in a realistic infotainment scenario. Thus, we show that the evolution of today’s
static automotive electronic systems towards self-organizing systems is possible.

As we present our first results in this area, future work can be done in im-
plementing the introduced techniques in embedded devices and analyzing the
performance. Also we intend to explore improved algorithms for the planning
and execution of self-organization in the infotainment scenario.
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Abstract. In this article we present a detailed theoretical analysis of the behavior
of our artificial hormone system. The artificial hormone system (AHS) is part of
an organic middleware for mapping tasks on an heterogeneous grid of processing
elements. The AHS works completely decentral - each processing cell decides for
itself if it is best suited for a task and interacts with the other processing cells via
”hormone” messages. As there is no central element the stability of the system
can not be controlled by a single processing element, instead the hormone values
have to be chosen carefully to guarantee system stability. We will present upper
and lower bounds which have to be met to guarantee system stability.

1 Introduction

Today’s computational systems are growing increasingly complex. They are build from
large numbers of heterogeneous processing elements with highly dynamic interaction.
Middleware is a common layer in such distributed systems, managing the cooperation of
tasks on the processing elements and hiding the distribution from the application. It is re-
sponsible for seamless task interaction on distributed hardware. To handle the complexity
of today’s – furthermore tomorrow’s – distributed systems, self-organization techniques
are necessary. The idea to autonomously achieve this desired behavior is introduced in
several papers [8,13,10]. Such a system should be able to find a suitable initial configu-
ration by itself, to adapt or optimize itself to changing environmental and internal con-
ditions, to heal itself in case of system failures or to protect itself against attacks.

Middleware is well-suited to realize such self-X features (self-configuration, self-
optimization, self-healing) by autonomously controlling and adapting task allocation.
Especially for self-healing it is important that task allocation is decentralized to avoid
single points of failure. As shown in previous papers [3,4,1] the task distribution done
by our artificial hormone system (AHS) works well if a suitable configuration of hor-
mone values is chosen. If the values are chosen badly it can also run out of bounce and
get unstable. Due to this we started an investigation to find bounds for the hormone
values in which the AHS will work stable and predictable.

The term ”artificial hormone system” was chosen, because our approach was highly
inspired by the hormone system of higher mammals. There are several properties ana-
log respectively comparable between the hormone system in biology and our technical
system. However, it has to be stated that our ”artificial hormone system” is not a copy of
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the biological hormone system, but is rather inspired by nature and its strategies. In bi-
ology, hormones are chemical objects transmitted via chemical processes and reactions.
In our approach, the messengers are bits and bytes transferred via communication links.
However, the effects and principles are similar, hence we dubbed the messengers in our
approach ”hormones” as well.

The paper is structured as follows: we will shortly present our approach for decen-
tralized task mapping on heterogeneous processing elements and the concept of the
AHS in Section 2. In Section 3 we will then present our theoretical analysis of the sys-
tem stability of the AHS. Section 4 will examine the limitations of single processing
elements. Section 5 contains the related work. The paper finishes with a conclusion and
an outlook in Section 6.

2 The Artificial Hormone System

For task allocation, three types of hormones are used:

Eager value: This hormone determines, how suited a processing emelent (PE) is to
execute a task. The higher the hormonal value the better the ability of the PE to
execute the task.

Suppressor: A suppressor weakens the possibility of an execution of a task on a PE.
Suppressors are subtracted from eager values. Suppressors are e.g. used to prevent
duplicate task allocation or to indicate a deteriorating PE state.

Accelerator: An accelerator favors the execution of a task on a PE. Accelerators are
added to eager values. The accelerators can be used to cluster cooperating tasks in
the neighborhood or to indicate an improved PE state.

Figure 1 sketches the basic control loop used to assign a task Ti to a processing element.
This closed control loop is executed for every task on every processing element. It
determines based on the level of the three hormone types, if a task Ti is executed on a
processing element PEγ or not. The local static eager value Eiγ indicates how suited
a PEγ is to execute a task Ti. From this value, all suppressors Siγ received for task
Ti on PEγ are subtracted, and all accelerators received for task Ti on PEγ are added.
The result of this calculation is a modified eager value Emiγ for task Ti on PEγ .
The modified eager value is sent to all other PEs by the middleware in the system and
compared to the modified eager values Emiγ received from all other PEs for this task.
Is Emiγ greater than all received eager values Emiγ , task Ti will be acquired by PEγ

(in case of equality, a second criterion, e.g. the position of a PE in the grid, is used to
get an unambiguous decision). Now, task Ti on PEγ sends suppressors Siγ to all other
PEs to prevent duplicate task allocation. Accelerators Aiγ are sent to neighbored PEs
to favor the clustering of cooperating tasks. This procedure is repeated periodically.

It should be emphasized at this point that the strength of the different types of hormones
is initially set by the applicants who want to influence the task allocation. More detailed
information can be found in earlier publised papers given in the references [3,1,4].

The described approach is completely decentralized, each PE is responsible for its
own tasks, the communication to other PEs is realized by a unified hormone concept.
This is achived by employing several self-X properties:
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Fig. 1. Hormon based control loop

– The approach is self-organizing, because no external influence controls the task
allocation.

– It is self-configuring, an initial task allocation is found by exchanging hormones.
The self-configuration is finished as soon as all modified eager values become zero
meaning no more tasks wants to be taken. This is done by sending suppressors
which have to be chosen strong enough to inhibit an infinite task assignment.

– The self-optimization is done by offering tasks again for re-allocation. The point
of time for such an offer is determined by the task respectively the PE itself. It can
be done periodically or at a point of time where the task or the PE is idle.
In this context, it is simple to handle the entrance of a new task in the system: At
first, all processing elements have to be informed about their hormone values for
the new task. Then, the task is allocated as described for self-optimization.

– The approach is self-healing: in case of a task or PE failure all related hormones are
no longer sent, especially the suppressors. This results in an automatic reassignment
of the task to the same PE (if it is still active) or another PE.

In addition, the self-configuration is real-time capable. There are tight upper time
bounds for self-configuration that are presented in detail in [3,1,4].

3 Stability Analysis of the AHS

By looking at the AHS one can see a variety of parameters and possible configurations
that can influence the outcome and the stability of the task mapping. First, there are
the hormones themselves: the eager values, the accelerators, and the suppressors. Apart
from the already mentioned hormones above, there can be additional local types of
accelerators and suppressors for system monitoring, load indication, etc.. Second, there
are the degrees of relationship of the tasks. The whole scenario also depends of course
on the number of (different) tasks and the number of processing elements.

To be able to determine bounds we start with a very strict configuration with only a
few variable parameters and will drop these limitations further and further to get to a
generalized approach.
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3.1 Suppressors and Eager Values, But No Accelerators

The first configurations are - as already mentioned above - very strict. We only allow
suppressors and eager values but no accelerators. With these limitations the AHS will
be able to map the tasks but will not regard the relationship between the tasks.

In the first most restricted subconfiguration, the eager values and suppressors have
the same value for a task on all nodes. This means all processing elements of the AHS
would be equally suited for each task. This can be represented mathematically as fol-
lows:

eagervalue = ev , suppressor = sup

The AHS allocates a task as long as the sum of the suppressors is less than the eager
value of the task, i.e. the following inequality is true:

ni ∗ sup < ev (with ni: number of allocations of task Ti)

With this formula it now can be calculated how often a task is allocated:

ni =
⌈

ev

sup

⌉
We now drop the constraint that all eager values have the same value. The suppressors
still have the same value for a task on all nodes but the eager values can be different.
We now have the following:

eagervalue = evmin, ..., evmax , suppressor = sup

As long as the biggest eager value of the task is not compensated by suppressors the
task will be allocated.

Example: 1. allocation 2. allocation 3. allocation
ev1 = 5, sup = 2 3 1 -1
ev2 = 3, sup = 2 1 -1 -3
ev3 = 2, sup = 2 0 -2 -4

⇒ Task will be allocated three times.

A task Ti will be allocated as long as the following inequalities is true:

ni ∗ sup < evmax (with ni number of allocations for task Ti)

With this formula it can be calculated how often a task Ti will be allocated:

ni =
⌈

evmax

sup

⌉
Now we allow the suppressors as well as the eager values to be variable. So the

suppressors and eager values can have different values on the different nodes:

eagervalue = evmin, . . . , evmax , suppressor = supmin, . . . , supmax
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An upper and lower bound for the number of allocations of a task Ti can now be
derived: The upper bound results from a scenario where the task will be allocated on a
node with the smallest suppressor. This means allocations will be done as long as the
following is true:

nmaxi
∗ supmin < evmax (1)

The lower bound results from a scenario where the task will be allocated on the node
with the biggest suppressor meaning tasks will be allocated as long as the following is
true:

nmini ∗ supmax < evmax (2)

For the number of allocations of a task Ti the following applies:⌈
evmax

supmax

⌉
≤ ni ≤

⌈
evmax

supmin

⌉
As up to now we did not allow any additional local suppressors (e.g. for system

monitoring, load indication, etc.). These local suppressors enable the AHS to include
local properties of the processing element into the calculation of the processing cell’s
suitability for a task. So we will now allow that there can be additional local suppressors
for a task on the nodes:

eagervalues = evmin, . . . , evmax , suppressors = supmin, . . . , supmax ,
local suppressors = lsupmin, . . . , lsupmax

The local suppressors are added to the global suppressors. Therefore, it’s also possible
to specify an upper and lower bound. To get an upper bound of the tasks that will be
allocated we simply add the minimum of the local suppressors. Tasks will be allocated
as long as the following is true:

nmaxi
supmin + lsupmin < evmax

The lower bound can be calculated to:

nmini
supmax + lsupmax < evmax

To sum up Subsection 3.1 the following can be noticed concerning stability: In all
examined cases it is possible to give an upper bound as long as the following is true:

Stability criteria (3.1): If supmin > 0 and supmax > 0:⌈
evmax − lsupmax

supmax

⌉
≤ ni ≤

⌈
evmax − lsupmin

supmin

⌉
1

1 if the left or right hand term of the inequality gets below 0, it is to be set to 0.

⇒ With this condition the AHS (without using accelerators) is always stable.
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3.2 Suppressors, Accelerators and Eager Values

In Subsection 3.1 we limited the scenarios to configurations without accelerator hor-
mones. This constraint will now be dropped.

We will again start with a configuration of the AHS where all hormones have equal
values i.e. eager values, suppressors and accelerators have the same value on all nodes:

eagervalues = ev , suppressors = sup , accelerators = acc

While the suppressor is sent per each taken task, accelerators are sent from each taken
task to all related (cooperating) tasks. On this condition a task Ti will be allocated as
long as the following is true:

ni ∗ sup < ev +
ai∑

j=1

acc ∗ nj
1

An allocated task sends accelerators to all related tasks. This works two-ways, i.e. if
task Ti and task Tj are related then Ti will send accelerators to Tj when it is allocated
and vice versa. For a group of v related tasks the following system of inequality will
result:

n1 ∗ sup < ev + acc ∗
∑

j=2,...,v

nj

n2 ∗ sup < ev + acc ∗
∑

j=1,...,v
j �=2

nj

...
...

nv ∗ sup < ev + acc ∗
∑

j=1,...,v−1

nj

This can be converted to:

n1 ∗ sup < ev + acc ∗
∑

j=1,...,v

nj − acc ∗ n1

n2 ∗ sup < ev + acc ∗
∑

j=1,...,v

nj − acc ∗ n2

...
...

nv ∗ sup < ev + acc ∗
∑

j=1,...,v

nj − acc ∗ nj

To calculate the number of possible allocations, we will first solve the corresponding
system of equations and afterwards analyze the meaning of this solution for the system
of inequalities.

1 Where ai is the number of tasks, that send accelerators to task Ti.
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n1 ∗ sup = ev + acc ∗
∑

j=1,...,v

nj − acc ∗ n1

...
...

nv ∗ sup = ev + acc ∗
∑

j=1,...,v

nj − acc ∗ nj

This results to:

n1 ∗ (sup + acc) = ev + acc ∗
∑

j=1,...,v

nj

...
...

nv ∗ (sup + acc) = ev + acc ∗
∑

j=1,...,v

nj

By subtracting any two equations from this system we will receive:

nk ∗ (sup + acc) − nl ∗ (sup + acc) =

ev + acc ∗
∑

j=1,...,v

nj −

⎛⎝ev + acc ∗
∑

j=1,...,v

nj

⎞⎠
⇒ nk ∗ (sup + acc) − nl(sup + acc) = 0
⇒ nk = nl

⇒ all v equations have the same solution

Hence for each task Ti from the set of v related tasks the following applies:

ni ∗ (sup + acc) = ev + acc ∗
∑

1,...,v

ni = ev + acc ∗ v ∗ ni

ni ∗ sup = ev + acc ∗ (v − 1) ∗ ni (3)

ni ∗ (sup − acc ∗ (v − 1)) = ev

ni =
ev

sup − (v − 1) ∗ acc

What this means for the solution of the original system of inequalities can be shown
graphically with equation 3:

The left and the right part of equation 3 represent two straight lines. While the left
part describes the influence of the suppressors, the right part describes the influence
of the accelerators and eager values. The solution of the system of equations is the
intersection of the two straight lines where the effect of the suppressors, accelerators,
and eager values even out.
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Fig. 2. Graphical interpretation of Equation 3 (part 1)

Three cases can be differentiated:

Case 1: (illustrated in Figure 2(a)) sup > (v − 1) ∗ acc
There is a positive solution. On the left side of this solution the eager values and the

accelerators are stronger i.e. a task Ti will be further allocated. On the right side of the
solution the suppressors are stronger hence there will be no further allocations.

⇒ The task Ti will be allocated exactly

⌈
ev

sup − (v − 1) ∗ acc

⌉
times.

Case 2: (illustrated in Figure 2(b)) sup = (v − 1) ∗ acc
Both straight lines are parallel hence there is no intersection. This means that for

all ni the eager values and accelerators outperform the suppressors. Task Ti will be
allocated infinitely.

Case 3: (illustrated in Figure 3(a)) sup < (v − 1) ∗ acc
The solution is negative. For all positive ni the eager values and accelerators out-

perform the suppressors. As in the case above, here the task Ti will also be allocated
infinitively.

To put all the cases together this means the following for the stability of the system:

Stability criteria (3.2): If sup > (v − 1) ∗ acc:

ni =
⌈

ev

sup − (v − 1) ∗ acc

⌉

All v related tasks will be allocated a finite number of times hence the system is stable.
In contrast, if the stability constraint above will not be met, the AHS will try to allocate
related tasks infinitively and therefore be unstable.
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Fig. 3. Graphical interpretation of the equation 3 (part 2)

3.3 Different Values for Eager Values, Suppressors and Accelerators

In Subsection 3.2 we allowed accelerators, suppressors, and eager values but limited
these to being equal for a task on all processing cells. Now we drop this limitation. For
a set of v related task we now have:

eagervalues = evmin, . . . , evmax , suppressors = supmin, . . . , supmax ,
accelerators = accmin, . . . , accmax

As before, we can also determine an upper and lower bound for the number of allocated
tasks: This can be done in the same way as for Equations 1 and 2 in Subsection 3.2. The
maximal eager value combined with upper - respectively lower - bound determines the
number of allocated tasks. The AHS will allocate tasks as long as:

upper bound: nmaxi
∗ supmin < evmax +

∑
j=1,...,a accmax ∗ nmaxj

lower bound: nmini
∗ supmax < evmax +

∑
j=1,...,a accmin ∗ nminj

2

For a group of v related tasks we have the following inequalities:

nmax1 ∗ supmin < evmax + accmax ∗
∑

j=1,...,v

nmaxj
− accmax ∗ nmax1

...
...

nmaxv
∗ supmin < evmax + accmax ∗

∑
j=1,...,v

nmaxj
− accmax ∗ nmaxv

and
2 Where a is the number of tasks, which send accelerators to tasks Ti.
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nmin1 ∗ supmax < evmax + accmin ∗
∑

j=1,...,v

nminj
− accmin ∗ nmin1

...
...

nminv
∗ supmax < evmax + accmin ∗

∑
j=1,...,v

nminj
− accmin ∗ nminv

Both related systems of equations for nmaxi and nmini have a solution analog to the one
in Subsection 3.2:

nmaxi
=

evmax

supmin − (v − 1) ∗ accmax
and nmini

=
evmax

supmax − (v − 1) ∗ accmin

We can now draw the following stability criteria for the AHS (also analog to 3.2):

Stability criteria (3.3): If supmin > (v − 1) ∗ accmax
2:⌈

evmax

supmax − (v − 1) ∗ accmin

⌉
≤ ni ≤

⌈
evmax

supmin − (v − 1) ∗ accmax

⌉
2 From of this supmin − (v − 1) ∗ accmax > 0 and with supmax ≥ supmin and
accmax ≥ accmin it follows that supmax − (v − 1) ∗ accmin > 0, too

3.4 Additional Local Suppressors and Accelerators

For a group of v related task, let:

eagervalues = evmin, . . . , evmax ,
accelerators = accmin, . . . , accmax , local acc. = laccmin, . . . , laccmax ,

suppressors = supmin, . . . , supmax , local supp. = lsupmin, . . . , lsupmax ,

Local suppressors reduce the eagervalue while local accelerators elevate the eagervalue.
Analog to 3.1 and 3.3 the following upper and lower bounds for task allocation can be
derived:

upper bound:
nmaxi

∗ supmin < evmax − lsupmin + laccmax + sumj=1, ..., aaccmax ∗ nmaxj

lower bound:
nmini

∗ supmax < evmax − lsupmax + laccmin + sumj=1, ..., aaccmin ∗ nminj
3

3 Where a is the number of tasks which send accelerators to the task ti.
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Now, we can continue analog to 3.2 und 3.3:

Stability criteria (3.4): If supmin > (v − 1) ∗ accmax:

⌈
evmax + laccmin − lsupmax

supmax − (v − 1) ∗ accmin

⌉
≤ ni ≤

⌈
evmax + laccmax + lsupmin

supmin − (v − 1) ∗ accmax

⌉

Limited sending range of the accelerators. Accelerators only take effect in the nearby
neighborhood ⇒ in a worst case scenario a task ti could get allocated outside of the
sending range of the accelerators of the related tasks (e.g. due to notedly better eager-
values) ⇒ accmin = 0

An example in Figure 4(a) can illustrate this behavior. In this example task t2 will
get allocated on PE 1, as:

on PE 1: evt2 = 5
on PE 5: evt2 + acct2 = 2 + 2 = 4

After the allocation the following situation results:
on PE 1: evt2 − supt2 = 5 − 5 = 0
on PE 5: evt2 + acct2 − supt2 = 2 + 2 − 5 = −1

⇒ the task t2 will not be allocated again
⇒ t2 will be allocated exactly one time, the minimal accelerator acct2 min = 0 on PE 1

⇒ n1min =
⌈

5
5−1∗0

⌉
= 1

(if we would assume accmin = 2 and neglect the limited sending range, we would

receive n1min =
⌈

5
5−1∗2

⌉
=

⌈5
3

⌉
= 2 )

Examination of the load suppressor. The load suppressor is a local suppressor, its
strength grows with the number of tasks which have been allocated by a PE. If there
are enough processing elements, the upper bound doesn’t change, as the load sup-
pressor only applies locally and there are still processing elements left without load.
⇒ lsuplast = 0 This is illustrated in Example 4(b).

In regards of the upper bound, the load suppressor can therefore be neglected.

To calculate the lower bound, we have to assume that there aren’t enough processing
elements available and that all PEs are operating at full load. ⇒ lower bound = 0.

However, if we assume that there are enough PEs available, in the lower bound for-
mula evmax has to simply be replaced by evmin, as all PEs with evmax might already
be fully occupied.
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ev = 5
t2

PE 1

PE 3

ev = 2
t2

PE 5

PE 2

PE 4

t1 PE 6

sending range
for acc t2

supt2 = 5
acct2 = 2 (of t1)

(a) Example 1

lsuplast = 1000 lsuplast = 0

1. alloc 2. alloc 1. alloc 2. alloc

evt1 = 5 −998 −1001 2 −1

evt1 = 5 2 −1001 2 −1

evt1 = 5 2 −1 2 −1

supt1 = 3

(b) Example 2

Fig. 4. Examples of the behavior of the AHS

Refinement of the local suppressors und accelerators. Up to now, we used the best
case with the biggest combination of eagervalue, local accelerators and suppressors to
calculate the upper bound: evmax + laccmax − lsupmin
and the worst case for the lower bound: evmax + laccmin − lsupmax
It is now possible to refine the upper and lower bound by using the real values of the
biggest possible combination.

evmax+laccmin−lsupmax ≤ max
i=1, ... ,v

(evi+lacci−lsupi) ≤ evmax+laccmax−lsupmin

From the above results:⌈
maxi=1, ... ,v(evi+lacci−lsupi)

supmax−(v−1)∗accmin

⌉
≤ ni ≤

⌈
maxi=1, ... ,v(evi+lacci−lsupi)

supmin−(v−1)∗accmax

⌉
4 Number of Tasks Allocated by One PE

Up to now we analyzed the AHS as a whole. We were able to find boundaries of task
allocations in the whole system for different system settings (eagervalues, suppressors,
accelerators, etc.). Now we will analyze single processing elements and their behavior.

4.1 Eagervalues, Suppressors, Accelerators and Load Suppressors Are Equal on
All PEs

eagervalue = ev , suppressor = sup , accelerator = acc ,
loadsuppressor = lsupl

How many tasks can one PE allocate? The load suppressor affects the PE for each
allocated task, i.e. with m tasks, the load suppressor is m ∗ lsupl, which will be sub-
tracted from all eagervales on this PE. Furthermore the acquisition suppressor will be
subtracted for these m tasks. However, these will only affect the eagervalues of the
particular task and not all eagervalues like the load suppressor.

To calculate how many tasks will be maximally allocated by a PE, we have to assume
the least possible effect of the acquisition suppressors. This is the case, if a node allocates
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many different tasks, as the acquisition suppressors will be distributed on many different
eagervalues. If a PE applies for b tasks then the acquisition suppressor applies at least⌊

m
b

⌋
on every eagervalue. Furthermore, we assume that every neighbor PE sends this

PE an accelerator for every task. Tasks will be allocated as long as the following is true::

m1 ∗ lsupl +
⌊m1

b

⌋
∗ supp < ev + m1 ∗ k ∗ acc

b : number of tasks that the PE applies for

k : number of neighbor PEs

m1 : maximal number of tasks that the PE can allocate

(4)

To calculate how many tasks can be minimally allocated by a PE, we first have to
assume the biggest possible number of load suppressors. This is the case if the PE allo-
cates the same task m times, as all acquisition suppressors will effect one eagervalue.
Furthermore we will assume, that no accelerators are being sent (hence no related tasks
are located on the neighboring PEs).

Tasks will be allocated, as long as:

m2 ∗ lsupl + m2 ∗ sup < ev4 (5)

We will first solve Equation 4: m1 ∗ lsupl +
⌊

m1
b

⌋
∗ supp < ev + m1 ∗ k ∗ acc

Certainly, the following is true:
⌊

m1
b

⌋
> m1

b − b−1
b

⇒ m1 ∗ lsupl + m1
b ∗ sup − b−1

b ∗ sup < ev + m1 ∗ k ∗ acc

m1 ∗
(
lsupl + sup

b

)
< ev + m1 ∗ k ∗ acc + b−1

b ∗ sup

m1 ∗
(
lsupl + sup

b − k ∗ acc
)

< ev + b−1
b ∗ sup

m1 < b∗ev+(b−1)∗sup
b∗lsupl+sup−b∗k∗acc

We can now estimate the maximal number of tasks which will be allocated by the PE by:

maximum number of tasks: m1 =
⌈

b∗ev+(b−1)∗sup
b∗(lsupl−k∗acc)+sup

⌉
The maximal number of tasks on a PE is in any case limited, if:

b ∗ (lsupl − k ∗ acc) + sup ≥ 0
b ∗ (lsupl ≥ b ∗ k ∗ acc − sup
⇒ lsupl ≥ k ∗ acc − sup

b

Refinement. If m1
b − b−1

b < 0 is true, i.e. m1 ≤ b−1 then
⌊

m1
b

⌋
can be better estimated

by 0 then by the formula above:

m1 =
⌈

ev
lsupl−k∗acc

⌉
if m1 ≥ b − 1 and lsupl > k ∗ acc

We now derive Equation 5: m2 ∗ lsupl + m2 ∗ sup < ev
m2 ∗ (lsupl + sup) < ev
m2 < ev

lsupl+sup

4 m2: Minimal number of tasks which can be allocated by the PE.
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Hence, we can adopt this as the minimal number of tasks that can be allocated by a PE:

minimum number of tasks: m2 =
⌈

ev
lsupl+sup

⌉
This doesn’t mean that the PE will allocate this number of tasks. If there are enough
other PEs available the PE might stay empty. m2 rather states the number of tasks i
which could be allocated by the PE until the suppressors would not allow any further
task allocation.

5 Related Work

Several approaches for clustered task allocation in middleware exist. In [9], the authors
present a scheduling algorithm distributing tasks onto a grid. It is implemented in the
Xavantes Grid Middleware and arranges the tasks in groups. This approch is completely
different from ours because it uses central elements for the grouping: the Group Man-
ager (GM), a Process Manager (PM) and the Activity Managers (AM).Here, the GM is
a single point of failure because, if it fails no possibility exists to get group informa-
tion from this group anymore. Our approach does not apply a central task distribution
instance and therefore a single point of failure can not occur.

Another approach is presented in [11]. The authors present two algorithms for task
scheduling. The first algorithm, Fast Critical Path (FCP), ensures time constrains are
kept. The second one, Fast Load Balancing (FLB), schedules the tasks so that every
processor will be used. Using this strategy – especially the last one – it is not guaranteed
that related tasks are scheduled nearby each other. In contrast to our approach, these
algorithms do not regard failing of processing elements.

[12] presents a load balancing scheme for task allocation based on local workpiles
(of PEs) storing the tasks to be executed. The authors propose a load balancing algo-
rithm applied to two PEs to balance their workload. The algorithm is executed with
a probability inversely proportional to the length of the workpile of a PE. Although
this approach is distributed it does not consider aspects like self-healing or real-time
constraints.

Other approaches of load balancing are presented in [2,5,6,7,14]. None of them cover
the whole spectrum of self-X properties, task clustering, and real-time conditions like
our approach.

6 Conclusion and Further Work

We reintroduced our concept of an artificial hormone system (AHS) to allocate tasks to
processing elements within a processor grid. The assignment is completely decentral-
ized and holds self-X features.

We presented a theoretical analysis of the behavior of the AHS. First we restricted the
scenario quite strongly and then loosened these restrictions bit by bit. For each szenario
we found upper and lower bounds for the number of tasks that will be allocated by the
AHS. Furthermore we specified ranges in which the AHS will work stable. Additionally,
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we analyzed the limits of single PEs as a step towards being able to set a good system
size. It is now easily possible to analyze whether the system will be stable or not.

For the future we plan further investigations to find fitting environments. For example
a formula for the minimal number of processing elements could make sure that the
system size is chosen correctly.
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Abstract. Artificial immune operators play an important role in the application 
of immune system. How to design immune operators to support the test cases 
generation algorithm based on immune principles deserves our investigation. 
Therefore, on the basis of artificial immune principles, some immune operators 
that can be used in software test cases generation are proposed in this paper, on 
this basis, an algorithm of software test cases automated generation is pre-
sented. By analysing our experiment results, the efficiency of the immune op-
erators applied in test case generation method is verified in this paper. 

Keywords: Immune System, Immune Operator, Test Case Generation. 

1   Introduction 

As one of the key technologies in software testing, automated generation of test cases 
can greatly reduce software testing costs and improve test efficiency. Currently, dif-
ferent ways are researched to generate test cases automatically, such as function ori-
ented test cases automated generation[1-4] and program structure oriented test cases 
generation[5-8], etc.. Despite the advances in the researches, much remains to be fur-
ther explored, for example, the optimization process of test cases to avoid random 
generation of test cases is the focus of our research. 

Similar to gene algorithm and other intelligence evolution algorithms, the evolution and 
optimization of artificial immune algorithm are implemented through designing immune 
operators, the evolution chain (antibody population→immune selection→cell 

clone→hyper-mutation→clone suppression→new antibody→new antibody 

population) in immune response is defined as optimization process in maths [9]. There-
fore, the design of immune operators enables the immune algorithm to keep on optimizing 
the initial test cases generated at random until multi-path test cases are generated. During 
the process, artificial immune algorithm evaluation mechanism and the quality and density 
of antibody are used to guide the optimization of test cases, and to avoid generating test 
cases at random. Hence, the design of the immune operators, test cases automated genera-
tion algorithm based on the operators and experimental analysis of the operators perform-
ance remain the foucs in this research. 
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The remainder of this paper is organized as follows: Section 2 introduces the re-
search basics, including the working mechanism of the immune system, the work 
flow of immune algorithm and optimization principles. Section 3 proposes a method 
to generate test cases on the basis of immune algorithm, including the framework of 
the algorithm, the selection of parameters and coding strategies and the design of im-
mune operators. Section 4 analyses the experimental results. Section 5 discusses re-
lated work. Section 6 is the summarization and discussion of further efforts.   

2   Research Foundation 

2.1   Biological Immune System 

The process of biological immune system discerning antigens and generating antibodies to 
resist antigens can be divided into primary and secondary immune response. The process 
of primary immune response is that when antigens invade the first time, Phagocytes 
extract antigens to form compounds, generating characteristic body of antigens that is 
discernable to T cell, sending signals to activate T cells and B cells. Activated T cells 
distinguish the characteristic body of antigens. If the characteristic body is self-antigen, 
T cells generate signals to resist activation of B cells; otherwise, T cells generate signals 
to stimulate B cells’ activation and help B cells’ proliferation and differentiation: T cells 
excrete a variety of cytokines to prompt B cells to generate B memory cells and anti-
bodies. The process of secondary immune response is that when antigens invade 
again, as existing B memory cells retain the eigenvalue of the very antigens, antigens 
rapidly binds with B memory cells to form compounds, stimulating duplication of B 
cells, and directly generating antibody of strong affinity.  

2.2   Basic Flow of Artificial Immune Algorithm and Optimization Principles  

For interrelation and mutual support among different artificial immune mechanisms,  
immune algorithms follow a common basic flow shown in Figure 1. 

In Figure 1, antigens are defined in Step1, where problems to be resolved are ab-
stracted as antigens of artificial immune algorithm, a liable solution corresponds to an 
antibody in immune algorithm; initial antibody population is generated in Step2, 
where the initial population is generated at random; the affinity between antigens and 
antibodies is calculated in Step3, this affinity, indicating the matching or similarity 
between antibodies and antigens and between antibodies, showing the quality of anti-
bodies, plays an important role in guiding antibodies evolution; Step4 is a judgement 
if the termination conditions are met, if yes then print the current optimal solution and 
program ends, else go to Step5; density is calculated in Step5 which indicates the di-
versity and quality of the antibody population; immune operations are conducted in 
Step6, selecting some optimal antibodies for clone and mutation, reselecting in the 
combination of the antibodies and the cloned ones to retain those with strong affinity 
while suppressing the ones with weak affinity, adding new antibodies through popula-
tion upgrade to ensure the size of the population. 
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Fig. 1. Basic flow of artificial immune algorithm 

3   Test Cases Generation in Light of Artificial Immune Algorithm 

Firstly, correspondence should be established between terms of immune system and 
terms of test cases generation: antigens corresponds to all target paths test cases gen-
erated automatically; an antibody to a test case; antibody population to test cases set; 
affinity to the extent to which a test case in the population satisfies target paths test 
cases; density corresponds to the percentage of test cases of the same type to the 
population; stimulation to the quality of the test cases in the final evolution. Then, 
find the correspondence between optimization process and immune system identify-
ing antigens and antibodies evolving process, that is, abstract the evolution chain in 
immune response mechanism as a mathematical optimization process[9]. 

3.1   The Framework of Test Case Generation Based on Immune Algorithm  

There are three steps involved in the test case automated generation based on immune 
algorithm: (1) program static analysis and instrumentation; (2) deciding on target 
paths set; (3) the generation of test cases.  

Designing immune algorithm according to the process indicated in Figure 1  
involves coding antigens and antibodies, binary coding is adopted in this paper. By 
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program static analysis of source program, we analyse the value range of variables 
and decide which variables in the test cases set of source program should involve cod-
ing; and then, through source program instrumentation, we can obtain information of 
program executive paths and value of decision conditions. 

For the automated generation of multi-path test cases,the target paths set has to be 
decided on, namely, to generate test cases for what paths? The target path set in this 
paper is the basic paths set of the program control flow chart.  

For automated test case set generation based on artificial immune algorithm, 
firstly the preliminary test case population is generated randomly by parameter cod-
ing rules according to the results of program static analysis, the test cases popula-
tion is then used as input of the instrumentation program under test to obtain the 
executive information of the test cases through instrumentation sentences (including 
program executive paths and the value of decision conditions, etc). In order to get 
next generation population, we calculate affinity, density and stimulation. From the 
information, the next generation population is got through immune selection, clone, 
mutation and population upgrade according to the stimulation of test cases popula-
tion. If the algorithm’s termination condition is satisfied, then terminate the run of 
the program (or the algorithm) and output the results, otherwise repeat the run of 
the program (or the algorithm) by using next generation population until the termi-
nation condition is met. 

3.2   Selecting the Parameters and Using Coding Strategies 

Selecting the parameters. The program units under test may include the following 
three types of parameter variables involved in the coding of test cases: (1) entry pa-
rameters, such as formal parameters of function; (2) exterior variables; (3) variables 
via I/O. According to the rule of "useful parameters coding principle"[10], only the 
part of variables in program units which are relevant to test paths and to condition 
expression are coded. 

Coding and Decoding strategies. After selecting the parameter variables to be coded 
through program static analysis, the parameter variables are combined to constitute the test 
case X=(x1, x2, ..., xn), where xi (1<=i<=n) denotes the i-th parameter variable of test case. 
According to the value type and range of the parameter variable, the length of binary cod-
ing is set and appropriate coding mapping of each parameter variable is sought: 

f1(x1)→c1 
...  

fn(xn)→cn. 

 

Where xi is the original parameter variable, ci is a binary parameter variable, fi is a 
function which maps xi to ci. The binary coding of variables are combined to get the 
coded test case C=(c1, c2, ..., cn), where ci (1<=i<=n) denotes the i-th parameter vari-
able of the test case. The process can be expressed as f((x1,..., xn)) = 
(f1(x1),...,fn(xn))→(c1, c2, ..., cn), that is f((x1, ..., xn))→(c1, c2, ..., cn).  
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In order to carry out software testing, we need to use the original test cases, so we 
must map the binary test cases to the original test cases. We call this process decoding, 
it can be expressed as follows:f-1((c’

1, ..., c
’
n))=(f-1(x1),...,f

-n(xn))→(x’
1, x

’
2, ..., x

’
n), that is, f-

1((c’
1, ..., c

’
n))→(x’

1, x
’
2, ..., x

’
n). 

3.3   Artificial Immune Operators Design 

The operators can help select some antibodies for clone and mutation according to 
their affinity and density. Reselection is based on the clone and the antibodies, the 
antibodies with weak affinity are suppressed while those with strong affinity retained. 
The population is maintained by replacing the antibodies with weak affinity with ran-
domly generated new antibodies. Therefore, it is essential to research the design of 
immune operators used in software test case automated generation. The following 
research is based on the research work [9] and [11]. 

Affinity calculation operator.  In test case automatic generation, the affinity of each 
individual within the test cases population reflects the comparability between the indi-
vidual test case and target path test cases. It is used to guide the evolution of the popula-
tion test cases to target path test cases. Computing two test cases’ comparability can be 
converted into computing the two paths’ comparability, that is, the comparability be-
tween the path where the program executes with this test case Xi and the target path.  

It is obvious that some statements which have multiple clauses result in multiple 
executive paths. Since the certain value of the statement’s decision conditions corre-
sponds to the certain clause to be executed, the affinity can be computed by using the 
value of all the clause statements’ decision conditions in the program under test. 
When a statement's decision condition value is certain, the clause to execute is de-
cided, for decision value and clause execution is 1:1 mapping. So clause execution 
can represent the "Ture" or "False" of the decision condition. For the sake of conven-
ience, different numbers are used in this paper to represent the executions of different 
clauses of different statements. The following table shows some specific numbers 
designated for executions of different clauses of different sentences. 

Table 1. If statements and the implementation of a clauseof the designated values 

Executed clause  Designated value 
unexecuted clause  -1 
True clause 1 
False clause 0 
True and false clauses -100 

Table 2. Switch statements and the implementation of a clauseof the designated values 

Executed clause designated value 
unexecuted clause -1 
The ith clause 2i  

Multiple clauses to be executed 

(e.g.the ith, jth, kth clauses) 
2i|2j|2k 
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Table 3. For, while, do-while statements and the implementationof a clause of the designated values 

Executed clause designated value 
unexecuted clause -1 

Loop 1 
No loop 0 
Loop and no loop -100 

Every executed clause of the different statements having a designated value means 
every category of the decision conditions value having a designated value. The deci-
sion conditions value Pi corresponding to the test case Xi is a vector composed of 
these designated values of all decisions in the program. The j-th target path has its 
corresponding decision conditions value Tj too. Pi and Tj is expressed as follows: 

                                     Pi=(pi1, pi2, … , pim) 
Tj=(tj1, tj2, … , tjm). 

 

Every element in Pi and Tj represents the category of one decision condition value 
in the program under test. The decision conditions values corresponding to multiple 
target paths compose a set T whose form is as follows: 

T=

⎥
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⎥
⎥
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Each line in the matrix T represents the decisions condition value of one target path. 
The affinity of test case Xi is got by dividing the maximum Hamming Distance between 
Pi and the vector of the middle line of T by the number of decision conditions of pro-
gram under test. The affinity tc_fit(Xi) of the test case Xi is defined as follows: 

(1) 

where 

 

(2) 

If the decision conditions values corresponding to the test case are similar to the 
decision conditions values of one target path, the test case has strong affinity, so it 
will be chosen into new population. 

Density calculation operator. Density reflects the diversity of the test cases population. 
It is clear that there are too many similar individuals in the test cases population if some 
test cases’ density is high. So the test cases with high density should be suppressed if the 
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population’s diversity is not enough. The density tc_den(Xi) of the test case in the popu-
lation can be described as follows: 
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(4) 

Here, number_same(Xi) stands for the number of test cases with the same decision 
condition values as Xi. Pi=(pi1,pi2,…,pim) is the decision condition values correspond-
ing to the test case Xi, letter N for the number of test cases in population. Test cases 
density is got by dividing the number of test cases of same category by the number of 
the population. Here the same category refers to the same decision condition value 
corresponding to test case. 

Stimulation calculation operator.  The final evaluation of the quality of the test 
cases is stimulation which takes into account both affinity and density. Obviously the 
stimulation is proportional to the affinity and is inversely proportional to the density. 
The stimulation calculation operator tc_sim(Xi) is expressed as follows: 

)(_)1()(_)(_ iii XdentcnXfittcXsimtc ⋅⋅−−= β  . (5) 

where the coefficient before tc_fit(Xi) is 1 and the coefficient before tc_den(Xi) is (n-
1)·β. The number β, which shows how density influences stimulation, is determined 
by the specific application. Letter n represents the order of the test case to be dealt 
with in homogeneous test cases with the same decision condition values as xi. n 
equals 1 if Xi is the first test case to be dealt with, n equals 2 if Xi is the second test 
case to be deal with, etc.. The coefficient (n-1) makes stimulations of the same deci-
sion condition value of these test cases different, which makes possible immune selec-
tion. The earlier test case in homogeneous test cases is processed, the greater its 
stimulation. The simulation operator can suppress the test cases with high density. 

Immune selection operator.  The test cases with greater stimulation will be selected 
into the new population and the test cases with smaller stimulation will be deleted. 
The Immune selection operator tc_select(Xi) is described as follows: 
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The coefficient δ is in the area of (0,1). It is the ratio of selected test cases to the 
population. The function order_sim(Xi) computes the order of Xi in the test cases 
population by stimulation. The greatest stimulation of xi is when order_sim(Xi) is 1. 

Clone calculation operator. Clone and duplicate test cases are selected by immune 
selection. Furthermore, a memory paths set must be set up to ensure that the optimal 
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test cases can enter next generation in test case generation process, all different paths 
appearing in running process and corresponding test cases are put in the memory 
paths set, clone η ·N test cases with the strongest affinity when algorithm clones and 
duplicates; η is parameter defined in advance, 0<η<1, its value represents the ratio of 
the best test cases cloned to population, ensuring that the best test cases can always be 
selected to duplicate in test case generation process. 

Mutation calculation operator. Mutate cloned test cases. As binary encoding is used 
in this paper, method to mutate is to change 1 to 0, 0 to 1. Mutation rate of individual 
test case is inversely proportional to its affinity. 

  Let test case Xi’s binary coding be (ci1,ci2,……,cil), letter l represents the length of 
coding string. Mutation operator tc_mutate(cik) can be depicted as follows: 
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The rand() is a function to generate random number in range (0,1); λ is parameter 
defined in advance, 0<λ<1, its function is to control the biggest mutation rate. Be-
cause the range of affinity calculation operator tc_fit(Xi) is [0, 1], the greater affinity, 
the smaller λ(1-tc_fit(Xi))’s value, the less the possibility of value generated by rand() 
is smaller than that of λ(1-tc_fit(Xi)), and so the less the possibility of mutation. 
Therefore, mutation rate of test cases is inversely proportional to affinity. 

Termination conditions. The algorithm’s termination condition can be set as having 
generated test cases of all target paths or the evolutionary generations exceeding a given 
number which is relevant to program’s scale and the number of target paths, at the same 
time, ensuring the overall program running time to be within an acceptable scale. 

3.4   A Test Case Generation Algorithm Based on Artificial Immune Operators 

Based on the study of section 3.1-3.3, suppose that Decode(PopBin, VarLength) 
stands for the process of decoding, RunTestedProgram(PopDec) for the process of 
executing test cases of the program under test after instrumentation,  
FindNewCase(PopBin, PopDec, PopPath, PopChoice, MemoryPath, TargetPathNoCase, 
TargetPathCase) for the process of finding test cases of target path in population, 
ComputeMemoryFit(MemoryPath, TargetPathNoCase) for the process of computing 
the affinity of memory paths, ComputeFit(PopPath, MemoryPath) for the process of 
computing the affinity of population individual, ComputeDen(PopPath) for the proc-
ess of computing density of population of test cases, ComputeStim(PopFit, PopDen-
sity, PopPath) for the process of calculating of stimulation of population of test cases, 
SelectClone(PopBin, PopStimulation) for the process of clone selection, Mu-
tate(ClonePop) for the process of computing mutation, NextPopGen(ClonePop) for 
the process of population upgrade. A software test case automated generation algo-
rithm based on immune system is shown in figure 2. 

Considering the randomicity of the artificial immune algorithm and the extremes in 
analysing algorithm complexity, the maximum evolution generations possible should 
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be considered. The time complexity of decoding is O(Nd), where N is the size of 
population, d is the number of parameters. The time complexity of obtaining executed 
information of test cases of population is O(N). The time complexity of finding target 
paths test cases is O(Nn), where n is number of paths of memory path set. The time 
complexity of computing affinity is O(Nn+nm), where m is the number of target 
paths. The time complexity of computing density and stimulation is O(N), respec-
tively. The time complexity of computing clone selection is O(N2).  The time com-
plexity of computing mutation is O(NL), where L is the length of the binary of a test 
case. The time complexity of computing upgrade population is O(N). 

 

Fig. 2. The algorithm of Immune operators generating test cases 

The time complexity of one evolution operation is the maximum value of the operation 
time complexity discussed in the above paragraph, because d which is the number of pa-
rameter is smaller than L which is the length of the binary of a test case, the time complex-
ity of an evolved generation is max{O(N2), O(Nn+nm), O(NL)}. The time complexity of 
the whole algorithm is max{O(GN2), O(GNm+Gnm), O(GNL)}, where G is the maximum 
evolved generations, N is the size of population, n is the number of memory paths, m is the 
number of target paths, L is the length of the binary of a test case. 

4   Experiment and Results Analysis 

In this article, the sample program’s function is to determine the type of a triangle. At 
first, the source code is statically analyzed, parameters involved in test cases encoding 
and the parameters’ value range are ascertained, instrumentation is done to source codes 
in order to obtain program’s running information; then, according the program’s control 
flow graph, all paths (4 paths) in graph are set as target paths; finally, the immune sys-
tem-based tools developed by the authors are run to get experimental data.   
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4.1   The Impact of the Size of Population N on Experiment Results 

The impact coefficient of density to the stimulation degree is β=0.05, immune selec-
tion degree is δ=0.6, clone rate of optimization individual is η=0.2, the coefficient of 
mutation operation is λ=0.13, we compare all evolved generations needed to generate 
test cases of all target paths when the size of population N is 10 and 15, respectively. 
In order to prevent peak value impact of a single run, we record the results of 20 suc-
cessive runs. The experiment results are shown in figure 3, where EG is evolution 
generation and RN is running number, and EG is gradually increasing. 
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Fig. 3. The impact of the size of population N on experiment results 

We can see that the larger the population, the fewer the evolution generations 
needed to find all test cases. This means the larger the size of the population,the better 
the diversity, the easier to generate path test cases. On the other hand, the larger the 
population, the longer the time spent in one evolution operation. So we must consider 
the two factors in practice. 

4.2   The Impact of the Coefficient β of Density to the Degree of Stimulation on 
Experiment Results 

When the size of population is N=10, the immune selection degree is δ=0.6, the clone 
rate of optimization individual is η=0.2, and the coefficient of mutation operation is 
λ=0.13, we can change the impact coefficient β of density to the degree of stimulation 
and record results of 10 successive runs twice with β=0.05 and β=0 , respectively. We 
compare all evolution generations needed to generate test cases target paths. The ex-
periment results are shown in figure 4. 

We can see that when β=0, that is, when the the factor of density is not considered , 
evolution generations are generally more than those when β=0.05. Therefore, the guidance 
of evolution direction of the density operator presented in this paper is effective. 
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Fig. 4. The impact of the coefficient β of density to the degree of stimulation onexperiment results 

4.3   The Impact of the Immune Selection Rate δ on Experiment Results 

When the size of population is N=10, the impact coefficient of density to stimulation 
degree is β=0.05, the clone rate of optimization individual is η=0.2, and the coeffi-
cient of mutation operators is λ=0.13, we can change the immune selection rate δ and 
record results. The experiment results are shown in figure 5. 

We can see from Fig.5 that during cloning part test cases according to stimulation 
degree on the population, the immune selection rate should be neither too high nor too 
low. Because they both can slow down the speed to generate test cases of target paths. 
So the immune selection rate must be suitable. 

Fig. 5. The impact of immune selection ratesδ on the outcome of the experiment 
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5   Related Work 

In recent years, researchers begin to try to apply AI technique to software test and 
gain lots of results. In [12], the authors present a test data automated generation algo-
rithm based on simulated annealing genetic algorithm. According to the characteristic 
of automated test data generation, the algorithm combines simulated annealing algo-
rithm which has advantage of local search and genetic algorithm which has advantage 
of global search. In [13], the authors present a method that can improve generative 
ability of test data by using genetic algorithm in the process of testing. In [14], the 
authors present an improved immune algorithm which combines the genetic algorithm 
with immune algorithm, and can generate component software test cases . Different 
from those efforts, a method which makes use of immune operators to generate test 
cases is explored in this paper, which can be described as searching an efficient input 
data in the input data area and can fall into the category of optimization. For the 
multi-paths test cases generation, it can be regarded as continual optimization of test 
cases which are initially generated at random. Because immune algorithm has good 
optimization ability and can be applied in generating test cases. Our experiments indi-
cate that when the size of population is determinate, this method needs fewer evolu-
tion generations than the genetic algorithm does. 

6   Conclusions 

By utilizing optimization ability of artificial immune algorithm, those test cases ini-
tially generated at random are continually optimized till test cases corresponding to 
the target paths are found. In this paper, the design of immune operators in test case 
generation is researched on the basis of immune mechanism, and experimental results 
are discussed. Experimental results manifest the validity of the immune operators 
design proposed in this paper and the efficiency of the algorithm in generating target 
path test case. 
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Abstract. We present a resource management algorithm based upon
guided “walks” within a system state space. Walks are guided via simple
predictions of optimum behavior whose accuracy increases as system
state approaches a predicted optimum. Optimum behavior is defined as
maximizing payoff, which is the difference between value of provided
service and cost of providing the service. Feedback between prediction,
movement in the state space, and direct observation of behavior allows
the algorithm to track optimum payoff, even though there is no detailed
model of system behavior. Efficiency of the algorithm is defined as the
ratio between observed and optimum payoffs, and can be estimated
without reference to a detailed model. We demonstrate by simulation
that, under commonly encountered conditions, our algorithm can
achieve near-optimal behavior. Our strategy is thus a potentially viable
alternative to management based upon closed control loops in many
practical situations.

Keywords: autonomic computing, convergent operators, computer
immunology, emergent properties, Cfengine.

1 Introduction

Most management paradigms are based upon the possession of a detailed model
of assumed behavior and the ability to micro-manage configuration change[1,2,3].
At Hot Autonomic Computing 2008 (HotAC2008), three grand-challenge prob-
lems were identified for autonomic computing[4]:

1. Developing more accurate models of system behavior.
2. Ability to compose autonomic control systems and predict behavior of com-

posed systems.
3. Increasing user trust of autonomic systems.

J. González Nieto et al. (Eds.): ATC 2009, LNCS 5586, pp. 75–89, 2009.
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The consensus of the group was that with better models, autonomic control
loops become more predictable; with the ability to compose loops, multi-vendor
solutions become possible; and that these challenges are linked with the funda-
mental problem of trust and expectation: the user needs to know what to expect
and what to trust.

In this paper we dispute the assumed correlation in prior work between knowl-
edge and outcome, and show that one can (literally) profit by embracing emer-
gent results of highly adaptive management processes.

We approach the challenges above from a different point of view. Before au-
tonomics was proposed, Burgess described a notion of computer immunology[5],
based upon the idea that systems can be managed by guiding system states
towards desired behavior using what might be considered a thermodynamic (or
economic) approach. Autonomic computing can be “approximated” by applica-
tion of immunological actions[6]; this is the theoretical framework for the man-
agement tool Cfengine[7,8]. In an immunological approach, a model of behavior
is only indirectly linked with the function of the autonomic system, which can
be described as an emergent property of an underlying set of processes. In spite
of much interest in emergent properties[9,10], few engineers truly believe that
emergence can deliver reliable results; this is a part of the trust challenge of auto-
nomic computing. Our experience is that emergent properties can be guaranteed,
even within relatively tight tolerances.

We began this work by asking about the kind of autonomic control that
would be appropriate to implement in Cfengine. In turn, we asked ourselves
how much of a model of system behavior needs to be understood by such an
autonomic control system. The answer to this question has turned out to be
surprising and counter-intuitive. Rather than “learning” the model of system
behavior, one can base a management strategy on remaining flexible and highly
reactive to observed changes. This approach is simpler, more adaptive, and more
composable than approaches based upon learning models.

2 Cost, Value, and Payoff

Inspired by current work in Business-Driven IT Management (BDIM)[11,12],
we took a very basic, high-level view of autonomic control, based upon the
objective of balancing concepts of business cost and value. Cost refers to the
cost of operating and managing a system, while value refers to the value of
operating the system. The payoff function for operating a system is its value
minus its cost, which varies over time. Given some estimate of best payoff, the
efficiency of a management system is the quotient of the achieved payoff, divided
by the best achievable payoff.

Our model of autonomic control is shown in Figure 1. A system consumes
resources (R) and exhibits performance (P ) subject to outside forces L (load). A
parameter closure Q[13,14,15,16] controls resource levels based upon interaction
with multiple external agents (A) that relay value (V ) information to Q. Q knows
about the cost C(R) of resources, while the agents know about and describe value
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managed system

Performance P

Resources R

�

�

�

�

�

closure Q

Cost C(R)

Value V (P )

V (R)

Agent A
P, R

ΔR

R

Load L

Fig. 1. Our model of autonomic resource control. Q is a resource closure.

V (P ) to Q1. Q’s job is to manage R to balance value and cost and maximize
the net payoff π(P, R) = V (P ) − C(R).

We incorporate as little information about behavior as possible. In particular,
we have no precise knowledge of external load drivers L, other than what can be
gleaned from direct observations of P and R. We do not assume that the function
P (R, L) (relating resources to performance) is known, nor do we assume any
entity in the system can even measure L directly other than through its effects
on P (R, L). We do not even assume that the transfer function P remains the
same function over time; it may vary due to unforeseen forces, e.g., a human
being unexpectedly upgrading server hardware.

3 Prior Work

A theoretical formulation of maintaining state was proposed initially by
Burgess[5,17] and refined via several iterations, eventually leading to the con-
cept of promises[18,19] to represent statements about the intent of autonomous
components. The assumptions of this work include that:

1. All agents within a system are autonomous.
2. All cooperation between agents is voluntary.
3. Management occurs in an open world in which unforeseen changes can occur

without notice.

Our management paradigm is a natural outgrowth of the assumptions of
Cfengine and promise theory, e.g.,communications between agents and Q are
promises.

1 To paraphrase an old programming aphorism, Q knows the cost of everything but
the value of nothing (like C), while A knows the value of everything but the cost of
nothing (like LISP).
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In contrast to this, much of autonomic computing is based upon feedback loop
controllers[1] which represent so different a management strategy that the two
strategies may well be incommensurate:

1. Agents within a system are interdependent.
2. Cooperation is compulsory.
3. Management occurs in a closed world in which all (or at least most) achiev-

able system states and management alternatives are known in advance.

One reason it is difficult to compare our approach with what is normally called
“autonomic computing” is that the two approaches actually solve different prob-
lems. Autonomic computing studies how to manage a controlled environment,
such as a data center, while our approach studies emergent properties of man-
agement mechanisms in an open world, which includes data centers but also
such disparate examples as ad-hoc wireless networks and networks of intelligent
appliances. Our mechanisms are best conceptualized as influencing rather than
controlling the managed system. While autonomic computing controls the man-
aged system, our approach instead “nudges” the system state toward a more
appropriate state over time. Most important, we do not assume that our ap-
proach is the sole influence acting on the system.

4 Initial Experiments

Initial simulations of this management paradigm exposed a simple algorithm for
maximizing π in the case where C and V are monotonic and invertible functions
of R and P , respectively, i.e., C(R+ΔR) > C(R) for ΔR > 0, and V (P +ΔP ) >
V (P ) for ΔP > 0. We also assume P is a monotonic and invertible function of
R for any constant level L0 of L, i.e., P (R + ΔR, L0) > P (R, L0) for ΔR > 0.
The design and behavior of this algorithm are described in [20].

In the algorithm, agents A send estimates of ΔV/ΔR to Q, which combines
those estimates with ΔC/ΔR to obtain an estimate of Δπ/ΔR. Q then uses this
estimate to decide whether to increase or decrease R by some constant increment
ΔR. Feedback in the system is expressed in terms of the value estimates ΔV/ΔR
in response to changes in R.

This algorithm exhibits some surprising behaviors when exercised in the con-
text of a periodically varying (sine-wave) test load L. Very naive estimates of
ΔV/ΔR(based upon just a few pairs of measurements of V and R) suffice, and
more information degrades the efficiency of the total algorithm, because errors
in estimating V (P (R, L)) without knowing about changes in L dominate errors
in estimating the function precisely. Thus a very naive estimate of the function
V (R) leads to a usable estimate of ΔV (P (R))/ΔR, and exhibits efficiencies in
the high 90’s, even though the estimates of ΔV/ΔR appear to be chaotic due
to lack of knowledge of L. The algorithm does not rely upon any form of ma-
chine learning, but instead, relies upon agility in responding to changes in input
data, as well as controlled experimentation to determine dynamically evolving
alternatives.
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It is just as important to note what failed to be useful. Using estimates to
determine anything more than the direction in which to change R led to chaos
in the managed system, while larger changes in R prevented the agents A from
accurately estimating Δπ/ΔR.

5 Analogy with Thermodynamics

The management of low level resources by high level constraints is directly anal-
ogous to the study of heat-energy in a hydrodynamic (adaptive) system. Burgess
has discussed how computer systems exhibit basic thermodynamic behavior in
a number of ways, as they exchange information with their environments[21].

Our management approach is analogous to a ‘heat-pump’ (or refrigerator)
for performance. As a system changes (e.g., becomes “cold”) due to the exter-
nal demand for its energy (performance), we must replenish by supplying the
required energy deficit (adding resources). Our aim is to make this process effi-
cient, by pumping just the right amount of resources to meet demand, and not
over-allocating resources2.

Consider a data center or computer system whose purpose is to deliver a
service S at a given rate. S might be measured in transactions per second, for
instance3. The computer system is composed of many resources that change at
different rates, but the net result is to deliver the service S at a given rate (i.e. a
speed of transport). This is analogous to the physics of a hydrodynamic process,
in which one has a fluid, composed of atoms flying around at a variety of speeds,
and collectively resulting in the transport of fluid at some collective rate v.

At the microscopic level, physics is about collisions and transfer of momentum
through interactions, but at the hydrodynamic level, we abstract away these
microscopic details and talk about the high level (bulk) properties. We do not
need to know about the microscopic details to understand macroscopic behavior,
because the two scales are only weakly coupled.

“Energy” is a collective scale for quantifying (present or potential) activity.
Energy is converted and moved by a transfer of “heat” or “work”, including:

– Q: Heat - an exchange of activity. Heat is modeled as a fluid that can be
injected or extracted from a container, just as a service can be delivered.
Heat is the service provided by a thermal reservoir (e.g. a server array). A
flow of heat is a redistribution of service workload.

– U : Internal energy - a store or reservoir of internal capacity. This is a function
of the state of a system.

– W : Work - the change incurred by allowing macroscopic motion to take
place. This is analogous to computation.

2 Though our algorithms can be configured to “over-provision” resources to handle
peak load by appropriately modifying concepts of cost and value.

3 In our simulations, we actually measure performance as frequency = 1/rate to make
a few calculations more straightforward.
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Energy or resources are conserved in a closed system, so

U = Q + W

i.e., the total internal activity is a result of the heat injected and the work done
on the system. Since only differences matter4, we often write the closure rule as

dU = dQ + dW

where the slashed-d’s indicate imperfect differentials that cannot be integrated
to give estimates of Q or W . Only U is a function of the resources of the system;
Q and W are not necessarily functions of resources, but rather, behave like extra,
uncontrolled resources themselves.

In our analogy, we must be careful in comparing energy to service. A word like
“performance” describes a rate or velocity as a potentially chaotic and dynamic
low-level concept, and is not a static, high-level concept like heat. To reason
about performance at a high level, we must define how we value that performance
or, alternatively, define its energy content. As our high-level energy concept, we
define a payoff Lagrangian function π(P, R) = V (P )−C(R), where P = P (R, L).
Equality in the above is an equilibrium or quasi-static property.

To complete the analogy with the hydrodynamic problem:

– Resources R correspond to internal state. So ΔU corresponds to ΔC(R) – a
change in energy state for internal resources.

– Performance P (R, L) contains external effects, driven by changes in R, so
ΔP represents work ΔW .

– The payoff π corresponds to heat exchange. We would like to be able to
generate or remove heat (depending on the sign), like a pump/refrigerator.
So this is our product.

Thus, if C, π, and V were continuous, we might write:

dC = dV − dπ

where only C is a true function of R. Since these are in our case step functions,
we write ΔC = ΔV − Δπ, which corresponds to our definition of π.

Note that we are describing changes to a steady state, not the steady exchange
of service transactions. C(R) is a function of state, but V (P ) is not, since we do
not have a closed expression for it. To make a complete deterministic model one
would need to relate L to π.

Thermodynamics shows us that we do not need detailed information about
this relationship in most cases. In thermodynamics, it is usually sufficient to
describe scenarios of constant entropy, which are projections of the external
system into our state-space. We thus employ an equilibrium approach to bypass
the need for information we do not have[22].

4 There is no absolute concept of value, without grounding.
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6 Discretizing Payoff

The continuum algorithm described in Section 4 requires monotonic and invert-
ible V , C, and P . It cannot be applied when V or C are not invertible, e.g.,
when V and C are monotonic step functions that map multiple performance
values and resource levels to the same value and cost, in like manner to many
common Service-Level Agreements(SLAs). Viewed as a function, the simplest
possible SLA is a function V (P ) that is 0 unless requirements (lower bounds)
for P are met, and has some constant payoff v0 if those requirements are met.
In like manner, the cost of a particular physical system configuration is often a
step function, e.g., one might allocate a whole rack at a time to a task in a cloud.
Of the functions in the original scheme, only P (R, L) remains invertible in R for
fixed L: adding resources always improves performance (at least somewhat).

Again, algorithms for managing this system emerged via simulation of several
possible options. The new algorithms have little resemblance to the algorithms
for the invertible case, but also expose a bit more of the quandaries involved in
this form of management.

7 Our Algorithm

The goal of the new algorithm is to estimate which way to change R based upon
a limited amount of performance data (expressed as ordered pairs (Ri, Pi)). The
goal of changing R is to maximize a payoff function π = V (P )−C(R) where C(R)
is a cost step-function and V (P ) is a value step-function. The main problem in
combining these functions into a meaningful estimate of payoff π is that P and
R are not commensurate, in the sense that there is no function P (R) such that
V (P (R)) = V (R) represents value. P is not just a function of R, but also a
function of L. If there were such a function P (R), then π(R) = V (R) − C(R)
would be an estimate of the total payoff function, which we can maximize. This
is only true, however, if L is held constant, and then represents an equilibrium
state for the managed system.

In the new algorithm, each agent A makes an estimate Pest(R) of P (R) from
a small number of pairs of samples (Ri, Pi) using linear least-squares approx-
imation. In this paper, the number of samples used for this approximation is
w = 10. The agent uses this estimate to compute an estimate of the value func-
tion Vest(R) = V (Pest(R)). This is a matter of transforming only the input axis
to the step function V , and the output axis does not change; converting V (P )
to Vest(R) only moves the transition boundaries at which the step function V
changes value in its domain, and does not affect its range. As P is monotonic and
invertible in R, the axis transformation always leaves the transition boundaries
in V in the same order, so that Vest(R) remains simply increasing like V (P ).

Each agent A then forwards its estimate of the function V (R) to Q, which
subtracts the function C(R) to estimate the function π(R). Relative to the cur-
rent value of R, Q computes the nearest value Rtarget of R at which the estimate
of π(R) is maximum. Q increments R in the direction of Rtarget, and then the
whole process repeats with new agent estimates of V .
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Note that the algorithm behaves predictably even though its estimates are
often inaccurate and its decisions are often wrong, so much so that we might
characterize the estimates as chaotic5. Each individual estimate is a micro-scale
event, which can be far from accurate, while overall behavior at the macro scale
remains near-optimal. As in the invertible case, the estimates of P (and thus
of V ) are highly error-prone, in the sense that changes in the hidden variable
L are not accounted for in the model. But, for the algorithm to work properly,
all that is required is that the estimates are statistically correct, or “correct on
average”. When L stops changing as rapidly, estimates become more accurate
and the management system corrects its prior errors in judgment.

The algorithm also actively compensates for estimation errors. A discards
duplicate, older measurements of P for the same R when estimating P (R). Q
employs several heuristics, including:

1. Limiting the impact of an erroneous estimate by limiting the resulting change
in R to a constant ΔR per time step.

2. Keeping R relatively constant whenever its estimate indicates that R is op-
timal.

3. Periodically checking (every w steps) that a seemingly optimal resource set-
ting R remains optimal, by perturbing R by one unit ΔR inside an optimal
zone. This perturbation results in a revised estimate of V .

8 Time-State Diagrams

A crucial difference between the invertible and step-function cases is that “time-
state-diagrams” become important to understanding the behavior of the algo-
rithm. The step functions in effect at a given time t0 (for a given unknown value
L0 of L) determine a global payoff function π(R) = V (P (R, L0)) − C(R) that
separates the values of R into a state diagram with specific payoffs. Our estimates
πest = Vest(R) − C(R) are also estimates of time-state diagram structure. The
best possible payoff for π is approximated by the region with maximum payoff
in πest.

One way to exhibit the behavior of the algorithm is via a “time-state diagram”
as depicted in Figure 2. Each diagram of the figure has a background that is a
theoretical time-state plot for R, based upon a known L that is not measurable by
agents A or closure Q. The x-axis of each diagram represents time while the y-axis
represents values of R. The horizontal and curved lines on the diagram represent
theoretical cutoffs at which step-functions change in value. The horizontal lines
represent increases in the cost function C, where cost increases from below to
above. The curved lines represent theoretical increases in the value function
V (P (R, L)) due to changes in L, where value increases from below to above.
The curved lines are based upon complete (theoretical) information for L that

5 But this is a misconception due to lack of information. It is not truly “chaotic” in a
dynamical systems sense, because L is deterministic and determines P , but the fact
that we cannot observe L makes P seem to behave randomly to an observer.
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Fig. 2. Attempting to estimate all of the cutoff points for the step-function V leads to
seemingly chaotic predictions but generally acceptable tracking

agents A do not possess and must estimate. The curved lines vary in a periodic
pattern based upon a sine-wave form for L.

It is best to think of V and C not as functions, but as sets of constraints on
value and cost. In each of these diagrams, since the horizontal and curved lines
represent all transitions in payoff, each delimited region bounded by lines is a
zone of constant payoff; a value of R anywhere in a region achieves the same
payoff. The theoretical regions of maximum payoff are shaded in gray; these are
the target regions for R. In this figure there are several target regions for each
point in time, corresponding to several different solutions to obtaining the same
overall payoff.

In the figure, the left-hand diagram contains the trajectory for R over time.
π = V − C is optimal when R lies in a gray region, and non-optimal otherwise.
The middle diagram depicts the algorithm’s estimates for value level curves,
where each circle represents an inference of some cutoff in the value function.
These are only approximations and are often in error; the seemingly chaotic
changes in these estimates will be useful later. The right-hand diagram depicts
the algorithm’s estimates of optimal R, one per cycle.

9 Performance Evaluation

In evaluating this and similar algorithms, one cannot rely on traditional tech-
niques for performance evaluation that compare performance to a theoretical
best case. While in our simulations the theoretical best case is known, in re-
alistic situations, the theoretical best case is not merely unknown. Given our
framework of assumptions, it is also unknowable, in the sense that there is no
mechanism for observing and learning about load L, and thus no mechanism for
fully understanding performance P (R, L).

There are subtle benefits to limiting knowledge. Consider a scenario in which a
hacker gains access to a computer and starts utilizing resources. In a traditional
autonomic control environment, the performance model would be invalidated by
this hidden resource drain, while in our case, there is no model to invalidate.
Instead, our algorithm would adapt to the new behavioral conditions without
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even recognizing that there has been an overall change in state, and try to
guarantee performance in the presence of the intrusion. Our strategy is not an
intrusion-detection tool: it reacts to anomalies without detecting them.

Another positive attribute of lack of knowledge is that multiple management
algorithms of this kind can be composed without knowledge of one another,
e.g., to manage multiple resources. Each algorithm instance will influence L,
which will indirectly influence other instances, but the overall effect will be
that each algorithm optimizes its own parameters in isolation from the others.
Coordination is achieved by mutual observation, and not by communication.

9.1 Observable Performance Problems

While comparing the algorithm to best case behavior is infeasible, several kinds
of performance problems are readily observable in a trace of the algorithm’s
behavior:

1. Inaccuracy resulting from inaccurate estimates of V and inappropriate rec-
ommendations for changing R.

2. Lag between observing a performance problem and reacting via a change in
R.

3. Undershoot in which R takes time to approach an optimal value (either from
above or below).

4. Overshoot in which the increment ΔR chosen for R is too large to allow R
to remain in a small optimal region.

It is somewhat ironic that an algorithm that does not explicitly consider time
can only be analyzed by considering time. The best way to understand the
algorithm’s behavior is to remember that all of our parameters are functions of
time, so that R = R(t) and L = L(t), and thus P = P (t) = P (R(t), L(t)). All
of the observable performance problems can be characterized in terms of the
behavior of P over time, compared with the behavior of R.

Lag in the algorithm is a direct result of any change whatever in L. By the time
information is available, performance has been substandard for a measurement
cycle already. This kind of error is always present any time the resource level
becomes non-optimal.

Undershoot occurs when a new recommendation for R is distant from a current
value. In this case, we see a sequence of linear changes in R that may or may not
map to actual changes in payoff. When we observe an undershoot in the trace,
all we can do is to estimate the worst-case scenario in which the undershoot
happened for justifiable reasons. It may also be that the current value of R
is optimal and the undershoot does not affect the payoff function, or that the
undershoot is due to pursuing an erroneous recommendation.

Overshoot describes a condition in which the increment ΔR of R is too large
to allow R to settle into a region of maximum payoff. The symptoms of overshoot
include rapid oscillation between two adjacent values of R with no settling down.
This is due to the algorithm recommending a downturn for the high value and
an upturn for the low value.
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9.2 Efficiency

To quantify the algorithm’s behavior, we must develop a high-level concept of
efficiency. The efficiency of our management paradigm during one time step
might be characterized as

πobserved/πbest

where πobserved represents one measurement of observed payoff and πbest repre-
sents a corresponding (theoretical) maximum payoff. The efficiency of our man-
agement paradigm over time might be defined as the ratio of observed payoff to
best payoff, e.g., the ratio

Etheoretical = (Σπobserved)/(Σπbest)

where sums are over time. In both cases, the maximum efficiency is 100 per-
cent, which corresponds to a situation in which observed and theoretically best
payoffs always agree. This is impossible due to observation lag, and a certain
amount of efficiency is thus lost “by design” due to each change in L, even if the
management system is functioning perfectly.

In our simulations, we can compute this notion of efficiency, but in practical
situations, the theoretical quantity πbest is both unknown and unknowable. Ef-
ficiency thus cannot be computed directly, because there is no predictive model
of payoff, and thus no concept of best performance. One can, however, bound
efficiency by estimating best-case behavior and comparing that estimate to ob-
served behavior.

In bounding best-case behavior, the apparent chaos in our estimates Vest
of V actually helps. On average, the maximum payoff predicted by πest(R) =
V est(R) − C(R) is an upper bound for the theoretical maximum payoff π(R) =
V (R) − C(R), because statistically, some of the estimates of V est are accurate.
Thus, provided a large-enough sample of successive estimates πest

i (i = 1, . . . , n)
is considered, the maximum of the upper bounds of the set of estimates is an
upper bound on the best-case payoff in the middle of the window:

πbest
n/2 ≤ πbound = maxn

i=1(max(πest
i ))

where the inner max represents the maximum payoff predicted by one estimate
function πest

i , while the outer max represents the maximum over the set of esti-
mate functions.

Thus a more practical notion of efficiency is an “observed efficiency bound”,
defined as

Ebound = (Σiπ
observed
i )/(Σiπ

bound
i )

Since empirically πbound
i ≥ πbest

i , Ebound ≤ Etheoretical, so it is always a lower
bound.

10 Simulation Results

To characterize the behavior of this algorithm, we proceed via examples. We
simulated the algorithm using a custom simulator written in the R statistics
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Fig. 3. The simplest management problem consists of one cost change and one value
change. In this example, the period of the load function is 500 and ΔR is 2. Theoretical
efficiency is 83%, while observed efficiency is 75%.

Table 1. Performance of the two-constraint payoff model. The increment ΔR can be
tuned by comparing observed efficiencies of values. The boldface entry corresponds to
Figure 3. When observed efficiency is greater than theoretical efficiency, this is due to
lack of seemingly chaotic behavior.

period ΔR = 1 ΔR = 2 ΔR = 3 ΔR = 4 ΔR = 5 ΔR = 6 ΔR = 7 ΔR = 8
100 33.6 34.5 28.9 29.3 45.6 50.7 49.7 43.3 82.6 65.1 73.2 59.6 77.2 61.8 78.5 62.9
200 30.8 34.6 81.9 69.0 74.6 61.6 76.6 62.2 82.6 71.6 86.0 73.2 86.3 74.8 91.3 79.6
300 66.8 77.7 71.9 61.4 81.5 70.5 85.7 73.9 89.5 80.1 92.2 83.0 93.1 83.4 93.8 85.1
400 67.0 75.2 79.9 70.9 86.4 76.8 92.8 83.9 90.6 82.1 95.0 87.1 95.1 87.1 95.3 88.6
500 68.7 60.9 83.1 75.6 90.8 82.2 94.0 85.8 93.8 86.1 95.3 89.1 96.0 89.6 95.9 90.3
600 74.6 64.0 85.1 75.7 93.2 85.1 95.1 88.1 93.2 87.5 95.8 90.4 96.9 91.4 96.3 90.9
700 77.3 71.0 90.8 82.2 95.0 87.3 95.8 89.9 93.9 89.6 96.3 91.4 97.1 92.2 96.6 92.1
800 79.9 73.9 92.6 84.7 94.6 87.7 96.1 90.5 93.8 89.5 96.4 92.3 97.1 93.0 96.8 92.7

language[23]. In our simulation, the hidden theoretical model of performance is
P (R, L) = R/L, so that P represents frequency response with perfect scalability
of resources, e.g., for a web farm. L is a sine wave varying between (unitless)
loads with magnitudes 0.5 and 1.5, corresponding to frequency responses between
R/0.5 and R/1.5. We vary period (and thus frequency) between 100-800 time
steps per cycle, and ΔR between 1 and 8. This gives us an idea of the interaction
between changes in hidden variables and efficiency of the management system.

Inputs to the algorithm include step-functions that we will notate using char-
acteristic (χ[a,b)) notation, where the characteristic function χ[a,b) is defined by

χ[a,b)(X) =
{

0 if X 	∈ [a, b)
1 if X ∈ [a, b)

and [a, b) represents the half-open interval from the number a to the number b,
not including b.

Our first example is the simplest non-trivial management problem, consisting
of one cost transition and one value transition. The cost function is C(R) =
100χ[100,∞)(R) while the value function is V (P ) = 200χ[100,∞)(P ). One sample
run is shown in Figure 3, whose interpretation is identical to that of Figure 2.
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Fig. 4. A slightly more complex management problem with two cost constraints and
two value constraints. In this example, the period of the load function is 500 and ΔR
is 2. Theoretical efficiency is 74%, while observed efficiency is 65%.

Table 2. Performance of the four-constraint payoff model. The boldface entry corre-
sponds to Figure 4. Observed efficiency is sometimes not commensurate with theoretical
efficiency due to periods of non-prediction; those observed efficiencies are omitted.

period ΔR = 1 ΔR = 2 ΔR = 3 ΔR = 4 ΔR = 5 ΔR = 6 ΔR = 7 ΔR = 8
100 48.5 52.8 87.7 - 62.1 - 80.0 61.8 68.1 54.8 50.2 45.6 51.9 40.8 80.4 56.8
200 77.1 78.1 72.8 61.4 65.1 - 56.5 45.4 74.1 62.2 85.4 65.0 87.8 69.8 88.0 70.9
300 85.3 71.3 57.6 45.3 71.8 60.8 75.1 64.8 86.5 70.9 90.3 76.0 91.7 77.9 92.3 79.6
400 84.1 - 60.4 52.8 87.3 71.8 89.6 76.1 79.1 68.5 91.9 80.5 94.3 83.0 93.6 83.5
500 64.5 - 74.0 64.5 89.3 75.9 82.7 72.9 90.9 80.6 93.1 83.4 95.3 85.7 93.9 86.0
600 61.3 49.1 87.3 73.6 90.8 79.0 85.8 76.1 91.7 82.8 93.8 85.2 95.7 87.8 93.9 86.9
700 51.8 45.0 88.9 75.7 91.7 80.7 94.6 84.6 92.7 84.6 94.7 87.1 96.2 88.6 94.6 88.2
800 63.9 56.8 89.7 78.1 93.0 83.2 89.4 80.7 93.1 85.4 94.5 87.7 96.1 90.2 94.5 88.9

Even in the simplest example, there is a relationship between rate of change of
the hidden variable L, and choice of increment ΔR. The relationship between
rate of change, choice of increment, and efficiency is shown in Table 1, and
demonstrates that one can tune ΔR to ΔL by experimentation.

Our second example is a slightly less trivial management problem with two
levels for each of cost and value:

C(R) = 100χ[100,200)(R) + 300χ[200,∞)(R)
V (P ) = 100χ[200,400)(P ) + 175χ[400,∞)(P )

An example run is shown in Figure 4 and performance data comparing periods
and increment values is shown in Table 2. Efficiencies are higher because the
travel time between desirable states is smaller, but sometimes, the predictor does
not predict a best value, due to rapid changes in R that lead to inappropriate
predictions for V . If this happens for an extended period, the observed efficiency
cannot be compared with theoretical efficiency, because there is no prediction of
best-case behavior for the time when predictions are withheld. In that case(which
the algorithm detects), observed efficiencies are not comparable with theoretical
efficiencies and are thus omitted from the table.
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11 Conclusions

We have demonstrated that order can arise from apparent chaos, with a bit of help.
Seemingly chaotic underlying approximations of the high-level state diagram in-
form resource changes that are observably stable; apparent chaos serves as an ef-
fective search aid in planning changes that lead to increased payoff. One key to the
emergence of order is that estimates of state are employed only to choose the di-
rection of resource change, while recommended changes serve as experiments that
– in turn – refine state estimates near the current resource level. This feedback
between experiment and recommendation leads to high-level predictability even
though low-level estimates remain unpredictable. At the same time, the nature of
the low-level estimates enumerates possibilities in a way that allows estimation
of a lower bound on overall efficiency. Because estimates are of the payoff func-
tion, rather than the payoff value, global optimization is possible, which was not
possible in prior formulations.

Many open issues remain. The multi-dimensional case has yet to be studied,
though the approach here has promise by use of multi-dimensional linear-least
squares approximations of P (R) and V (R). Another basic issue is that while the
valueofperformance (V (P )) is ratherwellunderstood,most sitesdonothaveaclear
idea of the cost (C(R)) of resources, without which a balance cannot be reached.
Onepossibleavenueof study is to linkthis costwithpower awareness. Severaldesign
issues also require further study. There are many options for implementing various
kinds of policies in this setting, and the best options remain unclear. For example,
what is the best way to implement an “over-provisioning”policy?

In the usual concept of autonomics, measuring is easy but modeling is hard.
We have constructed a situation in which the reverse is true: modeling is easy
but precisely computing efficiency is not possible, though it stays near optimum.
Our approach allows us to do without detailed modeling, with benefit in a large
number of practical situations.
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Abstract. Attempts to engineer autonomic multi-agent systems, par-
ticularly those having large numbers of agents, have revealed the need
for design structures and formalisms to support the construction of prop-
erties that emerge at the system level. Such emergence, like self-∗ be-
haviour, relies typically on intricate inter-agent interactions. This paper
shows how the top-down incremental approach of Formal Methods can
be used satisfactorily in that situation, by considering a case study in
which agents adapt and autonomously achieve a given configuration.

1 Introduction

Autonomic multi-agent systems achieve their important self-∗ properties (of con-
figuration, management and repair, for instance) by exploiting carefully config-
ured agent interactions. But engineering such interactions, so that the correct
self-∗ properties emerge at the system level with a reasonable degree of trust-
worthiness, is not easy. New formalisms and design patterns appear necessary.

A first conceptual step has been taken by Zambonelli and Omicini [17] who,
by distinguishing three levels of abstraction (the macro (or system) level, the
meso (or agent-interaction) level, and the micro (or individual agent) level),
have set the scene for a reductionist approach: one that reveals the intricacies
level by level, in the manner familiar from Physical Science. This is one of the
approaches taken by Formal Methods in the less ambitious case of conventional
information systems. Is it also applicable to autonomic multi-agent systems?

Opinion is divided. In this paper we summarise the various arguments (in
Section 2) then, in the body of the paper, consider a case study (Sections 3 to
6) chosen to exhibit typical self-∗ behaviour. Focusing on the property of self-
reconfiguration, we choose an example from robotics in which mobile ‘atoms’
must assemble autonomously to achieve a certain global shape.

As an example of autonomous multi-agent systems the case study is par-
ticularly stringent: agents must conform to a given spatial target. The role of
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agents is played by the atoms, the micro-level behaviour is that of the atoms
individually, the meso-level behaviour—of primary importance in this paper—
consists of inter-atom interactions, and the emergent macro behaviour is the
formation of the given shape. The techniques involved, however, seem relevant
in achieving the weaker properties of ‘subgrouping’ or ‘clustering’ required by
many meso-level interactions. Techniques for achieving this can be expected to
play the dynamic equivalent, for multi-agent systems, of the design patterns so
useful in object-oriented systems. The algorithm we treat is a modification from
a family of algorithms given by Støy [12]. In the current context its adaptability
(or ‘self-repair’ in Støy’s terminology) is important.

A feature of the incremental top-down approach taken here is that an oper-
ation considered to be atomic at one level may be split at the next level down.
That idea is far from new. Our use of it has been partially motivated by the
‘time bands’ approach [7,2] in which a split is seen as resulting from temporal
considerations. An important by-product of our approach is the clarification of
conditions that ensure correctness of the algorithm (or ‘convergence’ in robotics
terminology). The way in which they emerge is particularly satisfying.

2 Related Work

It has been suggested in the literature that the top-down approach of Formal
Methods is not applicable to multi-agent systems. One argument is that the
models produced are necessarily incomplete and therefore do not accurately re-
flect the real world1. This argument, based on Gödel’s incompleteness theorem,
applies equally to models for simulation as it does to mathematical models, and
equally to single-component interactive systems as it does to multi-agent sys-
tems. Hence, it is not a new problem, and the usefulness of (possibly incomplete)
models in these other areas indicates that they should also be useful for multi-
agent systems. This point of view is supported by recent work on mathematical
modelling of systems which has shown that such approaches are useful despite
the necessary use of simplifying assumptions [16,6,3].

Another argument is that proofs over such models cannot be totally auto-
mated, nor can their subsequent development towards implementations be to-
tally automated [5]. However, this does not preclude use of formal methods. It is
well known that while automation can be used to support formal methods, high-
level proof strategies and design decisions need to be developed by the engineer.
Indeed, this is essential if we are fully to understand the design and proofs and
hence have any real confidence in them.

Finally, a reluctance to adopt formal methods has arisen from the similari-
ties between multi-agent systems and complex systems. Formal approaches have
found less utility in the field of Complex Systems due to the emphasis on ob-
servation of existing systems (both natural and man-made, e.g., the Internet)

1 The argument is elaborated in [15] and referenced by several papers in the literature
on multi-agent systems, e.g., [17].
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and the prediction of their global behaviour. When we model an existing sys-
tem, unknown discontinuities in behaviour may not be modelled, and hence
proof techniques may not be successful in uncovering emergent behaviour. Fur-
thermore, it is claimed that some complex systems exhibit strong emergence [1]
(e.g., the mind) and therefore, by definition, proofs cannot be constructed of
how their behaviour arises.

With multi-agent systems, however, the emphasis changes from observation
of existing systems to engineering of new systems and from prediction to as-
surance of their global behaviour. When we engineer new systems, we are not
trying to prove the existence of emergent behaviours. Rather we start with the
emergent behaviour we require (which may include the avoidance of undesirable
behaviours), and develop a design which ensures it. To provide assurance that a
design is sufficient, the emergent behaviour must be a consequence of the compo-
nent interactions within the design. Hence, in this context we are interested only
in systems which exhibit weak emergence [1]. This approach has been suggested
and discussed in the context of the InterLink2 programme [8,9].

There is little work on a general approach to formal assurance of multi-agent
systems. The most mature work in the area focuses on particular systems [16,6,3].
Other papers suggest more general strategies, but do not apply them to signifi-
cant case studies [10,18]. This paper is a first step in bridging this gap.

3 Case Study

In this section, we give an informal description of our case study: a collection
of components referred to as ‘atoms’ which can configure to form 3-dimensional
shapes through local interaction. The description is based on a family of solutions
to this problem studied by Støy (and Nagpal) [13,14,12,11].

3.1 Atoms

Atoms in the system are capable of local communications with immediate neigh-
bours, of movement over or around their neighbours, and of storing information
including:

– a representation of the shape to be formed (referred to as the target);
– their position within the target, should they reach it;
– their status which is either stationary or moving;
– their distance from an atom in the target requiring a neighbour;
– their distance from a ‘seed’ atom used to start the shape-forming process.

Initially, only the seed atom stores the target and its position within it. It
uses this information to decide at which of its neighbouring positions it needs
atoms, and broadcasts accordingly. Atoms which respond to its broadcast for
2 InterLink is an international coordination activity of ERCIM (European Research

Consortium on Informatics and Mathematics).
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neighbours are given the target and their position in it by the seed atom when
they take up target positions. They then broadcast for the neighbours they re-
quire; and so on.

An atom has stationary status unless it is moving, or has decided to move, in
response to a broadcast. Only stationary atoms store the distance from an atom
requiring neighbours and from the seed atom. When an atom starts moving it
will delete any such values it has stored. How these values are set up and utilised
is described below.

3.2 Recruiting Neighbours

An atom moves towards the source of a request for neighbours by following a
recruitment gradient established by the broadcaster. This gradient consists of an
integer value at each atom, denoting the distance of the atom from the source
of a broadcast.

An atom which broadcasts its need for neighbours sets its value of the recruit-
ment gradient to 0 and sends this value to each of its neighbours. When an atom
receives such a value, if it is either moving or decides to start moving in response
to the receiving the value, it does nothing further with the value. Otherwise, if
it does not have a value for the recruitment gradient, or has a value greater than
that received, it sets its value to one more than the value received. It then sends
this new value to all of its neighbours. If, on the other hand, it already has a
recruitment gradient value less than that received, it ignores the received value.

This results in stationary atoms storing a value representing the shortest
distance to an atom whose broadcast for neighbours has reached it. If it is able
to follow a gradient to successively smaller values, a moving atom can reach the
source of a broadcast and join the target shape; it then becomes stationary and
remains so.

3.3 Connectedness

Initially, the atoms form a connected mass. This guarantees that a communica-
tion from one atom can reach any other atom in the system via a sequence of
communications between neighbours. To ensure that the mass stays connected,
each stationary atom stores an integer value denoting its distance from the seed
atom. An atom is allowed to move only when it is certain that none of its neigh-
bours rely on it to remain connected. That is, an atom can move only if its
neighbours’ distances from the seed do not exceed its own.

This connection gradient is set up by the seed atom before it begins broad-
casting for neighbours. At this point in time, all atoms are stationary. The seed
atom sets its own value to 0, and broadcasts this value to all of its neighbours.
On receiving such a value, if an atom has no connection gradient value or a value
greater than the received value, it sets its value to one more than the received
value, and broadcasts this new value to its neighbours. If it has a value less than
the received value, it ignores the received value.
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3.4 Ensuring Progress

To ensure progress towards the final shape, we require that all broadcasts for
neighbours reach available atoms. Connectedness alone does not ensure this as
the recruitment gradient decreases only to the nearest source of a broadcast. We
require also that, once an atom has all the neighbours it needs, its broadcast
for neighbours is ‘cancelled’ (thus allowing other broadcasts to propagate). One
way of doing that is to have all recruitment gradient values ‘dissipate’ after a
certain time limit, and have broadcasters reestablish their individual gradients
(after the same time limit) only if they still require neighbours.

Additionally, for progress we require that it is always possible for at least one
atom not positioned in the target to reach the source of a broadcast. This is pos-
sible if the target has spaces through which atoms can move. Støy presents two
algorithms to deal with that situation. In the first, a particular scaffold structure
is used to tile (an approximation to) the target shape [12,11]. In the second, atoms
of varying resolution are used, lowest first, to approximate the target [13]. Our
treatment assumes instead that the target has sufficient space around it to allow
the uninhibited movement of atoms.

Finally, we require that there are enough atoms to form the desired target
shape. We assume that the number of atoms in the system are known by the
user who chooses a target with exactly that number of atoms.

4 Macro-level Specification

In this section, we specify the case study at the macro-level. We choose the
granularity of our initial level (or time band) so that the entire process of forming
the desired target shape is accomplished in one event. The outcome of this event
is that all atoms lie within the target. We then present two lower levels (i.e.,
time bands with finer granularity) which progressively bring our specification to
a form more suited for exploring a meso-level strategy.

4.1 Level 1

As a preliminary to our specification, we define a type Position denoting (abso-
lute) positions in space. This type is not constrained in any way. We could be
more precise and define position to consist, for example, of the set of all triples
of real numbers. For our purposes, however, the more abstract definition suffices.

The (macro-level) system includes a target which is a finite set of positions
(i.e., of type FPosition) and a second finite set of positions, atoms , denoting
the current position of the atoms. At this level we abstract the internal details
of atoms, as well as any meso-level concepts such as gradients. For simplicity,
we constrain the number of atoms to be equal to the number of positions in the
target configuration (but return to consider an alternative in Section 6). We also
have a variable, placed , to represent the set of atoms fixed in a location in the
target.
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System1
target , atoms , placed : F Position

#target = #atoms
placed ⊆ (target ∩ atoms)

We then define the operation Event1 to capture our desired goal: placement of
an atom at each target position. (ΔS is a standard Z abbreviation to introduce
the pre-state and post-state variables of an operation on state S , the latter being
primed; thus the pre-state of the target is target and the post-state is target ′.)

Event1
ΔSystem1

placed ′ = target ′

target ′ = target

At this level a single event occurs: Event1. In one step the atoms conform to the
target (since the constraints imply that in fact atoms ′ = target).

4.2 Level 2

As a first step in our formal development, we introduce a lower level of granularity
in which with each event some (but not necessarily all) of the atoms move into
a position of the target. The final configuration is hence reached after several
events. Once atoms are part of the target, they remain so.

We replace Event1 in the previous specification with Event2. This operation
specifies that the set of atoms fixed in the target before the operation (placed)
forms a proper subset of those after the operation.

Event2
ΔSystem1

placed ⊂ placed ′

target ′ = target

One way to think of Event2, following the time-bands approach, is that the single
time step of Level 1 is partitioned into finer time steps and Event2 concerns the
atoms that are placed within those finer steps. According to that view, for this to
be a valid development step, we need to show that a finite repetition of Event2’s
eventually achieves the post-state of Event1: for some k : N,

Event1 = (Event2)k . (1)

That follows since either (i) the result has already been achieved and the iteration
is vacuous, or (ii) since Event2 strictly increases placed (and target is finite)
within a finite number of iterations, atoms equals target . The formalisation of
this proof (like later proofs in the paper) is straightforward and omitted.



96 G. Smith and J.W. Sanders

4.3 Level 3

At the next level of granularity, each event corresponds to a single atom joining
the target configuration.

We replace Event2 with Event3. This operation specifies that a position in
target but not in placed (i.e., in target \ placed) is added to placed .

Event3
ΔSystem1

∃ p : target \ placed • placed ′ = placed ∪ {p}
target ′ = target

We need to show that a sequence of occurrences of Event3 corresponds to a single
Event2 occurrence. This follows since Event3 is an instantiation of Event2 where
the increase in the size of placed is 1. More precisely,

Event1 = (Event3)k (2)

where k : N is the difference in size between target and the (so far unspecified)
initial value of placed .

It is possible in Z to adopt (from process algebra) an interleaving semantics
where events that may occur in any order may be implemented concurrently.
Such a semantics would be necessary for this specification to allow implementa-
tions where finite numbers of Event3’s occur in parallel.

5 Meso-level Specification

In this section, we extend the macro-level specification of Section 4 to include
meso-level design. The final macro-level specification has focused our attention
on a single atom moving to a position in the target. We introduce a lower level
of granularity in which this event corresponds to two events: an atom within the
target broadcasting its need for a neighbour, and an atom not within the target
responding to the broadcast by moving towards the atom in the target.

At a lower level, we then introduce Støy’s notions of gradients to realise the
broadcast and moving events. It is at this level that the formal approach brings
to the fore the necessary constraints on the system. To prove the development
step is valid, it is necessary that the atoms form a connected structure, and that
the target configuration allows atoms to move about within it.

5.1 Level 4

So far we have abstracted the mechanism by which atoms are placed.
At this level, we introduce local communication between atoms. The defini-

tion of ‘local’ depends on whether we are talking about programmable matter,
where only neighbours in contact can communicate, or swarm systems, with wire-
less communication. For generality, we define a relation in range : Position ↔
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Position such that an atom at position p can (directly) communicate with an
atom at q if, and only if, (p, q) ∈ in range. From now on, ‘neighbour’ means
‘neighbour with respect to in range’.

We introduce a new state variable waiting : FPosition to consist of those
placed atoms having communicated that they require one or more neighbours.

System4
System1
waiting : FPosition

waiting ⊆ placed

For the algorithm to work, we need at least one placed atom initially. We assume
there is exactly one such ‘seed’ atom. Initially, this atom has not broadcast its
need for neighbours, and hence waiting is empty.

Init4
System4

#placed = 1
waiting = ∅

We replace Event3 with Move4 which strengthens the former operation by en-
suring that the atoms move next to a ‘waiting’ atom in the target.

Move4
ΔSystem4

∃ p : waiting ; q : target \ placed •
in range(p, q) ∧ placed ′ = placed ∪ {q}

target ′ = target ∧ waiting ′ = waiting

That operation is enabled, however, only if an atom in the set waiting has a
target neighbour not in placed . That fact is recorded in Z as the precondition of
the operation Move4 (fat parentheses denote relational image):

pre Move4
System4

in range (|waiting |) ∩ (target \ placed) 	= ∅

Hence, in order to ensure that Move4 becomes enabled, we need an additional
operation, Broadcast4, to add positions to waiting .

Broadcast4
ΔSystem4

∃ p : placed ; q : target \ placed •
in range(p, q) ∧ waiting ′ = waiting ∪ {p}

target ′ = target ∧ atoms ′ = atoms ∧ placed ′ = placed
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That is in turn enabled whenever a placed atom has a target neighbour not in
placed :

in range (|placed |) ∩ (target \ placed) 	= ∅ . (3)

Broadcast4 does not change the state variables of the previous specification,
atoms , target and placed . Hence, it is equivalent to a ‘skip’ operation at that level.
Therefore Event3 is achieved by sufficiently many Broadcast4 events followed by
a consequently enabled Move4. Writing ‘o9’ for sequential composition and ∗ for
its transitive closure, Event3 = (Broadcast4)∗ o

9 (Move4). So from (2)

Event1 = ((Broadcast4)∗ o
9 (Move4))k (4)

where k = #target − 1 is the difference in size between target and the initial
value of placed .

5.2 Level 5

At this level, we introduce recruitment gradients explicitly and model the mech-
anisms for propagating and following them. We add a state variable grad to
denote the strength of the recruitment gradient at each atom to which it has
propagated. Thus grad is a partial function (denoted by the symbol �→) on atoms .

As the variable waiting is no longer required at this level, we extend the state
System1 rather than System4.

System5
System1
grad : Position �→ N

dom grad ⊆ atoms

Initially, no gradients have been propagated and so the gradient is undefined at
each atom.

Init5
System5

#placed = 1
grad = ∅

If a placed atom at position p requires one or more neighbours, it creates a
new gradient having strength 0 at p. The precondition for being able to do so is
simply (3). That strength replaces any previous gradient strength at p (described
below using Z’s functional overriding operator ⊕).

CreateGrad5
ΔSystem5

∃ p : placed ; q : target \ placed •
in range(p, q) ∧ grad ′ = grad ⊕ {p �→ 0}

target ′ = target ∧ atoms ′ = atoms ∧ placed ′ = placed
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An atom at position p can propagate a gradient to a neighbouring atom at q
provided q has no gradient (i.e., is not in the domain of grad) or has a gradient
strength less than the gradient strength at p plus one.

PropGrad5
ΔSystem5

∃ p : placed ; q : atoms •
in range(p, q) ∧
(q 	∈ dom grad ∨ grad(q) < grad(p) + 1) ∧
grad ′ = grad ⊕ {q �→ grad(p) + 1}

target ′ = target ∧ atoms ′ = atoms ∧ placed ′ = placed

An atom at p 	∈ placed can follow a decreasing gradient towards its origin (with
the aim of becoming a neighbour of the atom which created the gradient). In
the following description the atom at p is initially a neighbour of that at q,
whose position afterwards, p′, makes it a neighbour of the atom at r which is a
neighbour of that at q but having lower gradient strength.

FollowGrad5
ΔSystem5

∃ p : atoms \ placed ; q, r : dom grad •
in range(p, q) ∧ in range(q, r) ∧ grad(r) < grad(q) ∧

∃ p′ : Position \ atoms • in range(p′, r) ∧ atoms ′ = (atoms \ {p}) ∪ {p′}
target ′ = target ∧ placed ′ = placed ∧ grad ′ = grad

Since this operation does not change placed , another operation is required to
fix atoms in the target. An atom not in placed can join as a neighbour of an
atom with gradient strength zero. If the latter atom does not require further
neighbours, it is removed from the gradient (−� is Z’s notation for domain sub-
traction).

JoinTarget5
ΔSystem5

∃ p : atoms \ placed ; q : dom grad •
in range(p, q) ∧ grad(q) = 0 ∧
(∃ p′ : target \ placed •

in range(q, p′) ∧
atoms ′ = (atoms \ {p}) ∪ {p′} ∧
placed ′ = placed ∪ {p′}) ∧

(�r : target \ placed ′ • in range(q, r)) ⇒ grad ′ = {q} −� grad ∧
(∃ r : target \ placed ′ • in range(q, r)) ⇒ grad ′ = grad

target ′ = target

The invariant #target = #atoms and the fact that target does not change ensure
that either p′ = p or p′ is not already occupied.
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When the gradient to a particular atom is no longer required (since the atom
has all of its neighbours), the gradient must be removed from the system. This
is necessary to enable other gradients to be followed; yet operation JoinTarget5
removes only a source. Another operation is required to allow non-zero gradients
to dissipate over time whenever they are not reinforced by PropGrad5 events.

Dissipate5
ΔSystem5

∃ p : dom grad • grad(p) 	= 0 ∧ grad ′ = {p} −� grad
target ′ = target ∧ atoms ′ = atoms ∧ placed ′ = placed

Verification of this development step requires a data refinement [4] relating
the variable grad to the variable waiting of the previous specification: a position
p in which grad(p) = 0 is related to a position in waiting which still requires
neighbours.

Rel
System4
System5

∀ p : Position •
p ∈ dom grad ∧ grad(p) = 0
⇔
p ∈ waiting ∧ (∃ q : target \ placed • in range(p, q))

Subject to Rel , CreateGrad5 performs the same task as Broadcast4:

Broadcast4 = (Rel ∧ CreateGrad5 ∧Rel ′) \ (grad , grad ′) (5)

where Rel ′ is Rel with all declared variables primed, S∧T is the schema formed
from schemas S and T by merging their declarations and conjoining their pred-
icates, and S \ (x , y) is the schema S with the variables x and y hidden.

Similarly, JoinTarget5 performs the same task as Move4. To ensure that
JoinTarget5 is enabled whenever Move4 is, however, we need to show that the
other operations, PropGrad5, FollowGrad5 and Dissipate5 (which correspond to
‘skip’ operations at the previous level) lead to JoinTarget5 being enabled; the
intention is to replace the right-hand side of (4) by

(Rel ∧ (Init5 o
9 CreateGrad5 o

9 O)k ∧Rel ′) \ (grad , grad ′) (6)

where O is a parallel composition of a single JoinTarget5 with a finite number of
iterations of CreateGrad5, PropGrad5, FollowGrad5 and Dissipate5 operations.
This will be true if (i) gradients propagate to atoms that are not yet in the
target, and (ii) atoms can follow these gradients to their origin.

Attempts to prove (i) will immediately run into a problem. Propagation relies
on atoms being neighbours and there is no guarantee that initially the set atoms
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is connected. Furthermore, there is no guarantee that a connected collection
of atoms remains connected after an atom changes position. To ensure it, we
could add an invariant to System5 stating that between any two atoms there
lies a sequence of atoms, consecutive pairs of which are neighbours. Expressed
in terms of transitive closure, the extra property of System5 is:

connected ≡ ( (in range)∗ = atoms×atoms ) . (7)

While this suffices to prove (i) (taking into account that gradients will eventu-
ally dissipate and allow other gradients to propagate when (ii) holds) it does
not reflect an implementation in terms of local interactions. Although we could
ensure the invariant holds initially, we need a local mechanism to ensure that
it continues to hold when atoms move. Støy’s solution to this problem is to
add another, connection, gradient. An atom is allowed to move only when the
connection gradient strengths of its neighbours do not exceed its own. If that
were not the case, neighbours having higher gradient strengths might rely on the
atom for connection to the rest.

We could specify such a connection gradient and its propagation just as we
have specified the recruitment gradient. It would be created by the initial ‘seed’
atom, but would not dissipate. The formal details are routine and are omitted.

Attempts to prove (ii) will also lead to a problem. It is not guaranteed that
an atom can follow a recruitment gradient through the existing target where the
atoms are unable to move. Støy solves this problem in [12,11] by ensuring that
a target is in the form of a ‘scaffold’ with spaces around the atoms already in
fixed positions.

We could capture this formally by including an initial condition on target .
Since target is unchanged by any operation, this condition is invariant:

lacunose ≡ ∀ p : target • ∃ q : Position \ target • in range(p, q) . (8)

Such a condition ensures that the algorithm succeeds in filling the target (in
Støy’s notation, is convergent).

That completes the development at the meso level. The development of the
micro level is far more detailed since atoms must contain sufficient state to
keep track of their position, the target, their neighbours, the gradients, avoiding
collisions, and so on. However it does not add to our understanding of atomic
interactions, the focus of the current paper, and so is not considered here.

6 Adaptivity

In this section we evaluate the suitability of our approach for expressing adapt-
ability, a feature that is even more important in the multi-agent system context
than in Støy’s original setting of reconfigurable robots.

An adaptive algorithm must respond to dynamic changes in its environment.
We consider here the removal of target positions: at run time some target po-
sitions are blocked by the environment. If such a position already contains an
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atom, the atom is removed from the system. Atoms can sense when a neighbour-
ing position is blocked and are unable to move into that position.

The new system, System5a, differs from System5 by satisfying the weaker
invariant #target ≤ #atoms (since an atom is not always removed when a
target position is blocked).

System5a
target , atoms , placed : F Position
grad : Position �→ N

#target ≤ #atoms
placed ⊆ (target ∩ atoms)
dom grad ⊆ atoms
connected
lacunose

Nonetheless, the condition placed ′ = target ′ of Event1 correctly describes
what the system should now achieve, although its other condition, target ′ =
target , must be weakened to an inclusion. The result fills the target with atoms
but may leave some, connected to the others, outside the target.

Event1a
ΔSystem1

placed ′ = target ′

target ′ ⊆ target

Adaptation is modelled by a revision of (6), operating instead on System5a
and including an operation Block (in parallel with the other operations of O
but the only one to change the target) which removes a set blocked of target
positions and updates the system components accordingly. Explicitly:

Block
ΔSystem5a
blocked : F Position

blocked ⊆ target
target ′ = target \ blocked
atoms ′ = atoms \ blocked
placed ′ = placed \ blocked
grad ′ = blocked −� grad

It is enabled iff blocked ⊆ target and atoms \ blocked remains connected (since
(7) is invariant). Since it only removes target positions, (8) still holds.

After Block occurs the recruitment gradient may be temporarily disrupted
(since some sources may have been removed and other placed atoms may find
they no longer need certain neighbours). However in spite of the inconsistency
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between the representation of the target generated by the seed and that which
now pertains, the recruitment gradient regenerates and succeeds in filling the
new target, since the physical conditions connected and lacunose are preserved.
The same holds even with multiple invocations of Block . Adaptability is captured
by the claim that Event1a is achieved by the revised version of (6).

Adaptability to an increased target or decreased atom set is handled similarly.
If a situation is too severe for Støy’s algorithm (e.g., an increased target violating
(8)), the deficiency is revealed; if an extension is possible, placed ′ emerges.

7 Conclusion

We have presented a case study to support the view that formal methods can be
used in a top-down incremental manner to account for behaviour which emerges
at the system level of a multi-agent system. One strength of the approach has
been the ease with which the physical conditions of connectedness and lacunosity
arise as necessary for correctness. Another has been the manner in which the
meso-level design structures (the recruitment and connectivity gradients) have
been revealed incrementally to facilitate inter-agent interactions and hence to
achieve the required emergent behaviour.

Our case study indicates that emergence needs to be dealt with primarily
at the boundary between the macro and meso levels. Conformance between
specifications at these levels amounts to showing that a particular interaction
paradigm gives rise to a desired global behaviour.

A further, crucial, benefit has been the ease with which the approach is able
to incorporate adaptability. Whilst it makes no sense to discuss adaptability at
our highest level of abstraction with its single, atomic operation, it becomes
pertinent at the meso level where the environment may supervene with its own
atomic operation. For the system to be entirely adaptable that operation should
have no precondition; in our case, it must maintain connectedness and lacunosity.

We believe that adaptability needs to be dealt with primarily at the boundary
between the micro and meso levels. Adaptability is modelled here as response
to an environmentally-induced operation changing state. So, of interest is how
meso-level strategies for obtaining global behaviour under such disturbances arise
from changes in agent behaviour in response to those conditions.

To assist engineers in the development of multi-agent systems using our ap-
proach, we would ideally have a catalogue of “patterns”, similar to those used in
object-oriented design, to facilitate the modelling process at each level. Further-
more, we would have a catalogue of “strategies” for proving conformance between
specifications at different levels of abstraction. Identifying and formalising such
patterns and strategies is an area of future work.

References

1. Bedau, M.A.: Weak emergence. In: Tomberlain, J. (ed.) Philosophical Perspectives:
Mind, Causation, and World, vol. 11, pp. 375–399. Blackwell Publishers, Malden
(1997)



104 G. Smith and J.W. Sanders

2. Burns, A., Hayes, I.J., Baxter, G., Fidge, C.J.: Modelling temporal behaviour in
complex socio-technical systems. Technical Report YCS 390, University of York
(2005)

3. Cucker, F., Smale, S.: On the mathematics of emergence. Japanese Journal of
Mathematics 2, 197–227 (2007)

4. Derrick, J., Boiten, E.: Refinement in Z and Object-Z: Foundations and Advanced
Applications. Springer, Heidelberg (2001)

5. Edmonds, B., Bryson, J.: The insufficiency of formal design methods — the ne-
cessity of an experimental approach for the understanding and control of com-
plex MAS. In: International Joint Conference on Autonomous Agents and Multia-
gent Systems (AAMAS 2004), pp. 938–945. IEEE Computer Society, Los Alamitos
(2004)

6. Hamann, H., Wörn, H.: A framework of space-time continuous models for algorithm
design in swarm robotics. Swarm Intelligence 2, 209–239 (2008)

7. Henzinger, T.A., Qadeer, S., Rajamani, S.K.: Assume-guarantee refinement be-
tween different time scales. In: Halbwachs, N., Peled, D.A. (eds.) CAV 1999. LNCS,
vol. 1633, pp. 208–221. Springer, Heidelberg (1999)

8. Jun, H., Liu, Z., Reed, G.M., Sanders, J.W.: Ensemble engineering and emergence.
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Abstract. Large-scale autonomic systems are required to self-optimize
with respect to high-level policies, that can differ in terms of their
priority, as well as their spatial and temporal scope. Decentralized multi-
agent systems represent one approach to implementing the required
self-optimization capabilities. However, the presence of multiple hetero-
geneous policies leads to heterogeneity of the agents that implement
them. In this paper we evaluate the use of Reinforcement Learning tech-
niques to support the self-optimization of heterogeneous agents towards
multiple policies in decentralized systems. We evaluate these techniques
in an Urban Traffic Control simulation and compare two approaches to
supporting multiple policies. Our results suggest that approaches based
on W-learning, which learn separately for each policy and then select be-
tween nominated actions based on current action importance, perform
better than combining policies into a single learning process over a single
state space. The results also indicate that explicitly supporting multiple
policies simultaneously can improve waiting times over policies dedicated
to optimizing for a single vehicle type.

1 Autonomic Systems

Autonomic computing systems are systems that self-manage and self-adapt to
varying circumstances without human intervention [8]. The need for autonomic
capabilities arises due to the increasingly large scale, decentralization and com-
plexity of computing systems rendering the traditional manual, centralized and
hierarchical approaches to system management infeasible [21]. Autonomic sys-
tems are only given high-level objectives while the details of how to meet those
objectives are left up to the systems themselves. Therefore, autonomic systems
need to self-optimize their performance, even in the changing environment condi-
tions. Rather than being managed by a central component, an autonomic system
can be modelled as a group of autonomic elements, that are capable of sensing
their environment and making their own local decisions [8]. The optimal local
decisions cannot be predefined for each situation in which an autonomic element
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might happen to be, but is often required to be learnt by the element itself. As
autonomous agents [17] have the capabilities required by autonomic elements,
it is believed that multi-agent systems are a suitable technique for the imple-
mentation of autonomic behaviour [21]. Examples of such techniques already
successfully applied in decentralized large-scale susyems include ant colony opti-
mization in load balancing [10], particle swarm optimization in wireless networks
[7], evolutionary computing in routing [5] and reinforcement learning (RL) in
load balancing [4].

1.1 Multi-policy Optimization

The systems mentioned above focus on optimizing system performance with re-
spect to only a single high-level goal. However, autonomic systems might often
be required to meet multiple goals simultaneously. These goals can be expressed
as system policies, which are used to guide system behaviour. Therefore, opti-
mization techniques need to be able to address multiple goals (or policies) simul-
taneously. We hypothesize RL might be a suitable basis for the implementation
of such a technique, as it has already been successful as a learning technique
for optimization towards a single policy in decentralized systems, as well as a
learning technique for multiple policies on a single agent (see Section 2). We
test our hypothesis in a simulation of an Urban Traffic Control (UTC) system.
We believe UTC systems are representative of large-scale autonomic systems, as
existing centralized techniques are failing to deal with the pressure of high traffic
loads and new decentralized adaptive learning techniques are being investigated
to deal with increasing traffic congestion (see Section 2). UTC systems may also
need to optimize for multiple policies that have different characteristics. The
policies can often be conflicting, highly dependent on one another, have different
levels of priority, and different spatial and temporal scope.

Policy classification. We use three main criteria to classify the characteristics of
policies in decentralized systems:

– priority - can range from low to high, based on how important it is for a
system to meet this particular goal in relation to meeting its other goals;

– spatial scope - can be local, regional, and global, based on the area of a
system over which a policy is implemented and its performance measured;

– temporal scope - can be continuous or temporary (sporadic), based on whether
a system is required to work towards this goal continuously during its opera-
tion, or only occasionally under a certain set of conditions.

We illustrate the classification with a few examples of policies from UTC. The
main task of a UTC system is to optimize global traffic flow in the system, by
minimizing travel and waiting times for all vehicles in the system. This policy is
classified as global (as it affects the whole system), continuous (as UTC systems
need to implement this policy as long as there are any vehicles present in the
system), and of a standard priority. Occasionally, emergency vehicles, such as
ambulances, fire engines, or police cars, appear in the UTC system, and the
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system’s task is to give them priority over other vehicles in the system. This
policy that prioritizes emergency vehicles is said to be regional (as it affects only
the region in which the emergency vehicle is travelling, generally major traffic
routes), sporadic (as emergency vehicles are not always present in the system but
only when the need arises), and it has a high priority (since it is more important
to meet this policy than to minimize the travel time for other vehicles on non
time-critical journeys). Policies can also be local, where, for example, at a very
busy pedestrian crossing, pedestrians may be given priority over vehicles.

Agent heterogeneity and dependency. This wide variety of policies and their
characteristics leads immediately to heterogeneity of the agents that implement
them. For example, consider Figure 1. Agent A might be in charge of contribut-
ing to the implementation of a global policy Pa, together with all of the other
agents in the system. Agent B could also be in charge of contributing to the im-
plementation of a policy Pb , implemented only by agent B and its neighbours,
while agent C could also be in charge of a local policy Pc, being the only agent
implementing it. These policies can be concerned with addressing different parts
of the environment, e.g., Pa might only be interested in optimizing travel time
for cars, while Pc might only be dealing with pedestrians. In terms of RL, this
will cause the state spaces of agents A, B, and C to differ, as, for example, the
information required to be encoded in the state space of a policy optimizing
for cars will need to be different from the information relevant to the policy
optimizing for pedestrians.

Fig. 1. Agent heterogeneity

Furthermore, agent heterogeneity can also arise from the differences in the
agents’ environments and capabilities. For example, in a UTC system, the layout
of junctions can differ; each junction can have a different number of approaches
and exits, resulting in a different set of traffic-light phases being possible at that
junction. In an RL implementation this maps to agents having different state
spaces as well as different action sets. A junction with two approaches and one
exit will have a significantly smaller state space and action set than a junction
with four approaches and four exits. The size of the state space and the number
of possible actions directly influence the duration of a learning process, so agents
will significantly differ in the number of learning steps that it takes them to learn
what they consider to be the optimal action for each state visited.

Agents acting in a shared environment may potentially be highly dependent,
i.e. affected by each other’s actions. In UTC, agents share the same road network
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with limited road space. Therefore, any decision that a traffic-light agent makes
might have direct consequences on its neighbouring agents, and by extension,
on most of the other agents in the system. For example, if a backlog of traffic is
left uncleared at an approach, the queue can spill over to the upstream junction.
The traffic will not be able to go through the upstream junction regardless of
the actions taken by an agent controlling it, as there is no road space available.

Such dependencies are particularly difficult to deal with in environment con-
trolled by heterogeneous agents. Some agents could be contributing towards
optimizing traffic flow, while others are contributing to prioritizing emergency
vehicles. However, cars and emergency vehicles share the same road network,
and therefore the performance of agents in implementing one policy will directly
influence the performance towards the other. For example, if an agent that is
implementing emergency vehicle prioritization releases an approach at which an
emergency vehicle is waiting, it might create a traffic backlog on one of its other
approaches, negatively affecting the junction upstream from that approach.

In summary, large-scale autonomic systems can consist of multiple agents,
implementing multiple, dependant, and potentially conflicting policies, where
these policies differ between agents, causing agents to have different state spaces
and different action sets. All of these issues will need to be addressed by RL
techniques that are to be applied to large-scale autonomic systems and UTC in
particular.

1.2 Reseach Question

The goal of this study is to assess the suitability of multi-agent RL-based tech-
niques for optimization in autonomic systems. In order to do so, we have im-
plemented and evaluated several single and multi-policy UTC scenarios. We use
single-policy scenarios to evaluate the impact that policies targeted at one ve-
hicle type have on other vehicle types, as well as baselines for the evaluation of
multi-policy scenarios.

As policy heterogeneity is a central issue, for the initial evaluation we selected
two policies that differ in all three of our classification criteria: priority, temporal
scope, and spatial scope. The single-policy scenarios we implemented are as
follows:

1. Global Waiting time Only (GWO) - a global, continuous, standard-priority
policy that aims to optimize waiting time for all the vehicles in the system.

2. Emergency Vehicles Only (EVO) optimization - a regional, temporary, high-
priority policy that aims to prioritize emergency vehicles only.

We combined the policies above in two ways to implement the following multi-
policy scenarios:

1. Combined state space (GWEV-c), where GWO and EVO are combined into
a single learning process over a single state space.

2. W-Learning (GWEV-w), where GWO and EVO learn the best actions sep-
arately as two separate learning processes, but W-learning (see Section 2.1)
is used to determine which action is to be executed.
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One important consideration when addressing the agent dependency and het-
erogeneity in large-scale autonomic systems is whether agents should act in-
dependently (contributing only to implementing policies for which they are
responsible), or whether they should collaborate with other agents (contribut-
ing to the implementation of policies that they are not directly responsible for
as well). In the experiments we describe in this paper, we implement only in-
dependent agents. The scenarios above are designed to evaluate approaches for
dealing with multiple heterogeneous policies, while in the future, we also plan to
evaluate the impact of collaboration in multi-agent multi-policy approaches.

The rest of this paper is organized as follows. In Section 2 we give back-
ground on RL as well as its applications in UTC system. Section 3 describes
our simulation environment. Section 4 describes the details of the scenarios that
we implemented and the design of the agents, followed by the results and their
analysis. Section 5 concludes the paper and outlines future work.

2 Background

Reinforcement Learning [20] is an unsupervised learning technique whereby an
agent learns how to meet its goal by interacting with the environment. Agents
sense their environment, map their observations to a state space representation,
execute an action and obtain a reward from the environment based on the suit-
ability of that action in the given state. Therefore, a reward is the only guidance
agents have when learning how to meet their objectives. We are particularly
interested in Q-learning implementations of RL [20], because, as we’ll see later
in this section, it has already been successfully applied to certain types of UTC
problems. In Q-learning, an agent uses a value function to estimate the accu-
mulated future reward. In this way, agents learn to perform the actions with
the highest long-term reward, rather than those that merely receive the highest
immediate reward. Performance of a Q-learning process depends on the action
selection strategy used. In our experiments we use Boltzmann [20] action selec-
tion, which uses a temperature parameter to determine the ratio of exploration
and exploitation in the Q-learning process. The speed of learning and the weight
given to recent vs. older actions are determined by two additional parameters,
the learning rate α, and a discount factor γ, respectively.

2.1 Multi-goal Q-Learning

Q-learning implementations can deal with the presence of multiple policies on a
single agent in several ways.

Humphrys [6] introduced W-learning, where policies not only learn appropri-
ate actions for each state, but also how important it is to that policy for that
particular action to be executed, in comparison to an action that is best for some
other policy. The action with the highest relative importance gets executed.

In contrast to W-learning, multiple goals can also be combined into a single
learning process. However, on a larger scale this is prone to state explosion.
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One way to deal with this is to reduce the state space by eliminating states that
are unlikely or impossible to occur, if there are any [3].

Nataraj et al. [11] deal with learning in the situations where relative weights of
policies change over time. Shelton provides a means to balance the incomparable
rewards received from multiple sources [19].

All of these multi-policy techniques have only been applied to a single agent.

2.2 Agent-Based Traffic Control Strategies

A large body of research exists showing the suitability of multi-agent systems,
in particular those implementing RL, for optimization of performance of UTC
systems. An increasing number of UTC systems are being managed by traffic-
responsive algorithms, such as SCATS [13], however research shows that use of
RL can outperform these algorithms as well.

In [22], cars estimate their projected waiting time, and make a decision about
their route based on this. Projected waiting time is communicated to the traffic
lights agents, modelled as Q-Learning agents, that then select the phase that
minimizes waiting times. Wiering’s experiments show improved performance of
his approach over a fixed-time controller. Abdulhai et al. [1] model traffic-lights
as Q-learning agents and conclude that Q-learning provides higher real-time
adaptivity than other state-of-the-art techniques. Pendrith [14] models vehicles
as Q-learning agents capable of sensing the speed and position of their neigh-
bouring vehicles. Based on this information, vehicles decide on their speed and
potential lane changes.

In the above examples, RL agents are implemented to act independently. Baz-
zan introduces traffic-light agent coordination using evolutionary game theory
[2], while Salkham et al. [18] implement agent collaboration by a means of Q-
value exchange between neighbouring agents.

All of the implementations mentioned are concerned with a single policy of
optimizing traffic in general, whether by increasing throughput or by minimizing
waiting time. Much less work is dedicated to the applicability of multi-agent
systems, and RL in particular, for optimization towards other UTC policies.
Oliveira and Duarte [12] incorporate emergency vehicle priority into their UTC
system. Meignan et al. [9] simulate bus network performance, modelling both
buses and passenger behaviour. They account for the influence of other traffic
on the bus network, but do not account for the influence of public transport on
other vehicles, nor do they include traffic signal priority for public transport.

2.3 Summary

RL is a single-agent, single-policy learning technique. It has been extended to
deal with multiple policies on a single agent, as well as to multiple agents im-
plementing a single policy, either independently or collaboratively. However, no
RL technique deals with multiple policies on multiple agents simultaneously.
Existing RL applications in UTC also concentrate on a single policy only. Our
work has been inspired by the success of such applications in optimization of
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traffic waiting times, emergency vehicle priority, and bus networks performance
individually, as well as by the lack of an integrated approach for optimizing for
all policies and vehicle types simultaneously. We evaluate the use of RL tech-
niques in multi-agent environments in dealing with multiple UTC policies, while
simultaneously modelling the influence that these policies have on one another’s
performance.

3 UTC Simulation Platform

In our experiments we use an urban traffic simulator developed in Trinity College
Dublin [15]. The simulator uses a microscopic traffic simulation approach, and
can simulate traffic over any road network defined by a map provided in an
XML format. The simulator can distinguish between multiple vehicle types, such
as cars, public transport vehicles, and emergency vehicles. Vehicles implement
different behaviours based on their type; e.g. emergency vehicles are capable of
driving above the allowed speed limit, as well as driving through red lights if it
is safe to do so.

Fig. 2. UTC Simulator

The map we used for our initial experiments presented in this paper is shown
in Figure 2. The map is based on road layout details provided by Dublin City
Council and corresponds to one of the busiest areas of Dublin’s road network,
O’Connell Street, Dublin’s main street, and several side roads that feed traffic
onto this road. Using a real-world map provides a more realistic simulation; many
of the simulations used for evaluation of multi-agent systems in UTC covered in
Section 2.2 use either a single junction, or multiple junctions and road links that
have similar layouts, while the map that we use includes junctions of various
layouts (e.g. junctions with two, three, and four approaches and exits), roads of
differing width (e.g. two, three, and four lane roads), as well as one-way and two-
way roads. The map covers 8 junctions, 5 of which are signalised junctions and
are controlled by the agents described in the following section. Each agent has
a set of available phases, or combinations of compatible red and green settings
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on all traffic lights controlling one intersection. Phases are generated based on
intersection layout and allowed traffic directions. Each phase is mapped to an
action agent is able to execute.

4 Traffic Light Agents

In this section we describe the agents that we designed to implement the policies
and study the RL approaches to be evaluated (as listed in Section 1.2), as well
as agents used as a basis for comparison.

4.1 Baseline Agents

Round robin. As a baseline used for the evaluation of the performance of the RL
agents we ran experiments using a Round Robin (RR) junction controller. The
RR agent, at each junction, continuously loops through all available phases at
that junction. The duration of each phase is 20 seconds.

SAT. We also compare the performance of the RL agents to a simple SCATS-
like traffic-responsive algorithm SAT, as defined by Richter [16], that adjusts
phase duration based on the degree of saturation at a junction. The degree of
saturation is defined as a ratio of the effectively used green time to the total
available green time. At each junction, SAT, similarly to SCATS, aims to keep
the junction saturation as close to 90% as possible, by shortening or lengthening
the phase duration. In our experiments the minimum duration for each phase is
set to 20 seconds.

4.2 Single-Policy RL Scenarios

GWO - Optimizing global waiting time. The first policy we implemented, opti-
mizing Global Waiting time Only (GWO), optimizes vehicle waiting time in the
whole system. Since global waiting time is a sum of waiting times for all cars at
all junctions in the system, and we assume no collaboration between agents, we
aim to minimize the waiting times at each individual junction.

Each agent is capable of sensing the number of vehicles at each of its ap-
proaches, and maps that to a state space that orders approaches according to
their congestion. For example, on a junction with two approaches, a1 and a2, a
state could be “Congestion order: a1, a2”, meaning that approach a1 has more
traffic waiting than a2. Note that, since junctions have different layouts, the size
of the state space will depend on the number of approaches. The state space does
not encode how many vehicles are waiting at which approach as the numbers are
relative to overall congestion in the system. It also contains information about
whether the total number of vehicles waiting at the junction is more or less than
at the previous phase change (e.g. “Congestion order: a1, a2, less vehicles than
before”). Note that arrival rates are assumed to be uniform in this experiment,
so a change in numbers of vehicle waiting is caused only by an agent’s action.
Such a state space is created to facilitate rewarding an agent (100 points in our
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experiments) for being in a state with less traffic waiting than at the previous
decision point, i.e. to motivate it to execute actions that clear more traffic than
arrives at the junction during the action execution. Agents learn to reduce the
number of vehicles waiting at the junction’s approaches, thus reducing global
waiting time for the system.

EVO - Prioritizing emergency vehicles. The other single RL policy that we im-
plemented minimizes waiting times for Emergency Vehicles Only (EVO). The
agents’ state space encodes information about which approach(es), if any, have
emergency vehicles waiting. Agents receive a reward (200 points in our experi-
ments) for being in a state where there is no emergency vehicle present at any
of the approaches. This encourages agents to, as soon as possible, return to the
state with no emergency vehicle present, by enabling emergency vehicles to pass.
This policy does not address any other vehicle types and only takes emergency
vehicles into account when making action decisions.

4.3 Multi-policy RL Scenarios

GWEV-c: Merging RL processes. One way to combine multiple policies on a
single agent is to encode all the information relevant for all the policies into a
single state space and a single learning process. We combined GWO and EVO
into a single policy, GWEV-combined (GWEV-c). The state space of GWEV-c
consists of the cross product of the state spaces for GWO and EVO. An agent
receives 100 points reward for being in any of the states with less traffic than
in the previous phases (i.e. states for which GWO receives a reward for), a 200
points reward for any of the states with no emergency vehicles present (i.e. states
for which EVO receives a reward for), and the sum of both rewards for being in a
state that satisfies both criteria. We acknowledge that as the number of policies
to be combined increases this approach will not be scalable due to state space
explosion, but we believe that comparing its performance to other techniques
can give us a useful insight into how multiple policies should be dealt with.

GWEV-w: W-learning. W-Learning is a multi-goal technique proposed in [6]
that builds on Q-Learning. First, each agent runs separate Q-Learning process
for each policy that it is implementing. In our experiments, we ran the two
individual single goal policies described in the previous section, GWO and EVO,
and on top of them implement W-learning (GWEV-w). After GWO and EVO
have learnt Q-values for their state-action pairs, the process of W-learning starts.
In W-learning, an agent learns how important it is that, for each of its policies
and for each state in which an agent could be, the action a policy nominates is in
fact executed, i.e. what weight that action carries. W-values are updated based on
the reward received, and further action selection is based on these W-values. Each
policy nominates an action, based on its Q-values, together with an associated
W-value for the state in which the agent is currently. The action proposed by a
policy with the highest W-value is executed. In our experiments, since EVO is
a temporary policy, we deem it inactive when there are no emergency vehicles
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present, and set the weight of the action that the EVO policy nominates in that
state to zero.

4.4 Simulation Setup

Cars enter the simulation at four different points (A, B, C, D) and exit the
system at two different points (A, B), following 1 of 4 paths: A to B, B to A, C
to A, and D to B (see Figure 2). Emergency vehicles tend to use major routes
wherever possible, so in our simulation they only travel on paths A to B, and B
to A. Therefore, the EVO policy is only deployed on agents A, B, E, and F. All
vehicles follow the shortest path from source to destination. Vehicle routes are
the same for all of the experiments we ran.

Agent performance is tested for three different traffic loads to simulate differ-
ent traffic conditions. The loads are as follows: low load (a total of 28,140 vehicles
are inserted, 7,000 cars on each of the car routes and 70 ambulances on each of
the emergency vehicle routes), medium load (a total of 56,280 vehicles, 14,000
cars on each of the car routes and 140 ambulances on each of the emergency
vehicle routes) and high load (a total of 100,500 vehicles, 25,000 cars on each of
the car routes and 250 ambulances on each of the emergency vehicle routes).

Each signalised junction in the simulation has a different set of available
phases, automatically generated based on junction layout. For this set of ex-
periments, the duration of each phase is set to 20 seconds. Junctions can cycle
through their available phases using RR, or can be controlled by SAT or one of
the RL agents described in the previous section.

4.5 Experiment Parameters

Each of our RL experiments is run in two parts: 2010 simulation minutes of explo-
ration, and 2010 minutes of exploitation. The duration of 2000 minutes enables
Q-learning to execute 6000 learning steps (as our actions are 20 seconds duration
each) which, we consider sufficient for agents to learn the Q-values for their state-
action pairs. Additional 10 minutes were added to allow a chance for last inserted
vehicles to leave the system. GWEV-c has a much larger state space than the other
policies and therefore was given a longer exploration phase of 20000 minutes to en-
able a larger portion of the state space to be visited a sufficient number of times.
Each experiments is repeated three times, and average results from exploitation
phase are presented in this paper.

Each RL process has been run multiple times to determine the best combina-
tion of α and γ . The final combinations used for the experiments presented are,
for GWO: α = 0.1 and γ = 0.3, for EVO: α = 0.9 and γ = 0.1, for GWEV-c: α
= 0.1 and γ = 0.1 and for GWEV-w: α = 0.1 and γ = 0.7.

The performance of SAT also varies based on the size of the steps in which
the phase duration can be incremented or decremented, as well as the maximum
duration of the cycle factor. The actual maximum duration of the cycle for
a junction is a function of this factor and the number of available phases for
that junction. The best parameters determined for SAT performance with a
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minimum action duration of 20 seconds are 10 for the increment step, and 1.2
for the maximum duration of the cycle factor.

4.6 Results and Analysis

Metrics. We compared the performance of the RL agents based on the following
metrics:

– Density - measured as the ratio of occupied road space to available road
space [2]. For the same traffic arrival rate, higher density means worse agent
performance, since traffic that is not successfully cleared and is still in the
system is creating higher density.

– Waiting time - average waiting time per vehicle for the duration of the ex-
periment. We separate waiting times per vehicle type, so we can measure
performance towards each of individual policies described in Section 4.2.

Density. Density results are summarized in Table 1.

Table 1. Average density per load level ratio

RR SAT GWO EVO GWEV-c GWEV-w

Low 2.96 2.76 1.66 12.30 1.60 1.49

Medium 5.60 5.20 3.31 11.37 3.47 3.09

High 11.04 9.50 5.84 15.85 6.03 5.06

We see that GWEV-w has the lowest density across all three loads, indicating
that it is the most successful approach to managing the general traffic flow.
GWO and GWEV-c have similar densities, with GWEV-c being better at the
low load, and GWO at all other loads. We believe this is due to GWO addressing
cars, which make up 99.5% of the total traffic, so its performance is very close
to GWEV-c, which addresses all traffic. At the low loads, SAT and RR perform
similarly, while the difference becomes more obvious at high load, where SAT
performs better.

EVO has by far the highest density for all three loads. We believe this is due to
the fact that this policy addresses only emergency vehicles, which make up only
0.5% of traffic in our simulation. Cars, which make up remaining 99.5% of the
traffic, are not addressed, and create a backlog in the system. In Figure 3 we see
an example of the effect of this backlog on the density. In the EVO implementa-
tion of the UTC system fills up with the traffic not adequately addressed by the
policy, creating higher density and worse performance. This confirms the high
dependency between policies due to the shared infrastructure, i.e. road space.

Emergency-vehicle waiting time. Our initial expectations were that EVO, whose
only goal is to prioritize for emergency vehicles, would yield the best waiting
times for emergency vehicles. However, this approach turned out to have the
worst performance due to the high dependency between emergency vehicle per-
formance and the performance of private vehicles which are not addressed by
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Fig. 3. Density during low load

this policy. Not only do emergency vehicles suffer high waiting times, but a large
number of vehicles had to be turned away, as the system was backlogged and
there was no available road space for them to join. For this reason, EVO wait-
ing time results are not comparable to other results and we exclude them from
subsequent graphs.

Fig. 4. Average waiting time per vehicle type

Figure 4 shows average waiting times for both cars and emergency vehicles
for the medium traffic load for all the policies we implemented apart from EVO.
For the moment, we focus on the emergency vehicle waiting times. On the graph
shown, GWEV-w is the best policy for emergency vehicles, but at low and high
loads, GWO slightly outperforms this policy. The similar performance of single-
policy GWO and multi-policy GWEV-w suggests the high dependency between
the performance of different vehicle types. It emphasises the importance of clear-
ing general traffic, as GWO does, to free up the road space for emergency vehi-
cles, and suggests a high dependency between a policy that addresses emergency
vehicles and one that addresses private vehicles.
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GWEV-w clearly outperforms GWEV-c at all loads, reducing emergency vehi-
cle waiting time to between ~40% and ~80% of their waiting time in GWEV-c.
We believe that worse performance of GWEV-c is caused by the size of the
agents’ state spaces. These results suggest that GWEV-c, even though it still
outperforms SAT and RR, is not effective even for combinations of only two
policies and would not be scalable to the addition of any further policies.

GWEV-w also outperforms our baselines, reducing average emergency vehicle
waiting time to between ~7% and ~50% of their waiting time in SAT, and
between ~7% and ~20% of their waiting time in RR. These results suggest that
GWEV-w is a suitable technique for multi-policy optimization in UTC, as it
outperforms the other evaluated multi-policy technique GWEV-c, single policy
EVO, as well as both of our baselines.

Car waiting time. GWO, GWEV-w and GWEV-c have similar performance for all
loads in terms of average car waiting time, with GWEV-w slightly outperforming
GWEV-c, and GWO slightly outperforming both of the multi-policy approaches
(see Figure 4). From this we conclude that the best waiting times for cars are
achieved when the system optimizes only for cars (GWO), but in the presence of
multiple policies, specifically one with a higher priority such as emergency vehi-
cles, GWEV-w is the best approach.GWEV-w also outperforms our baselines, and
reduces waiting time for cars to between ~32% and ~42% of their waiting time in
SAT and between ~26% and ~38% of car waiting time in RR.

It is also interesting to observe the performance of our baselines, SAT and
RR, in relation to each other, both in terms of car waiting time and emergency-
vehicle waiting time. At the medium load (see Figure 4) and at the high load,
the adaptive SAT algorithm performs better, as we expected, but at the low load
RR actually performs better. This indicates that when the loads in the system
are very low, running an adaptive algorithm, SAT, might have adverse effects
on traffic performance, possibly due to extending phase times to longer than it
is required and creating larger backlogs. However, these results also emphasize
the importance of adaptation at higher loads.

Overall analysis. From the experiments we performed we have made following
main observations. Both RL-based techniques, GWEV-w and GWEV-c, outper-
form our baselines, both in terms of emergency vehicle and car waiting times,
showing that RL-based techniques are promising approaches to multi-policy
optimization in autonomic systems. GWEV-w performs better than GWEV-
c, indicating that W-learning-based approach is a more suitable approach for
multi-policy optimization than combining learning processes into a single learn-
ing process. We also observe high dependency between the policies reflected in
their performance. The policy that addresses only emergency vehicles (EVO)
generates a backlog of other vehicles, and as a result performs very badly both
in terms of car and emergency-vehicle waiting times. GWO, which addresses only
cars, also performs well in terms of emergency vehicle waiting times, as clear-
ing cars creates less congested roads and enables emergency vehicles to proceed.
Our results also show that the importance of the optimization increases with the
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traffic load, where the gap between the performance of adaptive techniques (e.g.
SAT) and nonadaptive techniques (e.g. RR) grows larger.

5 Conclusions and Future Work

In this paper we presented the challenges of multi-policy optimization in decen-
tralized autonomic systems. We have evaluated several proposed multi-policy
optimization RL techniques in UTC and our results indicate that W-learning
is a suitable approach for optimization towards multiple policies in multi-agent
heterogeneous autonomic environments. In future work, we will extend the scope
of our experiments to additional policies with different characteristics, to estab-
lish wider applicability of W-learning-based techniques. We will also investigate
potential for performance improvement by agent collaboration by enabling W-
learning agents to cooperate with each other in order to meet system goals.
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Abstract. Remote attestation is one of the key functionalities provided
by trusted platforms. Most current attestation approaches are based on
cryptographic hash functions, which are appropriate to attest to rela-
tively stable objects such as executables. However, they can not effec-
tively deal with software configurations that could have many (or even
infinite) trusted variants and could also be modified at run-time. This pa-
per proposes SAConf, a novel semantic attestation approach to attesting
to software configurations. SAConf uses a list of constraints to represent
the challenger’s trust policies, and verifies configurations based on seman-
tic checks against the constraints, according to the semantic meanings
of configurations rather than their hashes. An on-request measurement
strategy is also added as a complement to the on-load strategy in order
to capture potential modifications to configurations during execution.
We implemented a prototype of SAConf and evaluations show that it
could reduce the storage overhead from exponential to linear compared
to hash-based approaches.

1 Introduction

In a distributed environment involving multiple platforms, the platforms could
be owned and managed by different entities who might not trust each other.
Platforms could also be compromised and running malicious code. Thus it is
very important that a platform (challenger) is able to verify the software trust
state of another platform (attestor).

Configuration is an important factor affecting software trust. Many programs
can be tuned to behave in very different ways through user-specified configura-
tions. Usually a program is not trusted if its configuration does not comply with
the challenger’s trust policy, even if its executable is launched correctly without
being tampered with. Therefore attesting to configurations should be included
in software attestation as well.
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The Trusted Computing Group (TCG) has developed a bottom-up measuring
model and a hardware-based integrity-proving mechanism [21], based on which
some attestation approaches have been proposed, such as TPod [8] and IMA [14].
These approaches are believed to be capable of reporting trust states more re-
liably than pure software approaches. Existing TCG-style approaches do not
distinguish between executables and configurations. Both are proved using cryp-
tographic hash functions and with the on-load measure strategy. That is, the
attestor measures executables and configurations by computing their hashes at
load time, and reports their hashes to the challenger during attestation. The chal-
lenger verifies these hashes by comparing them with pre-stored, trusted hashes.

Although TCG-style approaches may be suitable for executables, they do not
work well for configurations due to the following two reasons. 1) When dealing
with configurations, the hash space could explode very easily. Unlike executables
that do not have many trusted variants, the number of trusted configurations
could be extremely large or even infinite, for example, when considering a con-
figuration entry that accepts a float number within a given range. Since with
TCG-style approaches each configuration is denoted by a unique hash, it is some-
times impractical or impossible to deal with all trusted hashes, such as storing
all of them. 2) The on-load measurement strategy can not always reflect the lat-
est configuration. While executables usually do not change after being loaded,
configurations of programs, such as Firefox, could be modified on the fly. In such
cases the measurement performed at load time can not accurately indicate the
trust state.

Some approaches have been proposed to mitigate the problem of hash explo-
sion. Virtual machine (VM) based approaches such as Terra [3] separate trusted
VMs and normal VMs, and only verify the hashes of programs running in the
trusted VMs. Property-based attestation [12, 11, 1] introduces a trusted third
party to examine the attestor’s hashes and returns its properties rather than
hashes to the challenger. PRIMA [5] only attests to programs having informa-
tion flow to trusted objects. These approaches, however, are still based on hash
functions and focused mainly on executables.

The main limitation of hash-based approaches is that they do not take the
internal structural information of configurations into account because this infor-
mation can not be carried by hash values. Hence semantic checks such as range
comparison and pattern matching can not be performed, thus the trust policy
can only be represented by enumerating all trusted hashes.

To address this problem, we propose a new attestation approach, called Se-
mantic Attestation of Configuration (SAConf), which represents the challenger’s
trust policy in a semantic way (i.e. using a group of constraints), and verifies
configurations against these constraints according to the internal contents of
configurations rather than their hashes. The verification is based on semantic
checks, so the challenger could use a small list of constraints to match a large
number of configurations. To protect the attestor’s privacy, the configuration is
not sent to the challenger. Instead, the challenger sends its trust policy to the
attestor, and the attestor is responsible for verifying whether its configuration
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complies the policy and reporting the result. To assure the challenger of the
genuineness of the attestation result, the attestor also proves that the measuring
and verifying code is executed correctly.

We add an on-request measurement strategy to SAConf as a complement
to the on-load strategy. With this strategy the attestor performs configuration
measurement each time when receiving an attestation request from the chal-
lenger, so that the measurement result always reflects the current state at the
moment when the request is processed. We implemented a prototype of SAConf
to demonstrate its feasibility, in which we develop an example trust policy repre-
sentation scheme for entry-based configurations, reducing the storage cost from
exponential to linear. The time cost may increase with the on-request strategy,
but experiment results show it is trivial.

The rest of this paper is organized as follows. Section 2 describes the design of
SAConf. Section 3 describes the implementation and evaluation of the prototype.
Section 4 discusses several additional advantages of SAConf. The related work
is discussed in section 5. Finally we draw a conclusion and present our future
work in section 6.

2 Semantic Attestation

TCG-style attestation approaches are based on cryptographic hash functions,
requiring the challenger to store one hash for each trusted file. For executables,
this method works well, since the number of trusted variants of an executable
is not very big, usually including the original version and a number of patched
versions. However, the number of trusted configurations could be extremely large,
sometimes even infinite. For example, in terms of entry-based configurations
consisting of <entry, value> pairs, a challenger may accept more than one value
as trusted for some configuration entries. The values of these entries could be
combined to produce a tremendous amount of trusted configurations. Worse still,
some entries may even have unlimited choices. For example, it is not odd that
the challenger does not care about the name of the user who runs Apache’s httpd,
as long as its privileges are properly set. In this case the User entry of httpd ’s
configuration could be assigned arbitrary names, leading to actually countless
trusted configurations. Consequently, it is often impractical or even impossible
for the challenger to store hashes of all trusted configurations.

To attest to configurations which have internal structures and can be parsed
according to their syntax, a better way is to read their contents and perform
semantic checks on them to determine whether they comply with the trust pol-
icy. A trust policy usually consists of a group of constraints, such as “the server
at least supports hmac-sha1 algorithm”, which must be satisfied by trusted con-
figurations. We can represent the constraints in a formal way, so that semantic
checks can be done automatically.

Semantic checks require SAConf to understand syntax of configurations. Hence
some operations definitely depend on the configuration syntax of programs to
be attested, including representing the challenger’s trust policy, and measuring
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and checking the configuration. Configurations of different programs could be in
very diverse forms, such as entry-based, rule-based and command-based configu-
rations. It is hard to develop a common solution for all programs. Alternatively,
we develop a flexible framework in which syntax-dependent operations are encap-
sulated in customizable and replaceable components.

Semantic checks also require that the party who performs the checks knows
both the configuration and the trust policy. There are several candidates. A
straightforward method is that the attestor sends the entire configuration to
the challenger, which in turn checks the configuration against its policy. This
approach, however, exposes the attestor’s privacy to the challenger. A more
sophisticated method is that both the configuration and the trust policy are sent
to a reliable third party, which performs the check on behalf of the challenger.
But this method requires the presence of an extra third party that is not always
available. The method adopted by SAConf is that the challenger sends its policy
to the attestor and the latter is responsible for performing the check. This method
eliminates the above two deficiencies.

Because the configuration measurement and checks are all done in the attestor
side, the attestor should provide necessary proof to convince the challenger of
the genuineness of the attestation result. The facts to be proved include that the
components of SAConf are not compromised and the trust policy and attestation
result are not tampered with. To do so SAConf provides the attestor with a
proving mechanism built on TCG’s technology.

3 Design of SAConf

This section describes the design of SAConf, including the framework and the
attestation process, as well as the mechanism for proving the genuineness of
attestation results.

3.1 Framework of SAConf

The framework of SAConf is depicted in Figure 1, where syntax-dependent com-
ponents are denoted by grey boxes, while syntax-independent components are
denoted by white boxes.

The challenger needs to store its trust policy and send it to the attestor during
attestation. Hence SAConf should provide the challenger with schemes to repre-
sent its policies. It is impractical to design a common scheme for all programs, but
we could improve the flexibility of schemes so that they can be shared by a group
of programs with similar configuration syntax. In next section we will present an
example scheme which can be used for most entry-based configurations.

The Attestation Server (AttServ) runs as a daemon in the attestor. It is
responsible for handling the interaction with the challenger and coordinating
the activities of other components within the attestor.

The Measurement Engine (MEngine) is responsible for measuring configura-
tions. Programs with distinct configuration syntax usually require customized
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Fig. 1. SACon Framework

MEngines. The relationship between programs and MEngines is registered in a
dedicated file.

The Checker performs semantic checks, examining whether the configuration
measured by the MEngine satisfies the trust policy received from the challenger.
The checking method depends on the policy representation scheme.

The Attestation Kernel Module (AttKM ) is a kernel module used to invoke
TPM to generate signatures to prove the genuineness of the attestation result. It
also monitors execution of programs and notifies the AttServ of this information.

3.2 Attestation Process

The configuration attestation is accomplished through the collaboration of the
components. The numbers in Figure 1 stand for the temporal order.

In terms of configuration measurement, most existing attestation approaches
use the on-load strategy, i.e. measuring the configuration when it is loaded. We
propose adding n on-request strategy, i.e. measuring the configuration when an
attestation request is processed. SAConf supports both strategies. The former
is suitable for programs whose configurations do not change on the fly, such
as sshd and httpd ; while, for programs whose configurations may be modified
dynamically, e.g. Firefox, the latter is desired. Which strategy is used can be
configured for each program.

Measurement is performed by MEngines launched by the AttServ. If a pro-
gram is configured to use the on-load strategy, its MEngine is launched when
the program is executed. Monitoring execution of programs is done by the At-
tKM, which hooks the kernel function used to execute programs, e.g. do execve
in Linux, and signals the AttServ if execution is detected. If the on-request strat-
egy is used, the MEngine is launched after the AttServ receives a request from
the challenger. In both cases the AttServ calculates the hashes of MEngines
when launching them, in order to prove their integrity.

If the on-load strategy is used, the measurement result, as well as the hash
of the MEngine, needs to be stored and used for attestation requests arriving



SAConf: Semantic Attestation of Software Configurations 125

later. We use a dedicated Platform Configuration Register (PCR) [21] to protect
both of them. While, with the on-request strategy, the result and the hash are
consumed immediately after measurement and only for the current request, so
it is not necessary to store them.

The attestation process varies slightly when using different strategies. The
detail of each step is described as follows.

1. The attestation begins with the challenger sending a request to the AttServ,
which contains the identity of the program to be attested and the trust policy
for it, as well as some assistant data such as nonce, a random number used
to defend against replay attacks.

2. Upon receipt of the request, the AttServ retrieves the program’s identity and
finds out which measurement strategy is configured for the program. If the
on-load strategy is used, the AttServ fetches the configuration measured at
load time, as well as the hash of the MEngine, and examines their integrity
according to the PCR. Otherwise the AttServ looks up the MEngine regis-
tered for the program, and launches it to measure the current configuration,
with the hash of the MEngine being computed.

3. The AttServ then launches a proper Checker, passing the trust policy and the
configuration to it. The Checker examines whether the policy is satisfied by
the configuration based on semantic checks. Like the MEngine, the Checker’s
hash is also calculated, used to prove its integrity.

4. The AttServ requests the TPM to generate a signature through the system
call provided by the AttKM, used as the evidence of the genuineness of the
attestation result. The computation of the signature involves the attestation
result, the trust policy, and the hashes of SAConf’s components.

5. The result, the hashes and the signature are sent back to the challenger. The
challenger first verifies the integrity of the trust policy, the result and the
hashes according to the signature. Then it verifies according to the hashes
whether the SAConf’s components are valid and launched correctly. If so,
the challenger is assured that the result denotes the actual trust state of the
program’s configuration.

The attested program does not participate in the attestation process. There is
also no synchronization requirement between the components of SAConf and the
program. So applying SAConf does not need to modify existing programs.

3.3 Proving the Genuineness of Attestation Results

SAConf provides the attestor with a proving mechanism to vouch for the genuine-
ness of the attestation result. This mechanism is built upon TCG’s technology,
based on the assumption that a traditional TCG-style attestation approach, such
as [8, 9, 14], has been implemented in the attestor side.

TCG-style attestation approaches measure all loaded programs and modules,
and the measurement results are categorized and stored in separate sequences,
such as the sequences for the kernel and for applications, with corresponding
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PCRs being extended. These sequences, as well as PCRs, are sent to the chal-
lenger during attestation. The challenger verifies the integrity of these sequences
by calculating their hashes and comparing them with corresponding PCRs.

We use the traditional approach to prove low-level software from BIOS up to
the kernel, including the AttKM. But the rest of SAConf’s components, which
are user-mode programs, are not proved by the traditional approach, due to the
following two reasons. 1) MEngines and Checkers should be not only legal but
also proper. Here the term “legal” denotes that a program has been certified by
a trusted third party, while “proper” denotes that a program works correctly
in a certain situation. A legal program may be not proper if used in a wrong
place. For example, the MEngines for sshd and httpd are all legal, but using
the former to measure httpd is obviously not proper. Traditional approaches can
not detect the improper use of legal programs. 2) When verifying configurations,
the challenger usually only concerns SAConf’s components. But with traditional
approaches, the challenger has to process the whole sequence containing the
hashes of all loaded applications. The cost of this operation is high, especially
when the system has been running for a long period and a lot of loads have
occurred.

We propose a customized, more lightweight mechanism to prove the user-
mode components. For the AttKM has been proved by the traditional approach,
we use it to prove the AttServ, which in turn is used to prove Checkers and
MEngines. The AttServ measures Checkers and MEngines when launching them.
The AttServ itself is measured by the AttKM when it invokes the system call
provided by the AttKM to generate signatures. The measurement results, i.e.
hashes, are sent back to the challenger along with the attestation result, so the
challenger can tell which MEngine and Checker are used.

The AttKM invokes the TPM to generate a signature to prove the hashes of
SAConf’s components. Because only the kernel is allowed to access the TPM,
this signature can not be forged by malicious applications. Besides, in order to
prove the integrity of the trust policy and the attestation result, their hashes are
also included in the computation of the signature.

Finally, what the challenger receives from the attestor is

< result, hs, sig >

where hs and sig are the proof. hs is the hashes of the Checker, the MEngine
and the AttServ. sig is the signature generated by the TPM whose value is

sig = SK(H(result), H(tp), H(hs), nonce)

where S() and K are the signing function and key used by the TPM; H() is a
hash function such as SHA1; tp is the challenger’s trust policy; and nonce is a
random number generated by the challenger to prevent replay attacks.

When receiving the package, the challenger retrieves the attestation result, hs
and sig. It also knows tp, nonce and the public part of K. Then it verifies the
genuineness and freshness of the package by examining the signature and nonce,
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followed by verifying the hashes of SAConf’s components. If all verification is
passed, the challenger believes that the attestation result reflects the actual trust
state of the program’s configuration.

4 Implementation

We implemented a prototype of SAConf in a Dell OptiPlex 620 equipped with a
TPM chip, running Linux 2.6.20. This section describes its implementation and
evaluation.

4.1 Representation Scheme for Entry-Based Configurations

Although developing a thoroughly common trust policy representation scheme
for all programs is infeasible, we could develop flexible schemes that can be used
for a large number of programs. The entry-based configuration is one of the
most widely used configuration forms. We develop an example scheme that can
be used for most of this kind of configurations.

For entry-based configurations, a challenger’s trust policy are typically some
logical conditions each of which must be satisfied by the values of configura-
tion entries. For example, a challenger requires the value of an entry must be
greater than a constant. Straightforwardly, we use a set of boolean expressions
to represent these conditions. Each expression involves one or several configura-
tion entries. If their values make the expression true, the expression is said to
be satisfied. If all expressions are satisfied, the configuration of the program is
considered to be compliant with the challenger’s policy.

The boolean expression is somewhat similar to that of high-level languages.
Most of often-used operators are supported in our scheme. For entries with nu-
meric values, all arithmetic, relational and logical operators are supported. For
entries with string values, “==” and “!=” are supported, as well as some fre-
quently used string functions such as strcmp, strlen and strstr. Entry values are
referred to by the $() operator. $(entryid) will be replaced by the value of the
entry specified by entryid when the expression is evaluated.

In addition, we add two extensions to enhance the representation capability
of our scheme. The first extension is to support set operators. In some cases
it is convenient for the challenger to treat some entries (e.g. lists) as sets. For
example, the challenger may require that its ID is in the trusted ID list. This
can be represented by a belong operator easily. Supported set operators are
listed in Table 1. Two special sets are defined. The empty set is denoted by Φ
and the universe is denoted by Ψ . The second extension is to support regular
expressions. Regular expressions can be used to specify entry IDs in the $()
operator, or describe patterns that the values of trusted entries must match.

An example trust policy for sshd represented by our scheme is shown in
Figure 2. Its meaning is straightforward.

Our scheme enables semantic checks such as range comparison and regular
expression, which are not supported by hash based approaches. With this scheme
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Table 1. Supported Set Operators

Operator Syntax Description
set set(d,L) This operator is used to convert a list to a set. L is the string that

denotes the list, and d is the delimiter that separates elements
in the string.

== S1 == S2 If S1 contains the same elements as S2, return true; otherwise
return false.

!= S1 != S2 Return the reverse result of ”==”.
belong e belong S If element e belongs to S, return true; otherwise return false.
incl S1 incl S2 This is the inclusion operator. If S1 includes S2, return true;

otherwise return false.
union S1 union S2 This operator returns the union of S1 and S2.
inters S1 inters S2 This operator returns the intersection of S1 and S2.
diff S1 diff S2 This operator returns the difference of S1 and S2.

[sshd, f8e3e1cd58fdb8434497c0c9ca783bc3cf6a38b3]
// The supported protocol version must be included in set {1,2}
#1 set(,, 1,2 ) incl set(,,$(Protocol))

// root is not allowed to log in through ssh
#2 !( root belong set( ,$(AllowUsers))) || ( root belong set( ,$(DenyUsers))) \
|| ($(PermitRootLogin) == no )

// The intersection of AllowUsers and DenyUsers should be a empty set
#3 (set( ,$(AllowUsers)) inters set( ,$(DenyUsers))) == 

// the cvs group is allowed to log in
#4 cvs belong set( ,$(AllowGroup))

// expressions for password authentication
#5 $(PasswordAuthentication) == yes
#6 $(PermitEmptyPasswords) == no
#7 $(UsePAM) == yes
#8 $(MaxAuthTries) <= 6
#9 $(MaxStartups) > 5 && $ < 10

Fig. 2. An Example Trust Policy for sshd

the challenger can use a group of boolean expressions to match a large number
of configurations, so its storage overhead decreases significantly.

4.2 Evaluation

In this subsection we will evaluate the storage and time cost of SAConf
respectively.

Storage Cost. Our trust policy representation scheme reduces the storage com-
plexity for the challenger from exponential to linear.

With hash-based approaches the challenger needs to store one hash for each
trusted configuration. The number of trusted configurations can be computed
approximately as follows. Suppose there are n entries in the configuration and
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Table 2. Time Cost

Measuring Checking Reporting Responding
SAConf(On-request) 544μs 9μs 932751μs 933304μs
SAConf(On-load) 24166μs 135μs 931773μs 931908μs
IMA 23394μs - 927168μs 927168μs

the number of trusted values for the ith entry is ci. Then the number of trusted

configurations is
n∏

i=1
ci. So the storage cost grows exponentially with the number

of entries having multiple trusted values. Here we do not take factors such as
comments and the order of entries into account, otherwise the cost will be infinite.

While with our scheme, the challenger only needs to store some boolean ex-
pressions. So the storage cost grows linearly with the number of the constraints,
which is usually less than the number of entries.

Time Cost. We measured the time cost of SAConf and compared it with that of
IMA. The result is shown in Table 2. The operations done in the attestor side can
be divided into three stages: measuring the configuration, checking the configura-
tion, and reporting the result. Their cost is listed in corresponding columns.

Each stage is comprised of several operations, some of which are accomplished
by invoking TPM commands. Because of the limited computational ability of
TPM, the time spent by these commands accounts for the majority of the cost.

When using the on-load measurement strategy, the measurement is only per-
formed at load time, but SAConf needs to extend PCRs for each measurement,
which is similar to IMA, making its measurement cost close to that of IMA.
When using the on-request strategy, the measurement is only used for the cur-
rent attestation request. SAConf does not need to store the result and extend
PCRs to protect it, so the cost is much lower.

The checking stage is only necessary for SAConf. With the on-load strategy,
after retrieving the previously measured and stored result, SAConf still needs
to get the specific PCR and verify the result accordingly; while this operation
is not necessary when using the on-request strategy. Therefore the cost of the
latter is much lower than that of the former.

With respect to the reporting stage, the cost of SAConf and IMA is close. In the
reporting stage, SAConf needs to invoke the TPM to generate a signature as evi-
dence, while IMA needs to get a signed PCR from the TPM. Both need the signing
operation of the TPM, which contributes to more than 99% of the cost of this stage.

The last column shows the responding time, namely the time from an attes-
tation request being received to the final result for the request being returned.
For SAConf with the on-request strategy, the responding time includes the time
spent in all stages; for SAConf with the on-load strategy, it includes the check-
ing and reporting stages; while for IMA, it only contains the reporting stages.
But from the result we can see that there is no big difference between their
responding time.
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Consequently, although some operations of SAConf, such as measuring for
each attestation request, parsing configuration files and checking semantically,
may cause extra time cost, it has little compact on the total performance because
the majority of time overhead is spent by the TPM.

5 Related Work

Establishing trust among platforms is an important requirement in distributed
environment. This is usually done by the attestation technologies. There have
already been a lot of attestation approaches proposed.

Some approaches are based on secure hardware. TCG has developed TPM [20],
a secure chip that has been shipped with many platforms. Based on TPM TCG
proposed a hash-based integrity-proving mechanism [21]. The hashes of files,
including executables and configuration files, are computed at the load time,
and reported to the remote platform later as the trust evidence.

TCG’s proving mechanism has been widely adopted. TPod [8] implements
extensions to the grub bootloader to measure the sequence of code loads that
bring up the operating system, and it stores these measurements in the TPM
to protect them from tampering by software. The TPM can create signed mes-
sages that enable a remote party to verify the code loads measured by TPod.
IMA [14] steps further by extending integrity measurement and verification up
to the application level. Sailer et al. limit clients’ access to the corporate network
according to their integrity property [13].

Some researches attempt to make improvements to TCG’s mechanism.
Property-based attestation [12, 11, 1] concerns with the platform’s property, such
as security level, rather than the hashes of loaded files. A trusted third party is
introduced to map hashes to platform’s properties. Through the property-based
attestation, [11] intends to protect the attestor’s privacy. Instead, in SACon we
use the privacy policy mechanism to do so.

Semantic remote attestation [4] attempts to attest to the program’s behavior,
rather than the integrity of its executable and configuration file. The approach is
based on language-based trusted virtual machines (VM). It utilizes the high-level
semantic information contained in the portable code to deduce the program’s
behavior. Although we all use the word ”semantic”, it has different meanings.
In semantic remote attestation it means the information in executables, while in
SACon it denotes the information in configuration files.

Attesting to executables will also encounter the problem of multiple versions,
though this problem is not so serious as that of configuration files. Some re-
searches have identified and tried to solve this problem. Terra [3] uses a VM
based approach, which provides trusted VMs and normal VMs simultaneously,
running high security-level and low-security level applications separately. The
challenger only needs to verify the software stack in trusted VMs, so the hashes
that the challenger needs to store are reduced. PRIMA [5] extends the IMA
by coupling IMA to SELinux policy [7]. The number of measurement targets
is reduced to those that have information flows to trusted objects. BIND [19]
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allows programmers to mark out the critical code region through an attestation
annotation mechanism. Only the hashes of the critical regions are computed and
reported. These regions are more stable than other code and data regions. How-
ever, all these approaches focus on the attestation of executables. None of them
can solve the problem of configurations effectively.

The attestation result can only prove the transient trust state, but not per-
sistent state. BIND [19] attempts to prolong the trust state by moving attested
code into a sand-boxing to protect its execution. However BIND only concerns
with code, but not configurations. SACon mitigates this problem by providing
the challenger with the capability of requesting the attestation at any moment.
The challenger can send requests periodically or at random time.

In addition to hardware based approaches, there have also been some pure
software approaches proposed. Genuinity [6] explores the problem of detecting
the difference between a simulator-based computer and an actual computer.
Genuinity relies on the premise that the program execution based on simulator
is bound to be slower than that based on the actual computer. The execution
time of a specific function that computes the checksum of memory is used as
the evidence to make the attestation. However, Shankar et al. shows that side
effects are not enough to make the attestation [18]. Pioneer [15] also relies on the
execution time to perform the attestation. A deliberately designed verification
function and a challenger-response protocol are used to establish the dynamic
root of trust, which can ensure the succeeding code execution. TEAS [2] sends
a randomly selected code segment, rather than a fixed function, to the remote
platform, and determines the genuineness of the remote platform according to
the returned result and the consumed time.

SWATT [16] is a technique proposed to perform attestation on embedded
device with simple CPU architecture. It uses a well-constructed verification
function so that any attempt to tamper with it will increase the running time.
There are still some other attestation approaches proposed for embedded sys-
tems [10, 17, 22].

6 Conclusion and Future Work

Trust attestation of a software system must take its configuration into account.
Existing attestation approaches can not attest to the software configuration ef-
fectively because of high storage overhead and inability to prove the latest states
of configurations that can be modified dynamically.

In this paper we propose SAConf, a semantic attestation approach, to over-
come these problems. The key contribution of SAConf is that it integrates se-
mantic checks with TCG’s hardware-based proving mechanism. The genuineness
of the checks is proved by a TPM-based mechanism. The challenger’s trust poli-
cies are also represented semantically, reducing the space complexity from ex-
ponential to linear. Besides, we introduce an on-request measurement strategy,
which can accurately reflect the trust state at the moment when the request is
processed.
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We demonstrate the feasibility of SAConf by implementing a prototype. Ex-
periments show that SAConf could reduce the storage overhead significantly
compared to state-of-the-art approaches, only with a very little time cost in-
crease.

Currently we have developed a trust policy representation scheme for entry-
based configurations. Schemes for other configuration forms, such as rule-based
and command-based configurations, still need to be developed, and could be
very different from this one. In future we will study these configuration forms
and develop proper schemes for them.
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Abstract. Property based attestation is an extension of the proposed trusted com-
puting attestation mechanism where binary measurements are abstracted to mean-
ingful platform properties. In this paper, we propose ALOPA - Authorization
Logic for Property Attestation, a logic based language for the specification and
evaluation of authorization policies using properties in trusted platforms. Access
control policies specified using ALOPA govern the access of platforms to re-
sources on the basis of the platform’s identity and a collection of rules based
on platform properties, which determine, for any platform and any resource, the
types of accesses the platform is allowed on the resource. Such an approach seems
promising for developing secure distributed applications using property attesta-
tion based authorization for trusted platforms.

1 Introduction

An important requirement for information security is the protection of data and re-
sources from unauthorized disclosure and modification, while ensuring that legitimate
users have access to authorized resources at all times. In systems where information is
distributed, when one entity requests a resource from another, the receiving entity needs
to address at least two fundamental questions. How does one believe that the requesting
entity is the one that it claims to be and does the requesting entity have appropriate
privileges for the requested service? These two questions relate to the issues of authen-
tication and authorization. The authorization requirements in distributed applications
are much richer than that of authentication both in terms of the types of privileges re-
quired and the nature and degree of interactions between the participating entities. Over
the years, many different authorization systems have been developed to suit different
access control requirements.

Typically, authorization systems use attributes or credentials associated with a user
(human being) to control access to resources. For example, passwords, certificates and
bio-metric information is used to prove that the necessary privileges are held for a re-
quest to be serviced. If the system is convinced that the user is legitimate, it will allow
access to the requested resources. Such authorization systems however make a funda-
mental assumption that the underlying computing platform of the user is ‘secure and
trusted’. The authorization system assumes that the hardware, OS and all applications
running on the user’s system are safe and will not cause any harm to it or its system
and resources once the user has been authorized. In some sense, the user and the user’s
platform are considered as one single entity for authorization. In the current networked
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world, such assumptions are clearly inappropriate because computing platforms are
becoming more and more susceptible to changes that are outside the control or knowl-
edge of its (legitimate) user due to malicious software. The challenge is then, how can
one reason about the identity, integrity and security of a platform in the distributed
world when platforms are vulnerable to dynamic changes affecting their behaviour.

One recent advancement to address this issue has been the initiative from the Trusted
Computing Group or TCG. The stated goal of trusted computing technology [1] is to im-
prove the security and trustworthiness of computing platforms. It provides mechanisms
to perform certain cryptographic functions and to protect secret keys and data of the
platform. Perhaps, the most important feature of trusted computing is its ability to vali-
date the configuration of a platform [1]. It has special processes that securely collect and
report information about the correctness of the system configuration in order to prove
its validity to a third party. Using the reported information, the third party may decide
whether it wants to continue communicating with the platform or not. This can be con-
sidered as the first step to authorizing computing platforms. In this paper, we present an
authorization language, ALOPA - Authorization Logic for Property Attestation that can
be used to specify and evaluate authorization policies taking into account the state of the
platform. Policies specified using ALOPA govern the access of platforms to resources
on the basis of the platform’s identity and a collection of rules (based on platform prop-
erties) which determine, for any platform and any resource, the types of accesses the
platform is allowed on the resource. ALOPA is simple yet powerful enough to capture
all access control requirements based on the components, properties of components and
their relationships in a given platform.

The rest of the paper is organized as follows. Section 2 provides a brief overview
of some of the basic concepts in trusted computing platforms and attestation. Section 3
describes the ALOPA language in detail. Section 4 outlines the authorization derivation
mechanism along with two algorithms for policy resolution and evaluation. Section 5
considers a small application scenario to illustrate the use of ALOPA. Finally, the paper
concludes in Section 6 .

2 Trusted Computing and Attestation

Trusted computing technology aims towards providing techniques for achieving secu-
rity using hardware in computing platforms. Trusted platforms can securely store se-
crets and data using a special chip called the Trusted Platform Module (TPM) that is
embedded in the motherboard at the time of platform manufacture. They can also col-
lect and provide evidence on the state of the hardware, firmware and software the are
installed on the platform. When a trusted platform boots, all processes starting from
the boot measure the next process to be loaded. All measurements are in the form of
a 160 bit hash that are stored inside special registers called the Platform Configuration
Registers (PCR) within the TPM. A log of the measurements is also stored outside the
TPM in local storage. When a third party wishes to learn the state of a trusted plat-
form, it initiates a process known as ‘attestation’. During attestation, the TPM collates
the requested PCR values, the measurement log and the reference measurements for
each component measured into an Integrity Report (IR). When the host receives the
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report, it validates each individual measurement using the log and the reference values
to determine if the components inside the platform are in the expected state.

Recently, TCG attestation technique has become a much debated topic. Researchers
believe that measured hash values are only a representation of the program implementa-
tion rather than the program properties which are more important for security. This will
favour certain implementations (like paid software to open source) and not others even
though both may provide similar security features. Also, hash values are cumbersome
and are only machine understandable which makes their usage in security policies hard.
For example, if a software application has one security property and dozens of hash val-
ues that correspond to a software state that guarantees that property, then it easier to write
security policies using the property rather than the hash values. This led to the proposal
of the property based attestation [2] [3] [4] mechanism as an extension to the attestation
technique. Using property based attestation, it is possible to prove that the availability
of a certain hash measurement guarantees the availability of a certain security property
thereby abstracting low level binary values to more meaningful attributes.

Property based attestation may be realized using different design choices. In this pa-
per, we use the following simple protocol. Initially, A manufacturer produces a software
component C for a trusted platform T P and provides its expected hash measurement
H as a reference value. Then a certification authority CA certifies that the component C
with hashH has certain propertyP . This certificate is denoted by CertCA := (C,H,P).
Sometime later, an attestation requester wishes to learn what security properties are
present in C before it can start communicating with T P . T P provides the attestation re-
quester with its Integrity Report (IR) and CertCA. The attestation requester first verifies
if the platform measurements match the manufacturer’s reference measurements H. If
so, the requester concludes that C has property P as certified in CertCA. If not, it may
not communicate with T P . A similar but slightly modified protocol is used in [5]. Here
the verification of the integrity report and the property certificate is performed by a third
party and the result alone is delivered to the attestation requester. Chen et. al [6] pro-
vide a protocol based on zero knowledge where the attestation requester can verify that
a trusted platform satisfies a property without actually learning the hash values in the
integrity report and the property certificate (thereby hiding the hash for better privacy).
Sadeghi et. al [3], also propose a variation of the protocol where the TPM of the attest-
ing platform itself securely verifies the IR and the property certificate, and generates an
attestation certificate with the result which is then provided to the requester.

3 Authorization Logic for Property Attestation (ALOPA)

Logic programming has long been used to express access control policies as they pro-
vide mathematically well-founded semantics and sufficient flexibility to define policy
rules. In logic, the authorization problem is expressed in terms of finding proof of a
particular formula representing the permissions associated with resource access and
a collection of suitable axioms representing policies. Credentials relevant to decision
making become additional hypothesis to be used in the proof realized. Some popular
authorization languages that are based on logic include RT [7], SD3 [8], BINDER [9],
ASL [10], SDSI/SPKI [11] and TPL [12]. While the language itself is used to define



ALOPA: Authorization Logic for Property Attestation in Trusted Platforms 137

authorization policies, the decision is derived using an authorization engine. The engine
accepts the policies, the request and the credentials supporting the request as inputs to
arrive at the authorization decision.

Most authorization languages of today are designed for requestors that are human
users or alike. This is obvious considering that human users place most requests for
access to resources and hence the need to be controlled. The authorization policies are
suited to better express conditions associated with the users and the authorization engine
accepts the necessary user based credentials. For example, many popular authorization
languages focus on features like role based access, delegation of rights, credential dis-
covery, separation of duties, joint action policies and chinese wall policies while ac-
ceptable credentials include role and identity credentials, passwords or even biometric
information. In the context of trusted computing platforms, authorizations can be at two
different levels, namely the authorization of the user of the trusted computing platform
and the authorization of the trusted computing platform itself. While legacy authoriza-
tion languages are able to address the first requirement well, we believe that they are not
suited for the second requirement, given the specific characteristics of trusted platforms.
The languages can either be extended to address these specific requirements or may be
used in conjunction with a separate policy language targeted for trusted platforms. In
this vein, we have proposed a small language called ALOPA, which stands for Autho-
rization Logic for Property Attestation in trusted platforms. ALOPA combines property
based attestation and authorization of platforms. Access control policies specified us-
ing ALOPA govern the access of platforms to resources on the basis of the platform’s
identity and rules based on platform properties, which determine, for any platform and
any resource, the types of accesses the platform is allowed on the resource. ALOPA can
then be used in conjunction with any user based authorization system.

What is protected? The notion of a resource requiring protection in ALOPA is simi-
lar to that of any traditional authorization system. A resource can take different forms
depending on the context in which the authorization is used. For example, in a peer to
peer model, it is a file that is shared among peers, in a web service model, it is a web
service, in a grid model, it is a piece of data requiring computation from grid nodes, or
in a network access protection model, it is the network itself.

What to protect against?As discussed earlier, ALOPA protects resources not from
unauthorized users but from unauthorized platforms. Each platform requiring access to a
resource is to provide authentication and authorization credentials in order to gain access.
A trusted platform is shipped with an Endorsement Key (EK) credential that is generated
at the time of a platform manufacture. The private part of the key is stored inside the TPM
and never leaves it. The TPM can then generate more private-public key pairs known as
the Attestation Identity Keys (AIK). Using the EK credential, the platform is able to prove
to a privacy CA that it is a genuine TPM, it stores the private AIK and gets the public AIK
certified. We refer the reader to [1] for more details on the generation of EK and AIK key
credentials. The public AIK credentials can then be used as authentication credentials
for trusted platforms. Because a platform can generate any number of AIK credentials,
producing a random AIK credential at the time of authorization can only prove that the
requester is a genuine trusted platform. Alternatively, should the AIK credential be used
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for the identification of the trusted platform also, then the platform should produce the
same AIK credential for every request. Authorization credentials provide proof for prop-
erties satisfied by a platform. Authorization credentials are Integrity Reports and Property
Certificates that are discussed in detail in Section 3. First, we provide some definitions.

Definition 3.1. Platform - The term platform is short for a trusted computing plat-
form. A platform is a collection of all hardware (including the Trusted Platform Module
(TPM)) and all software elements installed on it.

Definition 3.2. Component - Each hardware and software element inside a platform is
termed as a platform component. Each component performs a specific function, either
individually or when combined with one or more components of the platform.

Definition 3.3. Composition - The term composition refers to the act of interconnecting
one or more components of a platform in a certain fashion.

The process of composition is an iterative one. First two components are connected. The
resultant is considered as a new component and then another component is added to it.
This procedure is repeated until the entire platform is built. With respect to security, it
is easier to verify individual components’ properties (which are smaller in size) rather
than attempting to verify one large monolithic system. The goal of secure composition
process is to ensure that a composed system preserves the security properties of the
individual constituent components. This is in general difficult to achieve and designing
securely composable properties is not a trivial task.

Definition 3.4. Property - A property is defined as any attribute, characteristic or be-
haviour associated with a component or a platform. In this paper, a property is repre-
sented in the form pn pv where pn is the name of the property and pv is the value of
the property.

In the context of security, we think of a property as a security service, mechanism or a
function that is used to achieve a specific security goal. For example, if we consider data
confidentiality as a security service and encryption as a security mechanism that can be
used to provide the confidentiality service, then both data confidentiality and encryp-
tion can be thought of as security properties supported by a component. Alternatively,
we may look at other definitions as defined in the Common Criteria specification for
security functional requirements [13]. Common criteria classifies the security require-
ments into four levels namely Security Class, Security Family, Security Component
and Element. A Security Class is on the top of the security hierarchy and includes a
Security Family that addresses a particular security objective. A Security Family in turn
consists of the Security Components (different from the components of a trusted plat-
form). These Components are used to achieve the objectives of the Security Family.
Every component further consists of Security Elements that enable the Components
to realize the security objective. For example, user data protection is a Security Class,
data authentication is a Security Family, basic data authentication is a Security Com-
ponent and mechanisms like digital signatures are Security Elements of the Security
Component. Essentially, each of these are security properties that are desirable from a
software component. We now define the following policy expressions that are supported
in ALOPA.
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1. Properties of platforms - ALOPA supports access control rules based on the prop-
erty requirements of a platform. Access to a resource is determined by the satisfac-
tion of one or more properties by a platform.

2. Properties of components - ALOPA supports access control rules based on the
property requirements of individual components of the platform. Access to a re-
source is determined by the satisfaction of one or more properties by one or more
components of the trusted platform.

3. Binary measurement values - ALOPA supports access control rules based on
the hash values of components. These rules are particularly useful to abstract pre-
known hash measurements of a component to the properties that are satisfied.

4. Properties to properties - ALOPA supports the abstraction of one property to an-
other related property. For example, Nagarajan et. al describe a pyramid model
where low level properties can be abstracted to more meaningful high level proper-
ties [4]. Here, implementing an encryption algorithm (thereby satisfying encryption
property) may be abstracted as providing confidentiality property. Such expressions
are useful when many low level properties are combined to form a high level prop-
erty (which is usually the case in normal implementations where many smaller
functions or programs are combined to form larger programs).

5. Targets for properties - The language supports the expression of properties of a
component bound to a specific target.

Definition 3.5. Target. A target is a subject or an object to which a property of a
component or a platform is bound to.

For example let us consider an authentication system where all users are authenti-
cated using passwords and all log in attempts are recorded. Here, the authentication
system (component) supports authentication (property) of all users (targets). The
system (component) securely logs (property) all login outcomes (target).

6. Prerequisite conditions - ALOPA supports the expression of prerequisite condi-
tions for a component or a platform to satisfy a given property.

Definition 3.6. Prerequisite. A given property of a component or a platform is
satisfied only if all the prerequisite properties have been satisfied.

For example, for secure audit data generation (property), a reliable time stamp gen-
erator is a prerequisite.

7. Composition of properties - The language supports the expression of composi-
tion [Definition 3.3] of components and properties in a platform. The outcome of
a composition is different depending on the components and the properties that are
composed. For example, if we imagine that there exists two components a and b
that satisfy two different properties pa and pb respectively. When a and b are com-
posed together, a new component c is generated that does not satisfy pa and pb but
satisfies pc. Such conditions are useful to express authorization policies. Without
such conditions, one can interpret that c also satisfies pa and pb. Determining the
outcome of a composition is beyond the scope of this paper. Some literature on
composition can be found here [14],[15]. In ALOPA, we assume that compositions
and their outcome are pre-known to the policy administrators. (This is a reasonable
assumption because policy administrators are not expected to perform such tasks)



140 A. Nagarajan, V. Varadharajan, and M. Hitchens

and ALOPA is used only to express such conditions. The following preliminaries
are defined in ALOPA.

1. Constant Symbols: Every member of PF ∪ C ∪ P ∪ T ∪ O ∪ A ∪ PER ∪
N is a constant. Here, PF is a set of platforms, C is a set of components, P is a set
of properties, T is a set of targets, O is a set of objects, A is a set of actions, PER
is a set of permissions and N is a set of natural numbers. Each member of the set
is represented in the form seti where i is a member of the set N. For example, pf1,
pf2 ........pfn represent the members of the set PF.

2. Variable Symbols: We define seven sets of variable symbols Vpf , Vc, Vp, Vt, Vo,
Va, Vper ranging over the sets PF, C, P, T, O, A, PER respectively.

3. Predicate Symbols: The following predicate symbols are defined in ALOPA. Each
n-ary predicate symbol is represented as p(t1, t2, ...tn) where p is the name of the
predicate and n is its arity.

(a) HasC is a binary predicate symbol. Both the arguments of HasC are members
of C. The predicate defines a hierarchal relationship between two components
in a given platform. For example, HasC(c1, c2) is read as component ‘c1’ has
(or contains) the component ‘c2’.

(b) HasPF is a binary predicate symbol. The first argument is a member of PF and
the second argument is a member of set C. It defines a hierarchal relationship
between a platform and a component. For example, HasPF (pf1, c1) is read
as a platform pf1 has the component c1.

(c) IFlow is a ternary predicate symbol. The first two arguments are members of
C and the third argument is either ‘read’ or ‘write’. The predicate defines a
relationship between two components based on the type of information flow
between them. For example, IF low(c1, c2, write) is read as component c1
writes to c2.

(d) SatC is a ternary predicate symbol. The first argument is a member of C, the
second argument is a member of P and the third argument is a member of T. It
defines the relationship between a component and the property it satisfies for a
given target. For example, SatC(c1, p1, t1) is read as component c1 satisfies a
property p1 for the target t1. Target field is optional.

(e) SatPF is a ternary predicate symbol. The first argument is a member of PF, the
second argument is a member of P and the third argument is a member of T.
It defines the relationship between a platform and the property it satisfies for a
given target. For example, SatPF (pf1, p1, t1) is read as platform pf1 satisfies
a property p1 for the target t1. Target field is optional.

(f) PreReq is a sestary predicate symbol. PreReq defines the ‘prerequisite’
relationship between two SatC predicates. For example, PreReq((c1, p1, t1),
(c2, p2, t2)) is equivalent to ¬SatC(c1, p1, t1) ← ¬SatC(c2, p2, t2).

(g) Do is a quaternary predicate symbol. The first argument is a member of PF,
second argument is a member of O, third argument is a member of A and the
fourth argument is a member of the set Permissions = {allow,deny}. It defines
the authorizations that are held for each platform on each object. For example,
Do(pf1, o1, a1, allow)s is read as platform pf1 is allowed to perform action a1
on the object o1.
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Every n-ary predicate symbol of the form p(t1,t2,...tn) is termed as an atom. The
term literal is used to denote an atom or its negation. For example, HasC(c1, c2) and
¬HasC(c1, c2) are both examples of literals. We use Horn-Clause logics [16] to repre-
sent our rules in ALOPA. All rules are restricted to the form head ← body, where ←
is a right-to-left implication symbol, head is a literal, body is a conjunction of literals
and the head of each rule is the consequent of the body. If the head is empty, then the
rule is a fact.

Definition 3.7. Component-Property (CP) Rule- A CP rule is a rule of the form:

SatC(c, p, t) ← L1 ∧ L2 ∧ ....Ln.

where c,p,t are elements of the sets C,P and T respectively, n ≥ 0, L1....Ln are either
SatC or HasC literals (a) A rule with a SatC literal in the body indicates the abstraction
of one property to another. The component in the head and the body must be the same.
Examples (a) and (b) illustrate this. (b) The rule may also be used to show that a com-
ponent may satisfy one property if one of its sub-component satisfies the same (or a
different) property. This is shown in example (c) below. Note that the rule may contain
any number of literals.

(a) SatC(c1, p1, t) ← ∀t ∈ T : SatC(c1, p2, t)
(b) SatC(Browser, T rusted T rue) ←
SatC(Browser, Hash e2c182bbb85c2e3a5fcae1936c5900cf91dd7743)
(c) SatC(c1, p1, t) ← ∀t ∈ T : SatC(c2, p2, t) ∧ HasC(c1, c2, t)

First rule reads as: for all possible targets, for a component c1 to satisfy a property
p1, c1 must satisfy a property p2. For example, an application (c1) that can perform an
AES algorithm (p2) can perform encryption (p1), a browser (c1) that can perform SSL
(p2) is expected to be secure (p1), a Web service (c1) that can perform identify based
authentication (p2) can perform authentication (p1). This rule is particularly useful for
abstracting properties at one level to properties at a different level as already discussed
(security mechanism based property to security service based property etc). The second
rule transforms the 160-bit binary measurement of a browser component to a property
(trusted) of the component. The third rule reads as: for all possible targets, for a compo-
nent c1 to satisfy a property p1, c2 must satisfy p2 and c1 must contain c2. For example,
an application (c1) can perform auditing operations (p1) of all the inputs and outputs (t)
if it (c1) contains another sub-component (c2) that records all audit logs (p2).

Definition 3.8. Platform-Property (PP) Rule 2- A PP rule is a rule of the form:

SatPF (pf, p, t) ← L1 ∧ L2 ∧ ....Ln.

where pf,p,t are elements of the sets PF,P and T respectively, n ≥ 0, L1....Ln are either
SatC, SatPF or HasPF literals. (a) A rule with a SatPF literal in the body indicates the
abstraction of one property to another. The platform in the head and the body must be
the same. Example (a) illustrates this. (b) The rule may also be used to show that a
platform may satisfy one property if one (or more) of its component satisfies the same
(or a different) property. This is shown in example (b) below. Note that the rule may
contain any number of literals (as in example (c)).
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(a) SatPF (pf1, p1, t) ← ∀t ∈ T : SatPF (pf1, p2, t)
(b) SatPF (pf1, p1, t) ← ∀t ∈ T : SatC(c2, p2, t) ∧ HasPF (pf1, c2)
(c) SatPF (pf1, p1, t) ← ∀t ∈ T :
SatC(c2, p2, t)) ∧ HasPF (pf1, c2) ∧ (SatPF (pf1, p3, t)

Rule (a) reads: A platform pf1 satisfies the property p1 if the platform also satisfies
property p2. For example, in the context of network admission control, a platform (pf1)
is considered known (p1) if it has an IP address x (p2). Rule (b) reads: a platform can
have a property p1 if it has a component c2 that satisfies another property property p2.
For example, a platform is considered to be safe (p1) if it has an antivirus software (c2)
which is up-to-date (p2). Rule (c) adds an extra condition to Rule (b) that the platform
must also satisfy property p3. For example, a platform is considered to be safe (p1) if it
has an antivirus software (c2) that is up-to-date (p2) and if the platform is known (p3).

Definition 3.9. Access Control Rule- An access control rule is a rule of the form:

Do(pf, o, a, per) ← L1 ∧ L2 ∧ ....Ln.

where L1....Ln are SatPF literals. An authorization rule is used to specify the authoriza-
tion permissions for a platform based on the properties satisfied by the platform.

(a) Do(pf1, a1, o1, per1) ← ∀t ∈ T : SatPF (pf1, p1) ∨ SatPF (pf1, p2)

Rule (a) reads: a platform pf1 has the permission per1 to perform an action a1 on
an object o1 if the platform either satisfies property p1 or property p2. For example, a
platform (pf1) is allowed (per1) to connect (a1) to a network (o1) if it has the IP address
x.x.x.x (p1). Table 1 provides a summary of the literals allowed for CP, PP and Do rules.

Definition 3.10. Authorization Specification

An authorization specification is a collection of authorization rules that have been de-
fined in Section 3. The authorization specification determines whether an action request
is allowed or denied for a trusted platform. Formally, An authorization specification lan-
guage for property attestation is a set of CP, PP and Access Control rules.

Table 1. Literals allowed for CP,PP and Do rules

Literals in CP rules
Sat literals SatC
Has literals HasC

Literals in PP rules
Sat literals SatC,SatPF
Has literals HasPF

Literals in Do rules
Only Sat literals SatPF
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4 Authorization Derivation

An authorization logic program in ALOPA comprises of a set P of program clauses.
The set P consists of a set of rules and set of facts. The program together with a query Q
describes the deduction. For example, if Program Clause P, Facts: e.g. a, b, Rules: e.g
c ← a∧ b, Query Q and Goals: e.g. c. The subsequent behaviour of the logic program
is based on establishing the deduction using rule resolution [17], i.e by showing that
the set of clauses {a, b, c ← a ∧ b,¬c} is unsatisfiable. Facts in ALOPA are PreReq
predicates as defined in the section above. The rules in ALOPA program are either CP,
PP or access control rules as defined in the section above. A query is a request for
permission to access a resource that is protected by the authorizer. A query is usually
accompanied by the authorization credentials. A rule resolution determines if the query
is satisfiable (and hence the goal achievable) given the set of facts and rules.

In this section, we discuss about the authorization credentials and rule resolution. A
query is first made by a trusted platform, also called the Attesting Party (AP). The query
is received by an authorizer, also called the Attestation Requester (AR). AR protects
resources for which AP requests access. AR administers ALOPA policies and runs an
ALOPA authorization engine. When AR receives a query from AP, it forwards the query
along with AP’s credentials to AR’s authorization engine. The authorization engine uses
resolution rules to determine if the query is satisfiable. Once the evaluation is complete,
it forwards its decision to AR based on which access is either allowed or denied.

Authorization credentials: Authorization credentials determine if a platform has the
necessary attributes for a request to be serviced. Property certificates defined earlier
provide evidence for properties that are satisfied by a platform or a component. A prop-
erty certificate is issued by a trusted third party who believes that a property is available
in a platform/component. Property certificates are issued either for the entire platform
or are issued for individual components. In the case of a platform, a property certifi-
cate contains information about the identity of the platform and the properties that are
satisfied by the platform. The property certificate issued for a component includes infor-
mation about the identity of the component, the properties satisfied by that component
and a list of sub-components of the certified component. This is because, AR can not
only be interested in the properties of the main component but also in the properties of
the sub-component. Then, the property certificate can be used to determine the HasC
relationships of the components. For example, let AR define a policy that AP’s kernel
and the kernel’s sub-component - kernel configuration file should be integrity protected.
Then AP should present AR with a property certificate of the kernel (that determines
if the kernel is integrity protected and what its configuration file is) and the property
certificate of that configuration file. (It should be noted that the sub-component should
present its own property certificate that proves its integrity.) An Integrity Report is also
an authorization credential in the context of trusted platforms as they provide evidence
for the hash value attributes of the components. Now, given the integrity report and the
property certificates, the authorizer must to derive the following information.

1. HasPF: The Authorizer derives the HasPF information from the Integrity Report.
Please recall that IR is a report that is generated at the time of attestation with the
list of components measured along with their measurements. Using this list, the
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authorizer derives the HasPF literals and stores them as derived facts in a derived-
facts base. This information will then be used by Algorithm 1 for resolution.

2. HasC: The Authorizer derives the HasC information using the Property Certificates
of a component. HasC defines what sub-components are present in a main compo-
nent. Using this list, the authorizer derives the HasC literals and adds them to the
derived-facts base. This information will be used by Algorithm 2 for resolution.

3. SatPF and SatC: The authorizer derives the SatPF and SatC information from
the property certificates of the platform and components respectively. It adds this
information to the derived-facts base. This will then used in algorithms 1 and 2 for
resolution.

The following are the steps of resolution in the policy engine. The policy engine begins
the resolution from the Do rule using algorithm 1. It calls the algorithm 2 if necessary.
Any standard resolution algorithm implementation for logic programs like Selective
Linear Definite (SLD) [18] resolution with back tracking may be used to implement
these algorithms.

Algorithm 1. The policy engine starts with the Do rule and reads each literal in the
body of the Do rule.

• For each SatPF literal in the Do rule

− It first checks if the SatPF literal is available as a derived fact. It also verifies
that any pre-requisites for SatPF are satisfied before marking the SatPF literal
as true.

− If the SatPF literal is not found in the derived-facts base, it checks if there
are PP rules with SatPF as head of the rule. It tries to resolve the PP rule to
determine if SatPF is true. This process is recursive.

• For each HasPF literal in the Do rule

− It checks if HasPF is in the derived-fact base. If yes, it marks HasPF as true.

• For each SatC literal in the Do rule or PP rule from step above

− It calls the CP resolution algorithm

• If all literals in Do are true, the algorithm outputs the permissions in Do.

Algorithm 2. The policy engine starts with the CP rule and reads each literal in the
body of the CP rule.

• For each SatC literal in the CP rule

− It first checks if the SatC literal is in derived-facts base. If so, it also verifies
that any PreReqs for SatC are satisfied before marking SatC literal true.

− If the SatC literal is not in derived-facts base, it checks if there are CP rules
with SatC as head of the rule. It tries to resolve the CP rule to determine if
SatC can be satisfied. This process is recursive.

• For each HasC literal in the CP rule

− It checks if HasC is in derived-facts base. If yes, it marks the HasC literal true.
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5 Application Scenario

In this section, we demonstrate the application of ALOPA using an example in the con-
text of network access control. Network Access Control (NAC) is a suite of software
that tries to ensure that every endpoint client that requests access to the network satis-
fies a set of pre-determined security policies. Popular network access control systems
include Microsoft’s Network Access Protection (M-NAP) [19] and Cisco’s Network
Access Control (C-NAC)[20]. In the same vein, the Trusted Computing Group supports
the Trusted Network Connect (TNC) [21] initiative to build an open, non-proprietary
standard that enables the enforcement of security requirements for endpoints connect-
ing to the corporate network. Currently, the use of TPM is optional and decision making
is based only on the integrity report validation. ALOPA is useful to extend such func-
tionality with property based attestation.

A NAC system includes one or many Security Health Validators (SHVs) that perform
health assessment checks on the requesting clients. For example, M-NAP comes with
Windows Security Health Validator (WSHV) that checks for the desirable properties in
a client system. Today, there are also many third party vendors who provide their own
SHV plug-in modules for M-NAP. For example, Blue Ridge Networks provide an Intru-
sion Detection SHV [22], popular anti-virus vendors also provide SHVs like McAfee
SHV, Symantec SHV for enhancing network access control and UNET systems’ UNET
SHV [23] for providing more fine granular network access protection. The Network
Policy Server (NPS) can also define other policies outside the scope of the SHVs. For
example, it can check the IP address of the client and check if the client supports Mi-
crosoft’s encrypted authentication using either MS-CHAP v2 [24]. Table 2 summarizes
these properties in column (a). Columns (b) and (c) provide the corresponding com-
ponent name/ platform id and property names (as used in ALOPA). For every SHV
in NAP, a corresponding Security Health Agent (SHA) component is installed in the
client. The health agents reside in the client system, collect and report information that
the SHV requests for. Using this information, the NPS policy engine makes network
access control decisions.

In such a system, one can think of at least two possible concerns for the client as it
requests connection to the network.

(a) The client may be unwilling to install a third party health agent in its system.
If a client system makes frequent requests to connect to the network, the health agent
usually resides in the client permanently. This may also not be desirable for the client.

(b) Even if the client allows the agent to reside in its system, how can it be sure that
the health agents perform only legitimate tasks and not cause any harm to the system.

Property Based Attestation can be used to address both these concerns. For (a), health
agents may not be installed on the client system. Rather, if the client is a trusted plat-
form, then then it can use property based attestation to prove to the NPS that it satisfies
all the properties requested by the NPS. As discussed earlier, the client can obtain the
necessary property certificates from a certification authority. The certification authority
can vouch that the required properties are available in the client. The policy engine of
the NPS can then use these property certificates to resolve its access control policies. A
few examples of such policies in ALOPA is illustrated here.
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Table 2. Desirable properties of a client system

Windows Security Health Validator (WSHV)
(a) (b) (c)
Property Requirement Component name/Platform ID Property name
If a firewall is enabled Firewall Enabled
If an antivirus is enabled Antivirus Enabled
If the antivirus is up-to-date Antivirus Uptodate
If anti-spyware is enabled Anti-Spyware Enabled
Check if Windows update in enabled Windows Uptodate

UNET SHV
If a file exists in the system File Exists
The file size File Size
The file binary hash measurement File Hash
If a program is installed in the system Program Installed
The version of the Windows OS Windows Version

Network Policy Server
The identity of the platform Platform ID (AIK) Identity
The IP address of the platform Platform ID (AIK) IP
If MSCHAP v2 is supported Platform ID (AIK) EncryptedAuthentication

1. Do(AIK1, Network, Connect, Allow) ← SatPF (AIK1, T rusted)
2. SatPF (AIK1, T rusted T rue) ←

SatPF (AIK1, Known True) ∧ SatPF (AIK1, Secure T rue)
3. Sat(AIK1, Known True) ← SatPF (AIK1, IP 192.70.4.6)
4. SatPF (AIK1, EncryptedAuthentication T rue) ←

SatC(Authenticator, MSCHAPv2 True)∧HasPF (AIK1, Authenticator)
5. SatPF (AIK1, Secure T rue) ← SatPF (Firewall, Enabled T rue) ∧

SatPF (Antivirus, Enabled T rue) ∧ SatPF (Antivirus, Uptodate T rue) ∧
SatPF (Spyware, Enabled T rue) ∧ SatPF (Windows, Uptodate T rue) ∧
SatPF (AIK1, EncryptedAuthentication T rue)

Here, the platform identified by the AIK1 key is allowed to connect to the network if it
is trusted. In order for it to be trusted, it must be a known system and must be secure. A
system is known if it has the IP 192.70.4.6. A system is secure if it has firewall enabled,
if the antivirus is enabled and up to date, if the anti-spyware is enabled, if Windows
is up to date and if the platform supports encrypted authentication. A platform can
support encrypted authenticated if it supports the MSCHAPv2 algorithm. If the client
can provide property certificates and integrity report from which the NPS policy engine
can resolve these policies, then the NPS can be certain that the properties are available
in the client in order to allow access to the requested service.

To address issue (b), both the client and the NPS from where the SHA is installed
should support property based attestation. The health agent can obtain a property cer-
tificate from a certification authority indicating the properties that it satisfies. This can
include properties like absence of malware, the different program calls that the agent
makes in the system, to which servers the agent is allowed to communicate or even bi-
nary measurements . If the client is satisfied with the status of the agent component, it
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allows the agent to be installed. An example of a client policy is given below. Here, the
agent must either produce an integrity report with the required hash or it must produce
a property certificate that proves that its is free from malware.

SatC(Agent, Safe T rue) ← SatC(Agent, Malware False)

SatC(Agent, Safe T rue) ←
SatC(Agent, Hash 5ce2e6f40299204d94dfc0abf19fa8ab52d6c211)

6 Conclusion

In this paper, we have discussed how property based attestation can be used to en-
hance authorization in trusted platforms at the time of access request to resources. We
have proposed a logic language ALOPA for describing and evaluating authorizations
for property based attestation in trusted platforms. ALOPA is used to define access con-
trol policies for trusted platforms such that only platforms with the required properties
are allowed access to the requested resource. Finally, we have demonstrated the use of
ALOPA with a small practical example involving network access control.

As future work, we would like to extend ALOPA in detail to include the IFlow pred-
icates. We are also working on other aspects of the language like conflict resolution.
Then, we would like to investigate if specific conditions in user based authorization
such as Chinese wall policies, delegation, joint action policies are applicable in the
context of property attestation as well. Finally, we would also like to combine ALOPA
based platform authorization policies with traditional user authorization policies for
better security decision making.
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Abstract. The real-time system uses a back-propagation network (BPN) with 
associative memory for recognition and classification in multi-sensors data fu-
sion. This study attempts to apply classification fusion technology to the real-
time signals recognition of multi-sensors data in a wireless sensor networks 
(WSNs) system with a node–sink mobile network structure. These wireless sen-
sor network systems include temperature, humidity, ultraviolet, and illumina-
tion four variable measurements for environment monitoring services (EMS). 
Remote engineers can manage the multi-sensors data fusion using the browser, 
and the WSNs system then classification the data fusion database via the Inter-
net and mobile network. Moreover, the data fields of each sensor node contain 
the properties and specifications of that pattern, except in the case of engineer-
ing components. The database system approach significantly improves classifi-
cation data fusion system capacity. The classification fusion system examined 
here employs parallel computing, which increases system data fusion rate. The 
classification fusion system used in this work is an Internet based node–sink 
mobile network structure. The final phase of the classification fusion system 
applies database BPN technology to processing data fusion, and can solve  
the problem of spurious states. The system considered here is implemented on 
the Yang-Fen Automation Electrical Engineering Company as a case study. The 
experiment is continued for 4 weeks, and engineers are also used to operating 
the web-based classification fusion system. Therefore, the cooperative plan de-
scribed above is analyzed and discussed here. Finally, these papers propose the 
tradition methods compare with the innovative methods.  

Keywords: back-propagation network, wireless sensor networks, environment 
monitoring services, data fusion. 

1   Introduction 

Wireless sensor networks have emerged as a new information-gathering paradigm 
based on the collaborative effort of a large number of sensing nodes. This paper de-
scribes the application of BPN technology in the problem domain of sensor data fu-
sion. A sensor network consists of many spatially distributed sensors called nodes, 
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these nodes are used to monitor or detect various kinds of changes in vibration, pres-
sure, movement or pollutant levels. In this investigation, we design four various sen-
sors in the experiment circuit boards include temperature, humidity, illumination, and 
ultraviolet measurements for EMS. These nodes are usually small and inexpensive in 
order to allow them to be deployed on a large scale. These are sensors usually have a 
wireless link which can be used to extract the information captured by the sensor. 

A sensor node has a small microcontroller, and an energy source, usually a battery. 
In order to meet the objective of these sensors being small and low-cost, resources in 
terms of energy, memory, computational speed and bandwidth are severely con-
strained. The sensors use each other to transport data to a monitoring entity. Because 
each sensor has a limited energy supply, sensors must conserve their energy if the 
network is to last a long time. Wireless, database technology such as queries, and 
networking technology especially, multi-hop routing protocols to communicate with 
other nodes is crucial technologies. Wireless technology is used in a type of network, 
a wireless sensor network. ZigBee is a wireless protocol used by IEEE 802.15.4 asso-
ciation and ZigBee alliance. In this study, the networks need be able to self-organize 
via ZigBee wireless protocol. The same type of aggregate data with variances needs 
to be grouped and fused into a single datum for intelligent interpretation. Major limi-
tations included limited storage and power. A special node which connects to a com-
puter and outside the network is called the gateway node. 

This paper describes the application of BPN technology in the recognition and 
classification of multi-sensors data fusion. The first section of this paper introduces 
and reviews the problem presented by sensor fusion. The second section provides the 
background on BPN and sensor data fusion. The subsequent section discusses the 
domains where neural-network is applied for sensor data fusion varying as wide as 
intelligent waste-water management to military surveillance. We provide a model for 
wide-area surveillance using BPN based multi-sensors data fusion. Finally, we also 
discuss how precise modifications to BPN can improve the classification level of 
sensor fusion.  

2   Related Literatures 

WSNs are composed of a large number of nodes with sensing capability [1]. The 
applicability of such networks includes several areas such as environmental, medical, 
industrial, and military applications. Usually, WSNs have strong constraints regarding 
energy resources and computational capacity. In addition, these networks demand 
self-organizing features to autonomously adapt themselves to eventual changes result-
ing from external interventions, reaction to a detected event, or requests performed by 
an external entity.[2]In general, WSNs are deployed in environments where sensors 
can be exposed to conditions that might interfere with the sensor readings or even 
destroy the sensor nodes. As a result, sensor measurements may be more imprecise 
than expected, and the sensing coverage may be reduced. A natural solution to over-
come failures and imprecise measurements is to use redundant nodes that cooperate 
with each other to monitor the environment. However, multi-sensors data fusion com-
prises theories, algorithms, and tools used to process several sources of information 
generating an output that is, in some sense, better than the individual sources. [3]. 
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This investigation implements a BPN in multi-sensors data fusion for recognition 
and classification. The type of recurrent neural network used is known as the multi-
layer feed-forward network. The BPN provides the basis for nonlinear associative 
memory. Significantly, the BPN is very effective in data fusion for recognition and 
classification. [4] [5] Supervised learning is achieved through the error back-
propagation algorithm. In the literature [6], the authors described multi-source data 
fusion and management for virtual wind Tunnels and physical wind tunnels, the  
system always adopts the latest data fusion and database conceptions via BPN. In 
Loskiewicz et al. researches [7], a diagnostic system design which performs evidence 
aggregation from many sensors in order to automate the interpretation of vibration 
spectra. The decision system proposed is an active system which its module is a BPN 
system. The method proposed is very general and can be used for any problem involv-
ing aggregation of decisions for the purpose of classification. According to  
above-mentioned, the data fusion employed BPN is better than traditions methods in 
recognition and classification based on WSNs. [8] [9] [10] [11] [12] [13][14]. 

3   System Architecture for EMS 

WSNs combining the mobile computing, telecommunication and sensing equipments 
can operate automatically with least power consumption. The WSNs applications 
include the monitoring of wild animals, environment monitoring/forecast and health 
monitoring. This paper intends to use Motes wireless sensor networks, which enable 
data collection covering soil and air humidity, air temperature, light and ultraviolet. 
All data from every sensor can be transmitted via ZigBee network transmission proto-
col, thus forming mobile WSNs. The EMS data are sent back to the rear database via 
wireless network and mobile telecom network, thereby contributing to real-time and 
continuous monitoring of drought. The EMS model decision system automatically 
analyses the environmental drought data and the results are sent to the end users in 
real-time. This reduces human error for a more accurate EMS. In fig.1, sensor node is 
capable of detecting and collecting the environmental data. Sensor node processes the  
 

  

 
Fig. 1. The system architecture for EMS based on WSNs 
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collected data and transmits them to the sink node. Sink node is a gateway node, 
which is responsible for receiving the sensor data and re-transmitting these data to the 
manager node via Internet or mobile networks. Manager node is responsible for proc-
essing and displaying the sensor data. 

Figure 2 depicted our WSN nodes device that comprises the sensing units, process-
ing units, transceiver units and power units. The functionality of the units is described 
as follows. 

(1) Sensing Unit. A sensing unit comprises the sensor and the analog-to-digital con-
verter. The sensor is responsible for detecting and collecting the environmental 
data, which represent with the analog signals. The analog-to-digital converter con-
verts the analog signals into the digital data and sends the data to the processing 
unit. Sensing Unit.: include temperature, humidity, ultraviolet, and illumination. 

(2) Processing Unit. Processing unit comprises the processor and the storage unit. 
Storage unit stores the collected environmental data. Processor processes the data 
according to the pre-defined program codes. 

(3) Transceiver Unit. Transceiver unit is responsible for the communications between 
the sensor devices. 

(4) Power Unit. Power unit provides the electric power and is the most important unit 
of a WSN device. 

 

Fig. 2. These devices of sensor node in EMS are built via our researches 

4   BPN Algorithm for Data Fusion in Recognition and 
Classification 

The acquired data is first subjected to preprocessing step in a sensor node with vari-
ous sensor components. Besides filtering for noise removal, this step also processes 
the signal for achieving invariance to selected inspection parameters. For instance, in 
the case of inspection data fusion at different inspection frequencies the signals are 
first transformed to an equivalent signal at a reference value of the inspection  
frequency parameter. Similarly, the overall classification performance of the system 
can be rendered invariant to other selected parameters [15]. In the second step,  
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discriminatory features in the signal are extracted. Feature extraction serves to reduce 
the length of the data vector by eliminating redundancy in the signal and compressing 
the relevant information into a feature vector of significantly lower dimension. The 
Discrete Wavelet Transform (DWT) is particularly effective at extracting features at 
multiple resolution levels in ultrasonic signals which are inherently non-stationary in 
nature [16]. A second set of features based on Principal Component Analysis (PCA) 
also calculates the statistical properties of a set of neighboring A-scans [17]. 

  

                                (a)      (b) 

Fig. 3. Neural network general neuron and classification model 

Neural networks are perhaps the most commonly used algorithm in automated 
classification of signals [17]. These networks have proved to be extremely effective in 
learning subtle differences in signals from various classes (indications) as shown in 
Fig. 3. A neural network classifier with the error back-propagation training algorithm 
is used in the signal classification system developed in this study. The objectives of 
the paper were focused on demonstrating the four different signals classification sys-
tem on TI CC2430 Chip. The demonstrations were conducted using BPN procedure 
qualification test but on a smaller scale. The final phase of this work will focus on the 
development of a commercial quality windows-based software package for automated 
EMS data fusion. This paper utilizes the most prevailing BPN algorithm to analyze 
the potential degrees for EMS measurements. The BPN algorithm is a typical super-
vised learning network [18], which is to learn the internal reflection and regulations 
between inputs and outputs. The regulations are the synaptic weights of network neu-
rons. For analyzing any new cases, the input values or independent variables are in-
putted into the neural network and get the inferential related output values quickly. 
BPN have three system layers and described as follows: 

(1) Input Layer comprises the inputs of the BPN and represents the initial values of 
decision. 

(2) Hidden Layer comprises the neurons, which are responsible for adjusting the syn-
aptic weights of neuron linkages and determining the suitable synaptic weights. 
To have accuracy results, the hidden layer is composed of several sub-layers to 
learn the internal reflection and regulations between inputs and outputs. 

(3) Output Layer comprises the outputs of the BPN and represents the final decision 
results at this training operation.  
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The control procedure of the EMS based on BPN algorithm divides into the following 
operation steps: 

(1) Set up the network parameters. 
(2) Set up weighted matrixes, i.e., W_xh and W_hy, and the initial values of bias vec-

tor, i.e., θ_h and θ_y, by uniformly random numbers. 
(3) Calculate the output quantity of the hidden layer. 
(4) Set up the tolerant difference quantity between the output layer and the hidden 

layer. 
(5) Calculate the difference quantity, i.e., δ, between the output layer and the hidden 

layer. 
(6) Determine whether the difference quantity between the output layer and the hid-

den layer is greater than the tolerant difference quantity Φ. If the difference quan-
tity δ is smaller than the tolerant difference quantity Φ, the optimal regression 
model is obtained. 

(7) If the difference quantity δ is greater than the tolerant difference quantity Φ, the 
weighted matrixes W_xh and W_hy, and the corrections of bias values θ_h and 
θ_y in the output Layer and the hidden layer have to be computed. 

(8) Revise the weighted matrixes and the bias values in the output layer and the hid-
den layer, and repeat steps (3) to (7) until the difference quantity lies within the 
range of the tolerant difference quantity. 

(9) Finally, compare the correlation of sensitivity correction to find out the optimal 
regression model. 

5   Error Back-Propagation Algorithm for WSNs 

We consider a multilayer perceptron with three layers (input, hidden, output) as 
shown the figure 3. The connection weights between the jth neuron in the hidden layer 
and the kth neuron in the input layer is denoted by wjk.  Similarly the connection 
weights between the ith neuron in the output layer and the jth neuron in the hidden 
layer is denoted by Wjk.  The sigmoidal response function used is 

1
( )

1 exp( 2 )Bf u
uβ

=
+ −

                                            (1) 

Our network receives a 1x24 input vector }{ ; 1,2,..., 24kX x k= = representing a 

16x16 pixel array of a handwritten digit. 
The activation uj of the jth neuron in the hidden layer is 
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The output hj of the jth neuron in the hidden layer is  
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Similarly the activation vi of the ith neuron in the output layer is 
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and the output Oi of the ith neuron in the output layer is  

1
( )

1 exp( 2 )i B i
i

O f v
vβ

= =
+ −

                                    (5) 

The error between the actual output O and the desired output Y is calculated as follows: 

( ) ( ) 2

,

1
( ) ( )

2 i i
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E w y oα α= −∑                                                               (6) 

We train the network to minimize the error E over the training set α  of 100 exam-
ples. The next, we perform the error back propagation algorithm as follows: 

I. Start with random weights 

II. A training vector 1X  is applied to the input. The state of the hidden neurons is 
determined and then propagated to the output layer where the states O are deter-
mined. 

III. We calculate the error from between the actual output O  and the desired output 

Y  and modify the weight matrices as follows:  

'( ) ( )ij i i i i j
ij

E
W y o f v h

W
η η∂Δ = − = −

∂
                                            (7) 

' ' '( ) ( ) ( ( )ij j j k q qj j j k q q q q qj
q q

w f u x W f u x y o f v wη δ ηΔ = − = −∑ ∑            (8) 

IV. Another training vector 2X  is applied to the network and steps II to III are re-
peated 

V. Steps II to IV are repeated for all training vectors 
VI. Steps II to V are repeated until the total error E is below a chosen threshold. 

The resulting output node with the highest activation is interpreted as the perceived 
digit.  Error back-propagation was used to train the neural network on a training set of 
100 digits.  The trained network was then tested on a separate set of 20 digits. Some 
of the parameters explored in the neural network implementation were learning rate, 
momentum parameter, and training iterations. 

6   Parallel Data Fusion Network in Recognition and Classification 

Depending on the sensor network topology, it may be more useful to implement the 
distributed detection or estimation using a tree structure. Tsistsiklis [19] shows that 
the optimal decision rules are still in the form of threshold tests. Tang et al. [20]  
consider the case where the local decisions made at a number of sensors are commu-
nicated to multiple root nodes for data fusion. In the cases discussed above, the  
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information flows in one direction from the sensors to either the single fusion center 
or to a number of root nodes. Even in the decentralized market topology, where nu-
merous sensors report to multiple intermediate nodes, the graph of the network is still 
acyclic. If the communication network is able to handle the increased load, perform-
ance can be improved through the use of decision feedback [21][22]. Pados et al. [21] 
examine two distributed structures: 1.) a network where the fusion center provides 
decision feedback connections to each of the sensor nodes, and 2.) a set of sensors 
that are fully interconnected via decision feedback. The performance of the fully con-
nected network is quantifiably better, but their initial system was non-robust to varia-
tions in the statistical descriptions of the two hypotheses. Robust testing functions are 
able to overcome this problem, and they show that robust networks tend to reject the 
feedback when operating with contaminated data. Alhakem and Varshney [22] study 
a distributed detection system with feedback and memory. That is, each sensor not 
only uses its present input and the previous fed-back decision from the fusion center, 
but it also uses its own previous inputs. They derive the optimal fusion rule and local 
decision rules, and they show that the probability of error in a Bayesian formulation 
goes to zero asymptotically. Additionally, they address the communication require-
ments by developing two data transmission protocols that reduce the number of mes-
sages sent among the nodes.  

Swaszek and Willet propose a more extensive feedback approach that they  
denote parleying [23]. The basic idea is that each sensor makes an initial binary 
decision that is then distributed to all the other sensors. The goal is to achieve a 
consensus on the given hypothesis through multiple iterations. They develop two 
versions of the algorithm; the first is a greedy approach that achieves fast conver-
gence at the expense of performance. The nth-root approach constrains the consen-
sus to be optimum in that it would match that of a centralized processor having 
access to all the data. The main issue is the number of parleys (iterations) required 
to reach this consensus. 

 

Fig. 4. Parallel data fusion network for multi-sensors 
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We examine two particular applications of sensor networks in the context of EMS in 
this paper: 

1. Use of BPN to assist the optimal use of temperature, humidity, ultraviolet, and il-
lumination four variable measurements for EMS. 

2. Use of evolutionary algorithms to identify and classification the parameters for a 
control system. 

Each intelligent sensor suite consisting of multiple sensors in the overall sensor net-
work is capable of making some decisions based on its own inputs. These decisions 
are passed on to higher-level nodes in the control hierarchy for information assimila-
tion or information fusion. These decision-making problems can be formulated as 
hypothesis testing problems in a distributed framework. For optimum results, envi-
ronmental conditions must be optimized for each and every occupied space based on 
its particular environmental forcing parameters (e.g., emissions, intensity of light, 
occupant loads) and the needs of its occupants. The higher fidelity and better resolu-
tion information available from a sensor-rich environment will be processed and em-
ployed for optimal distributed control. We propose the use of neural networks and 
evolutionary algorithms to address some of these problems.  

Design of Fusion Rules 
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Fusion rule: logical function with N binary inputs and one binary output, the number 

of fusion rules is 22
N

  
The possible fusion rules for two binary decisions based on BPN training process. 
Therefore, the optimum fusion rule that minimizes the probability of error is: 
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7   Sensor Data Estimation Using Neural Networks 

This section discusses the estimation of temperature, humidity, ultraviolet, and illumina-
tion four variable measurements in one region of a multi-zone environment using sensor 
readings obtained elsewhere, with BPN trained for the estimation task. This methodol-
ogy can be employed for sensors that measure other environmental attributes for data 
fusion application. Example applications of the problem considered here include: 
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1. Monitoring large areas using a relatively small number of sensors; 
2. Sampling sensors infrequently to save power and communication resources; 
3. Being able to operate the control system effectively even when some sensors 

nodes fail or lose battery power. 
4. Detecting possible failures in some sensors nodes using the readings of other sen-

sors and coordinator. 

Data Collection 
We used a simple experimental test, in which twenty-four wireless nodes, capable of 
measuring the intensity of temperature, humidity, ultraviolet, and illumination, were 
placed in each observational point where our campus. Every node point comprises 
four sensors and a network router. Among four sensors, the fusion center is responsi-
ble for analyzing the collected sensing data. These Data from these ninety-six sensors 
were collected under varying outdoor or indoor environmental conditions, e.g., clos-
ing the window blinds, switching off some lights, and at various times of the day. The 
data collected from the six sensors are shown in Fig. 5. As the numbers of data points 
are relatively heavy, these data points were duplicated and some noise added to them, 
to increase the robustness of the training algorithm by BPN. 

 

Fig. 5. Experiments result in EMS (estimated place: Yang-Fen automation electrical engineer-
ing company at Taichung factory) 

The intensity of four type sensors values in the different factory region are different 
due to different window blind settings, light status and shadowing. Moreover these 
values change dynamically with different indoor and outdoor environmental changes, 
e.g., operating a light switch, changing window blind settings, or changing outside 
light intensity. Since any such change in environmental conditions affects the read-
ings of multiple sensors, we expect that a neural network can be trained to estimate 
readings at multiple locations based on the observation of a single sensor node. 

A one-hidden layer feed forward neural network with sigmoidal node transfer units 
is the prime candidate for experimentation, since such networks have been frequently 
used in other function approximation tasks. We also hypothesize that the hidden 
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nodes in such a network compute features describing environmental conditions,  
essential to the estimation of light intensities at multiple locations; hence the same 
hidden nodes can be connected to different output nodes to estimate the readings of 
multiple sensors. Hence a BPN was applied to estimate the values of three sensors 
based on the readings of a single sensor. 

 

Fig. 6. BPN for estimation of the intensities at neighboring points 

 
The results obtained show that the BPN successfully estimates the intensity of 

temperature, humidity, ultraviolet, and illumination at three neighboring points based 
on the intensity at a single point. Estimation accuracy decreases with increasing dif-
ferences between the environmental conditions at the reference point and at the esti-
mated point. 

Data Fusion 
Estimations made using a combination of readings from multiple sensors are expected 
to result in increased success. For this particular application, our simulation results 
showed that a data fusion model, implemented using a single monolithic BPN module 
with inputs from multiple sensors, was much less successful than a decision data 
fusion model in which the estimations made using single sensors are combined using 
a simple fusion rule, as shown in Figure 7. The absolute error on the training data was 
0.04 and the average mean absolute error on the test data was 0.018 after training for 
400 hours, demonstrating that decision fusion using BPN modules can give a very 
good estimate of temperature, humidity, ultraviolet, and illumination intensity values. 

 

 

Fig. 7. BPN based decision data fusion model for estimation of the intensity of light at a single 
point based on the intensities at neighboring points 
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Fig. 8. Results using the data fusion approach: actual vs. estimated values.(Note: Ninety-six 
Sensors (four type sensors) for Real-time Data Fusion with recognition and classification proc-
ess via BPN.(Estimated time is 400 hr) ). 

Performance Improvement Due to Fusion 
The WSNs was simulated with four category data from each node and the results for 
each of the different test conditions for temperature, humidity, ultraviolet, and illumi-
nation are given in Fig. 9(a) and Fig. 9(b) respectively. The Fig. 9(a) is non-data fu-
sion process and the Fig. 9(b) indicated it have data fusion process. Traditional data 
fusion methods compare with innovative BPN methods, the conspicuous distinction is 
data fusion genuine acceptance rate of the initial stage. This investigates employed 
BPN with training and learning ability that has improved the data fusion efficient for 
EMS based on ZigBee WSNs platform. Figure 10 indicated ZigBee WSNs’ Packages 
analysis and monitoring in this case study refer to our researches.[24]    

 

        

    (a)         (b)   

Fig. 9. Results of traditional data fusion methods compare with innovative BPN methods 
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Fig. 10. The ZigBee Network Packages Analysis and Monitoring 

8   Conclusions 

Sensor networks involve technologies from three related areas: sensing, communica-
tion, and computation (hardware, software, and algorithm).  Lately a lot of research 
work has been done in all of these fields to make sensor nodes more intelligent and 
useful. Wireless Sensor Networks have emerged as a new information-gathering 
paradigm based on the collaborative effort of a large number of sensing nodes. This 
study discusses the classification and fusion approach in WSNs, which BPN based 
feature extraction method is proposed. This method partitions the frequency band in 
different resolution to distinguish the difference in low-frequency band and reduces 
the feature dimensions greatly. The extracted feature expresses stable classification 
rate for different moving condition. Due to the multiresolution property of wavelet 
decomposition can not only eliminate unstable variety of frequency feature, but also 
merge discrepancies. Therefore, weighted BPN classification rule uses the distance of 
feature x and its nearest neighbors to denote the degree committing to each class. This 
can provide more information of x and its neighbors than that of voting BPN rule and 
keeps the merits of non-parametric and easy to use.  

In this study, we design four various sensors in a circuit board which aggregated 
temperature, humidity, ultraviolet, and illumination measurements for EMS around at 
the same time. Our primary network architecture consists of 24 nodes and beacon 
behavior in real-time mode with interval about 0.5 sec. Multilayer perceptrons BPN 
have been applied successfully to solve some difficult and diverse problems by train-
ing them in a supervised manner with a highly popular algorithm known as the back-
propagation algorithm. This algorithm is based on the error correcting learning rule. 
Finally, the sink nodes would process various signal sources for data fusion in recog-
nition and classification via BPN technology.  
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Abstract. Rapid technological advances have enabled the development
of wireless sensor networks for various monitoring tasks. Usually the in-
volved applications are dependant on the location knowledge of the low-
cost sensor nodes, the majority of which are non-beacon nodes whose
positions are yet to be discovered. We present Argus, a light-weighted
position estimation scheme for sensor networks, to address the problem
of localizing non-beacon nodes, with the location references obtained
from a few beacon nodes whose positions are known apriori. We first
determine certain geometric reference points and evaluate them with a
voting procedure. Then the position of a non-beacon node of concern
is estimated with the geometric centroid of the identified most valu-
able reference points. Simulation results show that even when a few of
the available beacon nodes are malfunctioning, our scheme can tolerate
those misleading location references, and still provide a dependable lo-
calization service.

Keywords: Wireless sensor network, beacon and non-beacon nodes,
secure localization, fault-tolerance, dependable computing.

1 Introduction

Recent advances in electronics and wireless communications have made it possi-
ble to deploy tiny-size, low-cost, and multifunctional wireless sensor nodes in a
large-scale field to monitor the ambient conditions such as temperature, humid-
ity, and pressure, in commercial, residential, and military areas. These sensor
nodes are designed to monitor and report local states and events in their vicini-
ties, and a large collection of such nodes form a wireless sensor network (WSN)
in a distributed and self-organizing manner [1]. The WSN has emerged as an im-
portant and also economic means for monitoring the physical world, and it can
be used for various applications like emergency response, energy management,
environmental and medical monitoring, logistics and inventory management, and
battlefield surveillance [2].

J. González Nieto et al. (Eds.): ATC 2009, LNCS 5586, pp. 164–178, 2009.
� Springer-Verlag Berlin Heidelberg 2009
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A sensor node is usually made up of basic components like sensing, data pro-
cessing, transceiver, and power units. It is also common that a sensor node has
a location finding system [1], i.e., so-called localization system [3] [4]. The posi-
tions of sensor nodes do not necessarily need to be engineered or predetermined,
which facilitates random deployment in inaccessible terrains or disaster relief op-
erations (e.g., by dropping nodes from a flying helicopter). Nevertheless, in many
applications (e.g., search and rescue, wildlife monitoring, and target tracking), it
is assumed that after the deployment of the WSN, each sensor node can discover
or estimate its real position. In other words, sensor nodes are generally supposed
to be location aware so as to fulfill relevant monitoring tasks. In this paper, the
notions position estimation and location discovery are used interchangeably.

The importance of sensor localization arises from several factors [3] [4].
Consider applications like building/forest monitoring, where ambient conditions
must be perceived and passed on in a certain integrated manner. It tends to
be meaningless if a sensor merely signals an event like “smoking”, as in such
case it is impossible for actions to be immediately taken. Only when the detec-
tion is combined with the position of the reporting sensor (i.e., the origin of the
event) can we be clearly aware of what is exactly taking place, e.g., where a fire is
about to start. In general, knowledge of senor locations can significantly assists in
many functions like ad hoc routing, network management (e.g., congestion con-
trol), data-centric storage, and key establishment. Therefore, localization plays
an essential role for the development and operation of WSNs.

Recently, quite a few localization schemes have been proposed in the literature
[5, 6, 7, 8, 9, 10], which typically estimate sensor positions by somehow solving
mathematical optimization problems with certain constraints. However, they
generally assume that the location references obtained from benchmark sensors
known as beacon nodes are all reliable, which may not always be the case. For
example, a beacon node mounted on the ceiling of a hall may fall off during an
earthquake, or one in a forest sensor network may be moved off its place due to
heavy rain or a curious animal. For another example, sensor nodes are typically
deployed in unattended, even hostile regions, and are not made tamper-proof
due to cost considerations; besides the fact that sensors are subject to random
failures, it is not unusual that a malicious adversary can compromise some of
them. Malfunctioning beacon nodes may cause significant positioning confusion,
and directly degrade the performance of basic functions like tracking, routing,
and key establishment, and thus may affect many monitoring tasks.

Note that in the presence of capture and compromise, cryptographic techniques
like authentication and encryption cannot effectively protect WSN localization
against attacks; indeed, many cryptographic mechanisms [11, 12, 13] themselves
are based on the assumption that sensor deployment knowledge is available and
trustworthy. Therefore, most localization algorithms use non-cryptographic secu-
rity techniques, and only rely on cryptography as a second line of defense [4].

In this work, we propose a novel localization scheme for low-cost sensor nodes
focusing on service dependability. The design goal is to tolerate a few malfunc-
tioning benchmark (i.e., beacon) nodes, be the malfunction caused by random
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Table 1. Notation

Bi a beacon node, whose static position is claimed to be at (xi, yi)
N the non-beacon node of concern, whose position (x, y) is unknown
(xi, yi, di) the location reference from a beacon node Bi

Oi the reference circle introduced by Bi

P (i, j, k) a reference point generated by Oi and Oj , where k is either 1 or 2
v(i, j, k) number of votes received by P (i, j, k)
a the deviation introduced by a malfunctioning beacon node
c number of malfunctioning beacon nodes
ei the unavoidable physical measurement error regarding (xi, yi, di)
emax the maximum measurement error in a given sensor deployment field
eN the location estimation error of a certain algorithm
l the side length of the sensor deployment field
n number of available beacon nodes
ps the probability for our scheme to switch to the survival mode
r the transmission range of a wireless sensor node

failures or malicious attacks. For readers’ convenience, the symbols and param-
eters employed through the paper are summarized in Table 1.

The rest of this paper is organized as follows. Section 2 introduces involved
terminology and necessary assumptions, as well as some related work. Section
3 presents Argus our light-weighted secure localization scheme, which is based
on some rudimentary geometric principles and a voting process. In Section 4 we
present and discuss our simulation results. Section 5 concludes the paper.

2 Localization in Sensor Networks

2.1 Beacon and Non-beacon Nodes

A sensor network consists of wirelessly connected nodes usually diversely released
to perform various monitoring tasks, where location awareness is inherently one
of the most essential system functionalities. In the typical approach, a small
percentage (due to cost concerns) of the sensors known as beacon nodes are
aware of their positions, e.g., with manual placement or external means like GPS
[3], which serve as the basis for WSN localization. Accordingly, sensors whose
positions are yet to be discovered are called non-beacon nodes. The location
finding system [1] is designed to allow the non-beacon nodes to estimate their
physical positions [3], employing the known locations of the beacon nodes.

Location discovery protocols [5, 6,7,8, 9, 10] usually work as follows. After the
WSN deployment, the beacon nodes broadcast radio signals to their neighbors,
where their own positions are capsulated in the beacon packets. Non-beacon nodes
can then measure the received beacon signals to estimate their own positions.
Again note that although some protocols like [5] adapt to the addition or death of
sensors, they generally assume all beacon nodes are benign ones, while possibili-
ties of beacon packets containing misleading payload from malfunctioning beacon
nodes (due to either random accidents or deliberate attacks) are overlooked.
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2.2 Range-Based Localization

Localization protocols can be divided into range-based and range-free [7] [8]. The
former employs absolute point-to-point position estimates, while the latter only
needs the existences of beacon signals for coarse-grained location discovery (e.g.,
distances between nodes are only counted in hops). In this work we address the
former. For simplicity we consider a static sensor network. Usually all the sensor
nodes are assumed to be randomly distributed on a two-dimension plane, and
such a model has been generally adopted in the literature [3].

We assume the information that a non-beacon node N obtains from a bea-
con node Bi, referred to as a location reference, contains: (i) (xi, yi) the known
position declared by Bi, and (ii) di the distance between the two nodes lo-
cally measured by N from certain physical features of the wireless beacon sig-
nal [3], like received signal strength indicator (RSSI), time (difference) of arrival
(ToA/TDoA), and angle of arrival (AoA) [6]. Note that even in AoA methods,
N can still derive the distances to the beacon nodes [6].

We assume all sensor nodes have the same transmission range r and com-
municate with each other via bi-directional wireless links, and define a location
reference as the triple (xi, yi, di), where di(< r) is the distance measured by N to
Bi claiming at (xi, yi). When N has obtained enough location references, it can
then estimate its own position. Note that although di’s are physically gauged
from beacon signals and only contain predictable measurement errors, the posi-
tions of Bi’s are broadcast to N as payload information in the beacon packets.
Therefore, even if cryptographic technologies are employed, it is still possible
for malfunctioning beacon nodes to declare arbitrary locations, intentionally or
unintentionally.

2.3 Minimum Error Estimation

A typical localization approach is to regard the location references as constraints
that a non-beacon node’s position must satisfy, and the position is estimated
by finding a mathematical solution that meets the constraints with minimum
estimation error. As depicted in Fig. 1, in a Euclidean plane the position of an
arbitrary point (the non-beacon node N) can be uniquely determined by the
distances from at least three non-collinear known points (beacon nodes B1, B2,
and B3). Now we outline the Minimum Mean-Square Error Estimate (MMSEE)
method, which have been adopted in most range-based and even some range-free
localization protocols [5, 6,7,8, 9, 10].

We employ Fig. 1 to illustrate the trilateration localization method. Three
beacon nodes B1, B2, and B3 are preloaded with known positions, which are
then broadcast via beacon signals. We refer to the virtual circle Oi centered at
Bi(xi, yi) with radius di as a reference circle. Now a non-beacon node N needs to
find its location (x, y), which theoretically is the intersection of reference circles
O1, O2, and O3. To discover its position, N measures the distances di’s to the
beacon nodes Bi’s. In real-world applications, due to the inaccuracy introduced
by the physical measurement of wireless signals, the associated measurement
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Fig. 1. The position (x, y) of a non-beacon node N can be determined according to its
distances from at least three beacon nodes, each of which declares its known position
(xi, yi) in the broadcast beacon signal. Theoretically, N is positioned at the intersection
of all the reference circles.

error is unavoidable [3]. For a location reference (xi, yi, di) and N actually posi-
tioned at (x0, y0), we define

ei
def
=

√
(x0 − xi)2 + (y0 − yi)2 − di (1)

as the measurement error. In many cases, instead of ei or −ei we only care the
absolute value |ei|, and we assume in a given WSN it is bounded by |ei| ≤ emax

for any i.
In Fig. 1, with location references (xi, yi, di)i=1,2,3, non-beacon node N can

discover its position (x, y) by finding solutions x and y that minimize the total
squared error E between calculated Euclidean distances and measured distances:

E
def
=

n∑
i=1

(
√

(x − xi)2 + (y − yi)2 − di)2. (2)

In Fig. 1, n = 3 as there only exist three location references. Usually quite a few
(e.g., a dozen of) location references are available, and they help improve the
estimation accuracy. This corresponds to the more general case of trilateration
known as multilateration. The minimum value of the total squared error E is
then achieved when both partial derivatives of E reach 0, and thus (x, y) can be
computed by solving a set of equations:⎧⎨⎩0 = ∂E

∂x = 2
∑n

i=1(x − xi)(1 − di√
(x−xi)2+(y−yi)2

)

0 = ∂E
∂y = 2

∑n
i=1(y − yi)(1 − di√

(x−xi)2+(y−yi)2
)

. (3)

One concern of this method is that solving the equations may incur much com-
putational overhead, which is undesirable for low-cost sensors. Moreover, it is not
so intuitive to apply the MMSEE method to secure localization, as it does not
provide proper context for dependable computing when malfunctioning beacon
nodes may declare misleading positions.
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3 Localization Based on Reference Points

3.1 Preliminaries

The security of sensor localization can be partially protected by cryptographic
technologies. It may be necessary to employ broadcast authentication schemes
like μTESLA [2] or BABRA [13], such that the non-beacon nodes can assure that
the beacon packets are sent from the authorized beacon nodes. Nevertheless, au-
thentication alone cannot guarantee localization security. For example, as sensor
nodes are not made tamper-proof, an attacker may compromise a beacon node
to acquire the cryptographic materials so as to craft authenticated but incorrect
information. For another example, the attacker may replay legitimate beacon
packets, including employing wormhole attacks [13] where packets are tunnelled
from one place to another distant place, so as to skew a non-beacon node’s view of
its surrounding beacon nodes. These crafted or replayed packets bear proper au-
thentication information and they can pass cryptographic checks. Therefore, to
secure location discovery in sensor networks, additional mechanisms are pursued,
which particularly are not explicitly dependant on cryptographic key manage-
ment. Moreover, for low-cost sensor nodes, light-weight algorithms are preferred.

We assume certain broadcast authentication mechanism [2] [13] is readily avail-
able, and we consider the case that a malfunctioning beacon node Bi may mislead
a non-beacon node N into accepting incorrect location reference (xi, yi, di). To do
so, Bi can either declare (intentionally or unintentionally) a wrong position (xi, yi)
in the beacon packet, or manipulate the physical features of the beacon signal (e.g.,
alter the radio transmission power in RSSI based technique) such that the mea-
surement by N results in an abnormal di. Note that in the latter case, the signal
should be neither too strong (otherwise such manipulation will be easily detected
by nearby sensor nodes, either beacon or non-beacon) nor too weak (otherwise the
signal may not reach an intended non-beacon node). As these two attack strategies
are similar in the sense of introducing a misleading location reference (xi, yi, di),
in this paper we only consider the former.

Regarding its own position, a malfunctioning beacon node Bi may introduce
arbitrary deviations into the broadcast coordinates xi and yi, and thus mislead
a non-beacon node N into making a very poor estimation. However, we assume
that one distinct beacon node only declares one location; otherwise it is trivial
for N to detect the malfunction based on inconsistent behaviors of a broadcast-
authenticated Bi. Therefore, whether the incorrect declaration (xi, yi) is due to
random failures or malicious attacks, it has to be unique for Bi.

3.2 Reference Points

Based on some rudimentary geometry, we propose Argus our localization pro-
tocol as a light-weighted alternative to the traditional MMSEE approach. Our
design goal is to withstand a few malfunctioning beacon nodes and to provide a
dependable position estimation service. The underlying idea is that, in the ideal
case, a reference circle has two intersections with each of other circles (refer
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Fig. 1). These intersections, known as reference points in our algorithm, serve as
good indications for the position of the non-beacon node of concern. When there
are a dozen of beacon nodes, there can be around 100 reference points, and thus
we name the scheme after Argus, the hundred-eyed giant in Greek mythology.

Assume there are n available beacon nodes, most of which are benign ones
supplying correct location references while the rest a few may be malfunctioning.
Recall that in Fig. 1, it is implied that when all beacon nodes are benign and there
are no measurement errors, N the non-beacon node of concern is theoretically
positioned at the common intersection of all the n reference circles (n=3 in
Fig. 1). Due to measurement errors, in reality there does not exist such a common
intersection. However, we can still expect that N is very close to a certain set
of reference points. The key idea here is to treat the points selectively, and to
harness the observation that N should be close to the most “valuable” reference
points.

For example in Fig. 2(a) where there are merely two beacon nodes B1 and
B2, we can only expect the non-beacon node to be located near one of the
two reference points N1 and N2, which are the intersections of reference circles
O1 and O2. In this case we say points N1 and N2 are equally valued; neither
is “valueless”. Assume then a third beacon node B3 provides the additional
information of reference circle O3, due to the existence of which N1 and N2 are
no longer equally valuable. With certain criterion we can decide whether N1
or N2 is the more valuable one, as the case illustrated in Fig. 2(b) or Fig. 2(c),
respectively. At the same time, the third circle O3 introduces four more reference
points, among which similarly some are more valuable than the others. Now that
there are three beacon nodes, there can be up to six reference points, and only
a portion of them are regarded the most valuable.

For n reference circles, there may be 2 ·
(
n
2

)
= n(n − 1) reference points at

the most. We gauge the value of each of them with a voting process concerning
simple geometric constraints, and the value of a reference point is quantified
with the number of votes it receives. Then we estimate the position of the non-
beacon node based on the most valuable reference points, which have got the
most number of votes. For example, in Fig. 2(b) there are only two such most
valuable reference points, while in Fig. 2(c) there are three.

For simplicity we omit the rare possibility that two reference circles are
tangent. Hence a reference circle Oi has either two or zero intersections with

Fig. 2. Intersections of reference circles serve as good indications: The non-beacon
node’s position is expected to be close to those most “valuable” reference points, where
there are two in case (b), and three in case (c)
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any other Oj , 1 ≤ i < j ≤ n. If they have two intersections, we denote the
one with a less x value (in the horizontal axis) as P (i, j, 1), and the other
as P (i, j, 2). In case both intersections are in a vertical line, we denote the
one with a less y value as P (i, j, 1), and the other as P (i, j, 2). Note that
P (i, j, k) = P (j, i, k) for any i 	= j and k = 1, 2. To gauge the value of any
reference point P (i, j, k), 1 ≤ i < j ≤ n, k = 1, 2, we associate it with an inte-
ger variable v(i, j, k) known as the voting counter. The counter is initialized to
0 and is incremented by 1 each time the associated reference point receives a
positive vote.

3.3 Voting the Reference Points

Our approach for voting the reference points can be simply implemented in a
sensor node which only supports basic arithmetic operations. To begin with, we
employ a function d2 to compute the square of the Euclidean distance between
any two points A1(x1, y1) and A2(x2, y2):

d2(A1, A2)
def
= (x1 − x2)(x1 − x2) + (y1 − y2)(y1 − y2), (4)

which can be easily implemented in any kind of low-cost processor that supports
float-point addition and multiplication. We prefer it to be as light-weighted as
possible because d2 will be frequently invoked in Argus as a basic primitive.

We have each reference circle “vote” on the reference points’ values. As one
may expect, herein a voting counter v(i, j, k) does not count votes from reference
circles Oi and Oj themselves, as actually a beacon node Bl(xl, yl) unconditionally
trusts all the points positioned on its reference circle Ol. Given a reference point
P (i, j, k) and a beacon node Bl with location reference (xl, yl, dl), 1 ≤ l ≤ n, l 	=
i, l 	= j, the non-beacon node N calculates the distance d between P (i, j, k) and
Bl. If d is between max(0, dl − emax) and (dl + emax), we say P (i, j, k) complies
with the location reference from Bl, and increase the voting counter v(i, j, k) by
1. Actually, the real-world condition is carried out as follows (though emax the
maximum measurement error is not rendered in Fig. 2):

(max(0, dl − emax))2 < d2(P (i, j, k), Bl) < (dl + emax)2. (5)

As each P (i, j, k) is associated with a v(i, j, k), 1 ≤ i < j ≤ n and k = 1, 2, the
non-beacon node N estimating its position needs to maintain n(n − 1) voting
counters at the most, each of which can be implemented with just one byte. As
each v(i, j, k) receives (n − 2) votes from each Bl(1 ≤ l ≤ n, l 	= i, l 	= j), 1 for
positive and 0 for negative, the condition (5) is totally checked n(n − 1)(n − 2)
times at the most, i.e., the primitive d2 depicted in (4) is invoked n(n−1)(n−2)
times at the most. As N can only be reached by the beacon nodes residing within
N ’s communication range r, usually n is relatively small. Therefore, both the
storage and the processing costs for N are acceptable. Particularly, simulations
show that Argus even works with as few as only 4 benign beacon nodes.
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Algorithm 1. Voting the Reference Points
for (i=1; i<=n-1; i++) {

for (j=i+1; j<=n; j++) {
if (intersecting((Oi, Oj) == false) continue;

· · · //two intersections P(i,j,1) and P(i,j,2)

for (k=1;k<=2;k++) {
v(i,j,k) = 0;

for (l=1; l<=n; l++) {
if (l==i||l==j) continue;

D=d2(P(i,j,k),Bl);

if (max(0,dl-emax)*max(0,dl-emax)<D

&& D<(dl+emax)*(dl+emax)) v(i,j,k)++;

}//l
}//k

}//j
}//i

We illustrate the voting algorithm in C-like pseudo code in Alg. 1, where
the keyword continue is employed to skip the current execution within a loop.
Note that in Alg. 1, when computing the intersections it is feasible to replace
the involved square root operation with a cost-efficient alternative based on
Newton’s method; we do not dwell on the details due to page limit. When all
these votes (n(n − 1)(n − 2) at the most) are done, we single out the most
valuable reference points which have received the most votes. We then choose
the geometric centroid of these points as N ’s estimated position.

3.4 Computing the Geometric Centroid

The algorithm depicted in Fig. 2 and Alg. 1 outputs an array of reference points
that are found to be the most valuable. The geometric centroid of such a finite
set of points can be easily computed with the arithmetic mean regarding each
coordinate of the points. For example, if only two points are left as the case in
Fig. 2(b), the centroid will be their middle point; if three points are left as with
Fig. 2(c), the centroid will be the intersection of the three medians of the triangle
determined by the three most valuable points, i.e., the triangle’s barycenter.

An earlier approach computing a similar geometric centroid is [14], which inter-
estingly employs bounding boxes (instead of reference points). The scheme first de-
termines the intersection of all n bounding boxes, which turns out to be a restricted
rectangle area, and then chooses the center of the rectangle as the discovered loca-
tion for the non-beacon node. However, the bounding box method incurs greater
estimation error than trilateration/multilateration approaches [3], on which our
algorithm is based. Another approach involving the geometric centroid is found
in [7], but due to its range-free nature, it is intended only for applications with less
required precision. One of the two schemes proposed in [10] also employs a geomet-
ric centroid-based position estimation, where the entire WSN deployment field is
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quantized into a grid of square cells, and each beacon node votes on those cells in
which the non-beacon node of concern may reside. Then the scheme chooses the
centroid of the most valuable cells as the estimated position. Herein the cell [10]
is just like the bounding box in [14], and to refine the estimation to a preferred
granularity, the entire WSN deployment field has to be partitioned into very small
(and thus a very large number of) cells.

At this final step, however, instead of outputting the estimated position of the
non-beacon node, Argus may occasionally fail with this regular mode depicted
in Fig. 2 and Alg. 1, which yields no reference points at all (and thus no cen-
troid). This may be caused by a malfunctioning beacon node, which introduces
so much deviation in its claimed position that the associated reference circle
is simply too far away from other circles and thus it has no intersection with
others. This may also be attributed to any two benign beacon nodes, due to the
measurement errors in whose location references the two reference circles have
no intersections (though they are very close). Therefore, as a whole it is possible
for the n reference circles to turn out to have no intersection. When there are no
such regular reference points, Argus switches to the survival mode: we connect
the two centers of each pair of reference circles, and specify the two (of four)
adjacent intersections of the line with the two circles as reference points.

We denote the probability for Argus to turn to the survival mode by ps.
According to the above analysis, ps only becomes detectable when n is quite
small, as in this case there are fewer reference circles available and thus they
might yield no intersections. From extensive simulations, we find ps ≈ 0.2� in
the worst case, where n is as few as 4. Note that n = 4 makes many existent
localization algorithms not function well.

4 Simulation Results

We now present the simulation results of Argus our light-weighted secure local-
ization scheme based on reference points. We focus on performance evaluations
regarding estimation accuracy under various conditions. In all simulations, the
target field of interest is instantiated in the view of a particular non-beacon node
N , and is modelled as a circle with radius r centered at N . We assume there
are n randomly deployed beacon nodes B1, B2, · · · , Bn located within this circle,
and thus their beacon signals can all reach N . For convenience we set the origin
of the coordinate axes at the position of node N . We model the entire WSN
deployment field as an l × l square area centered at N , where the side length
l is much larger than r. As the target filed of interest should be a very limited
region of the entire deployment field, we assume n is relatively small so as to
comply with the view of node N . In all simulations, we set r = 50m, l = 600m,
and n = 11.

Of all the n beacon nodes, we assume the first c nodes are malfunctioning,
while the rest (n− c) nodes are benign. For example, Fig. 3 depicts a target field
with n = 11, where there are c = 4 malfunctioning beacon nodes (marked as solid
dots) and n−c = 7 benign ones (represented with hollow dots). Besides N , there
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Fig. 3. In the view of the non-beacon node N , the target field is within a circle of
radius r centered at itself, containing n randomly deployed beacon nodes. In the first
malfunctioning scenario, each of the c randomly failed beacon nodes declares a position
a meters away from its real location in an arbitrary direction. In the second scenario,
each compromised beacon node increases its horizontal coordinate by Δx = a meters.

may also be many other non-beacon nodes in the field, which we do not care.
For N ’s measurement error as defined in (1), we assume a simple distribution
model as ei ∈R [−emax, emax]. That is, each ei is independently, randomly, and
uniformly distributed between −emax and emax.

We refer to the random deployment of the beacon nodes B1, B2, · · · , Bn as
a beacon layout. Although the target field is instantiated concerning the non-
beacon node N , we note that the beacon layout is irrelevant to any view of the
non-beacon nodes, particularly, the view of N . Therefore, in our simulations the
deployment position (xi, yi) of a beacon node Bi is generated as follows (i begins
with 1): We select a candidate point (xi, yi), where xi, yi ∈R [− l

2 , l
2 ], and check

whether the distance between Bi(xi, yi) and N(0, 0) is within r. If not, we discard
such a candidate point and select a new one for the distance test; otherwise, we
record such a Bi and yield Bi+1 in the same manner, until all n beacon nodes are
generated. Note that Fig. 3(a) and Fig. 3(b) employ the same beacon layout just
to facilitate the illustration of different malfunction scenarios (explained later),
while this is not necessarily the case in our simulations. In fact, we simulate
Argus on a Linux platform with each beacon layout randomly generated, and it
is believed that in all our simulations, none of the beacon layouts (∼106 in all)
is re-employed. For each combination of the parameters (like c the number of
malfunctioning beacon nodes and emax the maximum measurement error), we
run the simulation 104 rounds (each employs a unique beacon layout) to draw
statistics.

For the estimated position (x, y) of N which actually resides at (0, 0), we
investigate eN =

√
x2 + y2 the estimation error, in an average sense from the

104 rounds of the simulation with a certain parameter combination. Intuitively,
eN indicates how far away the estimated position is from N ’s real deployment
location. We expect our secure localization algorithm to withstand a few mal-
functioning beacon nodes, and to provide the localization service in a dependable
manner, i.e., eN is only on the order of the maximum measurement error emax.
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We consider two different malfunctioning scenarios, which resemble the two
cases that the malfunction is caused by random failures and that caused by
malicious attacks, respectively. In the first case, the c malfunctioning beacon
nodes are non-colluding; each Bi actually at (xi, yi) claims a wrong position
(xi + Δx, yi + Δy) on its own that is a meters away from its real location, in
an unorganized and random manner as depicted in Fig. 3(a). This is modelled
as Δx = a cosϕ and Δy = a sin ϕ, where a > 0 and ϕ ∈R [0, 2π]. In the second
case, the c malfunctioning beacon nodes collude to declare deceiving locations
that appear consistent in themselves. This is implemented by setting Δx = a
meters away from each compromised beacon node’s actual location (Δy = 0). In
other words, each increases its horizontal coordinate by a meters, in an organized
and unified manner (ϕ = 0). As depicted in Fig. 3(b), this way they conspire to
introduce a deviation in the horizontal axis that is a meters away from N ’s real
position. In either of the two scenarios, if we model a on the order of emax, the
malfunctioning beacon nodes will just serve more or less like the benign ones. In
order to have the malfunctions effectively mislead the non-beacon node N , we
assume a is on the order of r (but not necessarily on the order of l), particularly,
ranging between r and 4r.

We first present the simulation results regarding the second scenario (colluding
attack, ϕ = 0). Intuitively, in this case we can only expect Argus to tolerate a
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Fig. 4. Average location estimation error eN in the colluding attack scenario, repre-
senting that the malfunction is caused by well coordinated attacks
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Fig. 5. Average location estimation error eN in the non-colluding scenario, representing
that the malfunction is caused by random sensor node failures

relatively small c the number of compromised beacon nodes, which can be up to 4
according to our results. We plot the average position estimation error eN under
different conditions in Fig. 4. It shows that eN is obviously affected by (more
or less proportional to) emax, but is favorably less than emax. However, when
c reaches 5, Argus radically becomes undependable, implying that it cannot
tolerate the situation where the attackers have compromised a large portion
(nearly half) of the beacon nodes. Note that in Fig. 4 when a > 2.0r, eN tends
to be stable; it is subject to emax and c but not to the deviation a. This shows
that when a > 2.0r, the malicious location references can no more affect the
secure localization scheme. Note that this is not the case with MMSEE-based
localization, as even if there is only c = 1 compromised beacon node, it may
introduce a location estimation error, which roughly grows linearly with a, and
thus unfortunately, can be arbitrarily large [10].

As to the non-colluding scenario (random failure, ϕ ∈R [0, 2π]), since this
kind of malfunction is unorganized and less vicious, one may expect that un-
der the same parameter combination, Argus should perform better than in the
colluding case. Therefore, we are interested with a relatively larger c. Shown in
Fig. 5 are the simulation results regarding c = 3, 4, 5, 6. Similar to Fig. 4 the
colluding attack case, eN roughly scales with emax, but eN is always less than
emax even at c = 5. When c = 6, eN is still on the order of emax, and drops
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below emax when the deviation a is large enough (a ≥ 2.5r). This suggests that
Argus is particularly fault-torrent with random failures, and can still provide a
dependable service even if more than half of the beacon nodes encounter such
accidents.

5 Concluding Remarks

In many WSN applications it is very important to localize the sensors with
a certain position estimation scheme, with the only assistance from a limited
number of beacon nodes, whose positions are already known but some may be
misleading. Therefore, this work is motivated by the preference that the scheme
be not only cost-efficient but also fault-tolerant. We show that by employing
certain basic geometric principles, it is feasible to design a light-weighted but
secure localization scheme as an improvement over the traditional MMSEE-based
localization, which does not provide native support for dependable computing
under a challenging environment [10].

The presented scheme is found able to tolerate a small number of malfunc-
tioning beacon nodes and provide dependable position estimation services, be
the malfunction caused by organized attacks or random failures. Our future
work may include incorporating ideas like intrusion/attack detection in secure
localization research as well as field experiments.
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Abstract. Trust management is emerging as a promising technology to facili-
tate collaboration among entities in an environment where traditional security 
paradigms cannot be enforced due to lack of centralized control and incomplete 
knowledge of the environment. However, prior art generally lack considerations 
on usable means to gather and disseminate information for effective trust 
evaluation, as well as provide trust information to users. This could cause a trust 
management solution to be hard to understand, use, and thus accept by the us-
ers. This paper proposes a user driven trust modeling and management method 
in order to design and develop a usable trust management solution that could be 
easily accepted by the users towards practical deployment. We illustrate how to 
apply this method into the design of a mobile application’s reputation system in 
order to demonstrate its effectiveness. 

1   Introduction 

The concept of trust has been studied in disciplines ranging from economic to psy-
chology, from sociology to medicine, and to information science. It is hard to say 
what trust exactly is because it is a multidimensional, multidisciplinary and multifac-
eted concept [1]. We can find various definitions of trust in the literature. Common to 
these definitions are the notions of confidence, belief, faith, hope, expectation, de-
pendence, and reliance on the goodness, strength, reliability, integrity, ability, or 
character of a person or thing [2]. Generally, a trust relationship involves two parties: 
a trustor and a trustee. The trustor is the person or entity who holds confidence, belief, 
etc. on the reliability, integrity, ability, etc. of another person or thing, which is the 
object of trust - the trustee. 

Although trust has been recognized as a complicated concept hard to narrow down, 
the critical characteristics of trust can be summarized. Trust is subjective because the 
level of trust considered sufficient is different for each individual in a certain situation. It 
is the subjective expectation of the trustor on the trustee that could influence the trustor’s 
belief. Trust is also dynamic as it is affected by many factors. It can further develop and 
evolve due to good experiences about the trustee. It is sensitive to be decayed caused by 
bad experiences. 

Recently, trust management has been emerging as a promising technology to  
facilitate collaboration among entities in a digital environment where traditional secu-
rity paradigms cannot be enforced due to lack of centralized control and incomplete 
knowledge of the environment. Trust management is concerned with: collecting  
the information required to make a trust relationship decision; evaluating the criteria 
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related to the trust relationship as well as monitoring and re-evaluating existing trust 
relationships; and automating the process [3]. Various trust management systems have 
been described in the literature. One important category consists of reputation based 
trust management systems. Trust and reputation mechanisms have been proposed in 
various fields such as distributed computing, agent technology, GRID computing, and 
component software [4-7]. Recently, many mechanisms have been developed for sup-
porting trusted communications and collaborations among computing nodes in a distrib-
uted system [8-11]. These mechanisms are based on digital modeling of trust for trust 
evaluation and management. 

Due to the subjective characteristic of trust, trust management needs to take the 
trustor’s criteria into consideration. For a digital system, it is essential for the user’s 
device to understand the user’s trust criteria in order to behave as her/his agent for 
trust management. Generally, it is not good to require a user to make a lot of trust  
related decisions because that would destroy usability. Also, the user may not be in-
formed enough to make sound decisions. Thus, establishing trust is quite a compli-
cated task with many optional actions to take. Trust should rather be managed auto-
matically following a high level policy established by the trustor [12]. User-device 
interaction is needed if the device inquires the user’s trust criteria in various contexts. 
This would require a friendly user interface to a) collect useful information for trust 
evaluation and management; b) present the evaluation results in a comprehensive 
manner to the user; and c) disseminate individual experiences to other devices as rec-
ommendations or contribute to reputation generation. There could also be other novel 
approaches that can help us to design a usable trust management system. 

In this paper, we propose a user driven trust modeling and management method in 
order to design and develop a usable trust management solution that can be easily ac-
cepted by the users towards practical deployment. Our focus is to manage trust be-
tween a user and a digital system, which is either a device or a digital service or a 
software application consumed by the user. 

The rest of the paper is organized as follows. Section 2 gives a brief overview of 
the literature background. Section 3 proposes the method of user driven trust model-
ling and management. In Section 4, we illustrate how to apply this method by taking 
the design and development of a mobile application’s reputation system as an exam-
ple. We further discuss the advantages of our method in Section 5. Finally, conclu-
sions and future work are presented in the last section. 

2   Background 

There are two main categories of trust management study. One is psychological and 
sociological study on trust. The other is engineering study on trust in a computational 
way or for the purpose of trusted computing. We aim to study different methods ap-
plied in the literature in order to propose a feasible approach that can be adopted in 
practice towards usable trust management. 

2.1   Psychological and Sociological Study on a Trustworthy System 

Basso et al. examined the early formation of trust and the likelihood that a shopper 
will return to a website for subsequent purchases [13]. Two hypotheses were proposed 
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in the study and corresponding experiments were conducted to prove them. The first 
hypothesis is that the presence of voice and interactivity should each lead to higher 
ratings on trustworthiness and other positive attributions. The second hypothesis as-
sumed that trust in a store’s reliability and the UI’s ability to engage the shopper 
should significantly predict purchase intent. Based on the hypothesis, the authors 
studied the shopper’s behavior after first impression and after real experience based 
on initial trust. Results indicated that real-time interactivity, but not voice, increased 
judgments of friendliness and of the trustworthiness of the salesperson.  

Lumsden and MacKay presented and discussed the results of a study which took an 
initial look at whether consumers with different personality types (a) are generally 
more trusting and (b) rely on different trust cues during their assessment of first  
impression vendor trustworthiness in B2C e-commerce [14]. They developed a ques-
tionnaire to serve as an initial investigation into the effect of personality type on con-
sumers’ trust and perception of importance of trust triggers. A five-point Likert scale 
was applied to let respondents respond their feedback of each questionnaire item. The 
applied research method is helpful to investigate the trust influencing factors and us-
ers’ opinions on user-device interaction designs. 

Herlocker, Konstan and Riedl studied explanation’s influence on user’s acceptance 
of ACF (Automated Collaborative Filtering) systems [17]. They addressed explana-
tion interfaces for ACF systems – how they should be implemented and why they 
should be implemented. A model for explanations based on the user’s conceptual 
model of the recommendation process was proposed. User experimental results dem-
onstrated what components of an explanation are the most compelling. To address 
why, experimental evidence was presented to show that providing explanations can 
improve the acceptance of ACF systems. It has been proved that user experiment 
study greatly help in designing a trustworthy system user interface. 

Pu and Chen used a qualitative survey to find research focus – explanation inter-
face and the related design issues [18]. They further used pilot study and interview; 
post-survey discussion/interview; significant scale empirical study; paired samples t-
test, and five-point Likert scale to conduct continuous research.  

An integrated model of trust in electronic commerce was proposed in [19]. This 
model serves as the theoretical foundation to study the impact of trust on the success 
of electronic commerce. The model was developed by studying existing research in 
diverse fields such as psychology, social psychology, relationship theory, and human 
machine interaction, then integrated all valuable results into a comprehensive model. 
This method is beneficial for us in order to propose a new method built upon the ad-
vantages of previous work. 

One promising approach of trust modeling aims to conceptualize trust based on 
user studies through a psychological or sociological approach (e.g. a measurement 
scale). This kind of research aims to prove the complicated relationships among trust 
and other multiple factors in different facets. Two typical examples are the initial trust 
model proposed by McKnight, Choudhury, and Kacmar [15] that explained and  
predicted customer’s trust towards an e-vender in an e-commerce context, and the 
Technology Trust Formation Model (TTFM) studied by Li, Valacich, and Hess [16] 
to explain and predict people’s trust towards a specific information system. For other 
examples, Gefen proved that familiarity builds trust [27]; Pennington, Wilcox, and 
Grover tested that one trust mechanism, vendor guarantees, has direct influence  
on system trust [28]; Bhattacherjee studied three key dimensions of trust: trustee’s 
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ability, benevolence and integrity [29]; Pavlou and Gefen (2004) explained that insti-
tutional mechanisms engender buyer’s trust in the community of online auction sellers 
[26]. This measurement scale based study could help us work out a trust construct. 
The result could instruct the design of a trust management system. Unfortunately, it is 
impossible to apply the graphic or linguistic trust constructs directly for digital trust 
evaluation and management. 

The above work aims to conceptualize trust based on user studies through a psy-
chological or sociological approach. The trust models generated based on this ap-
proach are generally linguistic or graphic [1]. They do not quantify trust for machine 
processing purposes. Therefore, the achieved results could only help people under-
standing trust more precisely. They generally work as guidelines or organizational 
policies for developing a trustworthy digital system or designing a trustworthy user 
interface. Although little work has been conducted to integrate psychological,  
sociological and computational theories together, we believe, however, that the psy-
chological and sociological study could further play as a practical foundation of com-
putational trust – modeling trust for a digital processing purpose. 

2.2   Computational Trust 

The method to specify, evaluate, set up and ensure trust relationships is referred to as 
a trust model [2]. Computational trust is a technical approach applied to represent 
trust for the purpose of trust calculation and digital processing. Regarding computa-
tional trust, we found quite a number of studies in the literature [1]. One of the earliest 
formalizations of trust in computing systems was done by Marsh in 1994 [20]. In his 
approach, he integrated the various facets of trust from the disciplines of economics, 
psychology, philosophy and sociology. Since then, many trust models have been con-
structed for various computing paradigms such as ubiquitous computing, peer-to-peer 
(P2P) networks, and multi-agent systems. For example, Abdul-Rahman and Hailes 
used discrete integer numbers to describe the degree of trust in virtual communities 
[22]. Then, simple mathematic, such as minimum, maximum, and weighted average, 
is used to calculate unknown trust values through concatenation and multi-path trust 
propagation. Buchegger and Le Boudec designed a distributed reputation system us-
ing a Bayesian approach for P2P and mobile ad-hoc networks, in which the second-
hand reputation rating is accepted only when it is not incompatible with the primary 
rating [23]. In almost all of these studies, trust is accepted as a subjective notion by all 
researchers, which brings us to a problem: how to measure trust? Translation of this 
subjective concept into a machine readable language becomes a main objective. How-
ever, most of above studies focus on computational trust expression and calculation. 
Some factors or subjective policies used in the models were generally hidden in the 
system without any confirmation from the users if they were the trustors. 

Sun, Yu, Han and Liu presented an information theoretic framework to quantitatively 
measure trust and model trust propagation in ad hoc networks [8]. In the proposed 
framework, trust is a measure of uncertainty with its value represented by entropy. The 
authors develop four axioms that address the basic understanding of trust and the rules 
for trust propagation. Based on these axioms two trust models are introduced: an en-
tropy-based model and a probability-based model, both satisfy all the axioms. The only 
doubt of this work is whether the fundamental axioms are accepted by normal users, 
which could be an issue in practical deployment. 
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Xiong and Liu presented five trust parameters used in PeerTrust, namely, feedback a 
peer receives from other peers, the total number of transactions a peer performs, the 
credibility of the feedback sources, a transaction context factor, and a community context 
factor [5]. By formalizing these parameters, a general trust metric is presented. It com-
bines these parameters in a coherent scheme. This model can be applied into a decentral-
ized P2P environment. It is effective against dynamic personality of peers and malicious 
behaviors of peers. This work did not consider P2P system users’ concern regarding all 
trust parameters and feedback distribution and collection. It applied a laboratory simula-
tion to prove trust evaluation metric and its efficiency against malicious peers.  

2.3   Applied Methods 

The study of a trustworthy system is wide. We briefly summarize some methods  
applied in the related work in Table 1. Herein, we do not involve some interesting re-
search due to its infancy. For example, a trust model could be derived based on a bio-
inspired approach, such as an ant colony system [30]. 

Table 1. Research methods for establishing a trustworthy system 

Examples Research Methods 
Basso, Goldberg, Greenspan
and Weimer [13] 

Hypothesis based initial study; trust model design 
based on experimental results on users 

Lumsden and MacKay [14] Questionnaire-based survey with five-point Likert 
measurement scale 

McKnight, Choudhury, and 
Kacmar [15]; Li, Valacich 
and Hess [16]; Gefen [27]; 
Pennington, Wilcox, and 
Grover [28]; Bhattacherjee 
[29]; Pavlou and Gefen [30] 

A number of measurement scales developed to study 
trust constructs and trust relationships with other fac-
tors 

Herlocker, Konstan and Riedl
[17] 

Prove research hypothesis through user experimental 
study  

Pu and Chen [18] Qualitative survey; pilot study and interview; post-
survey discussion/interview; significant scale em-
pirical study; paired samples t-test, and five-point 
Likert scale 

Kini and Choobineh [19] Integration of previous research results 
Abdul-Rahman and Hailes
[22] 

A discrete trust model of virtual communities, which 
is based on experience and reputation. An example 
application was illustrated 

Buchegger and Le Boudec
[23] 

A continuous trust model based on a modified 
Bayesian estimation approach. Simulation proof on 
its performance 

Sun, Yu, Han and Liu [8] Trust modeling and evaluation based on axioms with 
laboratory simulation proof 

Xiong and Liu [5] Laboratory simulation proof on the proposed trust 
metric 
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Obviously, a thorough understanding of both the psychological/sociological and 
engineering aspects of trust is necessary in order to develop a usable trust manage-
ment solution. However, the psychological and sociological trust study lacks a way 
towards digital trust management, while engineering study lacks a basic sociological 
and psychological foundation in order to convince normal users for easy acceptance. 
Current computational trust study generally lacks sociological and psychological sup-
port. Therefore, it is hard to predict if a trust management system built upon it could 
be easily accepted and widely used. A gap exists between these two categories of trust 
research. The reason could be they are solving different research issues. But for  
developing a practical trust management system, we need to apply the advances of 
both researches and make computational trust derived from social trust finally benefit 
the users.  

3   A Method of User Driven Trust Modeling and Management 

To overcome the above gap, we propose a user driven trust modeling and manage-
ment method. We aim to design and develop a usable trust management solution that 
can be easily accepted by the users towards practical deployment. Our focus is to sup-
port user-device and user-system trust. For low level trust management (e.g. trustwor-
thy network routing) without any concern and involvement of users (in the areas such 
as ad hoc networks and wireless sensor networks), this method may not applicable 
since it only treats the cases with the user as the trustor. Herein, the term “user-
driven” means that user study is applied in every step of our research in order to prove 
users’ acceptance of our system design and development. A user-driven computa-
tional trust model achieved through applying this method will play as a core of the 
trust management system. This trust model is different from traditional trust models in 
e-commerce [15, 16]. This lies in the fact that the model is achieved by formalizing an 
empirical trust construct in a mathematical way. It reflects the users’ perspectives and 
integrates the advantages of computational trust and social trust studies. Additional 
user experimental studies will be further conducted in order to provide a trustworthy 
human-device interaction design required in the trust management system. Figure 1 
presents our research method with four steps. 

Step 1 aims to figure out trust constructs for computational trust modeling. Firstly, 
we propose a number of hypotheses based on literature theory and knowledge. We 
then design a measurement scale to conduct user experiments on a suitable number of 
users. We further apply a psychometric method to analyze the experimental data in 
order to find out the constructs and sub-constructs of trust. The above procedure could 
be repeated in order to achieve a stable trust construct. For example, the user experi-
ments should be conducted a couple of times in order to extract principle factors of 
trust construct, optimize the measurement scale and study the causal relationships 
among those factors [15]. This is the psychological and sociological study of trust 
model. The result is a clear construct of trust based on experimental data collected. 
This step also answers the question: what data or information should be collected in 
order to do trust/reputation evaluation. 

 



 A Methodology towards Usable Trust Management 185 

Trust Model Hypothesis

User Survey/Study

Trust Construct

Step 1

Computational Trust 
Model

Trust Management 
System Pre-design

Step 2

User Study on User-
Device Interaction 

(mock-up)

Trust Management UI 
Design

A Complete Trust 
Management System 

Design

Step 3

Trust Management 
System Implementation

Prototype/Product 
Based User Study for 
Further Improvement

Step 4

 

Fig. 1. A procedure of user driven trust modeling and management 

Step 2 aims to work out a user driven trust model and the pre-design of trust man-
agement system. In the way towards digital management of trust, we should further 
work out a computational trust model on the basis of the trust construct achieved in 
the first step. The computational trust model should reflect the principle factors of 
trust construct and their causal relationships. Laboratory simulation based proof is es-
sential since the user study itself may not help to overcome a number of malicious be-
haviors or serious attacks. The computational trust model proposed based on the user 
study should be further improved and optimized according to the simulation results. 
We call what we achieve as a user driven trust model. At this time, the trust manage-
ment system can be pre-designed according to the achieved model. 

In Step 3, we conduct relevant user study about the pre-designed trust management 
system. User’s feedback will be collected and analyzed. The user experiment could be 
mockup based and repeated several times in order to improve/optimize and pre-prove 
the user-device interaction design for trust management. After this, a complete trust 
management system design (i.e. both backend design and front end user interface de-
sign) can be achieved. 

In Step 4, a prototype or a trial product is implemented. Real system usage experi-
ences and feedbacks are collected from the users for further improvement. The im-
proved system could be further evaluated for additional optimization. 

It is important to note that some sub-steps listed above are iterative in order to 
achieve either a good model or a usable design. The purpose is to consider the users’ 
preference and expectation as early as possible thus effectively save the cost of the 
system development and greatly enhance the users’ acceptance.  

4   Applicability Study 

In this section, we take the design of a mobile application reputation system as an ex-
ample to illustrate how to apply the proposed method into practice. This project has 
been conducted for two years. A mobile application is a software package that can be 
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installed and executed in a mobile device, for example, a mobile email client that can 
help a mobile user to check and manage his/her email using a mobile phone. Gener-
ally, the mobile applications developed by various vendors can be downloaded from a 
web site or received from another device for installation. The trustworthiness of a 
mobile application influences the user’s purchase and usage and thus becomes a cru-
cial issue that impacts its final success. 

We aim to design and develop a common and usable reputation system for various 
mobile applications that could help the mobile users’ purchase and usage. We hope to 
achieve sound usability; otherwise the users could not accept the system. This means 
user-device interaction for trust management should be designed in a usable way. 
Thus, the system can be easily followed and accepted by mobile users. It is ideal that 
the users feel very natural and normal with regard to data extraction and dissemina-
tion for trust/reputation evaluation and trust/reputation information presentation. 

4.1   Trust Construct Analysis 

In order to collect users’ usage experiences in an easy and usable way for trust and 
reputation evaluation, we proposed a hypothesis: a user’s trust in a mobile application 
can be reflected through his/her usage behaviour [21]. Then, we designed a question-
naire with seven-point Likert measurement scale to conduct a user survey. We hy-
pothesize several types of usage behaviors that reflect a user’s trust: Using Behavior 
(UB) related to normal usage, Reflection Behavior (RB) about application perform-
ance reaction and Correlation Behavior (CB) with regard to the usage difference on 
applications with similar functions. All types of behaviors comprise the user’s trust 
behavior (i.e. a trustor’s actions to depend on, or make her/him vulnerable to a trus-
tee) related to a mobile application. 

Firstly, we conducted a pre-experiment with more than 300 participants and ap-
plied Exploratory Factor Analysis (i.e. Principle Component Analysis) in order to op-
timize the questionnaire [21]. Then, we ran a formal experiment with more than 1500 
participants to figure out a rational trust behaviour construct through Principle Com-
ponent Analysis, correlation analysis, reliability analysis and Confirmatory Factor 
Analysis. Based on the results achieved, we got the main factors and construct of trust 
behavior that contribute to the calculation of the user’s trust in a mobile application. 
Concretely, the PCA, CFA, reliability and correlation analysis showed that far from 
being unitary, the trust behavior has multiple dimensions. We explored and proved 
three significant dimensions: the using behavior, the reflection behavior, and the cor-
relation behavior; and figured out their internal constructs and external variables (e.g. 
personality, brand, experienced quality and personal motivation) that may influence 
them [21, 24]. Those trust behaviors can be automatically monitored and thus re-
corded when the mobile user is using the application. Therefore, the mobile device 
can automatically collect useful information for trust/reputation evaluation in a natu-
ral and usable way.  

4.2   Computational Trust Model and Trust Management Pre-design 

A computational trust model can be further proposed based on the trust construct 
achieved from Step 1. It expresses the principle factors related to trust and their  
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relationships in a mathematical method. This model was achieved by formalizing 
the trust behavior constructs. We reported this work in another paper in details. 
Briefly, a general trust metric of mobile application i can be expressed as: 

CBRBUBo iTiTiTiTiT )()()()()( γβα +++=                                        (1) 

where γβα ,,  denote the normalized weight factors for using behavior evaluation 

UBiT )( , reflection behavior evaluation RBiT )( , and correlation behavior evaluation CBiT )( . 

oiT )(  stands for an original trust value that may be influenced by some external vari-

ables, such as personality, brand, personal motivation and experienced device quality. 
oiT )(  could also be a past trust value generated according to the past trust behaviors. 

We further conducted laboratory simulations to optimize and improve the compu-
tational model. Target is to evaluate the formalization with example usage models. If 
necessary, we should further examine its robustness against various malicious  
behaviors and attacks. This model can be used to calculate each user’s direct trust in a 
mobile application. It can also be applied to achieve a reputation value of the mobile 
application based on a number of users’ trust behaviors. On the basis of the above 
achieved model, a reputation trust management system can be pre-designed.  

As shown in Figure 2, a distributed client-server system structure is adopted. The 
client package can be installed at a number of mobile devices (MD_i, i= 1, …, n). It 
contains a user behavior monitor which monitors trust behaviors and inputs statistical 
data into a secure storage (Trust Data), which could be located inside the device plat-
form and has a secure channel to communicate with the usage behavior monitor and 
the trust/reputation information presenter. The statistical data can be accessed by a 
data interpreter for a) trust evaluation on the user’s trust status regarding a specific 
application according to the computational trust model; b) data dissemination to share 
local trust information with a reputation service provider; c) reputation extraction to 
receive a mobile application’s reputation information from a reputation service pro-
vider. The data interpreter is a secure mechanism to access the user’s usage statistical 
data from the secure storage (Trust Data) since these data are private information. We 
design the data interpreter based on the trusted computing technology [31]. It is the 
only authorized mechanism to access and unseal the protected usage information. The 
reputation extraction can be tailored based on the mobile user’s preference, either 
with a public reputation extraction policy or a group reputation extraction policy (e.g. 
a social networking based reputation). In addition, a trust/reputation information pre-
senter is applied to show trust/reputation information (either an indicated trust or 
reputation value or detailed information about how this value is achieved and certi-
fied) to the user in order to aid his/her usage of the mobile application. 

At the reputation service provider side, a trust value receiver receives the trust 
value of the mobile application automatically or by request from a number of mobile 
devices (MD_i, i= 1, …, n). A reputation generator tries to create a reputation value 
for each mobile application. Herein, the reputation could be generated based on public 
(a number of users) usage statistics. But due to privacy concern, we apply another al-
gorithm that aggregates the trust values (calculated at each mobile device according to 
the computational trust model) together following a number of policies in order to 
overcome malicious attacks. The reputation information for each mobile application is  
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Fig. 2. Structure of a mobile application reputation system 

saved in a secure storage (Reputation Data). This information can be retrieved and 
distributed to a number of mobile devices (MD_i, i= 1, …, n) through a reputation 
distributor. The reputation distributor receives or motivates a reputation retrieve re-
quest and provides the expected reputation value to the requestor.  

4.3   User Study on Pre-designed Trust Management System 

At this point, we were clear about what user-device interactions are needed in the un-
derlying system pre-design. Clearly, data extraction for trust management can be con-
ducted automatically with few user interactions (e.g. allowing the device to share the 
direct trust information anonymously). What we need to study is why, how, what and 
when to show the trust/reputation information to the user and the corresponding de-
sign for trustworthy user-device interaction (e.g. how to make user feel convenient to 
share his personal usage experiences and trust information). A practical strategy could 
be that the user is inquired to agree sharing his/her personal trust information in order 
to retrieve the reputation information of a mobile application.  

For each required user-device interaction in the pre-designed system, we should con-
duct corresponding user study in order to design an easily accepted user interface with 
the users’ considerations kept in mind. In this case, we need to study the following: 

a) Whether it is helpful to provide trust or reputation information to the users when 
they are using a mobile application. This study aims to solve the issue why inter-
action between user and device is needed. 

b) How to display the trust/reputation information and what contents should be pro-
vided to the users and in which way. This study aims to solve the issues how to 
interact and what to be interacted. 
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Trust/Reputation IndicatorTrust Indicator
 

Fig. 3. Trust indicator and trust/reputation indicator 

c) At which moment is user-device interaction required, (e.g. whether a user’s con-
firmation is needed for sharing his usage history with others or a reputation  
service provider). This study aims to answer the question when interaction is  
required.  

 
We conducted a mock up based user study to explore a) in both China and Finland 
with about 90 participants, respectively. The results of an analysis of variance and 
paired samples t tests showed that it has statistical significance to indicate the trust 
value or the trust/reputation values of a mobile application during its usage in both 
countries. In the trust indicator test, we found significant main effects of the trust 
value [F (2, 50) = 17.651, p < 0.001 in China; F (2, 56) = 1035.187, p < 0.001 in 
Finland], indicating that the willingness of continuously using a mobile application 
increased from the trust value low to high. In the trust/reputation indicator test, we 
found significant main effects of the indicated trust value [F (2, 54) = 42.148, p < 
0.001 in China; F (2, 48) = 707.860, p < 0.000 in Finland], and the indicated reputa-
tion value [F (2, 54) = 28.734, p < 0.001 in China; F (2, 48) =1009.887, p < 0.000 in 
Finland], indicating that the willingness of continuous usage increased from the indi-
cated trust value low to high and from the indicated reputation value low to high.  

For studying b) and c), we interviewed about 120 participants in both China and 
Finland to get their feedback about user interface design and trust/reputation indicator 
design. Based on the interview, the mock-up designed trust indicator and 
trust/reputation indicator are preferred and accepted by the participants, as shown in 
Figure 3. But some participants prefer that the indicator should be shown transpar-
ently at the usage beginning and then decaying gradually. We understood that it is ap-
plicable to provide a personalized trust information display solution in order to satisfy 
different users’ preference. For the users who would like to keep their usage privacy, 
we could only show the trust indicator since the direct trust value can be calculated by 
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their personal devices. Regarding c), most of participants think the usage information 
is private in both countries (73.3% in Finland and 90% in China), but most of them 
would like to share this information with privacy protection (70% in Finland and 60% 
in China). We found the necessity to apply suitable technologies to allow the users to 
control their usage information sharing with anonymous support. Regarding the de-
tailed trust/reputation information (such as how the trust/reputation value is calculated 
and who certifies it), it is not conveniently to show it together with the indicator since 
it will ruin the usability. People would like to check it when, for example, trust value 
and reputation value are quite different in Finland or the application scenario is very 
important in both Finland and China. In both countries, about half participants think 
menu is their preferred way to get the trust information details (50% in Finland and 
60% in China). More participants like touching the indicator to access the detailed 
trust information in Finland (40%) than in China (3.3%). In both countries, some peo-
ple prefer short-cut key access; the percentage is a bit higher in China (26.7%) than in 
Finland (10%). 

According to the above user study results, the system user interface design can be 
worked out to satisfy users’ preferences and considerations. Based on the guidelines 
summarized from our user studies, we then worked out a complete reputation system 
design for implementation.  

4.4   Prototype Based User Study for Further Improvement 

A prototype/product trial could now be implemented on the basis of the user driven 
trust modeling and management system design. Based on the prototype or trial sys-
tem, real system usage experiences and feedback can be collected from the users 
through survey, field study or focus group interview for further system improvement. 

5   Discussions 

We believe our method hold a number of advantages over existing methods. Firstly, 
the user driven trust model is proposed based on a wide user survey. Statistical data 
analysis and Structural Equation Modeling plays as the foundation that could help us 
generate a trust model easily accepted by the users [25]. Thus our method overcomes 
the weakness of current computational trust models that were built beyond any proof 
of users.  

Secondly, the computational trust model is proposed on the basis of trust constructs 
achieved from the user study. It is further improved and optimized based on labora-
tory experiments. This compensates the problem of linguistic or graphic trust models 
generated purely from the user study and its hardness to be directly applied into trust 
management for a digital system. 

Thirdly, sound usability could be easily achieved if applying our method. Based 
on the pre-design of the user driven trust management system, we can study why, 
when, how and what should be interacted between the users and their devices. 
These user study results play as the design guidelines for developing a usable trust 
management system. In addition, the method itself could study the applicability of 
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our idea that aims to improve system usability and release the burden of user-device 
interaction in itself. 

On the other hand, we also got some lessons from our research and experiments. 
Firstly, we realized that it is important to seriously study the theories behind our hy-
pothesis before conducting the trust construct study based on the user survey. How-
ever, the theoretical support was hard to find since the mobile application is a new 
area (unlike e-commerce on-line trust). Actually, trust behavior was rarely studied in 
the literature. The Exploratory Factor Analysis can indicate the problems of our ques-
tionnaire, but not enough to improve and optimize it (e.g. adding new items). We 
think an additional survey could be needed in order to achieve a more stable measure 
than the current one. Secondly, the user driven trust model is formalized directly 
based on the trust construct. It could be incomprehensive and imprecise, unlike many 
existing computational trust models. How to overcome this weakness is a challenge of 
this methodology. Or we have to make some trade-off in the trust modeling in order 
to achieve usability. Finally, we found a special privacy concern during the user stud-
ies on user-device interaction. We recognized that trust and privacy could conflict 
with each other. How to enhance privacy and achieve trust management is a practical 
challenge that motivates our further research. 

6   Conclusions and Future Work 

In this paper, we presented our motivations for developing a usable trust management 
solution. We briefly overviewed the existing research methods applied for establish-
ing a trustworthy system. We found that it lacks a practical approach that could help 
us design and develop a usable trust management system. Furthermore, we proposed a 
method called user driven trust modeling and management to overcome the weakness 
of the existing methods. We illustrated its applicability through applying it into the 
design and development of a reputation system for mobile applications. This paper 
contributes on two folds. Firstly, it motivated to drive trust modeling and management 
from the users’ points of view towards practical system deployment. Secondly, it pro-
posed an applicable and cross-disciplinary method to design and develop a usable 
trust management system through integrating the advances of both psychologi-
cal/sociological trust study and computational trust study. 

At present, we are developing a reputation system for mobile application based on 
the achieved trust management system design driven by a series of user studies. Fur-
ther proof and improvement of our method could be based on the feedback collected 
from prototype users. Regarding the methodology proposed in this paper, we will at-
tempt to apply it into other applications, such as various mobile internet services. 
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Abstract. A mobile application is a software package that can be installed and 
executed on a mobile device. Which mobile application is more trustworthy for 
a user to purchase, download, install, consume or recommend becomes a crucial 
issue that impacts its final success. This paper proposes a computational trust 
model based on users’ behaviors, which assists the evaluation and management 
of the mobile application’s trust with user friendliness. We achieve our model 
through formalizing a trust behavior construct achieved from a user survey ex-
periment though principle component analysis, reliability analysis, correlation 
analysis and confirmatory factor analysis. It is indicated that a user’s trust be-
havior is a multidimensional construct composed of three main aspects: using 
behavior, reflection behavior, and correlation behavior. Particularly, we simu-
late a set of test data to visualize the validity of the formalization.  

1   Introduction 

A mobile application is a software package that can be installed and executed on a 
mobile device (e.g. a mobile phone), for example, a mobile email client to access 
emails. Generally, this software package developed by various vendors can be 
downloaded for installation. Which mobile application is more trustworthy for a user 
to purchase, download, install, consume or recommend becomes a crucial issue that 
impacts its final success. 

A user’s trust in a mobile application is, being highly subjective, inherently hard to 
measure. It is built up over time and changes with the use of the application due to the 
influence of many factors. As it is an internal ‘state’ of the user, there is no way of 
measuring it directly. Fully supporting trust evaluation and management on mobile 
applications requires a number of usability studies regarding user’s trust crite-
ria/standards extraction, user’s experience or feedback dissemination and user’s trust 
decision reception. All of these may influence user friendliness of the mobile device. 

Trust is important because it helps consumers overcome perceptions of uncertainty 
and risk and engages in "trust-related behaviors" (in short trust behaviors, i.e. a trustor’s 
actions to depend on, or make her/him vulnerable to a trustee, e.g. provide the vendor 
personal information, engage in a purchase transaction, or act on vendor information 
such as financial advice) [10]. Credible information is gleaned after involved parties 
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have interacted for some time. Marsh reasoned that it might prove more suitable to 
model trust behavior rather than trust itself, removing the need to adhere to specific 
definitions [1]. In mobile application usage, we posit that credible information is gained 
only after a mobile device user has both engaged in trust behaviors (e.g., acting on using 
a mobile application) and assessed the trustworthiness of the application by observing 
the consequences of its performance, depending on it in his/her routine life. 

This paper attempts to develop a trust model based on the trust behavior of mobile 
application usage. Thus, through auto-monitoring users’ behaviors via user-device in-
teractions, we can extract useful information for evaluating and managing trust of 
mobile applications in an autonomic and user-friendly measure. With this way, it is 
also possible to avoid heavy interactions that may be required by some existing trust 
management solutions, e.g. [2]. Developing such a trust model is significant for a mo-
bile device to provide trust information to its user in order to leverage usage decision. 
It also benefits a mobile application provider that could provide suggestions to users 
in order to help them selecting a valuable mobile application. 

The rest of the paper is organized as follows. Section 2 gives a brief overview of 
the literature. Section 3 introduces user experiment results – a construct of trust be-
havior. Section 4 designs a computational model that formalizes the above results in 
order to calculate trust value inside a mobile device. In section 5, we evaluate our 
model based on a set of simulated data. Finally, conclusions and future work are pre-
sented in the last section. 

2   Background 

2.1   Trust Model (From a Psychological View towards an Engineering View) 

Current trust models have been developed based on specific security issues and also 
solely on knowledge, experience, practices, and performance history [3]. Much of the 
prior research in trust of automation has focused primarily on the psychological as-
pect [4]. But prior research lacks an integral understanding of both the psychological 
and engineering aspects of trust, which is essential for developing an appropriate trust 
model towards a trustworthy system that is easily accepted by the users. 

We can find many proposals presented to link some of the psychological aspects of 
trust with engineering issues: “attempts have been made to map psychological aspects 
of trust (e.g. reliability, dependability, and integrity) to human-machine trust clusters 
associated with engineering trust issues such as reliability and security” [6]. Lance,  
et al. studied trust based on a number of influencing factors from the engineering and 
psychological points of view and tried to combine these factors in order to provide a 
comprehensive model [6]. Most of existing work follows the research steps that, what 
is trust referent, what are factors or aspects related to trust, and evaluate or assess trust 
based on those factors and aspects and try to manage trust accordingly [7]. But it is 
actually hard to computationally model some influencing factors, such as usability 
and a user’s subjective factors [7]. Since trust is a subjective concept, assessing trust 
needs to understand the trustor’s trust criteria regarding each factor or aspect, even for 
different contexts. This may raise a lot of interaction requirements between the user 
and device, and thus cause a usability issue that needs more efforts to overcome. 
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Initial trust refers to trust in an unfamiliar trustee, a relationship in which the actors 
do not yet have credible, meaningful information about, or affective bonds with, each 
other [9]. McKnight et al. proposed and validated measures for a multidisciplinary 
and multidimensional model of initial trust in e-commerce [10]. The model includes 
four high-level constructs: disposition to trust, institution-based trust, trusting beliefs, 
and trusting intentions, which are further delineated into sixteen measurable, litera-
ture-grounded sub-constructs. The cross-disciplinary nature of the trust typology in 
this study highlights the multiple, interrelated dimensions of e-commerce trust. The 
technology trust formation model (TTFM) is a comprehensive model of initial trust 
formation used to explain and predict people’s trust towards a specific information 
system [11]. The above two models used the framework of the theory of reasoned ac-
tion (TRA) to explain how people form initial trust in an unfamiliar entity [5]. Since 
the objective of TTFM model was to predict initial trust (trusting intention) before 
any actual interaction with the trustee, trust-related behavior was excluded from this 
model. McKnight et al. did not study trust behavior either, although they suggested 
conducting a study in which the ultimate outcome of interest, trust behavior, is di-
rectly measured in order to overcome the limitations of their study [10]. The results of 
the above studies could instruct the design of a trust management system. Unfortu-
nately, it is impossible to apply the graphic or linguistic trust constructs directly for 
digital trust evaluation and management. 

On the other hand, short-term trust is built up over the first interactions with a sys-
tem and long-term trust is developed with the continuous use of a system over a 
longer period of time. On-going trust appeared in [10] concerns both the short-term 
trust and the long-term trust. In particular, the on-going trust could contribute to the 
trustee’s reputation and thus greatly help other entities building up their initial trust. 
In our study, we mainly focus on the on-going trust evaluation based on the user’s be-
haviors for individual direct trust evaluation. Based on the above literature, a user 
could hold a level of initial trust when he/she starts using a mobile application. 

2.2   Trust Behavior 

In TRA theory, it posits that beliefs lead to attitudes, which lead to behavioral inten-
tions, which lead to the behavior itself [5]. Applying this theory, we propose that 
trusting beliefs (perceptions of specific mobile application attributes) lead to trusting 
intentions (intention to engage in trust behaviors of using a mobile application 
through user-device interaction), which in turn result in trust behaviors (using the ap-
plication in various context). Additionally, numerous researchers have conceptualized 
trust as a behavior. Prove has been done in work collaboration and social communica-
tions [12-14]. Prior research has also confirmed a strong correlation between behav-
ioral intentions and actual behavior, especially for software system usage [15, 16]. 

Muir is one of the first researchers to look at a decision process between supervi-
sors and automated systems. She verifies the hypothesis that the supervisor’s  
intervention behavior is based upon his/her trust in automation [4, 17]. She found a 
positive correlation between trust and use. The relationship between trust and interac-
tion behavior is obvious. Lee and Moray [19] found that trust in a system partially ex-
plained system use, but other factors (such as the user's own ability to provide manual 
control) also influenced the system use. Although these studies have provided support 
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for Muir's theory, additional research is required to evaluate her hypotheses in more 
depth, especially in other domains. All above work plays as the foundation of our 
study: a user’s trust in a mobile application can be evaluated based on the user’s trust 
behaviors, which mostly can be monitored through user - device interaction. 

Recently, trust management is emerging as a promising technology to facilitate 
collaboration among entities in an environment where traditional security paradigms 
cannot be enforced due to lack of centralized control and incomplete knowledge of 
the environment. However, prior arts generally lack considerations on the means to 
gather experiential evidence for effective trust evaluation. Many systems rely on a 
user to provide feedback [18]. Sometimes, it may not be appropriate or convenient to 
require him/her to provide feedback, especially for a mobile user. Another issue is dif-
ferent users may apply different scales in the feedback, which may cause confusion, 
even attacks. This introduces a requirement to largely automate the experiential evi-
dence in a uniformed norm. Our work aims to overcome the above problems and sup-
port automatic evidence collection for trust evaluation and management. 

3   A Trust Behaviour Construct 

Our research question is what usage behaviors are related to the user’s trust in a mo-
bile application. We hypothesize several usage behaviors that reflect user’s trust: Us-
ing Behavior (UB), Reflection Behavior (RB) and Correlation Behavior (CB), refer to 
Table 1. All behaviors comprise the user’s trust behavior in a mobile application. 
They contribute to the calculation of the device’s confidence on the user’s trust in the 
mobile application. We applied a psychometric method to examine our hypotheses. 
We designed a questionnaire, taking Short Message Service (SMS) as a concrete ex-
ample of mobile application. Each item in the questionnaire is a statement for which  
 

Table 1. Hypotheses 

BEHAVIOR TYPE HYPOTHESES 
§1 Using Behavior 
(UB) 

§1.1 The user trusts a mobile application more, if he/she uses it more with 
more elapsed time, number and frequency of usages; 
§1.2 Trust in a mobile application could influence the user’s behavior regard-
ing risky, urgent or important tasks; 
§1.3 The user becomes more proficient in using a mobile application if he/she 
has experienced more features of the mobile application. 

§2 Reflection Behav-
ior (RB) (behaviors 
after confronting ap-
plication problems or 
having good/bad ex-
periences) 

§2.1 Good/bad performance of a mobile application could increase/decrease 
the user’s usage trust; 
§2.2 Good/bad application performance or usage experience could influence 
the user’s behavior related to risky, urgent or important tasks. 

§3 Correlation Behav-
ior (CB) (behaviors 
correlated to similar 
functioned applica-
tions) 

§3.1 For two similar functioned applications, higher usage rate (i.e. usage 
time, the number of usages and usage frequency) of one application means 
more trust in it; 
§3.2 For two similar functioned applications, the user would like to use more 
trusted one to do risky, urgent or important tasks; 
§3.3 Trust in a mobile application influences the behaviors of recommendation. 
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the participants need to indicate their level of agreement. The questionnaire is an-
chored using a seven-point Likert scale ranging from “strongly disagree” to “strongly 
agree”. Firstly, a pre-experiment with 318 participants was conducted in order to op-
timize our questionnaire [20]. Further, we ran a formal experiment with more than 
1500 participants to study a trust behavior construct for mobile applications. 

3.1   Scale Development 

There are four basic parts in the scale. For the using behavior (UB), we designed a list 
of items about a) UB1: normal usage behavior; b) UB2: usage behavior related to 
context; and c) UB3: new feature related usage behavior. Regarding the reflection be-
havior (RB), we designed a number of items about a) RB1: bad performance reflec-
tion behavior; b) RB2: bad performance reflection behavior related to context; c) 
RB3: good performance reflection behavior; d) RB4: good performance reflection be-
havior related to context; e) RB5: bad experience reflection to context; and f) RB6: 
good experience reflection to context. In the part about the correlation behavior (CB), 
we design items about a) CB1: comparison of normal usage behavior; b) CB2: com-
parison related to context; and c) CB3: recommendation behavior. Finally, we de-
signed a number of items in order to do external nomological validation. We attempt 
to study the following four external variables’ influence on the user’s trust behavior: 
a) personal motivation (PM); b) brand impact (BI); c) perceived device quality (DQ); 
and d) personality (P). The items designed for this part of test (especially for PM and 
DQ) were adapted based on the measurement of McKnight et al. [10].  

3.2   Data Collection 

The participants were chosen from three Chinese universities. 1575 subjects partici-
pated; 1120 responses (71.1%) were valuable and usable based on three selection cri-
teria: 1) no empty questionnaire item response; 2) no regular pattern can be found 
from the responses; 3) the responses on all items are not the same (i.e. serious re-
sponse). Among the selected subjects with valid responses, 671（59.9%）were 
women and 449 (40.1%) were men; 43 participants were below 18 years and others 
were between 19-35 years. 502 (44.8%) participants major in science or technology, 
while 480 (42.9%) in arts. Except one sample information is missing, the rest major in 
integration of science and art. According to the survey, 419 (37.4%) participants had 
experiences of using the Internet accessed applications (e.g. a web browser), 864 
(77.1%) had experiences of using mobile network accessed applications (e.g. SMS) 
and 796 (71.1%) had that of non-network accessed applications (e.g. Profile). Most of 
the participants (87.9%) used mobile phone more than half an hour per day. More 
than half of them (62.1%) used phone more than one hour per day. This indicates that 
mobile phone usage is quite common and popular in Chinese universities. In addition, 
SMS usage is very regular and frequent for Chinese university students. 71.4% par-
ticipants sent or received SMS more than 10 times per day. SMS has become an im-
portant part of their university life. This also proves that using SMS as an example 
mobile application in our experiment is appropriate and easy to be followed by the 
participants. 
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3.3   Data Processing and Analysis 

We use large sample size to provide better confidence in the results. The samples 
were randomly divided into two approximately equal parts. One part (n=567) was 
used for the Principle Component Analysis (PCA), while the remaining samples 
(n=553) were used for Confirmatory Factor Analysis (CFA). 

Phase 1: Principal Components Analysis (PCA) 

Because some items were added and revised according to the results of pre-
experiment [20], in the first phase, exploratory, principal components factor analysis 
and internal consistency reliability analysis were conducted to determine the extent to 
which trust constructs were discriminant (using SPSS v11.5). The purpose of using 
PCA was to cull out the items that did not load on the appropriate high-level con-
struct. Kaiser’s criterion was applied in the PCA, which considers factors with an ei-
genvalue greater than one as common factors [30].  

Phase 2: Confirmatory Factor Analysis (CFA) 

The second phase was a CFA, using Structural Equation Modeling to assess the con-
vergent validity (CV) and discriminant validity (DV) of the latent sub-constructs in 
each of the three high-level trust constructs (i.e. Using Behavior, Reflection Behavior, 
and Correlation Behavior). We conducted this analysis by creating a LISREL 8.53 
path diagram for each construct, its constituent sub-constructs, and their items. We 
applied the following indices and criteria to assess model fitness: goodness-of-fit in-
dex (GFI) and normed fit index (NFI) greater than 0.90, adjusted goodness-of-fit in-
dex (AGFI) greater than 0.80 [22], comparative fit index (CFI) greater than 0.90 [23], 
and root mean square of approximation (RMSEA) lower than 0.08 for a good fit and 
lower than 0.05 for an excellent fit [24]. The χ2 statistic is particularly sensitive to 
sample size (that is, the probability of model rejection increases with an increasing 
size of samples, even if the model is minimally false), and hence adjusted χ2(χ2/ df; 
df=degrees of freedom) is suggested as a better fit metric [25]. It is recommended that 
this metric should not exceed 5 for a model with good fitness [26]. 

If the model’s fitness is good, we further assess the convergent validity and dis-
criminant validity of the latent sub-constructs inside each of the three high-level trust 
constructs. Convergent validity was assessed using three criteria: a) individual item 
lambda coefficients are greater than 0.5; b) t statistic has a significant 0.05 level for 
each path [22]; and c) each path’s loading is greater than the twice of its standard er-
ror [27]. Discriminant validity among the latent variables is questionless if the inter-
correlation between different latent variables is less than 0.6 [28]. 

3.4   Trust Behavior Construct 

A trust behavior construct for mobile applications is achieved based on the above data 
analysis according to the listed criteria with sound reliability (Using behavior: alpha 
=0.71; Reflection behavior: alpha =0.85; Correlation behavior: alpha=0.79; overall 
trust behavior: alpha=0.90), as shown in Fig. 1. Reliability is a value between 0 and 1 
expressed by alpha with a larger value indicating better reliability. Generally, alpha 
above 0.7 implies good reliability [21]. In summary, the using behavior, the reflection 
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behavior, and the correlation behavior represent the user’s trust behaviors. The PCA, 
CFA and reliability analysis showed that the questionnaire has positive psychometric 
properties with respect to construct validity and reliability.  

In addition, the relationships of different components in Fig. 1 are set based on the 
correlations among the three principle factors of trust behaviors and their external 
variables. We found that all of the three factors had significant correlation with the 
trust behavior at the 0.01 level, which indicates that these three factors can represent 
the trust behavior. We also found that these factors had lower correlations with each 
other than their correlations with the trust behavior. This indicates that these three fac-
tors can measure not only the general aspects but also the specific aspects of the trust 
behavior. Notably, their mutual correlations are around 0.5, which implies that these 
factors may influence or impact with each other. But the assumed relationships can 
not be well proved by internal nomological validity of our experiment and in literature 
theory. This means that these factors could be correspondingly in parallel, without 
any causal relationships. 

We also found the influence of a number of external variables (i.e. personal moti-
vation, brand impact, perceived device quality and personality) on the using behavior, 
the reflection behavior and the correlation behavior; their correlations are shown in 
Fig. 1. (Note that ** indicates correlation is significant at the 0.01 level (2-tailed); * 
indicates correlation is significant at the 0.05 level (2-tailed).) 

 

Fig. 1. Trust behavior construct of mobile applications 

Furthermore, we illustrate the sub-construct of the using behavior, the reflection 
behavior and the correlation behavior according to a correlation analysis in Fig. 2, 
Fig. 3, and Fig. 4, respectively. As can be seen from the figures, the correlation be-
tween each internal sub-factor (e.g. UB1, UB2, UB3) and its corresponding principal 
factor (e.g. UB) is almost in the same level (except CB3’s correlation with CB is a bit 
lower than CB1 and CB2). This correlation is also higher than the correlations among 
the sub-factors. This indicates that the sub-factors belonging to a concrete factor can 
measure not only the general aspects but also the specific aspects of the represented 
trust behavior.  
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Fig. 2. Internal relationships of Using Behavior 

 

Fig. 3. Internal relationships of Reflection Behavior 

 

Fig. 4. Internal relationships of Correlation Behavior 

4   Trust Formalization 

We propose a behavior-based trust evaluation model for mobile applications, which 
reflects the above trust behavior construct. It includes a coherent adaptive trust model 
for quantifying and indicating the device’s confidence on user’s trust in a mobile ap-
plication based on a user-device interaction monitoring system.  

This model has two main features. First, it introduces a number of basic parameters 
and several adaptive factors for computing a user’s trust in a mobile application, 
namely, the elapsed usage time / the number of usages / the usage frequency of a mo-
bile application, the total number / time / frequency of application usages, recommen-
dation times and recommendation credibility (which is reflected by the current trust 
value and a context index), and an application context index (e.g. experienced risk, 
urgency and importance via using the application). Second, it defines a general trust 
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metric to combine these parameters in order to calculate the trust value that reflects 
the user’s direct trust based on his/her past trust behaviors. 

The model provides two tailors to model recommendation credibility. One is using 
the current trust value of a mobile application recursively as its credibility measure. 
The other is the average of importance, urgency and risk the user experienced via the 
mobile application, in short the context index. Meanwhile, it also considers the trust 
behavior with regard to similar functioned applications. It aims to support a central-
ized reputation or recommendation system for advertising, distributing and selling the 
mobile applications. In order to overcome such an attack as a user may make a good 
recommendation message to a badly performed application or vice versa, we could at-
tach the direct trust value to the reputation or recommendation system, playing as the 
credibility of the user’s contribution to the mobile application’s reputation.  

4.1   Notations 

We apply the following notations in the formalization.  

)(tTi  the trust value that the device believes the user has on mobile application i; 

I  the total number of mobile applications in a user’s device; 
W  the time window applied to collect usage information; 
t  the time variable; 

)(tNi  the total number of usages of mobile application i within W;  

)(tN  the total number of usages of all mobile applications within W; 

)(tUTi  the total elapsed usage time of mobile applications i within W; 

)(tUT  the total elapsed usage time of all mobile applications within W; 
)(tFE  the usage frequency of all mobile applications in an underlying device within W; 

)(tFEi  the usage frequency of the mobile application i within W; 

)(tR  the total number of recommendations for all mobile applications within W;  

)(tRi  the number of recommendations on the mobile applications i within W;  

)(iF  the total number of features of the mobile application i; 

)(tEFi  the user experienced number of features of the mobile application i; 

),( nici  the context index of the mobile application i regarding the nth usage; 

)(tCI i  the context index representing the importance, urgency and risk factor of the mobile 

application i; It is the average of importance, urgency and risk value the user experi-

enced via using the mobile application i: ∑
=

=
)(

1
),(

)(

1
)(

tiN

ni

nici
tN

iCI ; 

),( kiac  [ ]1,0∈ , the correlation factor indicating the similarity of application i and  
application k;  

)(xf  the Sigmoid function 
xe

xf −+
=

1

1
)( ; used to normalize the trust value into (0, 1) 

)(tPI i  the performance index that indicates an application i’s performance change. 

4.2   Formalizing Using Behavior 

The PCA assumes that the extracted factors are based on linear combinations. We 
consider the influence of the number of usages, elapsed usage time, usage frequency 
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and experienced features on trust according to the trust behavior. We consider those 
factors’ influence on trust according to the total number of usages and elapsed usage 
time of all applications, the total number of the application features and the usage fre-
quency of all mobile applications in the underlying device. 
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Meanwhile, we further tailor trust based on the index of importance, urgency and 
risk, which is the context index (CI) of the mobile application usage. Supposed that 
importance index (ii), urgency index (ui) and risk index (ri) of the nth mobile applica-
tion i usage are ),( niii , ),( niui  and ),( niri , then 
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Note that, through our user study [29], we found that importance rate is highly related 
to the elapsed usage time, frequency and the number of usages. Since urgency index and 
risk index are hard to be set in practice, we simplify the formula (1) as below: 
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where μ is a parameter used to adjust the context index. 

4.3   Formalizing Reflection Behavior 

Our user study on the reflection behavior showed that the change of the elapsed usage 
time, the number of usages, the usage frequency and the change caused by the CI 
have influence on trust. We introduce a parameter called performance index (PI) that 
can be used to reflect application performance according to our user study result about 
the reflection behavior.  

       { } { })()()()()( tCIdtFEtUTtNdtPI itiiiti +++=   (4) 

Where, 
τ

τ )()(
)(

−−= tgtg
tgdt , )0( →τ ; )(tg  is a function of variable t; (4.1)  

τ  is a time interval applied to measure the changes of behavior and context. For the 
same reason mentioned in Section 4.2, we simplify the formula (4) as below: 

         { }( ))()()(2)( tFEtUTtNdtPI iiiti ++=  (5) 

The contribution of the reflection behavior to trust value can be specified as: 

)()( tPItT iRBi =                                                       (6) 
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4.4   Formalizing Correlation Behavior 

According to the user experiment result, we formalize trust based on the correlation 
behavior as below. It contains two parts. The first part reflects the comparison of 
normal usage behavior and the level of context index on similar applications. The 
second part reflects the recommendation behavior. Herein, we deduct the contribution 
of the recommendation behavior according to current trust value and context index.  
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Where λ  is a parameter that weights the contribution of the recommendation behav-
ior. An importance reason for us to introduce λ  is the correlation of CB3 to the CB is 
lower than CB1’s and CB2’s correlation to the correlation behavior, as shown in  
Fig. 4. We use ac(i, k) to indicate the similarity of the application i and k. 

4.5   General Trust Metric 

The PCA holds an assumptions that the observed data set to be linear combinations of 
certain basis. Aggregating all above formalization together, we get the following uni-
formed formula for direct trust evaluation.  

CBiRBiUBioii tTtTtTtTtT )()()()()( ςσρ +++=                                        (8) 

where ςσρ ,,  denote the normalized weight factors for using behavior evaluation, re-
flection behavior evaluation, and correlation behavior evaluation.  

The metric consists of four parts. The first part is original trust value, which could 
be an initial trust value at the beginning of the application usage or a trust value gen-
erated in the previous time window. The original trust value could be negative since 
the usage could go down or a user could prefer using another similar application. The 
second part is a real usage experience based trust evaluation. We consider the per-
centages of elapsed usage time, frequency and the number of usages, as well as the 
application features experienced. The third part is contributed by the reflection behav-
ior according to the application’s performance which is reflected by usage changes 
and context index change. The last part is a weighted evaluation contribution about 
the correlation and recommendation behaviors. The weight takes the current trust 
value into account to counter dishonest recommendations, and capture the context  
influence on the recommendations. This history-based evaluation can be seen as a 
prediction for the recommendation behaviors regarding the trust value contribution. 
Inside the last part, there is an application-comparison based contribution. This part 
adjusts the trust value by increase or decrease the first two parts based on the differ-
ence of usage number / time / frequency, recommendations and the context index. In 
order to uniform the trust value in the scope of [0, 1], we apply a sigmoid function on 
the trust value  

{ }CBiRBiUBioii tTtTtTtTftT )()()()()( ςσρ +++=                                       (9) 
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Important to note is that this general trust metric may have different appearances 
depending on which of the parameters are switched on and how the parameters and 
weight factors are set. The setting of ςσρ and,, could be based on the correlation of 
UB, RB and CB to trust behavior as 0.776, 0.897 and 0.778.  

5   Simulations 

From Nokia SmartPhone 360 usage statistics [31], we can figure out one usage model 
that is periodically changed, e.g. mobile email usage. We use function )sin( tω , ( 1=ω ) 

to model it in our simulation with regard to usage frequency. The second usage model 
could be a logistic function, also known as Richards' curve, which is widely-used for 
growth modeling. We use a modified logistic function ( ) ( )tt ee γγ −− +− 1/1 , )2/1( =γ in our 
simulation in order to make the growth start from 0 at t=0. The third usage model is a 
growth curve at the beginning and then reducing to a stale level (including 0, which 
can be controlled by the function parameters). Herein, we use a ),( βαΓ  distribution 

)5.0;2(1 ==−− βαβα tet  to model it. We also propose a linear increase model 
)1,1.0( <= tt ηηη to roughly model, for example, recommendation percentage, elapsed 

usage time and the number of usages. The above usage models can be applied in us-
age time, the number of usage, frequency, or context index. The user experienced fea-
ture )(/)( iFiEF  could be increased quickly and then gradually stay in a stable level. 
We use the logistic function to model it.  

Fig. 5 (a), (b), and (c) show the simulation results of usage behavior formalization, 
reflection behavior formalization and correlation behavior formalization, respectively. 
The usage models (or functions) applied in the simulations are listed in Table 2. For 
simplification, we apply function (3) and (5) in our simulation. Fig. 5(d) shows the 
aggregated trust value ( oi tT )( =0.5) based on function (9) and the data of T(UB)_3; 

T(RB)_3; and T(CB)_1, T(CB)_2, and T(CB)_3, respectively. 
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Fig. 5. Trust value calculated based on usage behavior 
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From the simulation, we can see that the trust value calculated based on the 
proposed formalization reflects usage change no mater it is periodically up and down 
or increased or decreased. It also implies the context’s influence on trust. The trust 
value contributed by the correlation trust behavior indicates the impact of application 
similarity and usage difference on trust. To uniform the result, we apply a sigmoid 
function to map final trust value into (0, 1). We can also use this function to map 
different part of trust contribution into (0, 1) and then aggregate them together. In this 
case, the general metric becomes: 

{ } { } { }{ }CBiRBiUBioii tTftTftTftTftT )()()()()( ςσρ +++=  )1( =++ ςσρ                (10) 
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6   Conclusions and Future Work 

User-application trust is becoming more and more important for developing and fa-
cilitating mobile applications and mobile internet based services. Studying the trust 
behavior helps greatly in explaining trust status because real behavior based explana-
tion is more convinced. In this paper, we proposed a computational trust model for 
mobile applications based on users’ trust behaviors. This model is formalized accord-
ing to a trust behavior construct achieved from a large scale user experiment. This 
construct has been examined and proved using the principal components analysis, re-
liability analysis, correlation analysis and confirmatory factor analysis. Based on the 
results achieved, we got the main factors and construct of trust behavior that contrib-
ute to the calculation of the user’s trust in a mobile application. The model formaliza-
tion was in a computational measure in order to apply the user study result in a  
practical trust evaluation system (e.g. in a mobile device). We further evaluate our 
model based on a set of simulated data. The results show that the formalization re-
flects the trust behavior construct and supports the proved trust behavior measure. 
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Regarding the future work, we will prototype a secure trust evaluator in a mobile 
device based on the formalized trust evaluation functions. It should also ensure the 
user’s usage privacy. The formalization functions can be further improved according 
to the real usage models. We also plan to develop a mobile application reputation sys-
tem based on the direct trust collected from individual devices. Our research focus 
will be a robust reputation algorithm that can aggregate the individual direct trust to-
gether and defend against potential malicious attacks on our trust model. 
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Abstract. Accurately locating trustworthy Web Services is one of the most im-
portant preconditions of services composition and invocation. However, the rapid 
growth of Web Services on the Internet makes services discovery become harder. 
Besides, the open Internet environment prevents us from finding the right ser-
vices, for the cheating, incorrect and outdated data, which we call “dirty data”, are 
ubiquitous. To make Web Service consumers get trustworthy services possible, a 
novel trustworthy Semantic Web Service discovery and selection mechanism is 
proposed. It uses the consumers’ feedback to describe Web Service’s and service 
provider’s trustworthy degree which we define as service reputation and service 
provider reputation. Based on this mechanism and our previous work, an Agent-
based Adaptive Dynamic Semantic Web Service Selection fram20ework is  
presented. According to this framework, a case study is described to show the de-
tailed operating steps of the discovery and selection process. 

Keywords: Services, Trustworthy, Semantic Web Service, Service Discovery. 

1   Introduction 

Web Services were initiated to support the reuse and interoperation of software com-
ponents on the web, and are receiving ever increasing interests from consumer, indus-
tries, and research communities across different domains. A fundamental problem of 
Web Services concerns service discovery. After the Service discovery step, service 
consumers face a dilemma in having to making a choice from a bunch of services 
offering the same function in the Service discovery results. And Web Service selec-
tion deals with choosing a service from those that are discovered for the given  
description. A rapid increase of web services on the Internet [1] makes services dis-
covery and selection become harder. To retrieve services in an accurate and automatic 
way among a large numbers of candidates, researchers have presented some good 
efforts on both Service discovery [2-4] and selection [13-16]. Among these contribu-
tions, Semantic Web Service has attracted a lot of attention in recent years. Bringing 
Semantics into Web Service has greatly improved the recall and precision of service 
discovery.  

However, to discover the really useful services for consumers, these discovery ef-
forts have to be based on conditions that the environment which services exist in is 
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steady and all the services are trustworthy. Otherwise consumers may find that, al-
though the descriptions of services match their requirements perfectly, they cannot 
invoke these services. Because services are in a changing environment, sometimes 
they cannot be invoked due to unreachable hosts or failed networks. Further, since we 
are in a world which has cheats, these services might act as viruses and cause unpre-
dictable loss. Since changing and cheating could not be prevented, mechanisms which 
can discover the changing and cheating have to be found out. 

There are some works [5-11] which address solving this problem. Some of these 
efforts depend on a QoS registry to collect and store feedbacks from consumers. The 
general idea of these methods is that consumers report the data acquired from execut-
ing a web service and/or their ratings on other QoS metrics to the central QoS regis-
try. Then the consumer will find the web service with the highest rating. Considering 
the change of QoS is an important way to discover the changing environment, but still 
it cannot become aware of cheating. Some of these efforts suggest using collaborative 
filtering technique to avoid cheating, but problems brought by the joining of new 
users and new items in this technique have not been solved. Some efforts introduce 
using service reputation to rank services, but no details are provided as to how the 
reputation score of a service is computed. 

We propose a novel trustworthy Semantic Web Service discovery mechanism to 
adapt this changing and cheating conditions and present an Agent-based Adaptive 
Dynamic Semantic Web Service Selection (AADSS) framework based on this novel 
mechanism and our previous work [12]. In our opinion, trustworthy service discovery 
mechanism includes at least four parts which are trustworthy service advertisements 
and consumers requirements, trustworthy Services, trustworthy Service providers and 
trustworthy discovery algorithm. To a semantic web service, although we could not 
know whether the service provider submits a service advertisement exactly according 
to the service itself or not, we could judge it by checking if the ontology concepts it 
refers exist or not to make sure at least it’s not a mess-up description file. For the 
same reason, the requirement has to pass this semantics check too. Service trustiness 
is hard to scale. We use the consumers’ feedback about the invoking successful rate to 
describe the trustiness, which we call service reputation. We also consider service 
provider’s reputation, which is based on the service reputation evaluated by the con-
sumer. In AADSS framework, we adopt intelligent agents to handle the changing 
environment and submit feedbacks to the semantic registry. We provide QoS and 
service reputation subscription method to notify agents these changes. 

The remainder of this paper is structured as follows. In Section 2, our trustworthy 
Semantic Web Service discovery mechanism is introduced in detail. Section 3 out-
lines the related research conducted in the area of Web services discovery and Section 
4 presents a framework based on this mechanism. Finally, Section 5 is the conclusions 
and our future works. 

2   Related Work 

There are several efforts focused on trustworthy service and reputation evaluation. 
The research into establishing trust can be classified into two categories, centralized 
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and distributed. Most of them depended on a central registry to collect and store  
feedbacks from consumers. Usually, the feedbacks are according to the QoS that 
consumer detected. Then, the feedbacks become the foundation of service reputation. 
The usual ways are based on the hypothesis that, the higher reputation service has, the 
more trustworthy it is provided with. 

Ali et al. [8] designed a policy language, and captured the user’s trust disposition in 
this language, verified the trustworthiness of a service by exploring the reputation of 
the service and combining it with the user’s central view of the service, made a prac-
tical decision on whether to trust or distrust a service. Maximilien and Singh [6] pro-
posed a framework which provides a solution to the trust problem by having agents 
collect and share information on their interactions with the services that they selected 
on behalf of service consumers. In [5, 6], Maximilien and Singh put a lot of effort on 
building a QoS ontology, the basis for service providers to advertise their services and 
for consumers to express their preferences and provide ratings. Liu, Ngu and  
Zeng [13] proposed an algorithm about how to combine different QoS metrics to get a 
fair overall rating for a web service. Manikrao and Prabhakar [12] use the collabora-
tive filtering technology in their web service selection method. Majithia et al. [21] 
proposed a framework for reputation-based semantic service discovery. Ratings of 
services in different contexts, referring to either particular application domains, or 
particular types of users, are collected from service consumers by a reputation man-
agement system. A coefficient (weight) is attached to each particular context. The 
weight of each context reflects its importance to a particular set of users. A damping 
function is used to model the reduction in the reputation score over time. This func-
tion, however, only considers the time at which a reputation score is computed, and 
ignores the time at which a service rating is made. To guarantee that the update of 
service reputation value can be known by every consumer in time, we adopt reputa-
tion subscription policy. Besides, we evaluate the reputation of service provider which 
could be an effect factor of service reputation. 

The only trust and reputation approach for decentralized web service system is 
proposed by Vu, Hauswirth and Aberer [9]. They use some dedicated QoS registries 
to collect QoS feedbacks from consumers. Although these QoS registries are organ-
ized in a P2P way, they are based on a specially designed P-Grid structure. Each  
registry is responsible for managing reputation for a part of service providers. An 
algorithm is introduced to detect and deal with dishonest feedbacks by comparing the 
QoS data from dedicated monitoring agents with the data from consumers to filter out 
dishonest feedbacks. This approach is much more complicated than those centralized 
trust and reputation methods and involves a lot of communication and calculation 
because of the use of the complicated P-Grid structure. 

Our Trustworthy Service Discovery and Selection Mechanism can be adopted by 
centralized system. We use consumer feed back to evaluate service reputation, and 
consider service provider’s reputation too. Taking both service long-term behave and 
short-term behave into consideration; we setup two kinds of service reputation. Ser-
vice long-term reputation is used to calculate its provider’s reputation. Service short -
term reputation is used to describe its recent behaves.  
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3   Trustworthy Service Discovery and Selection Mechanism 

3.1   Trustworthy Service 

Trust as a social phenomenon, as a mental state and as the basis for establishing busi-
ness alliances and partnership has been widely studied in social network analysis [18], 
cognitive psychology [19], and economics. More recently, trust is taken as a high 
level social abstraction of agencies [20] and is studied in the multi-agent research 
communities. As defined by Wikipedia, “trust is a relationship of reliance. A trusted 
party is presumed to seek to fulfill policies, ethical codes, law and their previous 
promises.” But until now, there is no accepted definition of trustiness in Web Service 
domain. In [17], Wang addressed that, “trust is personalized and subjective reflecting 
an individual’s opinion”.  

In this paper, we give our comprehension of trustworthy service in service discov-
ery mechanism. Trustworthy service is a service which is described in an acknowl-
edged way and contains accepted semantics; it is provided by a high-reputation  
provider and has believable function and non-function profile. To discover this trust-
worthy service, we design a trustworthy service discovery mechanism which includes 
validating the semantic compatibility between ontology and services/requests, evalu-
ating the reputation of services, evaluating the reputation of service providers and a 
service discovery algorithm based on these factors. 

3.2   Validate Semantics Compatibility 

In this open environment, everyone can publish services on the public service regis-
try. Some of them maybe have no strict semantics, which means the services are an-
notated by nonexistent concepts. To avoid these un-trusted services polluting the valid 
data, we have to validate the semantics compatibility before allowing them to be pub-
lished. The same thing has to be done before we accept a consumer’s request. In a 
trustworthy service discovery mechanism, we should avoid un-trusted request taking 
up available computing resource. 

There are several kinds of Semantic Web Service description language standards 
which have been widely used, for example, SAWSDL, WSDL-S, OWL-S, and so 
on. Though they have different structures and expressing semantics methods, at 
least there is one thing in common, that is they use ontology concept to annotate 
service semantics. Figure 1 shows the segments of SAWSDL, OWL-S, and  
WSDL-S. Based on this fact, our idea is using ontology to validate services seman-
tics compatibility. 

When a service advertisement is submitted, we extract the ontology concepts that it 
contains, and try to access these ontologies. If the ontology cannot be access or the 
ontology has incorrect format, this advertisement is invalid. If the concept it refers 
does not exist in the ontology, this advertisement is also invalid. When a consumer 
request is submitted, we do the same thing to find out if it is valid or not. 
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... 
<wsdl:interface name="CheckAvailabilityRequestService" 
   sawsdl:modelReference="http://example.org/Categorization#Electronics"> 
  ... 
</wsdl:interface> 
... 

A segment of SAWSDL 
   ... 

<wssem:precondition name="ExistingAcctPrecond" 
wssem:modelReference="POOntology#AccountExists"> 

<wssem:effect name="ItemReservedEffect"  
wssem:modelReference="POOntology#ItemReserved"/> 

... 
A segment of WSDL-S 

... 
<profile:hasInput rdf:resource="&ba_process;#AcctName"/> 
<profile:hasInput rdf:resource="&ba_process;#Password"/> 
<profile:hasInput rdf:resource="&ba_process;#Confirm"/> 
... 

A segment of OWL-S 

Fig. 1. The segments of SAWSDL, OWL-S, and WSDL-S 

3.3   Evaluate the Reputation of Services and Service Providers 

In general, reputation is the public’s opinion about the character or standing (such as 
honesty, capability, reliability) of an entity, which could be a person, an agent, a 
product or a service. It is objective and represents a collective evaluation of a group of 
people/agents. There are still some problems in nowadays reputation evaluation 
mechanisms. In many reputation systems, the reputation is quantized as a real num-
ber, and people tend to choose the service which has highest reputation value. In this 
case, the new services will not able to get chance and grow up, no matter how good 
service they offer. To present a fair competition environment, we have to guarantee 
that all services have their chances to grow up. Service provider’s reputation has been 
ignored by some reputation systems. In fact, service provider’s reputation is also 
important, especially when new services are published. It helps the system to avoid a 
cold start. Besides, most of the reputation systems only consider QoS in the reputation 
evaluating process. QoS is an important indicator for service, but we discuss it in the 
non-function matching step. In our mechanism, we propose a reasonable, operable, 
and continuable reputation evaluating mechanism, which considers the service pro-
viders’ reputation, and gives an easy evaluate way to calculate the reputation value. 
We also offer method to guarantee all the services have their chances to grow up.  

The way changes a service’s reputation is when one consumer invokes the service 
successfully, add 1 to its reputation, or else decrease 1. We assign a reputation value to 
the service according to its provider’s services reputation values when it is just pub-
lished. To service provider, the reputation is decided by all the services it provides.  

If the reputation value of provider A is Rp, and A has published m services, the 
reputation of every service is Rw1, Rw2… Rwm. At this time, provider publishes a 
new service wm+1. Formula 1 and 2 show how to calculate the reputation of wm+1. In 
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formula 1, frei is a percentage that shows the invoked frequency of service wi (1≤i≤m), 
timesi is the number of times that wi has been invoked. In formula 2, Rwm+1 is the 
reputation of service wm+1, Rwi is the reputation of service wi. Formula 3 shows how 
to calculate the provider A’s reputation Rp. We consider the time element when we 
evaluate a provider’s reputation. The variable Time is the existent time of this provider. 
In one particular system, Time can be any unit, for example, second, minute, hour, and 
so on. Rp stands the average reputation of all the services owned by one provider dur-
ing the time it exists. It’s a comparable value between providers. 
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When a new service provider is published, to avoid the cold start, we assign a repu-
tation value to this provider. This value equals the average reputation value of all the 
service providers in the service registry. And when a provider publishes its first ser-
vice, we assign the average reputation of all the services as its initial value.  

Because services’ reputation can accumulate as time goes by, the services which 
exist longer always have more chance to get higher reputation. To guarantee all the 
services have chances to grow up, we setup two kinds of service reputation for one 
service. One is Rw which we have discussed at the fore, we call it long-term reputa-
tion. It’s used to evaluate the provider’s reputation. The other one Rws is called  
short-term reputation. Then we set a time-limit, for example, one month. Rws is the 
reputation value that is accumulated in the last time-limit. According to this evaluate 
method, the reputation value of services and providers can be any rational number. 

The provider is organized as different levels according to their reputation value. 
When consumers look for some service, they can consider about choosing the pro-
vider level first and then pick up one service according to Rws.  

3.4   Trustworthy Service Discovery and Selection Algorithm 

In this paper, we name a “Trustworthy Service Discovery and Selection Algorithm” 
as an algorithm that matches trustworthy service advertisements and consumer re-
quirements according to their exact semantics and select the “right” service based on 
the trustworthy service reputation.  

First, we validate the semantics compatibility of the inputs of this algorithm (ser-
vice advertisements and consumer requirement), then we perform an exact service 
discovery algorithm to find the candidate service list. At last, we select one service 
from this list according to services’ reputation value. The service discovery algorithm 
is in figure 2 and 3. The algorithm consists service function matching and service 
non-function matching, and currently only QoS is considered in the non-function 
matching part. 
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Algorithm 1. Service Discovery by Function 
function ServiceDiscovery (BLq, q) 
for each wi in BLq                                                                         

 if (wi.OperationConcept ⊇ q. OperationConcept)                                                                    
      if (wi.EffectConcept ⊇ q. EffectConcept) and (wi.PreconditionConcept ⊇ q. PreconditionConcept)    
            for each q.OutputConceptj in q 

                          exist wi.OutputConceptj in wi 
                                 If!(wi.OutputConceptj

⊇ q.OutputConceptj) 
                                         return FALSE; 
                  for each wi.InputConceptj in wi 
                         exist q.InputConceptj in q 
                                 If!(wi.InputConceptj

⊇ q.InputConceptj) 
return FALSE; 

          CLq .add(wi); 
          return TRUE; 
   else return FALSE; 

Parameters: 
BLq: The service advertisement set in service registry. 
wi : One service advertisement in BLq. 
q: One requirement.                            
CLq: The Service set that satisfy consumer’s function requirement 

Fig. 2. Service Discovery by Function 

Algorithm 2. Service Discovery by Non-function 
function QoSFiltering (CLq, q) 
for each wi in CLq                                                                         

for each q.QosConcept in q                                                                   
      exist wi. QosConcept = q. QosConcept                                                                      
                if (wi. QosConcept.Unit(Maxvalue) < q. QosConcept.Unit(Maxvalue) 

                            if (wi. QosConcept.Unit(Minvalue) >q. QosConcept.Unit(Minvalue)) 
                                   Result.add(wi); 
                                   return TRUE; 
             return FALSE; 

Parameters: 
CLq: The service advertisement set in which all the services make Algorthm 1 return True. 
wi : One service advertisement in CLq. 
q: One requirement.                            
Result: The Service set that satisfy consumer’s function and non-function request 

Fig. 3. Service Discovery by Non-function 

In the function matching algorithm, the symbol “ ⊇ ” express the containing rela-
tionship between ontology concepts. A ⊇ B means concept B is concept A’s equiva-
lent class or super class. “OperationConcept” stands for the concept that is used to 
annotate the operation. As the same way, “EffectConcept”, “preconditionConcept”, 
“OutputConcept” and “InputConcept” stand for concepts used to annotate effect, 
precondition, output and input separately. In the non-function matching algorithm, 
“QosConcept” stands for concept used to annotate QoS. “Unit” is the unit of each 
QoS metric. “Maxvalue” and “Minvale” stand for the maximal value and minimal 
value that the QoS metric can be. 
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4   AADSS Framework 

4.1   AADSS Framework Overview 

We present a novel Agent-based Adaptive Dynamic Semantic Web Service Selection 
framework AADSS based on this trustworthy service discovery and selection Mecha-
nism. Figure 4 is the structure of AADSS framework which shows the interactions 
between the main entities.  

There are two kinds of agents, one is for service provider called provider-agent, 
and the other is for service consumer called consumer-agent. Provider-agent extracts 
the semantic information from semantic Web Service descriptions which is submitted 
by service providers according to the definition of service publication template, and 
validates its semantics compatibility before invoking the published API of AADSS 
registry to publish services. Any semantic Web Service description language will be 
accepted by our framework, if it contains the information in figure 5. Consumer-agent 
gets the semantic service request from consumer, and validates its semantics compati-
bility before invoking service finding API to get a list of services, and subscribes to 
non-functional service information and service reputation value from AADSS regis-
try. Consumer-agent also filters unfit services based on QoS properties and picks the 
service with maximal reputation value for consumer. AADSS registry is the core 
component of this framework. It maintains and manages service semantic descrip-
tions, service providers’ information and service reputation values, provides service 
publishing and finding functions, executes semantic service discovery algorithm, non-
functional service description and reputation updating and subscribing algorithm. 
Main contributions of AADSS are summarized as follows: 

 

Fig. 4. AADSS Framework 

 
1. Semantics Web Service discovery. We adopt trustworthy service discovery algo-

rithm (present in figure 2) to generate the candidate services list. 
2. QoS measure and feedback. We introduce a consumer feedback mechanism to 

update the quality of services. Consumer-agent filtrates to the candidate service 
list according to service non-function discovery algorithm (present in figure 3). 
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<service modelReference=“placeholder“> 
<provider>provider information</provider> 
<wsdl_url>url for wsdl file</wsd_url> 
<semantic_description>url for semantic web service description file</semantic_description> 
<operation name=“placeholder“ modelReference=“placeholder“> 

<input name=“placeholder“> 
<modelReference>modelReference</modelReference>* 

</input>* 
<output name=“placeholder“> 

<modelReference>modelReference</modelReference>* 
</output>*  
<precondition> modelReference of predondition</precondition>* 
<effect>modelReference of effect</effect>* 
<qos modelReference=“placeholder“> 

<unit> modelReference of Unit </unit> 
<maxvalue>Maxvalue</maxvalue> 
<minvalue>Minvalue</minvalue> 

</qos>* 
</operation>* 

</service> 

Fig. 5. Semantic Publication Template 

3. Service providers and services reputation evaluation. Adopting user feedback 
mechanism to calculate the reputation of service providers and services, and up-
dating the reputation value according to Section 3.3. Consumer’s agent selects 
the service which has the maximum reputation value in the candidate list as the 
“right” service.  

4. QoS and service reputation subscription. When the QoS and reputation values 
are changed, the consumer-agent redoes the QoS filtering work and reputation 
ranking work. Once the consumer invokes the service, the “right” service is on 
the top of the list. 

4.2   Case Study 

In order to test-drive our framework, we apply it to a simple case study from the cli-
ent’s perspective. It supposes that programmer Jing wants to invoke an addition op-
eration in her application, and she chooses to use a Web Service to do the addition 
work. The process from consumer requesting to service invoking follows these steps: 

Step 1 
Jing writes her request according to our semantic request template (SRT), and submits 
to the consumer-agent. Figure 6 is a filled SRT, and the italics are information filled 
in by Jing. In implementation, we can give a GUI which allows users to fill the pa-
rameters they want, and generate this xml automatically. In this simple example, Jing 
gives two inputs, one output and one QoS metric. 

Step 2 
The consumer-agent extracts the semantic description from this request, validates its 
semantics compatibility and then calls the finding API of registry. 
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Step 3 
AADSS registry matches the request to the services in the registry according to the 
semantically annotated function parameters, and returns the list of matched service 
that is named candidate service list CL, which includes service invoking information, 
QoS description and service reputation values. 
 
<operation name=“Addition” > 

<input name=“addend”> 
<modelReference>http://sweet.jpl.nasa.gov/ontology/numerics.owl#NumericalEntity</modelReference > 

</input> 
<input name=“summand”> 

<modelReference>http://sweet.jpl.nasa.gov/ontology/numerics.owl#NumericalEntity</modelReference > 
</input> 
<output name=“sum”>  

<modelReference>http://sweet.jpl.nasa.gov/ontology/numerics.owl#NumericalEntity</modelReference > 
</output> 
<qos modelReference=“http://www.comp.lancs.ac.uk/owl_qos/qosont2.owl#MaximumTimeToComplete”> 

<unit>http://sweet.jpl.nasa.gov/ontology/time.owl#Second</unit> 
<maxvalue>0.3</maxvalue> 
<minvalue> 0</minvalue> 

</qos> 
</operation> 

Fig. 6. An Example of Semantic Request 

Step 4 
Consumer-agent filters services in CL with the QoS requirement “MaximumTime-
ToComplete”. If the service maximum complete time is smaller than 0.3 second, then 
agent puts this service into list CL′. 

Step 5 
Consumer-agent sorts all the services in CL′ by service reputation level and selects 
the service A which has the maximal short-term reputation value Rws among the 
highest level providers’ services. Then A is bound and invoked by Jing’s application. 

Step 6 
After the successful invocation of A, consumer-agent submits the real service quality 
property value to the registry, which means sending the complete time to registry 
here. Registry updates the “MaximumtimeToComplete” value of A according to its 
strategy, and adds 1 to A’s reputation value. If the invocation is unsuccessful, con-
sumer-agent will not submit the QoS property value. Registry subtracts 1 from A’s 
reputation value. 

Step 7 
Consumer-agent maintains services information in CL, and subscribes their QoS and 
reputation value to registry. When the service quality or reputation in CL is changed, 
registry will notify the consumer-agent about the update of the correlative informa-
tion. Before every invocation, consumer-agent will redo step 4 to step 6, unless one of 
these four events happens: Jing changes the request; she claims to update the candi-
date service list; the invocation failed; all the services in CL cannot be filled to the 
QoS requirements. In these four situations, consumer-agent will redo step 3 to step 6. 
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5   Conclusions and Future Works 

We have described a trustworthy service discovery and selection mechanism which 
gets the really useful service that consumer wants from the ubiquitous cheating, incor-
rect and outdated data. We have also designed an agent-based adaptive dynamic Se-
mantic Web Service selection framework based on this mechanism.  

Future work will be enhancing the performance of the semantic Web Service dis-
covery algorithm, so that the algorithm can deal with the massive volumes of data 
online. Since centralized registry has the single point of failure problem and has proc-
essing capacity limitation, the AADSS framework will be redesigned as a distributed 
structure.  
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Abstract. Reputation-based trust evaluation is critical to e-commerce
or e-service applications. In some applications (such as eBay), the trust
management mechanisms have been introduced to provide valuable in-
formation to buyers prior to placing orders and making payments. Mean-
while, the trust issue is also actively studied in the research community.
However, in most existing studies, a single trust value is computed based
on ratings given for a seller or a service provider to indicate the current
trust level. This is interesting but too simple to reflect the service quality
history and trust features well under some circumstances. It may also be
misleading for the decision making of buyers or service customers. In this
paper, we present a novel fuzzy regression based trust vector approach
to depict the trust level with more indications, and predict the trustwor-
thiness of a forthcoming transaction with its advertised QoS values and
transaction history.

1 Introduction

In e-commerce or e-service environments, the reputation-based trust is a very
important indication for a buyer or a service customer to make the selection
from a few sellers or service providers providing the same product or service,
since the buyer or service customer would like to order from the seller or service
provider with the best transaction reputation. This is particularly important
when the buyer or service customer has to select from unknown sellers or service
providers.

In a trust management mechanism enabled system, buyers or service cus-
tomers can provide feedback and ratings after transactions. Then the trust man-
agement system can evaluate the trust value based on collected ratings reflecting
the quality of recent transactions. The trust value can be provided to buyers or
service customers by publishing it on web or responding to their requests.

The trust issue is also actively studied (e.g. [13]) in Peer-to-Peer (P2P) net-
works, which can be used for information-sharing systems1. In a P2P system,

1 http://www.gnutella.com

J. González Nieto et al. (Eds.): ATC 2009, LNCS 5586, pp. 221–235, 2009.
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it is quite natural for a client peer to doubt if a serving peer can provide the
complete file prior to any download action, which may be quite time-consuming
and network bandwidth-consuming. Different from some trust management sys-
tems in e-commerce environments, in the P2P trust system, a requesting peer
needs to request the trust data of a serving peer (target peer) from other peers
which may have transacted with the serving peer [4,8,14]. The computation of
the trust status of the serving peer from the collected trust ratings is then per-
formed by the requesting peer, not a central management server, because of the
decentralized architecture of P2P systems.

In most existing trust evaluation studies, a single final trust value (e.g. in the
range of [0, 1] [4,8,11,13,14,16]) is computed to reflect the general or global trust
level of a seller or service provider. For example, if the final trust value is in
the range of [0, 1], 0.95 indicates a very good trust level for a seller or a service
provider.

Such a value can reflect the transaction/service reputation accumulated in
a certain period. However, a single final trust value may not reflect the real
trust status very well. For example, if TA = TB = 0.7 (in the scale of [0,1]),
does it indicate that sellers or service providers A and B have the same trust
level? It is not true if A’s trust values are becoming worse with an accumulated
value of 0.7 while B’s values are becoming better. Thus B is better than A in
predicting the trust level in a forthcoming transaction. In general, the single-
value approach cannot reflect (i) the service trust trend of changes and (ii)
the service performance consistency level. Service trust trend indicates that the
service trust will become better or worse in forthcoming transactions. This is an
important indication to tell buyers or service customers to what extent a seller
or a service provider is trustworthy for new transactions or services. Service
performance consistency level can indicate whether the service quality is being
maintained at the level reflected by the final trust value, which makes sense no
matter whether the trust value is low or high. For example, if the trust level of
a service provider is good and its trust level is “consistent”, that indicates that
the service provider has maintained the good level for a certain period.

In a good trust management system, it requires more comprehensive trust
evaluation approaches providing more (precise) trust information that indicates
not only the global trust level, but also the trust prediction relevant to forth-
coming transactions. To serve this purpose, according to fuzzy regression, in this
paper, we propose a service trust vector consisting of a set of values, such as final
trust level, service trust trend and service performance consistency level, which
is applicable to e-commerce or e-service environments. We will also conduct em-
pirical studies to study the properties of our proposed approaches.

In this paper, we adopt fuzzy regression instead of classical regression be-
cause in classical regression analysis, the deviations between the observed and
estimated data are assumed to be subject to random errors. However, these devi-
ations are frequently caused by the indefinite structure of a system or imprecise
observations. All make it necessary to introduce the fuzzy regression.
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This paper is organized as follows. In Section 2, we review the trust manage-
ment approaches of eBay, some existing studies and the fuzzy regression method.
In Section 3, some parameters are introduced to prepare for Section 4, which ex-
plains the fuzzy regression methodology. Section 5 discusses the final trust level,
service trust trend and service performance consistency level evaluations in our
service trust vector. Some empirical studies are presented in Section 6 for further
illustrating the properties of our model. Finally Section 7 concludes our work.

2 Background

2.1 Trust Management at eBay

The trust management mechanism in eBay2 is one of the earliest systems in
applications.

At eBay, after each transaction, the buyer can give feedback to the system ac-
cording to the service quality of the seller. The feedback (or rating) is stored by
eBay (a centralized management architecture), which can be “positive”, “neu-
tral” or “negative”. eBay calculates the feedback score S = P − N , where P is
the number of positive feedback left by members (customers) and N is the num-
ber of negative feedback from members. Then S value can be displayed on the
web pages. In addition, R = P−N

P+N (e.g., R = 99.1%) is called positive feedback
rate, based on which a seller can be awarded as a “Power Seller” if R ≥ 98%
(98% is the threshold).

eBay also improves its trust service and provides rating data in 12 months
listed in a table, which is divided by recent 1 month, 6 months and 12 months.
Thus, eBay provides some simple mechanisms of trust management and trust
calculation and leaves some raw data to buyers for self-calculation.

2.2 Trust Management in Other Environments

In [16], a trust evaluation approach is introduced for e-commerce applications
which is based on the trust values of transactions in a recent period, rather
than all of them. In this method, recent ratings are more important in the trust
evaluation. In [9], fuzzy logic is applied to trust evaluation, which divides sellers
or service providers into multiple classes of reputation ranks (e.g. a 5-star seller,
or a 4-star seller).

Trust is also an important issue in Peer-to-Peer (P2P) information-sharing
network1, since a client peer needs to know prior to download actions which
serving peer can provide complete files. P2P trust evaluation relies on a polling
algorithm (e.g. [1]), a binary rating system for calculating the global trust value
of a given peer [4,14], or a voting reputation system (e.g. [8]) that calculates
the final trust value combining the values returned by responding peers and the
requesting peer’s experience with the given peer.

2 http://www.ebay.com
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We know [15] binary rating systems work very well for file-sharing systems
where a file is either the definitive correct version or wrong. But binary ratings
cannot accurately model richer services such as web services or e-commerce, since
a binary rating may not adequately represent a client peer’s experience of the
quality of service (QoS) with other serving peers, such as the quality of products
the serving peer sends and the expected delivery time [15]. In most later studies
on trust evaluation (e.g. [12,13,15]), a numeral rating system is adopted, where,
for example, the rating is a value in the range of [0, 1]. Such a rating system is
more suitable for complex applications.

In the literature, trust issue also receives much attention in service-oriented
computing research. In [7], Lin et al propose a method of reputation-based trust
evaluation in service-oriented environments based on a proposed architecture
consisting of distributed trust management brokers. In [10], Vu et al. present
a model to evaluate and rank the trust and reputation of QoS-based services.
In [11], an event-driven and rule-based trust management for service-oriented
application is proposed, where a formula based approach is adopted for incre-
mental trust computation. Moreover, the approach is adaptable to applications
by incorporating rule management. Then, the computed result can be taken as a
global trust value reflecting the accumulated trust level, which is not particularly
relevant to new transactions.

2.3 Fuzzy Regression

In e-service environments, the service provider usually provides the QoS values
before a transaction, which are the advertised QoS values, and then receives
the aggregated quality value in [0, 1] about the delivered QoS values after the
transaction. Such a delivered quality value is assumed to be able to indicate the
success possibility or trustworthiness of this transaction, therefore this delivered
quality value can be taken as a trust value. Assuming both the service providers
and service consumers are honest, if the transaction history data and the new
advertised QoS values are already known, the new delivered quality value can
be predicted, since the delivered quality value is inherently related with the
corresponding existing advertised QoS values prior to the new transaction.

For example, at eBay, we consider to buy a new battery for HP pavilion
dv2000 and dv6000 laptops3. First of all, we focus on the transaction history
and try to find out whether the seller is trustworthy. Before each transaction,
the seller provides the product’s price, shipping price, delivering time and all
other QoS values. After the transaction, the buyer gives a feedback rating about
the transaction quality. If a function between the advertised QoS values and the
delivered rating can be determined, then with the new QoS values, such as: Price
US $58.75, Shipping US $10.95 and so on, the new rating can be predicted. That
is very useful and important before the transaction.
3 http://cgi.ebay.com/NEW-Battery-for-Hp-pavilion-dv2000-dv6000-V6000-12-cell0

QQitemZ370143793214QQcmdZViewItemQQptZLH DefaultDomain 0?hash= Wit
em370143793214& trksid=p3286.c0.m14& trkparms=72%3A1234%7C66%3A2%7C
65%3A12%7C39%3A1%7C240%3A1308%7C301%3A1%7C293%3A1%7C294%3A50
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Regression analysis [2] is a statistical technique for modeling and investigating
the relationship between two or more variables. For example, here regression
analysis can be used to build up a model that represent the delivered quality
value as a function of a set of advertised QoS values. Then this model can be
used to predict the new delivered quality value with a new set of advertised QoS
values.

In the classical regression method, a set of parameters of an unknown function
f(x, ω) can be estimated by making measurements of the function with error at
any point xi:

yi = f(xi, ω) + εi, (1)

where the error εi is independent of x and is distributed according to a known
density pω(ε). Based on the observed data sample S = {(xi, yi), i = 1, 2, . . . , n},
the likelihood is given by

P (S|ω) =
n∑

i=1

ln pω(yi − f(xi, ω)). (2)

Assuming that the error is normally distributed with mean 0 and variance δ, the
likelihood is given by

P (S|ω) = − 1
2δ2

n∑
i=1

(yi − f(xi, ω))2 − n ln(
√

2πδ) (3)

Maximizing the likelihood in Eq. (3) is equivalent to minimizing

E(ω) =
1
n

n∑
i=1

(yi − f(xi, ω))2, (4)

which is in fact the same as the estimation by the method of least squares.
Namely, the regression line is estimated so that the sum of squares of the devi-
ations between the observations and the regression line is minimized.

In classical regression analysis, the deviations between the observed and esti-
mated data are assumed to be due to random errors. However, frequently these
deviations are caused by the indefinite structure of the system or the imprecise
observations, which makes it necessary to introduce the fuzzy regression.

Fuzzy regression can be quite useful in estimating the relationships among
variables where the available data are very limited and imprecise, and vari-
ables are interacting in an uncertain, qualitative, and fuzzy way. Thus, it may
have considerably practical applications in many management and engineering
problems.

3 Fuzzy Regression Model Parameters

Prior to presenting the detailed fuzzy regression model, some definitions about
parameters of the model should be introduced firstly in this section.
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3.1 Membership Function

The fuzzy number mentioned in this paper is Ã(α, C) with the following mem-
bership function [3],

μÃ(x) =

⎧⎪⎪⎨⎪⎪⎩
{

1 − |x−α|
C , |x − α| ≤ C,

0, otherwise,
C > 0,{

1, x = α,
0, otherwise, C = 0,

. (5)

According to Eq. (5), it is easy to prove that λÃ is fuzzy number Ã(λα, |λ|C)
and Ã1 + Ã2 is fuzzy number Ã(α1 + α2, C1 + C2). So if

T̃ ∗
i = Ã0 + qi1Ã1 + . . . + qinÃn, (6)

then T̃ ∗
i is the fuzzy number

T̃ ∗
i (α0 +

n∑
j=1

qijαj , C0 +
n∑

j=1

|qij |Cj). (7)

3.2 Goodness-of-Fit

Definition 1. Let A, B be the fuzzy sets in real space R, then

h =
∨

x∈R

{μÃ(x) ∧ μB̃(x)} (8)

is the goodness-of-fit from A to B.

In fact, the goodness-of-fit is defined as the inner product here. According to
Definition 1, the goodness-of-fit from fuzzy number Ã(α1, C1) to fuzzy number
B̃(α2, C2) is

h =
{

1 − |α1−α2|
C1+C2

, |α1 − α2| ≤ C1 + C2,

0, otherwise,
(9)

Hence, the goodness-of-fit hi from T̃i(Ti, ei) to Eq. (7) T̃ ∗
i (α0 +

∑n
j=1 qijαj , C0 +∑n

j=1 |qij |Cj) is

hi =

{
1 − |Ti−(α0+

∑
n
j=1 qijαj)|

C0+
∑

n
j=1 |qij |Cj+ei

, |Ti − (α0 +
∑n

j=1 qijαj)| ≤ C0 +
∑n

j=1 |qij |Cj + ei,

0 otherwise,
.

(10)

3.3 Fuzziness

Definition 2. Let A(α, C) be the fuzzy number, then the fuzziness [5] of A is

SA =
1
2
C. (11)

The fuzziness measures how fuzzy or vague the fuzzy set is or how clear it is not.
According to Definition 2, the fuzziness of T̃ ∗

i in Eq. (6) is
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ST̃∗
i

=
1
2
(C0 +

n∑
j=1

|qij |Cj). (12)

4 Fuzzy Regression Methodology

Let sample data be
q11, q12, . . . , q1n; T1
q21, q22, . . . , q2n; T2
. . .

qm1, qm2, . . . , qmn; Tm

(13)

where qi1, qi2, . . . , qin are the advertised QoS values at time i, which are the
input data. Ti is the corresponding delivered quality value, which is the output
data, and i = 1, 2, . . . , m.

Since there may be no established relation between the input and the output,
in order to dovetail the model nicely with the real application, the output is
transformed into fuzzification, which makes the fuzzy output T̃i be fuzzy num-
ber T̃i(Ti, ei), where ei depends on the application environment. In this paper,
the relation between the input and the output is estimated by the fuzzy linear
regression as follows.

The corresponding general fuzzy linear regression model is

T̃ ∗
i = Ã0 + qi1Ã1 + . . . + qinÃn, (14)

where Ãj is fuzzy number Ãj(αj , Cj) which has the membership function in Eq.
(5) and T̃ ∗

i is the fuzzy number defined in Eq. (7).
For parameters estimation, when the goodness-of-fit hi is large enough, we

try to minimize the fuzziness

max
1≤i≤m

{1
2
(C0 +

n∑
j=1

|qij |Cj)} (15)

to estimate α0, α1, . . . , αn and C0, C1, . . . , Cn.
Since

max
1≤i≤m

{1
2
(C0 +

n∑
j=1

|qij |Cj)} ≤ 1
2
C0 +

1
2

n∑
j=1

( max
1≤i≤m

|qij |), (16)

parameters estimation is transformed to linear programming

min S = W0C0 + W1C1 + . . . + WnCn, (17)

such that

hi > H, i = 1, 2, . . . , m, (18)
Cj ≥ 0, j = 0, 1, . . . , n, (19)
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where H is established at the beginning, and

W0 =
1∑n

k=1(max1≤i≤m |qik|)
, (20)

Wj =
max1≤i≤m |qij |∑n

k=1(max1≤i≤m |qik|)
. (21)

From Eq. (10), the above multiple linear programming problem is

min S =
n∑

j=1

WjCj (22)

such that

α0+
n∑

j=1

qijαj +(1−H)(C0+
n∑

j=1

|qij |Cj)≥Ti−(1−H)ei, i = 1, 2, . . . , m (23)

α0+
n∑

j=1

qijαj−(1−H)(C0+
n∑

j=1

|qij |Cj)≤Ti+(1−H)ei, i = 1, 2, . . . , m (24)

Cj ≥ 0, j = 1, 2, . . . , n (25)

From the linear programming above, the parameters can be estimated. Hence,
the prediction model is

T̃ ∗ = Ã0 + q1Ã1 + . . . + qnÃn, (26)

and the center of T̃ ∗
i is

T ∗
i = α0 +

n∑
j=1

qijαj . (27)

Based on existing advertised QoS values and the delivered quality value, the
fuzzy regression line can be obtained with Eq. (26). With the obtained fuzzy
regression line and new advertised QoS values {qm+1 1, qm+1 2, . . . , qm+1 n}, the
new delivered quality value can be predicted as

T ∗
m+1 = α0 +

n∑
j=1

qm+1 j αj . (28)

This is valuable for the decision-making of service cutomer prior to transactions.

5 Service Quality Trust Vector

In [6], we propose an approach of a service quality trust vector, which consists
of final trust level (FTL), service trust trend (STT ) and service performance
consistency level (SPCL).
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Fig. 2. Several SPCL cases

1. FTL value is provided as an indication for the global trust level of a seller or
a service provider. In [6], the FTL value can be calculated as the exponential
moving average:

TFTL =
∑n

i=1 wiqi∑n
i=1 wi

, (29)

where wi is the weight for service quality qi at time i (i = 1 . . .n), which can
be calculated as follows:

wi = αn−i, 0 < α ≤ 1. (30)

2. STT value shows a general trend of changes in the service quality in the
near future, which is important when we choose a seller or a service provider
with serious caution. Some typical cases of STT are depicted in Fig. 1.

In [6], the STT value is evaluated by introducing the weighted least squares
linear regression method to evaluate STT , which is illustrated in Fig. 3. This
method is used to obtain the best fit straight line from a set of given data
points. This best fit straight line is characterized by the sum of weighted
squared residuals having its least value, where a residual is the distance
from a data points to the regression line(refer to Fig. 3). Once obtaining the
regression line, its slope can be taken as our STT value.

3. SPCL value should be calculated to indicate whether the real service level
is consistent over a certain period. Some typical SPCL cases are depicted
in Fig. 2.

In [6], the SPCL value is calculated by

TSPCL = 1 − 2
∑n

i=1 wi|qi − (a0 + a1ti)|√
1 + a2

1
∑n

i=1 wi

, (31)

where a0 and a1 is decided by the regression line mentioned above.
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Fig. 3. Weighted least squares linear regression

In [6], only single variable is considered. However, in this paper, multiple
variables are introduced, which makes a multivariable fuzzy linear regression.
We should notice that it is easy to introduce the weight in Eq. (30) without
complexity. Therefore, for the sake of simplicity, we omit the weight function
in this paper. Based on the results in Section 4, FTL, STT and SPCL are
redefined as follows.

Definition 3. The FTL value can be calculated as:

TFTL =
∑m

i=1 Ti

m
, (32)

where Ti is the trust value at time i (i = 1, 2, . . . , m).

Definition 4. The STT value can be evaluated by the parameters of first order
of Eq. (26), i.e.

TSTT =
n∑

j=1

αj . (33)

Definition 5. The SPCL value can be evaluated by the goodness-of-fit which
is defined in Eq. (10), i.e.

TSPCL =
∑m

i=1 hi

m
, (34)

where hi is defined in Eq. (10).

Hence, the definition of the service quality trust vector is as follows.

Definition 6. The service quality trust vector T consists of the FTL value
TFTL, the STT value TSTT , and the SPCL value TSPCL

T =< TFTL, TSTT , TSPCL >, (35)

where TFTL is defined in Eq. (32), TSTT is decided by Eq. (33), and TSPCL is
defined in Eq. (34).

Moreover, with trust vectors, all service providers form a partial order set. Given
two service providers Pi, Pj with service quality trust vectors Ti =< TFTLi ,
TSTTi , TSPCLi >, and Tj =< TFTLj , TSTTj , TSPCLj > respectively, they are
comparable in the following cases:
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1. If TSTTi = TSTTj , TSPCLi = TSPCLj , and TFTLi < TFTLj , Pj is more
preferable. We denote it as Pj > Pi or Pi < Pj .

2. If TFTLi = TFTLj , TSPCLi = TSPCLj , and TSTTi < TSTTj , Pj is more
preferable. This is denoted as Pj > Pi or Pi < Pj .

3. If TFTLi = TFTLj , TSTTi = TSTTj , and TSPCLi < TSPCLj , Pj is more
preferable. We denote it as Pj > Pi or Pi < Pj .

In [6], a regression line is built up to indicate the service quality level, based on
the time variable and the service quality value. Different from the previous work,
in this paper, the fuzzy regression line is determined in multiple dimensional
space, which consists of multiple independent variable axes of advertised QoS
values and one dependent variable axis of delivered quality value.

6 Empirical Studies

In this section, we illustrate the results of conducted simulations to study the
proposed service trust vector approach, and explain why the service trust vector
is necessary and important. In addition, we explain why we adopt the fuzzy
regression in this work.

6.1 Study 1

In this study, we conduct a study with six cases to illustrate why the trust vector
is necessary and important. Here we only take one QoS value, which is the time,
in order to illustrate the fuzzy regression method in a two dimensional figure.
We set H = 0.6 and e = [0.01 0.01 ... 0.01]′1×100. The computed results are listed
in Table 1, and the center of the regression line for each service provider in this
study is also plotted in Fig. 4.

Table 1. Study 1 results

TF TL TSTT TSPCL

P1 0.6096 0.0040 0.8760
P2 0.6092 0.0036 0.8562
P3 0.6027 -0.0023 0.8846
P4 0.6104 -0.0031 0.8556
P5 0.6057 0.0005 0.8640
P6 0.6131 -0.0008 0.8474

In each case, as plotted in Fig. 4, there is one service provider. According to
Table 1, all six cases have almost the same FTL, but different TSTT or TSPCL.
Meanwhile, we can conclude that P1 > P2, P1 > P3, P2 > P4, P3 > P4, P5 > P3,
P5 > P6, and P6 > P4. Namely, with solo FTL, it is not likely to depict the
trust history exactly and compare service providers well.

Therefore, in this study, we can notice that the trust vector including TFTL,
TSTT and TSPCL can describe the history of trust data more precisely than the
solo FTL.
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Fig. 4. Study 1

6.2 Study 2

In this study, we apply our model to predict the feedback of learner experience of
teacher at Macquarie University4, Sydney, Australia. Table 2 illustrates an ex-
ample about the feedback of learner experience5 of the same teacher in a course
between 2005 and 2008, obtained from the Centre for Professional Development6

at Macquarie University. The questionnaire is designed to collect students’ feed-
back on a teacher’s teaching quality. Questions 1 to 11 are based on generic
attributes of teaching quality, such as: communicated clearly, enthusiasm, good
learning atmosphere, constructive feedback, etc, which can be taken as QoS val-
ues. Question 12 is “I would recommend a unit taught by this teacher to other
students”, which can be considered as the overall quality value. These values are
also illustrated in Fig. 5.

Therefore, a fuzzy regression model can be built up to describe the relation
between the input, i.e. the time and the feedback of Questions 1-11, and the
output, i.e. the feedback of Question 12. In addition, the fuzzy regression model
parameters are determined by the data from 2005 to 2007. Then based on the
fuzzy regression model, with the input data of 2008, the corresponding output is
predicted. Compared with the feedback of Question 12, the goodness-of-fit result
can be obtained.

4 http://www.mq.edu.au/
5 http://www.mq.edu.au/learningandteachingcentre/for staff/teaching eval/let.htm
6 http://www.cpd.mq.edu.au/
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Fig. 5. Feedback of learner experience of the same teacher in a course between 2005
and 2008 from the Centre for Professional Development at Macquarie University

Table 2. Feedback of learner experience of teacher about certain course between 2005
and 2008 from Centre for Professional Development in Macquarie University

Year QoS1 QoS2 QoS3 QoS4 QoS5 QoS6 QoS7 QoS8 QoS9 QoS10 QoS11 Overall Number of
rating respondents

1 4.28 4.39 4.06 4.03 3.83 4.28 4.00 3.89 4.11 4.11 4.42 4.14 36
2 4.50 4.50 4.32 4.32 3.78 4.19 4.39 4.29 4.68 4.44 4.30 4.41 28
3 3.92 4.31 4.08 3.81 3.75 4.12 4.23 3.88 4.27 4.19 4.35 4.00 26
4 4.56 4.56 4.20 3.88 4.31 4.50 4.25 3.94 4.19 4.44 4.63 4.31 16

Let H = 0.6 and ei = 0.1, and Eq. (22) becomes

S = 0.01962C0 + 0.05886C1 + 0.08829C2 + 0.08829C3 + 0.08476C4 (36)
+0.08476C5 + 0.07514C6 + 0.08397C7 + 0.08613C8 + 0.08417C9 (37)

+0.09182C10 + 0.08711C11 + 0.08672C12 (38)

From the linear programming, the fuzzy regression model is

T̃ ∗
i = Ã0 + qi1Ã1 + . . . + qinÃn, (39)

where

μÃ0
(x) =

{
1, x = −0.1036,
0, x 	= −0.1036,

(40)

μÃ1
(x) =

{
1, x = −0.03569,
0, x 	= −0.03569,

(41)
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μÃ2
(x) =

{
1, x = 0.2128,
0, x 	= 0.2128,

(42)

μÃ3
(x) =

{
1, x = −0.1469,
0, x 	= −0.1469,

(43)

μÃ4
(x) =

{
1, x = 0.07865,
0, x 	= 0.07865,

(44)

μÃ5
(x) =

{
1, x = 0.2084,
0, x 	= 0.2084,

(45)

μÃ6
(x) =

{
1, x = −0.1315,
0, x 	= −0.1315,

(46)

μÃ7
(x) =

{
1, x = −0.06863,
0, x 	= −0.06863,

(47)

μÃ8
(x) =

{
1, x = 0.1396,
0, x 	= 0.1396,

(48)

μÃ9
(x) =

{
1, x = 0.2033,
0, x 	= 0.2033,

(49)

μÃ10
(x) =

{
1, x = 0.01623,
0, x 	= 0.01623,

(50)

μÃ11
(x) =

{
1, x = 0.1504,
0, x 	= 0.1504,

(51)

μÃ12
(x) =

{
1, x = 0.3659,
0, x 	= 0.3659,

(52)

Table 3. Goodness-of-fit results in Study 2

Year Original rating Prediction rating Error percentage
2008 4.31 4.1418 3.9030%

From Eq. (39), the corresponding goodness-of-fit results are listed in Table 3 with
error percentage of 3.9030%. Obviously, we can see the fuzzy regression model pre-
dicts well. With the data in more years, the prediction will become more accurate.

7 Conclusions

In this paper, we propose a fuzzy regression based trust vector approach to
service-oriented applications, which includes final trust level (FTL), service trust
trend (STT ), and service performance consistency level (SPCL). From our an-
alytical and empirical studies, we can see that the proposed approach can depict
trust history exactly. Meanwhile, with the advertised QoS values, the delivered
quality value can be predicted based on our model. It offers more information
to service customers for their decision-making in the selection of trustworthy
service providers.
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Abstract. Trust is a critical issue for communication protocols in open systems
that operate in dynamic and highly uncertain environments. It influences not only
the specification of security policies but also the techniques needed to manage
and implement security policies. A formal system for the specification of trust
for such systems requires the ability to reason about agent beliefs as well as the
evolution of the system through time. In this paper, we use a fibred logic called
FL which is obtained by combining a belief logic with a temporal logic for spec-
ifying agent beliefs and establishing trust theories for communication protocols.
A theory of trust for a given system is captured by a set of rules in FL that de-
scribes the trust of agents in the system. This enables automated reasoning about
theories of trust using the decision procedures of FL such as axiom systems and
tableaux. Theories of trust are generally established based on the initial trust of
agents in the security mechanisms of the system in which they are deployed. Such
theories provide a foundation for reasoning about agent beliefs as well as security
properties that systems may satisfy.

1 Introduction

Trust is a critical issue for communication protocols in open systems that operate in
dynamic and highly uncertain environments [1]. It influences not only the specification
of security policies but also the techniques needed to manage and implement security
policies. A communication protocol is a set of standard rules specifying data represen-
tation, signalling, authentication and error detection required to send messages between
agents over a communication channel. After authentication, two agents should be enti-
tled to believe that they are communicating with each other and not with intruders. So
it is important to express such beliefs precisely and to capture the reasoning that leads
to them [2].

In a trust model proposed by Liu et al. [3], it is assumed that for security consid-
erations initially agents may not trust any one but the security mechanisms (as special
agents) of a system whose trustworthiness has been verified based on required eval-
uation criteria. Thus, the beliefs of agents can be obtained based on their initial trust
in the security mechanisms of the system. The initial trust of agents in the system can
be encapsulated in a notion of trust and represented as a set of rules in a chosen logi-
cal framework. These rules together with those of the logic form a theory of trust for
the system [4]. Such theories provide a foundation for reasoning about agent beliefs as
well as security properties that systems may satisfy. We assume that a communication
protocol leads to such a trust theory.

J. González Nieto et al. (Eds.): ATC 2009, LNCS 5586, pp. 236–248, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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There are many studies discussing how to use a kind of belief logic to describe com-
munication systems. Burrows et al. [2] proposed a logic called BAN to describe the
beliefs of trustworthy parties involved in authentication protocols and the evolution of
these beliefs. Many researchers have developed extensions of the BAN logic, such as
GNY logic [5], VO logic [6], SVO logic [7], and AT logic [8]. Many general purpose
logics have also been applied for the analysis of authentication [9,10,11,12]. In more
recent works on the investigation of agent beliefs, Bacchus et al. [13] discussed knowl-
edge bases to degrees of belief; Gabbay et al. [14] proposed an algorithmic approach
for belief revision; Weydert [15] proposed a ranking model of belief revision in rational
agents; Smets and Ristic [16] proposed a belief function for joint tracking and classi-
fication. In our earlier work [17], we have applied a temporalised belief logic called
TML+ to the specification of authentication protocols. Since TML+ is obtained using
temporalisation [18], it only allows reasoning about the temporal aspects of beliefs, not
about beliefs about temporal aspects.

In this paper, we instead use a fibred logic called FL [19,20,21] to establish trust
theories for communication protocols. FL is obtained by combining a belief logic called
TML (Typed Modal Logic) [4] with a temporal logic called SLTL (Simple Linear time
Temporal Logic) [22] using a more powerful technique called fibring [23]. This logic
allows us to express agent beliefs as temporal propositions that may vary through time
as well as beliefs about temporal propositions. With the logic and theories, we are able
to specify, reason about and verify communication protocols for agent-based systems
operating in dynamic environments. In this paper, we first give an introduction to the
fibred logic for completeness, further discuss a method for establishing generic trust
theories for communication protocols, and apply it to three well-known protocols.

The rest of this paper is organised as follows: Section 2 discusses agent beliefs and
introduces the fibred logic FL. Section 3 present a generic method for establishing trust
theories for communication protocols, and gives three examples. Section 4 discusses
formal reasoning methods for communication protocols based on trust theories. Sec-
tion 5 concludes the paper with a brief summary and future research directions.

2 An Introduction to the Fibred Logic

Combining logics is an active research area in modelling agent systems. Some major
combination methods include: fusion [24], fibring [23], products [25], temporalisa-
tion [18], hierarchy combination [26], and free mixture combination [27]. Different
combination methods naturally produce quite different combined logics with different
expressive capabilities.

For reasoning about agent beliefs, we may need to start with a belief logic specifically
defined for this purpose. Liu [4] proposed a belief logic, called TML, which extends
first-order logic with typed variables and belief operators. However, this logic lacks a
temporal dimension, and therefore it may not be able to express dynamic changes of
systems and their properties. In a later work, Liu et al. [19] used the fibring technique
proposed by Gabbay [28] to add a temporal dimension to TML, by combining it with the
Simple Linear-time Temporal logic (SLTL). The resulting logic, FL, can be applied for
reasoning about time-dependent properties regarding agent beliefs in secure systems.
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FL has been applied to the analysis of stream authentication protocols in which time
plays a central role [20,29,21].

The fibred logic (FL for short) has two classes of modal operators: (1) belief opera-
tors; and (2) temporal operators. The belief operator, Ba, is intended to denote “agent
a believes that”. The belief operators are those of TML whereas the temporal operators
are those of SLTL. SLTL is a linear-time logic where the collection of time points is
the set of natural numbers with a usual ordering relation <. It has two temporal oper-
ators, first and next, which refer to the initial moment and the next moment in time
respectively [22]. The meaning of SLTL formulas are defined with respect to given lo-
cal clocks (subsequences of a global clock). The global clock is the increasing sequence
of natural numbers, i.e., (0,1,2, . . .) and a local clock (or simply, a clock) is defined as
an infinite subsequence of the global clock. SLTL allows reasoning about events with
varying rates of progress.

Table 1 gives an intuitive explanation of the interpretation of the temporal operators
of SLTL [17].

Table 1. Interpretation of temporal operators

Formula Truth value
φ T T F F T F T F . . .

first φ T T T T T T T T . . .
next φ T F F T F T F . . . . . .

Time t0 t1 t2 t3 t4 t5 t6 t7 . . .

In Table 1, φ is a logical formula, T represents value true and F value false, and c is
a given local clock where each ti is a moment on the clock.

A time model for the logic SLTL has the form c= 〈C,<,π (c)〉, whereC = (t0,t1, t2, . . .)
is a clock, < is the usual ordering relation over C, and π (c) is an assignment function that
gives a value π (c)(t, p) ∈ {true, f alse} for any any time point t in C and any atomic
formula p.

Then the semantics of the temporal operators of SLTL are given as follows:

– c,ti |= first ϕ iff t0 |= ϕ .
– c,ti |= next ϕ iff ti+1 |= ϕ .
– satisfaction in the model c = 〈C,<,π (c)〉 is defined as satisfaction at some time

point on C.

Let us assume that there are n agents a1, . . . ,an and there are n corresponding modal op-
erators Ba1 , . . . ,Ban in the logic, where Bai (1≤ i≤ n) stands for “agent ai believes that”.
A classical Kripke model [30] for TML is defined as a tuple m = 〈S,R1, . . . ,Rn,π〉,
where S is the set of states or possible worlds; and each Ri, i = 1, . . . ,n, is a possi-
bility relation over S, according to agent ai), and is defined as follows: Ri is a non-
empty set consisting of state pairs (s, t) such that (s, t) ∈ Ri iff, at state s, agent ai

considers the state t possible; and π is the assignment function, which gives a value
π(s, p) ∈ {true, f alse} for any s ∈ S and atomic formula p. Formula ϕ is satisfiable in
the model m if there exists s ∈ S such that m,s |= ϕ .
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The semantics of the belief operators of TML is given as follows:

– Mtml ,w |= Bai φ , iff for all wj, (w,wj) ∈ Ri, Mtml ,wj |= φ .

In our previous works [26,31,17] , we used a temporal belief logic called TML+ to
formalise agent systems. However, there are certain restrictions on the use of temporal
and belief operators, because of the hierarchical combination of belief and temporal
logics used. There the temporal logics SLTL is added onto the belief logic TML in
such a way that temporal operators can never be within the scope of a belief operator
in TML+. Hence in TML+, we cannot express a statement asserting that some agent
believes an event to happen at some time, e.g., we can have the formula first BAlice φ ,
but can not have the formula BAlice first φ . The logic FL is obtained through the use of
fibring technique [28] for combining the logic TML with the logic SLTL, which treats
temporal operators and belief operators equally.

In FL, both the assertions first BAlice φ and BAlice first φ are legal formulas. FL has
stronger expressive power than TML+ , since these operators can occur in any order
in formulas, e.g., we may have next BAlice first next φ , which means that “at the next
moment Alice believes that at the next moment after initial time φ is true.”

Fibring also allows transfer of certain properties of the constituent logics to the re-
sulting logic. For instance, the soundness for the logic FL depends on the soundness
theorems for belief logic and SLTL, and is not difficult to prove. For more details on
the completeness of the logic FL we refer the reader to the literature [23,19].

3 Establishing Theories of Trust for Communication Protocols

The components of a communications system serve a common purpose, basically fol-
lowing certain rules so that the system works properly. In this section we outline a
generic method for establishing trust theories for communication systems, and give
three examples to show how to construct a trust theory for a given communication pro-
tocol. All the protocol specifications used in this paper are available from [32].

3.1 Establishing Trust Theories for Communication Systems

A trust theory for a given authentication system consists of a set of rules which can
be used for reasoning about agent beliefs and security properties that the system may
satisfy [31]. Establishing a trust theory for a given authentication system involves the
following steps:

1. Analysing how the communication system works.
2. Analysing security mechanisms of the system, and identifying agents in it and ini-

tial security assumptions.
3. Defining appropriate predicates to express the main properties of the system
4. Defining the rules that describe the functions and behaviours of the system.

For specifying communication protocols, we define the following types:
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Agents: A,B,S, I
Messages: M1,M2,M3, ...
Nonces: Na,Nb,Ns, ...
Keys: Kas,Kab,Kbs, ...
Clocks: cks,cka,ckb, ...

Here A, B, and S to denote agents, I denotes intruder; Mi denote a message; Na, Nb, and
Ns denote specific nonces; kab, kas, and kbs denote specific keys; and cka, ckb, and cks

denote specific clocks.
In order to establish a theory of trust for authentication systems, we define the fol-

lowing standard predicates:

– send(a,b,msg): Agent a sends a message msg to another agent b.
– receive(a,msg): Agent a receives a message msg.
– secure(k): Key k is secure.
– f resh(t): Timestamp t is fresh.
– Duplicated(t): Timestamp t is duplicated.
– reliable(msg): Message msg is reliable.
– re ject(msg): Message msg is rejected.
– synchronized(ck1,ck2): Clocks ck1 and ck2 are synchronized.

Now we discuss the standard communication axioms for authentication systems. In the
following axioms, all variables are assumed to be universally quantified. The axioms
are valid for any given pairs of agents a and b.

R1. Ba secure(k) ∧ receive(a,{X}k) ↔ Ba reliable(X).
R2. Ba secure(k) ∧ receive(a,{X [T ]}k) ∧ Ba f resh(T ) ↔ Ba reliable(X).
R3. receive(a,{X [T ]}k) ∧ Ba duplicated(T) ↔ re ject(X).
R4. send(a,b,X) ↔ receive(b,X).
R5. receive(a,(X ,Y )) ↔ receive(a,X) ∧ receive(a,Y ).
R6. Ba f resh((X ,Y )) ↔ Ba f resh(X) ∧ Ba f resh(Y ).
R7. Ba reliable((X ,Y )) ↔ Ba reliable(X) ∧ Ba reliable(Y ).

Here {X}k means that message X is encrypted with key k. The meaning of these axioms
are defined as follows: Rule R1 says that, agent a believes that encryption key k is
secure, and receives a message X encrypted with key k, iff agent a believes that the
message X is reliable. Rule R2 says that, agent a believes that encryption key k is
secure, and receives a message X which contains a timestamp T (denoted by X [T ]),
also the message is encrypted with key k, and agent a believes the timestamp is fresh,
iff agent a believes that the message is reliable. Rule R3 says that, agent a receives a
message X which contains a timestamp T , and agent a believes that the timestamp is
duplicated, iff the message will be rejected. Rule R4 assumes that sending and receiving
a message happen simultaneously. The meanings of Rule R5 - R7 are straightforward.

The security properties of this protocol are based on the confidentiality of encryption
keys and synchronized clocks.

– Encryption keys: If an intruder does not know those encryption keys used encrypt
messages, in other words, if encryption keys are not compromised, then the intruder
cannot learn those messages.
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A

B

C

A, {Ta,Kab,B}Kas

{Ts,Kab,A}Kbs

Fig. 1. Wide Mouthed Frog protocol

– Synchronized clocks: Synchronized clocks are used to guarantee the correctness of
timestamps.

In the following, we give three examples to show how to establish a specific trust theory
for a given protocol.

3.2 Wide Mouthed Frog Protocol

The Wide Mouthed Frog Protocol is a symmetric key management protocols involving
a trusted third party. The protocol can be specified as follows in the security protocol
notation: where an agent A is authenticating itself to another agent B using a server S
[2,33,34]. The authentication process is as follows (see Figure 2):

1. A → S: A,{Ta,Kab,B}Kas

2. S → B: {Ts,Kab,A}Kbs

This is a multi-agent communication system. The system uses such security mecha-
nisms to keep the communication secure. This implies that principals would trust the
security mechanisms of this system. Initially agents would trust that:

– Authentication agent, that is, the server (S) is trustworthy.
– All encryption keys are secure.
– The server’s clock and the clients’ clocks are synchronized.

That is, principles involving in the system must have an initial trust in the set of security
mechanisms, denoted by M ,

Mw = {S, kab, kas, kbs, cks, cka, ckb}.

And we give the following assumptions:

Ba secure(kab) Ba secure(kas)
Bs secure(kas) Bs secure(kbs)
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A B
A, {Na,B,Xa,{Ya}Kab}Ka

B,{Nb,A,Na,Xb,{Yb}Kab}Kb

A,{B,Nb}Ka

Fig. 2. BAN modified version of CCITT X.509(3) Protocol

Bb secure(kbs) Bb secure(kab)
Bs synchronized(cks,cka) Bs synchronized(cks,ckb)
Ba synchronized(cks,cka) Bb synchronized(cks,ckb)

We have the following rule that describe the authentication procedure.

W1.Bs reliable({A,{Ta,Kab,B}Ka,s}) ↔ next send(S,B,{Ts,Kab,A}Kbs).

Now we have established a theory Tw = {R1, R12, R3, R4, R5, R6, R7, W1} for Wide
Mouthed Frog protocol. Since agents trust the security mechanisms of the protocol, the
trust theory can therefore be used for reasoning about agent beliefs about the system.

3.3 BAN Modified Version of CCITT X.509(3) Protocol

The protocol is modified version of CCITT X.509(3). Compared to CCITT X.509(3),
the identity of B has been added to the signature in message 3. This prevents the at-
tack on the CCITT X.509 (3) protocol, which can occur when B does not check the
timestamps [2]. The authentication process is as follows, (see Figure 3):

1. A → B: A, {Na,B,Xa,{Ya}Kab}Ka

2. B → A: B, {Nb,A,Na,Xb,{Yb}Kab}Kb

3. A → B: A, {B,Nb}Ka

Here Xa and Xb standard for specific user data. Initially agents within the system would
trust that:

– All encryption keys are secure.
– The clients’ clocks are synchronized.
– The clients provide correct user dara.

That is, principles involving in the system must have an initial trust in the set of security
mechanisms, which is,

Mc = {kab, ka, kb, cka, ckb}.
And we give the following assumptions:

Ba secure(kab) Ba secure(ka)
Ba secure(kb) Bb secure(kab)
Bb secure(ka) Bb secure(kb)
Ba synchronized(cka,ckb) Bb synchronized(cka,ckb)
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B

SA, Na

A Nb,{B,Kab,Na}Kas, {A,B,Kab,Nb}Kbs

B, Nb,{A,Na}Kbs

{A,B,Kab,Nb}Kbs,{Nb}Kab

Fig. 3. Paulson’s strengthened version of Yahalom Protocol

We have the following rules that describe the authentication procedure.

C1. Bb reliable({A,{Na,B,Xa,{Ya}Kab}Ka}) ↔
next send(B,A,{B,{Nb,A,Na,Xb,{Yb}Kab}Kb}).

C2. Ba reliable({B,{Nb,A,Na,Xb,{Yb}Kab}Kb}) ↔
next send(A,B,{A,{B,Nb}Ka}).

Now we have established a theory Tc = {R1, R12, R3, R4, R5, R6, R7, C1, C2} for
BAN modified version of CCITT X.509(3) Protocol.

3.4 Paulson’s Strengthened Version of Yahalom Protocol

Yahalom protocol distributes fresh symmetric shared keys by trusted servers and mutual
authentication. For preventing A to reuse an old key Kab, the nonce Nb is added to the
second cipher sent by S in the strengthened version. The authentication process is as
follows, (see Figure 4):

1. A → B: A, Na
2. B → S: B, Nb, {A,Na}Kbs

3. S → A: Nb, {B,Kab,Na}Kas ,{A,B,Kab,Nb}Kbs
3. A → B: {A,B,Kab,Nb}Kbs ,{Nb}Kab

Initially agents within the system would trust that:

– Authentication agent, that is, the server (S) is trustworthy.
– All encryption keys are secure.
– The server’s clock and the clients’ clocks are synchronized.

That is, principles involving in the system must have an initial trust in the set of security
mechanisms, which is,

My = {S, kab, kas, kbs, cks, cka, ckb}

. And we give the following assumptions:
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Ba secure(kab) Ba secure(kas)
Ba secure(kbs) Bb secure(kab)
Bb secure(kas) Bb secure(kbs)
Bs secure(kas) Bs secure(kbs)
Bs synchronized(cks,cka) Bs synchronized(cks,ckb)
Ba synchronized(cks,cka) Bb synchronized(cks,ckb)

We have the following rules that describe the authentication procedure.

Y1. Bb reliable(A,Na) ↔ next send(B,S,{B,Nb,{A,Na}Kbs}).
Y2. Bs reliable({B,NB,{A,Na}Kbs}) ↔

next send(S,A,{Nb,{B,Kab,Na}Kas,{A,Kab,Nb}Kbs}).
Y3. Ba reliable({Nb,{B,Kab,Na}Kas,{A,B,Kab,Nb}Kbs})) ↔

next send(A,B,{{A,B,Kab,Nb}Kbs,{Nb}Kab}).

Now we have established a theory Tc = {R1, R12, R3, R4, R5, R6, R7, Y1, Y2, Y3}
for Paulson’s strengthened version of Yahalom Protocol.

4 Formal Reasoning

Since we have established trust theories for communication protocols, we are able to
reason about the security properties of those protocols. The security properties of com-
munication protocols are based on the confidentiality of encryption keys and synchro-
nized clocks. The reasoning process is based on axioms and inference rules.

In the following, we discuss the axioms and rules of inference of FL that may be
used in reasoning about trust theories for authentication protocols in agent-based sys-
tems. The axioms and rules of inference of the combined logic FL come from the two
constituent logics (TML and SLTL) in a systematic way; we refer the reader to the
literature for further details, see [20,21].

The axiom set of FL consists of the following axiom schemata. Let � stand for any
modal operator.

A0. all axioms of classical first-order logic, including substitution.
A1. �(ϕ → ψ) ↔ (�ϕ →�ψ).
A2. �(ϕ ∧ψ) ↔ (�ϕ)∧ (� ψ).
A3. ∀X(� ϕ(X)) →� (∀Xϕ(X)).
A4. Bi(¬ϕ) →¬(Bi ϕ), (1 ≤ i ≤ n).
A5. first(¬ϕ) ↔¬(first ϕ).
A6. next(¬ϕ) ↔¬(next ϕ).
A7. first(first ϕ) ↔ first ϕ .
A8. next(first ϕ) ↔ first ϕ .

The inference rules of the logic FL include:

IR1.
ϕ, ϕ→ψ

ψ (Modus Ponens)

IR2.
∀Xϕ(X)

ϕ(Y ) (Instantiation)
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IR3.
ϕ(X)

∀Xϕ(X) (Generalisation)

IR4.
ϕ

first ϕ , ϕ
next ϕ (Temporal Necessitation)

IR5.
ϕ

Bi ϕ (Belief Necessitation)

IR6.
ϕ, ψ

ϕ ∧ ψ (∧ introduction)

IR7.
ϕ ∧ ψ

ϕ , ϕ ∧ ψ
ψ (∧ elimination)

IR8.
ϕ, ϕ ↔ ψ

ψ , ψ, ϕ ↔ ψ
ϕ (↔ elimination)

Logical consequence is the relation that holds between a set of formulas and a formula,
we write:

G |=FL U ⇒ φ ,

which denotes that formula φ is derived from G and U , G is the set of global assump-
tions, and U is the set of local assumptions. φ is a logical consequence that follows
from G and U .

For reasoning about communication systems, we have a trust theory T and G as
global assumption set. To show a security property (a formula) is valid in this theory,
we need to prove it is a logical consequence of T ∪ G. That is, we need to prove that:

T ∪ G |=FL U ⇒ φ .

We give a proof example as follows:

Assuming that we have the following global assumption.

(a) Ba secure(ka,b)

and the following local assumptions.

(b) first next receive(a,{msg}ka,b)
Ba secure(ka,b) ∧ receive(a,{msg}ka,b) → Ba send(b,a,{msg}ka,b)

Then, we can prove that

(c) first next (Ba send(b,a,{msg}ka,b))

That is,

G |=FL U ⇒ first next (Ba send(b,a,{msg}ka,b))

The proof is given as follows:
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(1) Ba secure(ka,b) (assumption)

(2) next Ba secure(ka,b) (from (1), by rule IR4)

(3) first next Ba secure(ka,b) (from (2), by rule IR4)

(4) first next receive(a,{msg}ka,b) (assumption)

(5) first next Ba secure(ka,b) ∧ first next receive(a,{msg}ka,b)

(from (3) & (4), by IR6)

(6) first next (Ba secure(ka,b)∧ receive(a,{msg}ka,b)) (from (5), by axiom A2)

(7) Ba secure(ka,b)∧ receive(a,{msg}ka,b) → Ba send(b,a,{msg}ka,b) (assumption)

(8) first next (Ba secure(ka,b) ∧ receive(a,{msg}ka,b) →
Ba send(b,a,{msg}ka,b)) (from (7), by repeated rule IR4)

(9) first next (Bs secure(ka,b) ∧ receive(a,{msg}ka,b)) →
first next Ba send(b,a,{msg}ka,b) (from (8), by axiom A1)

(10) first next Ba send(b,a,{msg}ka,b)

(from (6) & (9), by rule IR1)

�

The last formula is what we want to show. This proof process involves the use of axioms
and inference rules of FL, including those rules on temporal operators as well as Modus
Ponens (IR1).

The security properties of communication systems can be proved using either ax-
iomatic proof system, tableaux proof system or model checking. For more details on
the analysis of communication protocols such as Kerberos [35], we refer the reader to
our previous work [17,21].

5 Conclusion

We have proposed a formal approach based on the use of a fibred belief logic to spec-
ifying agent beliefs and establishing trust theories for communication protocols, Our
approach is very general, it could be useful in the designing, implementing and verify-
ing security policies for communication systems.

As we pointed before, there are a number of logics which have been developed for
specify, and reasoning about agents beliefs, especially BAN Logic family have widely
been discussed and applied for the analysis of authentication protocols. Comparing with
BAN logic, we combine a belief logic with a temporal logic using fibring in a systematic
way, and use the inference rules of the logic. Therefore our approach is very flexible
and has a stronger expressive power.

Future works include investigating reasoning techniques for agent beliefs in real life
applications, mechanizing verification for communication systems, and the develop-
ment of a practical tool. We also plan to develop generic methods for establishing trust
theories for a broader class of security policies and protocols.
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Abstract. Currently, there is an increasing tendency to migrate the management 
of communications and information systems onto the Web. This is making 
many traditional service support models obsolete. In addition, current security 
mechanisms are not sufficiently robust to protect each management system 
and/or subsystem from web-based intrusions, malware, and hacking attacks. 
This paper presents research challenges in autonomic management to provide 
self-protection mechanisms and tools by using trust and reputation concepts 
based on policy-based management to decentralize management decisions. This 
work also uses user-based reputation mechanisms to help enforce trust man-
agement in pervasive and communications services. The scope of this research 
is founded in social models, where the application of trust and reputation ap-
plied in communication systems helps detect potential users as well as hackers 
attempting to corrupt management operations and services. These so-called 
“cheating services” act as “attacks”, altering the performance and the security in 
communication systems by consumption of computing or network resources 
unnecessarily.  

Keywords: Trust Management, Pervasive Services, Policy-Based Management, 
Autonomic Communications, Pervasive Computing, Reputation Mechanisms, 
Systems Management, Social Networks, Information Systems. 

1   Introduction 

Social relationships are built based on the trust between people. Computing and 
communications systems are now aiming to take advantage of such models and then 
use the concepts of reputation and trust to, for example, generate systems offering 
trustworthy and secure information services and networking applications. Such sys-
tems, as trust generators, can also be used to support diverse applications in other 
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systems or sub-systems requiring certain security levels. In computing, trust manage-
ment arise from the necessity to remotely execute operations, and has been adopted as 
a way to enable security for distributed systems in situations where risk taking man-
agement decisions exists. Hence, trust management systems must offer certain guar-
antees to securing information, as well as processes that create, manage distribute, and 
govern information and services, in a reliable and efficient manner.   

Trust management [1] is based on a philosophy of decentralizing security deci-
sions, and as consequence of this, the creation of open and decentralized systems and 
stable and secure services [2] are promoted. In current service management systems 
and Future Internet solutions is crucial to protect the system and its sub-systems. 
Actually, there are several initiatives focused on specifying how to build open, dis-
tributed and secure management systems. The NGOSS, or New Generation Opera-
tions Systems and Software from the Tele-Management Forum (TMF) [3], attempts to 
standardize the processes and data used by Business and Operations Support Systems 
(BSSs and OSSs) for example. However, even ambitious initiatives such as this have 
failed to produce information models that are able to provide trust management and 
reputation services. Without a standard definition of such concepts, vendors will build 
their own device- and application-specific data models that will redefine common 
concepts. As information and management of communications systems migrating 
onto the web, the adoption of trust management practices is crucial to protect infor-
mation and processes that have an inherent risk associated with it.  

The use of a services-oriented philosophy helps this problem, and enables service 
support models to evolve and meet the needs of new applications that incorporate new 
technologies. The DEN-ng information model [4][5][6] was built using many differ-
ent abstractions following this philosophy, and forms the basis for the work presented 
in this paper. However, the development of a robust information-centric view is only 
one part of the solution. The evolution of current security mechanisms in systems is 
not sufficiently effective to protect each management system and/or subsystem from 
intrusions or hacking attacks, especially if web-based operation is desired. This re-
quires dedicated trust management protocols, formats, applications, and tools. In 
addition, trust management plays, more than ever, an important role in the design of 
any system and the interfaces with the user(s).  

Communications and Internet systems have not yet sufficiently addressed the im-
portance of the social needs that users and the adaptation of their social models have 
in computing systems, however some initiatives following this translation between 
domains exist. A clear example of such translation of models can be found in bio-
inspired systems, where biological reactions from the human body or animals are 
studied and implemented as computing mechanisms emulating such behavior [7]. 
Another example is the operation of social networks, where features and human be-
haviors are implemented in communications networks and systems. So, the awareness 
of such social models and the necessity of using them to provide an immersive envi-
ronment generating trust in computing systems is required. 

The capture of such models and its adequate translation and implementation into 
computing environments has acquired more attention in the trust management  
community. Trust management is broadly accepted as required for modeling,  
analyzing, and managing decisions within certain trust levels [8][9]. This paper pre-
sents an approach, rooted in the management of pervasive systems, where autonomic 
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management is shown to be a promising approach to implementing self-protection. 
Figure 1 depicts our vision about typical web service security in the left-hand side of 
the picture supporting management communications. Our approach specifically exam-
ines how to support services and network security in pervasive services and the Future 
Internet. This trust management approach concentrates on management services and 
applications using an autonomic orientation.  

 

Fig. 1. Management of Services to Enable Trust in Future Internet using Autonomic Technologies 

This paper discusses a methodology that can be used in the framework of trust 
management to create solutions using reputation mechanisms based on policies. This 
approach can then apply this knowledge to support dynamic management of pervasive 
services. The reputation mechanism proposed follows social networks and other user-
based reputation management systems principles [10][11]. The shortcomings of such 
systems, in terms of multi-criteria analysis and evaluation as well as implementation 
and realization experiences, are addressed in this paper, with the objective to illustrate 
how this research activity can develop new solutions that satisfy the important real 
world requirements of using multi-criteria for computing appropriate levels of reputa-
tion and trust using policy-based management mechanisms. 

The rest of the paper is organized as follows. Section 2 describes related work for 
offering efficient and secure service deployment using trust management operations. 
Section 3 briefly describes the interaction between users and systems, and then  
introduces trust management based on reputation models that describe its conceptual 
relationship with the policy-based management paradigm. Section 4 introduces our 
policy-based trust model in services support as well as in pervasive management 
operations. Section 5 introduces a scenario in which policies and the trust and reputa-
tion model proposed are used for validation purposes. Finally, section 6 summarizes 
the contributions and conclusions of this paper. 

2   Related Work 

Participative user design [12] has been strongly influenced by ubiquitous computing, 
which is in turn motivated by developing systems with the ability to incorporate sur-
rounding information about users and the environment, and to use such information to 
perform operations as described in [13][14][15]. However, these efforts do not usually 
include the use of trust management concepts. 
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There are a significant number of approaches that use social models for defining 
secure interactions between users and computational systems [16][17]. Recently, in 
the field of management services, user behavior has been described and introduced for 
taking control of specific management operations in networks and the systems [18]. 
Other approaches explore the translation of human behavior using social models, 
which enables systems to control services in a more secure and transparent manner 
[19]. An example is the NetTrust project [20] that uses a value-sensitive design 
mechanism to validate trust levels, particularly for e-commerce applications.   

This approach can be applied to many other systems, such as [21] and [22]. Our re-
search extends these approaches and concentrates on the task of supporting trust and 
reliable management service operations. Trust management is crucial in the deploy-
ment of pervasive secure services and their dynamic management nature allows dele-
gating decision-making. Trust management helps to generate reliable management 
systems supported by self-protection and autonomic mechanisms.  

Approaches for managing trust can be categorized in two major fields, as classified 
in [23]. However, when related to the field of autonomic communications, both major 
fields are in some way complementary each other. Today, with most of the services 
tendency towards a service-based design, the development of trust management  
follows a more integrated perspective for managing trust, and focuses on providing 
security and reliability about and for an entity. The use of policies to address this 
challenge in trust management is relevant; however, policies traditionally manage the 
decisions of a system for controlling specific set of operations that are pre-defined or 
pre-programmed. Policies can assist in making decisions when a certain level of am-
biguity in the decision-making mechanism is present by utilizing the results of trust 
management systems. 

Policies, as a tool for managing networks and services, have promoted a number of 
approaches for controlling such operations [24]. The main policy models used in 
network management are: 1) the IETF policy model [25][26], 2) the DMTF CIM [27], 
3) the TMF SID [28], and 4) the DEN-ng in ACF [6]. We use the DEN-ng model 
because of the reasons documented in [6]. Conceptually, the semantics of a DEN-ng 
policy rule are: WHEN a set of events triggers the evaluation of a set of conditions, IF 
those conditions evaluate to TRUE, THEN execute a set of actions. Optionally, a set 
of alternative actions can be executed if the evaluation of the condition is FALSE. 
Our research uses policies as the mechanism to produce dynamic control and changes 
in management, orchestration of services, and performance of systems [5][6][29]. 

3   Trust and Reputation Model 

Our current research is based on extending our policy representation to enable it to be 
used in trust management scenarios. This novel research task relates two different 
application fields – context awareness and trust management - by using contextual 
information from social models to determine reputation and trust values that can then 
guide the deployment of service offerings.  
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In pseudo-code, these mapping relationships are as follow: 
 

The Social Model      …(1) 
WHEN an User is requesting a service, 

IF an Evaluator evaluates User can be TRUSTED, 
THEN allows to Execute activities, 

        ELSE apply Restrictive actions. 

The Trust Policy-Based Model      …(2) 
WHEN an event_clause from a User is received, 
(which is able to trigger a condition_clause evaluation) 

IF a condition_clause evaluates to TRUE, 
(subject to the evaluation strategy) 
THEN execute one or more actions, 
(subject to the rule execution strategy) 
       ELSE execute alternative one or more actions, 
       (subject to the rule execution strategy) 

An event_clause specifies the event or set of events that trigger the evaluation of 
the condition_clause of the policy rule. A condition_clause evaluates the condition or 
set of conditions in order to determine which, if any, of the set of actions should be 
executed in response to the triggering event(s). An action_clause specifies the set of 
actions to be executed if the result of the condition_clause evaluates to TRUE (op-
tionally, a second action_clause can be defined to specify the set of actions to be 
executed if the condition_clause evaluates to FALSE). In our policy model, the con-
cept of restrictions arising from a lack of trust is also represented as actions. 

Previous work has modeled an enhanced version of role-based access control using 
the DEN-ng policy model [30]. This work enables us to extend the DEN-ng policy 
model to include trust management concepts. Another important feature of our previ-
ous work is the concept of the Policy Continuum [4][31]. This is an abstraction that 
enables different concepts and terminology to be used to define policies for different 
constituencies (e.g., business users, architects, and programmers), and relates these 
policies through a set of transformations. This is an important tool to represent multi-
criteria decisions and different levels of trust, in which different criteria and trust 
concepts for different constituencies can be related to each other.  

The users of future communication systems should be able to interact with systems 
more freely, and should be able to configure their own services according to personal 
preferences and needs. This has the unfortunate side effect of encouraging a larger 
number of malicious users to try to cheat or possibly disable the system. For these and 
other reasons, it is important to create mechanisms that help detect such attacks and 
differentiate between trusted and malicious users. To do so, we propose to use poli-
cies that incorporate trust and reputation mechanisms.  

Reputation mechanisms can be considered to be a subset of trust management sys-
tems that assign a computable measure of trust to any entity on the basis of the past 
history of that entity. The existing approaches in reputation-based trust management 
systems are not very different from that of social scientists. For example, [32] ob-
served that participants in a trust relationship thought of trust as follows: “We wish to 
know the sort of person we are dealing with before we deal with him. But we will 
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know it only imperfectly”. For this reason, [33] concluded: “Prior to the Internet, such 
questions were answered, in part, through personal and corporate reputations.  

Vendors provided references, Better Business Bureaus tallied complaints, and past 
personal experience and person-to-person gossip told you on whom you could rely 
and on whom you could not.” The point made by [34] is that questions and concerns 
related to the trustworthiness and reliability of users and other entities over the Inter-
net seems to be more challenging than in off-line relationships. The issue is therefore 
how to know the past behavior of an entity, how to compute and incorporate that 
behavior into calculations to define current trust levels, and then decide which rules to 
use to determine whether to trust or not such an entity. 

The trust model is based on certain levels of reputation and, as it happens in real 
life, people trust in other people. However, there are questions that arise, including 
(1) what kind of reputation levels are necessary to evaluate the trustworthiness of a 
user, (2) what criteria must be considered when a trust value of the reputation of the 
users is assigned, and (3) what happens if trust depends on a combination of several 
criteria. 

The mechanisms based on reputation and trust, for example, have been broadly 
used in many and diverse on-line sales and auction models, such as eBay, Amazon 
and Expansys. In this context, when a buyer wants to purchase a product, the buyer 
must make a decision based on the description and reputation of the seller. Most of 
the time, this is defined as a percentage, being the trust level average assigned by 
other buyers about the sellers. However, what happens if the seller is new to the 
market and does not have an established reputation? How can a buyer determine if 
sellers are cheating buyers by evaluating themselves positively? Hence, the final 
decision in trust is delegated to the buyers, mainly because there are not efficient 
mechanisms implemented that, based on trust or reputation can help the users 
and/or the systems to make such decisions. We use policies to control service op-
erations and activities based on statistical variations that indicate untrusted opera-
tions in the system and then apply actions as restrictions. We evaluate the individual 
reputation values and the combined values (reputation values with statistical varia-
tions) to provide a more accurate trust value; this is used by policy-based trust man-
agement mechanisms to offer more reliable decisions to the systems based on the 
revised reputation values. 

Multi-criteria is an important issue in trust management. We address this issue by 
using policy-based management. Figure 2 represents multi-criteria being used to  
 

 

Fig. 2. Policy-Based Approach for Solving Multi-Criteria Problems 
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define the trust level being assigned to users. An evaluator uses reputation and statis-
tical variations to evaluate and control if the user is trusted or not. If the user is deter-
mined to be trusted, then that user is allowed to execute authorized function(s). 

The functional component acting as an evaluator in Figure 2 has the capability to 
analyze and provide actions as a result of this analysis. For example, when manage-
ment applications must perform network changes, policy rules can take into account 
static as well as dynamic end user criteria and activities. Examples of criteria are user 
identity and electronic keys, while examples of activity are the statistical results such 
as visiting specific sites (e.g., eBay or Amazon) or contracts with services (e.g., phone 
and broadband services). Thus, users will be able to modify and execute system’s 
actions according reputation performance, which is enforced using policies. 

3.1   Premises in Trust Management 

Typical approaches for security in the systems are based on passwords or key codes, 
and these techniques work well on closed systems. However, when decentralized 
security systems are used, public key infrastructure (PKI) mechanisms [35] emerge as 
more suitable solutions that provide decentralized and more secure models. Cryptog-
raphy and digital certificates [36] are now used in many security solutions. Digital 
certificates ensure with an increased level of security, the transfer of information. The 
challenge is to decide who can access what type of information. 

Sociological research [37] views trust as a relationship between individuals (for 
example between persons) or collective (for example Nation States) social actors. 
Trust relationships enable social actors to take decisions that have some amount of 
risk, in a situation in which there is a lack of knowledge and the possibility to make 
an informed choice is precluded. This means that if we look at the pseudo code de-
scribing the social model in Section 2 above, in real social situations, the roles of User 
and Evaluator are filled by appropriate social actors (i.e., by persons). In sociological 
literature, these roles are called the Trustor (the entity who places trust, the Evaluator) 
and the Trustee (the actor which receives trust, the User). When trust is placed in the 
Trustee, the Trustor is able to solve uncertain situations by choosing one of several 
alternatives, each based on trust and reputation. An example is when a user (Trustor) 
wants to use an on-line banking system (Trustee). How can the user be sure that the 
online banking system, which represents a bank, is a reliable banking system? The 
user cannot know this beforehand, because the user cannot prove that what he or she 
thinks is a banking system is not instead a forgery. Here is when a trust relationship 
must be established.  

In this case, the recommendation of other people, based on previous experiences, 
and/or other evidence, can be used to establish a trust relationship. This can then be 
tested by, for example, conducting a small banking transaction and using the online 
system and then verifying the correctness of that transaction by physically visiting the 
bank. In other words, a trust relationship involves risk as well as uncertainty. 

The same model applied to Trust Management in autonomic computing solutions 
needs to take in account that the Evaluator (or Trustor) in a trust relationship is a 
Trusted System (i.e., a machine making decisions of behalf of human beings and 
controlling their actions). Therefore, in Trust Management, the decisions of users to 
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trust systems are delegated to the Trusted System [38]. Along this line of reasoning, it 
is important to recognize that the enacted evaluation strategy satisfying the IF condi-
tion is never a neutral one. 

Security policies and the mechanisms enforcing them might, for example, deter-
mine that there are unnecessary divisions of labor or unwanted social discriminations 
(e.g., gender, racial or age discriminations) in relation to how information is accessed. 
For these and other reasons, systems must be assisted in making decisions for deter-
mining the trustworthiness of users as well as in detecting cheating users. In addition, 
these systems must also be evaluated in their actions. The systems must take appro-
priate actions, such as restricting operations and/or blocking some or all user activities 
that could be performed. The service management tasks can then offer more dynamic 
performance and more efficient operation.  

3.2   Methodology and Formal Approach 

In this section, we describe the general concepts of the trust and reputation mecha-
nism that uses policies to evaluate and define user capabilities to create, use and de-
ploy web-based and Internet services. The reason to use policies is founded in the 
benefits that policies provide when they are used to control pervasive services [4][39]. 
We implement secure policies using an autonomic solution approach.  

We start from the premise that a user can create, configure and personalize services 
according to personal requirements and/or needs. For example, Joe wants a broadband 
service for downloading video on demand on weekends, but a simpler and more cost-
effective data service for checking email on weekdays. Key identifiers are created 
when the service is deployed and are associated (one to him and one to the service). 
The lowest rate of reputation is assigned to Joe, since he is the creator of the service. 
However Joe can be a user of other services; this is an activity that can be monitored 
and studied by systems to adjust Joe’s reputation level. Thus, Joe’s reputation in-
creases when he uses other services in a reliable manner. This is an automatic way to 
adjust the reputation value of Joe. However, it does not adjust the trust level of Joe’s 
service – this requires other people to be able to use that service reliably. In fact, it 
may be that to compute a trust level for Joe’s service, multiple criteria must be con-
sidered, studied and evaluated.  

To increase the trust level, multiple criteria must be considered, studied and evalu-
ated. For example, if Joe provides personal information, or if Joe uses a key identifier 
already assigned from a trusted source, then those criteria can be used to provide 
statistics for defining a trust level for Joe. Hence: 

    Criteria  Cn,m + Activity An,m  Functions  Fn,m   …(3) 

A formal way to capture and study the criteria and activity is to relate them in a 
matrix, with elements as rows and columns containing first order logic values to cate-
gorize and classify the user(s). In other words, if the element in the matrix exists, the 
value assigned will be 1; if the element in the matrix is not accessible, then the value 
assigned will be 0. In this way, the matrix is composed as Figure 3 shows. 
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Fig. 3. Trust Matrix for Criteria and Activity Allocation 

The user extensibility is represented by a single row matrix. Figure 4 shows this 
formalism, in which this single row matrix is made up of single elements that operate 
as a scalar product with the user matrix. This provides a scalable representation of our 
approach. 

 

Fig. 4. User Matrix in a Single Row 

The values of the criteria correspond to the number of users. Figure 5 shows the 
matrix representation. 

 

Fig. 5. User  Matrix for Multiple Users 

We assume that multiplication of two matrices is well-defined only if the number 
of columns of the left matrix is the same as the number of rows of the right matrix. 
The number of criteria must correspond to the number of users; this restriction is 
strictly followed to get the identity matrix. Thus, when the diagonal contains the value 
“1” in all of its elements, a user is evaluated as a trusted user to operate services and 
applications.  

Figure 6 shows the trust function as a matrix representation for multiple user crite-
ria. In other words, the matrix representation helps to identify possible cases when it 
is necessary to evaluate multiple-criteria cases. Furthermore, this evaluation is made 
in combination with the user’s activity represented as statistical values.  
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Fig. 6. Trust Function as a Result of User Matrix for Multiple Criteria 

In addition to the matrix representation and computation, we have defined statisti-
cal variations as the frequency of users visiting and/or using any type of service(s), 
such as eBay or Amazon. A more specific networking scenario is when traffic engi-
neering paths are being used as part of a communication service for a specific user. 
This classification will help to define the trust level of the user. 

The normal function to depict the statistical nature of our trust model approach can 
be represented by a Gaussian curve, as shown in Figure 7, where the values assigned 
to the user, as a result of reputation levels, are a function of higher positive reputation 
marking the limits of trustworthiness of the user for each specific service represented. 
Hence, if the user with a certain trustworthiness value wants to create and/or use a 
service, the system will allow him to do so only if the trustworthiness level is in the 
limits required by the service; otherwise, the request is rejected and logged. The red 
line indicates the minimum reputation level (it can be pre-defined according specific 
applications). A more detailed description of this scenario representation is presented 
in following sections. 

 

Fig. 7. Region of Service Allocation and Reputation Level 

If the service suffers a disruption or decrease in reputation, commonly cause by 
hacking or other malicious activities, then the conditions must be re-evaluated to 
define appropriate actions in the system, such as rejecting the creation of new ser-
vices, or to not allow any changes to a service after it has been created. 

The evaluations are based on the information from the system as well as from exter-
nal sources, such as sensor or pervasive applications capturing related information asso-
ciated with the user and the service. Two different values exist in this model, reputation 
and service allocation. When these values are combined, they represent trust values as 
complementary functions for the user’s activity. Figure 8 shows four regions. Policies 
play the role of evaluating such regions and based on certain pre-defined statistics de-
scribing the semantics of the four regions, take actions accordingly. 
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Fig. 8. Regions Related to Policy Service Allocation and User’s Reputation 

Region I is the most secure region, where the users are trusted all the time. Region 
IV has users that lack high reputation values, but these users can be considered reli-
able as they do not attempt to create services and their reputation value is medium. 
Region II is where the users have created many services, but do not themselves use 
those services; consequently, these users are trusted but do not have high reputation 
levels. Region III is where hackers and other malicious users are located; these users 
have many services they created and therefore, the reputation of each user is low. 

The methodology used to create the trust and reputation policy-based model, which 
can be applied to trust the management of service applications, is to define the trust 
model representation and the concepts involved according to standard sociological 
models. Sociological criteria are used to define relationships between the information 
in the service model described as policies, and the information contained in service 
management policies.  

The formal representation of social models are expressed in policy-based form and 
integrated as classes into the object-oriented policy-based management system. The 
policy model function defining the number of pervasive management operations in 
reference with the number of policies is shown in (4), details are described in [5], we 
associate the management operations with the activity of the user, thus in this way are 
generated the values used for statistic operations. 

∑
+

=

pnps

Xs 1

F[{(Ctn)m}{(Xsn)m}]1(ps+pn)  Service Operations         …(4) 

where ps = number for initial service policies,  
           pn = number of total service policies, and  

  Xs = service function; Ct = content function for values of n > 1 and m > 1 

The advantage of combining policy-based management and reputation approaches 
is the possibility to define values based on the statistical variations in the reputation 
level and use those values in policies that define the trust level of the user. Figure 9 
depicts an example where the number of sub-regions is more specific as a conse-
quence of many users generating services. The policies here assist in evaluating re-
gions and sub-regions according to the same criteria already defined for each of the 
four main regions above. The number of policies follows the function used in (4) to 
calculate service operations and define the user activity according to the set of ser-
vices that the user is using.  
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The probability is calculated based on specific sub-regions of the four main regions 
already defined, according to the policy model function in [5], and includes the policy 
model to construct the trust model for services support.   

 

Fig. 9. Sub-regions Related to Policy Service Allocation Number 

The policies also assist in supporting decisions based on multiple criteria. Put an-
other way, policies are used to evaluate a diversity of opinions from different users 
about the same service. The multiple criteria evaluation is done according to personal 
experiences when using the service provides a level of reputation. 

4   Policy-Based Trust Management Model 

We support the idea that using social trust models for systems in which users commu-
nicate and make decisions having an inherent risk will enhance the security of such 
systems. A social model of trust needs to be used in order to provide a robust informa-
tion model that is able to represent user information in a formal manner. Once this is 
done, this model can then be used in autonomic systems. 

Figure 10 illustrates the challenge and the scope of applying trust management 
multi criteria results. From sociology, we have a social model of trust based on repu-
tation, whereas from technology, we have the ability to create new services. When 
these two studies are combined a more powerful services composition to trustworthy 
users can be assigned. The definition of the trust model based on reputation to be used 
by policy-based systems can make use of the information to generate new services. 
Therefore, applying such a trust model requires different assignments of metadata to 
describe trusted users as well as malicious users. 

 

Fig. 10. Policy-Based Model and Trust Concepts Relationships 
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4.1   Policy-Based Descriptions 

The user’s information should be used to generate personalized services that reside in 
the service management system but are enabled by the service operators. Both service 
creators as well as operators should be able to determine if the services are perform-
ing properly according to both the service model definition as well as with the pro-
posed trust model.  In this study the use of the DEN-ng policy information model [29] 
facilitates the inclusion of business goal policies, and utility functions. The DEN-ng 
PolicyRule class represents an intelligent container that gathers metadata and at least 
one (or more) PolicyEvent, PolicyCondition, and PolicyAction. 

Figure 11 shows the definition of Management Policies used in this approach; note 
that (1) Management Policies may use any type of structural representation of a Pol-
icy Rule, since the ManagementPolicy is an intelligent container that aggregates Poli-
cyRuleStructures; (2) the concepts of PolicySubject (a set of ManagedEntities that 
requests and/or invokes policies in a holistic manner from and/or on a PolicyTarget) 
and PolicyTarget (a set of ManagedEntities that a set of policies will be applied to). 

 

 

Fig. 11. Simplified DEN-ng ManagementPolicy Model 

In DEN-ng, a ManagedEntity is something of interest that can be managed. Any 
ManagedEntity can have contextual information associated with it. We model context 
[40] as an overall concept (the Context class) that may be made up of a set of independ-
ently manageable aspects. The associations relating ManagedEntity to Context and 
ContextData are both optional. ContextDataFacts and ContextDataInferences are intel-
ligent containers that house facts and inferences, respectively, that are computed by 
external applications. Both the Context and ContextData classes use the composite 
pattern for flexibility and extensibility. The ContextAtomic and ContextDataAtomic 
classes represent context that can be modeled as a single, stand-alone object. In contrast, 
the ContextComposite and ContextDataComposite classes represent context objects that 
are made up of multiple distinct Context or ContextData objects that can each be sepa-
rately managed. Hierarchies of context information can be defined and related to other 
context information through the HasContextData aggregation. For example, the Context 
object “Communication” could have the following ContextData objects associated with 
it: PSTN, CellularDevice, PDA, and ComputerDevice, to model the characteristics of 
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fixed telephone lines, mobile phones, PDAs, and computers, respectively. Each of these 
four classes of device uses different types of media and provides different types of 
communication experiences, and hence different contexts. 

The purpose of the ContextDataDetails association class is to define the particular 
semantics of how ContextData relates to Context. This enables different types of 
ContextData, each modeling a specific aspect of an overall Context, to be aggregated 
together with their own semantics. The ContextSemantics class represents data and/or 
knowledge that describes the behavioral aspects of the Context that this ManagedEn-
tity is associated with. A similar class (ContextDataSemantics) is constructed for the 
ContextData hierarchy. These two classes represent a convenient point for fusing 
information from ontologies with data from information and data models. For exam-
ple, machine-based reasoning can now be used with both of these data. They also 
present convenient points for either augmenting context information (e.g., tagging it 
with metadata to enhance information retrieval) and/or using context data to perform 
(for example) a set of services. Finally, these two semantics classes enable the appli-
cation to declare what it needs to complete its view of context, as opposed to merely 
obtaining context information. 

Figure 12 shows a simplified view of the DEN-ng context-aware policy model. Its 
purpose is to relate context changes to policy changes by selecting the set of Policy 
Rules that are appropriate for this particular context. Those Policy Rules are then 
applied by the autonomic manager to govern system behaviour.  The SelectsPolicies 
aggregation defines a given set of Policies that should be loaded based on the current 
context. Hence, as context changes, policy can change accordingly, enabling our sys-
tem to adapt to changing demands. The PolicyResultAffectsContext association en-
ables policy results to influence Context.  

The selected working set of Policies uses the GovernsManagedEntityRoles aggre-
gation to define the appropriate roles of the ManagedEntities that are influenced by 
this Context; each ManagedEntityRole defines functionality of the ManagedEntity 
that can take on that role.  
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Fig. 12. Simplified DEN-ng Context-Aware Policy Model 

Specifically, Policy is used to define which management information will be  
collected and examined; this management information affects policy decisions, as 
well as selecting which policies should be used at any given time. Once the manage-
ment information is defined, then the two associations MgmtInfoAltersContext and  
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ContextDependsOnMgmtInfo codify these dependencies (e.g., context defines the 
management information to monitor, and the values of these management data affect 
context, respectively). 

4.2   Service Logic Descriptions 

The logic defining logic interactions and technological implications between organi-
zations in a pervasive service is a result of using service management operations in 
form of policies (i.e. Service Code and Policies Distribution, Code Maintenance, 
Service Invocation, Code Execution and Service Assurance). The service manage-
ment policies are referenced in this paper and detailed examples can be found in [5]. 
The service logic description corresponds to the most common management opera-
tions; however, a more extended set of functions that better reflect application re-
quirements can be used instead.  

A more detailed description of these functions can be found in [5]. Implementing 
decisions using these logic descriptions constitute a first task of this approach towards 
creating a tool to support trust management. The use of service management logic 
when DEN-ng is being used as the policy information model includes descriptions 
which do not assume 'static' information for expressing user requirements. In contrast, 
the service management systems can process logic descriptions that can be defined 
dynamically as a result of user interaction. 

Additionally the formal language used for expressing web-services is OWL [41]. 
One of the advantages of using OWL to describe logic concepts is the availability of 
formal tools that use OWL for parsing, reasoning and editing. We use OWL to de-
scribe information that cannot be expressed with graphic notation. We use OWL as 
the formal language that describes the graphic representations and logic sentences as 
part in the policy model supporting trust management.  

5   Trust Model Scenario 

Trust management is able to provide recommendations to governance systems when 
choices have an inherent security risk. Our implementation uses OWL as a formal 
language to represent reputation and trust using first order logic; this enables asser-
tions about reputation and trust to be proven. This approach also uses policy-based 
management as the mechanism to execute and enforce decisions in pervasive service 
operations. Figure 13 shows the scope of test scenarios. These scenarios are focusing 
on controlling pervasive services and Internet services. System management is  
supported by a trust generator subsystem with the objective to decentralize access 
decisions, in this way the management systems delegates security decisions with the 
objective for improving the management operations. 

The most important objectives of our trust- policy-based management system are: 
(1) to decentralize decisions necessary to ensure proper operation, and (2) to support 
the deployment of new services in policy-based management systems that can use 
user information from users who are trustworthy, according to the trust model, to 
generate new services following the preferences and requirements of those users.  
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Fig. 13. Mapping of Trust Model into Web-Services and Internet 

An important type of service that we aim to support with multicriteria support is 
what sociologists have called swift trust [38]. This is a type of trust deployed by a 
social actor in temporary systems such as online communities or temporary working 
teams. In our scenarios, we use this model to support temporary services that, for 
example, only last for a particular session. This reflects the idea that people depend on 
this trust model as the alternative to avoid an indeterminate amount of time while 
measurements are collected that enable the system to compute who can be trusted. 

In addition, communications systems must offer trust management and security in 
the operations performed and governed by management systems. However, this is a 
challenging trade-off between security and performance, due mainly to the use of 
proprietary information and data models to design and guide the implementation of 
securing the information and its associated management processes. Since there is no 
one common information or data modeling standard that can represent vendor-
specific management and security data, securing systems remains a stovepipe design 
process. This is exacerbated by the increasing number of diverse technologies, each 
with their own associated operational and management data. Just as there will never 
be one programming language that all applications will use, there will never be a 
single information model that all vendors and application developers will use.  

This scenario is based on trust management concepts, and uses policy-based prin-
ciples to provide trust management mechanisms based on user reputation. The scope 
of this research is founded in real world social scenarios, where the application of 
trust and reputation models acts as inputs in communication and service management 
systems to detect potential users attempting to create cheating services. 

6   Conclusions 

This paper describes the research challenges for trust management in an environment 
that uses policy-based management to build reputation and trust using social models. 
The main research contribution is our approach to support multi-criteria reputations in 
trust management with policies-based mechanisms that offer a formal alternative for 
representing and implementing guide for trust management. 

This research work proposes to decentralize management decisions by using a 
user-based trust and reputation mechanism. The main application of this model is in 
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the framework of autonomic solutions for future Internet services. However, the scope 
of the model is not limited to this scenario; it can be extended for any system requir-
ing decentralized decisions with multi-criteria processes as generator of trust.  

Social trust and reputation models are applied in communication systems in order 
to provide guidance for trusted users to make decisions having a security risk, as well 
as to help the system detect malicious users and hackers attempting to create cheating 
services or other disruptive services. Future research is being conducted for develop-
ing and comparing different implementations of the model and the statistical results 
are applied on simulations for decentralized management tasks. 
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