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Preface

The continuous and very intense development of IT has resulted in the fast
development of computer networks. Computer networks, as well as the entire
field of IT, are subject to constant changes triggered by the general technological
advancement and the influence of new IT technologies. These methods and tools
of designing and modeling computer networks are becoming more advanced.
Above all, the scope of their application is growing thanks to, for example,
the results of new research and because of new proposals of application, which
not long ago were not even taken into consideration. These new applications
stimulate the development of scientific research, as the broader application of
system solutions based on computer networks results in a wide range of both
theoretical and practical problems. This book proves that and the contents of
its chapters concern a variety of topics and issues.

Generally speaking, the contents can be divided into several subject groups.
The first group of contributions concerns new technologies applied in computer
networks, particularly those related to nano, molecular and quantum technology.
Another group comprises chapters devoted to new technologies related to com-
puter network structure. There are also chapters concerning the fundamentals
of computer networks, their architecture and programming. A very important
group of chapters concerns the Internet in its broad meaning, covering a variety
of topics. The next group comprises papers related to data and analysis of in-
dustrial computer networks. This issue is also of fundamental importance from
the point of view of the structure and industrial application of distributed real-
time IT systems. The last group of contributions describes general applications
of computer networks, including issues related to the quality of data exchange.
On behalf of the Program Committee, we would like to take this opportunity to
express our gratitude to all the authors for sharing the results of their research
and for assisting in the creation of this book, which in our view is a valuable
bibliographic source within the area of computer networks.

April 2009 Andrzej Kwiecień
Piotr Gaj



Organization

CN 2009 was organized by the Institute of Informatics, Silesian Univeristy of
Technology (SUT) at support by the Committee of Informatics of the Polish
Academy of Sciences, Section of Computer Network and Distributed Systems in
technical cooperation with the Polish Section of IEEE.

Institute of Informatics
Silesian University of Technology
ul. Akademicka 16
44-100 Gliwice, Poland
e-mail: siecikomputerowe@polsl.pl
web: http://cn.polsl.pl

Executive Committee

All members of the Executing Committee are from the Silesian University of
Technology, Poland.

Honorable Member Halina Węgrzyn
Organizing Chair Piotr Gaj
Technical Volume Editor Piotr Stera
Technical Support Aleksander Cisek
Technical Support Arkadiusz Jestratjew
Office Małgorzata Gładysz
Web Support Piotr Kuźniacki
IEEE Coordinator Jacek Izydorczyk

Program Committee

Program Chair

Andrzej Kwiecień Silesian University of Technology, Poland

Honorary Members

Klaus Bender TU München, Germany
Zdzisław Duda Silesian University of Technology, Poland
Andrzej Karbownik Silesian University of Technology, Poland
Jerzy Rutkowski Silesian University of Technology, Poland
Stefan Węgrzyn IITiS PAN Gliwice, Poland
Bogdan M. Wilamowski Auburn University, USA



VIII Organization

Program Committee Members

Tülin Atmaca Institut National de Télécommunication, France
Win Aung National Science Foundation, USA
Leszek Borzemski Wrocław University of Technology, Poland
Markus Bregulla University of Applied Sciences Ingolstadt, Germany
Tadeusz Czachórski Silesian University of Technology, Poland
Andrzej Duda INP Grenoble, France
Jean-Michel Fourneau Université de Versailles, France
Natalia Gaviria Universidad de Antioquia, Colombia
Jerzy Klamka IITiS PAN Gliwice, Poland
Demetres D. Kouvatsos University of Bradford, UK
Stanisław Kozielski Silesian University of Technology, Poland
Henryk Krawczyk Gdańsk University of Technology, Poland
Nihal Pekergin Université de Versailles, France
Piotr Pikiewicz Academy of Business, Poland
Bolesław Pochopień Silesian University of Technology, Poland
Frank Schiller TU München, Germany
Mirosław Skrzewski Silesian University of Technology, Poland
Sylwester Warecki Freescale Semiconductor, USA
Tadeusz Wieczorek Silesian University of Technology, Poland
Bane Vasic University of Arizona, USA
Grzegorz Zaręba University of Arizona, USA

Referees

Tülin Atmaca
Leszek Borzemski
Markus Bregulla
Tadeusz Czachórski
Natalia Gaviria
Henryk Krawczyk
Jerzy Klamka
Stanisław Kozielski
Andrzej Kwiecień

Bolesław Pochopień
Piotr Pikiewicz
Frank Schiller
Mirosław Skrzewski
Sylwester Warecki
Tadeusz Wieczorek
Bene Vasic
Grzegorz Zaręba

Sponsoring Institutions

Technical cosponsor of the conference: Polish Section of IEEE.



Table of Contents

Molecular Networks and Information Systems . . . . . . . . . . . . . . . . . . . . . . . 1
Stefan W ↪egrzyn and Lech Znamirowski

Sorting of Quantum States with Respect to Amount of Entanglement
Included . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

Roman Gielerak and Marek Sawerwain

Management of Web Services Based on the Bid Strategy Using the
User Valuation Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

Jolanta Wrzuszczak and Leszek Borzemski

A Markovian Model of a Call Center with Time Varying Arrival Rate
and Skill Based Routing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

Jaros�law Bylina, Beata Bylina, Andrzej Zo�la, and
Tomasz Skaraczyński
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Molecular Networks and Information Systems

Stefan Węgrzyn1 and Lech Znamirowski2

1 Polish Academy of Sciences, Gliwice
2 Silesian University of Technology, Institute of Informatics

stefan.wegrzyn@polsl.pl

Abstract. Technical systems of informatics are discussed, such that
their structure is based on molecules, similarly to the biological sys-
tems of informatics. A path to such technical systems of informatics is
pioneered by the currently led works in the field of molecular genetic
engineering.

1 Introdution

Molecular information systems are defined as the information systems whose
structures are based directly on molecules, their properties and bonds between
them. The molecules are groups of atoms held together by bonds. Spatial ar-
rangement of atoms composing a molecule is defined as the molecular structure.
It is a three-dimensional structure and therefore its representation on the two-
dimensional plane of text requires the use of any of the representation methods
used in such cases. The methods most often used are: space-filling, ball, skeletal,
ribbon and surface representations. According to the international agreement the
following colours have been selected to represent individual atoms on those rep-
resentations: carbon – black, oxygen – red, hydrogen – white, sulphur – yellow,
nitrogen – blue, and phosphorus – purple.

For example in (Fig. 1) different space-filling representations of molecular
structures of: water, acetate and formamide are presented according to [1].

Fig. 1. Structural patterns and space-filling representations of the molecules of: water,
acetate and formamide

A. Kwiecień, P. Gaj, and P. Stera (Eds.): CN 2009, CCIS 39, pp. 1–10, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



2 S. Węgrzyn and L. Znamirowski

Although stereochemical molecular structures illustrate a molecular structure
very well, they are difficult to draw and require colouring.

An alternative method for representing structures involves the use of Fisher
projections in the form of horizontal and vertical lines that connect e.g. sub-
stituent atoms with the carbon atom, which is located at the centre of the cross.
It is assumed that the horizontal bond is above the page and the vertical

bond below the page (Fig. 2).

Fig. 2. The Fisher projections. The Z and X atoms are located above the page plane
and the W and Y atoms below that plane.

The following definitions are used in the analysis of molecular geometry: con-
formation, configuration and chiral objects. They are described shortly below.

A conformation is defined as a way of arrangement of atoms in a molecule
around a single atom as in the example of the methane (CH4) molecule presented
in Fig. 3.

If there are several groups of atoms bonded together in a molecule, the bonds
between those groups are defined as a configuration. A chiral molecule is the
molecule which cannot be superposed on its mirror image. The name chiral
molecule comes from the Greek word cheir = hand, as it is illustrated in Fig. 4.

A helix is also a chiral object (Fig. 5).
The molecular structure analysis, and especially changes which may occur in

the structure and the influence which this may have on the parameters such as
freezing temperature, is of particular importance in view of the Mpemba effect
illustrated in Fig. 6.

Analyses of spatial structures of molecules and dynamic processes occurring in
them gave rise to the development of the science divisions such as nanochemistry,
femtochemistry and even attochemistry.

1 nm = 10−9 m 1 fsec = 10−15 sec 1 asec = 10−18 sec (1)

The molecular technologies of object construction are to be understood as
such object synthesis methods which involve inserting free molecules transferred
from available external environment into the structures being constructed. An
example of such molecular information technologies can be the technologies
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Fig. 3. Conformations of hydrogen atoms in the methane (CH4) molecule

Fig. 4. The name chiral object comes from the Greek word cheir – hand

being the basis for formation and development processes of information systems
which have been continued in biological organisms for billion of years, owing to
which those organisms were and are formed, were and are developed and are
reproduced.

The molecular information technologies can only be developed in the appro-
priately prepared environments. The following can be specified as the necessary
environmental conditions:

– motion of environmental molecules ensured by molecular motors (Fig. 7),
based on controlled switches turning alternately positive feedbacks into neg-
ative ones and vice versa.
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Fig. 5. A helix as an example of chiral object

Fig. 6. The Mpemba effect
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Fig. 7. Structure of molecular motors. State motion.

Fig. 8. How motion was created in the evolution processes. First forms of motion –
crawling of single cell organisms.

Motion of elements is the basic condition of molecular technologies. The
motion formation originates from the period when the first living organisms
were single cells. A single cell organism was gaining motion as a result of a
change of its shapes as illustrated in Fig. 8.
One more condition that should be met by environment is:

– enclosing the environment by means of membranes to protect against un-
wanted diffusions of molecules into some of its areas (Fig. 9 and Fig. 10).

Figure 9 illustrates a two-layer membrane structure and symbol of a molecule
called lipid which the membrane structure is based on.

A simplified two-layer lipid membrane can be presented in the way illustrated
in (Fig. 10).

In the environment prepared like that, the molecular technology of connecting
molecules and atoms into the needed products can be developed. Its essence is
such a notation form of the encoded information that, when inserted into the
disordered group of molecules, results in creation of ordered subgroups, being
the expected products, in it (Fig. 11).

One of the ways leading to that is the sticky matrix method presented in
Fig. 12.
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Fig. 9. Fragment of two-layer membrane based on the molecules called lipids and sym-
bol of that molecule

Fig. 10. Schematic image of lipid bilayer. Such structures define the boundaries of
some areas inside an environment.

Fig. 11. (a) Disordered group of molecules, (b) ordered subgroups creating the products
owing to information input
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Fig. 12. Illustration of sticky matrix method in the case of protein synthesis

Fig. 13. Illustration of text forms in the: (a) technical and (b) molecular information
systems

Illustration of text structures in the molecular information systems in com-
parison with the technical information systems is presented in Fig. 13.

The molecular algorithm notations presented in Fig. 13 are chains of different
molecules occupying thousands of times less space than algorithm notations in
the technical information systems. The texts noted like that are located in the
DNA of living organisms being the basis of their existence, development and
reproduction.

An encoded notation of product structures is presented in Fig. 14, and the
whole molecular information system in Fig. 15.

An example of molecular information technologies can be the biological infor-
mation systems being the basis of existence, development and reproduction of
living organisms. They are the basis for some solutions of the processes performed
within genetic engineering for example insulin production. They are described
shortly below.
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Fig. 14. Packed notation of a product structure in the molecular information system

Fig. 15. Structure of the molecular information system
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Fig. 16. Illustration of cutting the DNA chain

Fig. 17. Cloning within DNA2 of a gene cut out of DNA1

2 Molecular Genetic Engineering

The first operation in genetic engineering is cutting the DNA chain as illustrated
in Fig. 16.

The DNA chain, chemically cut by means of restriction enzymes, can be the
basis for next operations which we want to perform e.g. cloning as presented in
Fig. 17 and Fig. 18.

3 Compendium

A molecular environment is understood as a group of different, free and able to
move atoms and molecules, which are defined as its elements.
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Fig. 18. Cloning of alien structural genes in guest cells

In such a molecular environment, different local bonds between their elements
can be created.

The local bonds, whose structures store the information on history of their for-
mation, can be molecular origins of living objects that is such objects, which by
their existence, generate formation processes of next derivative objects imitated
on them.

We can then say about origins of living objects and methods of molecular
storage and transfer of information, which they are based on, are molecular
information systems.

References

1. Berg, J.M., Tymoczko, J.L., Stryer, L.: Biochemistry. PWN, Warszawa (2007)
2. Węgrzyn, S.: Nanosystem of informatics. International Journal of Systems Sci-
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3. Ball, P.: Does hot water freeze first? Physics World 19(4) (April 2006)



Sorting of Quantum States with Respect to
Amount of Entanglement Included

Roman Gielerak and Marek Sawerwain

Institute of Control & Computation Engineering
University of Zielona Góra, ul. Podgórna 50, Zielona Góra 65-246, Poland

{R.Gielerak,M.Sawerwain}@issi.uz.zgora.pl

Abstract. The canonical Schmidt decomposition of quantum states is
discussed and its implementation to the Quantum Computation Sim-
ulator is outlined. In particular, the semiorder relation in the space of
quantum states induced by the lexicographic semiorder of the space of the
Schmidt coefficients is discussed. The appropriate sorting algorithms on
the corresponding POSETs (partial ordered sets) consisting from quan-
tum states are formulated and theirs computer implementations are be-
ing tested.

1 Introduction

Let E(HA ⊗ HB) be a set of quantum states of a given composite system SA+B

on the corresponding Hilbert space HA ⊗ HB. As it is well known the problem
to decide whether a given state ρ ∈ E is entangled or not is in general NP-
HARD [5]. Although some mathematical procedures for this purpose and also
for deriving in a quantitative way the amount of entanglement included do exist
the real problem with them is that they are hardly to be efficiently calculable
[2] and [3].

In the case of pure states the operational semiorder |ψ〉
LOCC
� |ϕ〉 on the space

of pure states (meaning that the state |ψ〉 can be transformed into the vector |ϕ〉
by exclusive use of only LOCC (local operations and classical communication)
class of operations) has been formulated in an effectively calculable way by ap-
pealing to the corresponding Schmidt decomposition in Nielsen [4]. The relation
LOCC
� introduces only partial order on the space of pure states and it is why the

adaptations of standard sorting algorithms of the corresponding POSETs are
much more involved [6] and [7] comparing to the case of linearly ordered sets.
Several adaptations of this sorting procedures are being adopted and tested on
the Zielona Góra Quantum Computing Simulator and some recent results of this
kind will be presented in the present contribution, see also [7].

Another topic discussed in our contribution is an attempt to generalize the
Nielsen result to the case of general mixed quantum states. For this purpose the
Schmidt decomposition in the corresponding Hilbert-Schmidt space has been
used and certain semiorder relation in the space of quantum states has been

A. Kwiecień, P. Gaj, and P. Stera (Eds.): CN 2009, CCIS 39, pp. 11–18, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



12 R. Gielerak and M. Sawerwain

introduced. The effort has been made to connect the introduced semiorder with
several notions of quantitative measures of entanglement.

A well known distillation of entanglement procedure [1] also introduces a
partial semiorder on the space of quantum states. However this process is hardly
to be effectively calculable and moreover it requires to have many (infinitely
many in fact) copies of a given unknown quantum state at hands in order to
perform the distillation process.

Although we have no complete proof we formulate a conjecture that the partial
order induced by the lexicographic order of the Schmidt decomposition coefficients
is connected to the operational meaning saying that in the state ρ1 is no less en-
tanglement contained then in the state ρ2 if the state ρ1 may be transformed into
ρ2 by means of local operations supplemented by classical communication only.

2 Algorithms for Sorting Quantum States

2.1 Canonical Schmidt Decomposition of Quantum States

For a given finite-dimensional Hilbert spaceH the corresponding Hilbert-Schmidt
space is denoted as HS(H). Let us recall that the space HS(H) consist of all linear
operations acting on H and equipped with the following scalar product:

〈A|B〉HS = Tr
(
A†B

)
(1)

A system (Ei, i = 1, . . . , dim(H)2) of linearly independent matrices on H is
called complete orthonormal system iff 〈Ei|Ej〉HS = 1. If moreover all Ei are
hermitean the system (Ei) is called complete hermitean orthonormal system.

Proposition 1. Let ρ ∈ E(HA ⊗HB). Then there exist: a number r > 0 (called
the canonical Schmidt rank of ρ) and a complete orthonormal system (EA

i ) (resp.
(EB

j )) in HS(HA) (resp. HS(HB)) and such that

ρ =
r∑

α=1

λαEA
α ⊗ EB

α (2)

where the numbers λα > 0 are called (the canonical) Schmidt coefficients of ρ.
If all λα are different then this decomposition is unique.

Remark 1. A different notions of Schmidt decomposition of density matrices are
being discussed in the literature [9]. Our Schmidt characteristics like the canon-
ical Schmidt rank and (canonical) Schmidt coefficients and the corresponding
orthonormal systems are in unique way connected with a given ρ and in princi-
ple all the properties (separability|nonseparability for example) of ρ should be
obtainable form this decomposition. For example if the corresponding EA

α , EB
α

in formula (2) are nonnegative and therefore hermitean then ρ is separable.

Remark 2. It is well known [10], [11] that for separable states the sum of the
canonical Schmidts coefficients is always less or equal to 1. This leads to the
separability criterion known as cross norm criterion.
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Remark 3. The closed subspace of HS(H) consisting of hermitean matrices
forms a real Hilbert space. Therefore if the SVD theorem extends to the real
Hilbert space case then the corresponding systems in formula (2) are hermitean
by the very construction.

Now we formulate constructive route to the canonical Schmidt decomposition.

Proposition 2. Let d = dim(H) and let (Ei, i = 1, . . . , d2) be a system of linear
independent matrices on H. Then there exists operation O converting the system
(Ei) into the orthonormal system (Fi). If the system (Ei) consists of hermitean
matrices then O((Ei)) is also system formed from hermitean matrices.

Proof. The well known Gram-Schmidt orthonormalisation procedure is used as
an example of the converting operation O. �

Let now (FA
i ) (resp. (FB

j )) be any orthonormal system in HS(HA) (resp. HS

(HB)). Then the system (FA
i ⊗ FB

j ) forms a complete orthonormal system in
HS(HA ⊗HB). Thus taking any ρ ∈ E(HA ⊗HB) we can decompose:

ρ =
∑

i,j=1

ci,jF
A
i ⊗ FB

j (3)

where ci,j = Tr
(
ρFA

i ⊗ FB
j

)
.

Then we apply SVD operation to the matrix C = (ci,j) yielding (like in the
vector case) all the data for supplying the decomposition (2). In particular the
singular values of the matrix C are equal to the squares of the Schmidt numbers
from (2).

2.2 Linear and Partial Semi-order for Entanglement States

Firstly, we present a simple algorithm to realise sorting a set of quantum states
by using von Neumann entropy notion. We will call this algorithm a linear sort-
ing by entropy algorithm (abbreviated as LSEA). The pseudo-code of LSEA is
presented in Fig. 1.

The second presented algorithm realises sorting of entangled states using the
Schmidt decomposition. The pseudo-code is presented in the Fig. 4. The input of
the Algorithm (Fig. 4) is now a list V of vector states on the space H = HA⊗HB .

1: function LSEA( Σ : {ρ1, ρ2, . . . , ρN} ) : ΣSORT : {ρ1, ρ2, . . . , ρN}
2: for i=1 to N do
3: ρA

i = TrHA
(ρi)

4: [σi, Vi] = EigenSystem(ρA
i )

5: En(i) = E(ρA
i ) = −

∑
k

λi
k log λi

k

6: end for
7: ΣSORT = ClassicalSort({En(1), En(2), . . . , En(N)})
8: return ΣSORT

9: end function

Fig. 1. Algorithm for sorting entangled quantum states using the von Neumann entropy
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Fig. 2. General idea of sorting quantum states where the lexicographic order is used.
In result the obtained structure represents the partial order where in the sets of quan-
tum states with the same Schmidt rank may appear a linear chains which are non-
comparable.

The output is divided into two parts. The first part is the partitioning of V:
V = [V1, . . . , Vp] where

V (i) ∈ V, SchmidtRank(Vi) = ri = const; and (4)
1 ≤ r1 < r2 < . . . < rp ≤ min(dimHA, dimHB), UiV (i) = V

i.e. the partitioning with respect to increasing Schmidt’s ranks. Additionally, we
return the complete data of merging of each Vi.

We need to define the corresponding semiorder relation. For a given pair of
quantum states ρ1 and ρ2 we perform the canonical Schmidt decomposition (2)
of them obtaining the corresponding Schmidt ranks r1, r2 and the correspond-
ing Schmidt coefficients λα(1), λα(2). Having this data we can formulate the
following algorithm which in fact introduces the semiorder relation in the space
of quantum states. This algorithm will be called SD-QueryOracle.

Having defined the semiorder ≺ we can now formulate one of the possible
(see [12] for other versions) sorting sets of quantum states algorithm that will
be called MergeSort type algorithm.

2.3 Example of Usage of Linear Sorting Algorithm

Let us consider family of Bell maximally entangled states for qubits and qudits.
In the case of qubits, these states have the following form

|ψ〉 = α|00〉 ± β|11〉 or |ψ〉 = α|01〉 ± β|10〉 and |α|2 + |β|2 = 1 , (5)



Sorting of Quantum States 15

1: function SD-QueryOracle( V : {ρ1, ρ2} ) : {(ρ1 ≺ ρ2), (ρ2 ≺
ρ1), non − comparable}

2: for i=1 to 2 do {ri, {λ1(i), . . . , λri(i)}} = SchmidtDecomp(Vi)
3: if (r1 > r2) return (ρ1 ≺ ρ2)
4: if (r2 > r1) return (ρ2 ≺ ρ1)
5: sort the sets {λ1(i)i=1,2} in non-increasing order

6: if (r1 = r2) if (∀j=1,...,r1

(∑j
i=1 λ2

i (1) ≤ λ2
i (2)

)
) return (ρ1 ≺ ρ2)

7: return non-comparable
8: end function

Fig. 3. Implementation of query oracle for sorting entangled quantum states

1: function ChainMergeSort( Σ : {ρ1, . . . , ρN} ) : V
2: for i=1 to N do {r(i), {λ1(i), . . . , λri

(i)}} = S(i) = SchmidtDecomp(Vi)
3: r� = max(r(1), . . . , r(n))
4: for α=1 to r� do
5: V (α) = [ ]
6: for i=1 to N do if (r(i)=α) V(α)=[V(α), ρα]
7: end for
8: for α=1 to r� do
9: choice randomly ρ ∈ V (α)

10: Rα = (ρ, { })
11: Rα(1) = P

′
; Rα(1) = { }

12: U(α) = V (α) \ {ρ}
13: while U(α) �= ∅ do
14: choice ρi ∈ U(α)
15: U(α) = U(α) \ {ρ}
16: construct a chain decomposition C(α) = {Cα

1 , Cα
2 , . . . , Cα

q } of Rα

17: end while
18: for i=1 to q do
19: I1: do binary search on Cα

i using SD-QueryOracle to find smallest element (if any)
that dominates ρi

20: I2: do binary search on Cα
i using SD-QueryOracle to find largest element (if any)

that dominates ρi

21: end for
22: infer all results Rα of I1 and I1 into Rα:
23: Rα(1) = Rα(1) ∪ ρ
24: Rα(2) = Rα(2) ∪ Rα

25: find a chain decomposition Cα of Rα

26: construct ChainMerge(Rα, Cα) data
27: end for
28: return (V = [V1, V2, . . . , Vr ], ChainMerge(V)=[ChainMerge(Vi),i=1,. . . ,r])
29: end function

Fig. 4. Algorithm for partial ordered sorting entangled quantum states

and for qubits there exist exactly four such maximally entangled states. The one
of the Bell states for qudits where d = 3 can be written similarly to the qubit
case

|ψ〉 = α0|00〉+ α1|11〉 + α2|22〉 and |α0|2 + |α1|2 + |α2|2 = 1 . (6)

In general, the set of d-level Bell maximally entangled states for two qudits can
be expressed through the following equation:

|ψd
pq〉 =

1√
d

d−1∑

j=0

e2πıjp/d|j〉|(j + q) mod d〉 . (7)
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def make_psi(r, p, q): def make_psi(r, p, q):
r.Reset() r.Reset()
for i in range(0,q): for i in range(0,q):

r.NotN(1) r.NotN(1)
r.HadN(0) r.RandGateRealN(0)
for i in range(0,p): for i in range(0,p):

r.PauliZ(0) r.PauliZ(0)
r.CNot(0,1) r.CNot(0,1)

Fig. 5. The functions written in Python preparing the entangled Bell states for given
register. The symbol denoted by r is an object representing the quantum register and
p and q are indices of Bell state generated by this procedure. The left column generates
maximally entangled state but in the right column instead of the Hadamard gate we
use a randomly generated gate to produce a non-maximally entangled states.

Table 1. The time consumed by sorting tests which use randomly generated quantum
registers with a different amounts of entanglement in the sense of von Neumann’s
entropy

Number of registers Time (results in secs)
10 0.0008762
100 0.0048304
1000 0.1407390
2000 0.4907356
4000 1.8053686
10000 10.643833

It is possible to express equation (7) in terms of qudit gates:

|ψd
pq〉 = (Id ⊗ Xd)

q · (Hd ⊗ Id) · (Zd ⊗ Id)
p · CNOTd · |00〉 . (8)

where 0 ≤ p ≤ d−1 and 0 ≤ q ≤ d−1 are indices of one of d2 allowed Bell state.
The symbol I represents the identity matrix for d-level qudit, and H represents
the Hadamard gate and Z and X are generalized Pauli’s operators.

A simple function written in the Python programming language which uses
the QCS module to generate entangled states is depicted in Fig. 5. We use this
function to construct entangled states for earlier prepared quantum register.

The function presented in the left column of Fig. 5 generates states which
have always the same amount of entanglement. Therefore the function from Fig. 5
must be equipped with some additional unitary gate to modify the entanglement
amount. In the qubit cases the additional rotation gate after Hadamard gate can
be used. In general any unitary gate that realises the rotation through any axis
may be used to generate Bell states with uniform distribution of entanglement.
Indeed, the right version of function make_psi from Fig. 5 possesses this feature.

Using function from Fig. 5 and the appropriate computational procedure to
calculate the von Neumann entropy it is possible to prepare a simple benchmark.
Additionally, to obtain comparable results we prepared simple test as a script in
Python language for quantum registers built only from qubits. The test contains
the following computation steps: first we generate n quantum registers then for
every register the von Neumann entropy is calculated. After these steps we sort
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the obtained list using the classical method called sorting by selection. In Table 1
we present the real time necessary to perform this simple test.

2.4 Computational Complexity Analysis

The computational complexity of algorithm in Fig. 1 is given by following
equation:

T (n) =
N∑

i=1

(T1(ni, di) + T2(ni, di) + T3(ni, di)) + Tsort(n) (9)

where N is the total number of quantum registers and di represents freedom level
of qudit used in given ni quantum register. Additionally, T1(·) represents the
complexity of partial trace calculation, T2(·) is the complexity of calculation of
the eigenvalues and eigenvectors and T3(·) is the complexity of the von Neumann
entropy calculation. Each of mentioned complexity functions work on matrices
and if we assume that n is the size of matrix and d is freedom level of a state
which is given by density matrices we obtain the following relations:

T1(n, d) = dn2, T2(n, d) = n3, T3(n, d) = n . (10)

The complexity of Tsort(n) depends on the algorithm used to sort the obtained
quantum registers, the value of entropy is used to compare two registers. If we
use one of the popular sorting methods like Heapsort with complexity given by
O(n log(n)), the complexity of algorithm in Fig. 1 will be

T (n) = N(dn2 + n3 + n) + n log(n) , (11)

where the process of computation of eigenvalues and eigenvectors is the most
time-consuming part of the whole process of sorting quantum registers.

The second algorithm of sorting quantum states (Fig. 4) contains oracle rou-
tine as described by algorithm in Fig. 3. The complexity of oracle for the worst
case when the ranks are equal is given by:

T (n) = n3 + n log(n) + n2 = O(n3) , (12)

The procedure of calculation the singular value decomposition dominates the
computational complexity of oracle routine. It is important to stress that in the
oracle routine we also sort the Schmidt coefficients, but by using the classically
effective algorithm. However, the SVD still dominates the complexity of SD-
QueryOracle.

It is known [7] algorithm in Fig. (4) calls the query at most O(w · n log n),
where w is the maximal width of poset containing n elements but the time of
SVD again dominates the whole process of partial sorting of quantum states.
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3 Conclusions and Further Work

Basing on the canonical Schmidt decomposition of quantum states a specific
semiorder relation has been introduced in the space of quantum states of a given
bipartite system. In the case of pure states the introduced semiorder relation
possesses a very clear operational meaning as described by Nielsen [4] for the
first time. Whether the same operational meaning can be affiliated with the
analogous semiorder relation defined in the space of all quantum states should
be explained.

Additionally, some version of sorting algorithm of the arising posets, the so
called ChainMerge sorting and basing on the particular version of query oracle
comparing the amount of entanglement in two quantum states is presented and
tested in the case of vector states. The following extensions of the present ma-
terial seems to be worthwhile to perform: (a) to extend the Nielsen result [4] to
cover the case of general quantum states, (b) to formulate several different version
of sorting posets algorithm with special emphasis putted on their computational
complexity, (c) to formulate different version of query oracles for comparing the
amount of entanglement included in two general states of bipartite systems.
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Abstract. In the chapter the auction methods based on the bidding
approach will be proposed to be employed both in scheduling and con-
trolling of Web services. The aim of the underlying Web service will
be the management of user requests, which will revenue their valuation
function to get server resources based on the fuzzy-logic approach. Two
strategies will be analyzed and justified through experiments made in the
Matlab environment. The first situation deals with the resources being
in deficiency to serve all clients, whereas in the second one, every user
will be served on the expected level and some resources will be left not
assigned, so that the volume will be assigned to as “additional” goods
for other users. In this work a scheduling performance based both on the
auction approach and on a FIFO policy will be evaluated and compared.
It will be shown how efficient the bidding algorithm could be in the real
life applications.

1 Introduction

Making money transactions via Internet is becoming more and more popular.
Many services require paying charges for their resources. To implement such
approaches, efficient scheduling algorithms must be applied and a proper QoS
must be guaranteed. Additional strategies must take place, to assure the desired
level of user’s satisfaction. In the literature many works appeared dealing with
the problem of managing the service resources [3,4,5,6,8].

Our aim is to study the possibility of providing QoS service based on auction
approaches in which a price paid by users for a service isn’t strictly defined. Then
the usage of an auction algorithm combined with aspects of fuzzy logic methodol-
ogy may be applied [7]. In this work the service management approach, applying
an auction approach based on fuzzy logic, will be developed and discussed. Ef-
fectiveness of proposed strategies will be evaluated in the experiments running
in the Matlab environment.

The idea of reporting offers (requests) for service resources will be extensively
discussed in the next section. The third section presents a concept of implement-
ing the auction method based on the fuzzy logic approach in a Web service. In
� This work was supported by the Polish Ministry of Science and Higher Education
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the fourth section the problem of scheduling jobs in a Web service will be for-
mulated. Also, some analysis comparing the original proposed approach versus a
FIFO policy will be discussed based on simulated runs, performed in the Matlab
environment. In the summary some concluding remarks will be given.

2 User Valuation Function

The role of a proposed Web service will provide a suitable bandwidth for down-
loading files. Pieces of bandwidth will be the auctioned items. Users will be
required to reveal their valuation function based on the R-(membership) dis-
tributive function [1], so they will report the initial requests (a minimal band-
width they are interested in) and the upper bound for which they will offer the
highest price [2]. After reaching the point of maximal level, the price will remain
constant.

Every user is obliged to reveal his valuation function θi fulfilling the following
requirements:

1. θi(0) = 0 at the starting point the value of the valuation function equals
zero [9],

2. θi is non-decreasing function [9],
3. θi is a continuous, derivable and linear function at the first stage and then

remains constant (saturated),
4. The maximum value of the valuation function is 1 [7].

In Fig. 1 three exemplary valuation functions are presented.
After the bidding process (collecting offers) the server will know each valua-

tion function. The aim will be to manage the bandwidth. Two strategies may be
considered. In the first strategy the total volume of bandwidth is smaller than
the total sum of expected bandwidth reported by all clients. In the second strat-
egy, the total sum of user requests will be smaller than the overall bandwidth

1

0

u1
u3

512 kb/s1024

u2

Fig. 1. Valuation function reported by three users
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proposed by the server. Thus, the remaining bandwidth would be distributed
among the users. The proposed mechanisms will be treated in details in Sect. 3.

3 Algorithms and Problem Formulation

The aim of Web service will be to support the possibility of delivering mul-
timedia files, for which users will be obligated to pay a charge related to a
demanded bandwidth. Proposed mechanisms will be considered among clients
and the scheduler of Web service (Fig. 2). Two cases will be discussed.

Fig. 2. Schema of web service

3.1 First Case

Server’s resources aren’t sufficient to satisfy all clients. The total bandwidth is
limited, so resources will be granted only to some number of clients. Every user
that is served will receive requested bandwidth. Three algorithms: FIFO, First
Price and Vickrey will be considered in providing this policy.

FIFO Algorithm. From queue of submitted valuation functions, clients with
the earliest time stamp of reported offers will be served. The offers will be chosen
for such a long time that the server exhausts the total bandwidth. The income
of the Web service (ϕ1) will be calculated as a sum of charges paid by the users
(Eq. 1). The price paid by clients will be determined by their declared charge.

ϕ1 =
n∑

i

bi (1)

First Price Auction Algorithm. This mechanism supports who offers the
top price (“1”) for minimal piece of bandwidth. Resources will be distributed to
clients in the sequence according to the price they have offered [11].

The income of the Web service (ϕ2) will be calculated as a sum of charges
paid by the users (Eq. 2).

ϕ2 =
m∑

i

ci (2)
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Auction Algorithm Based on Vickrey Approach. In this approach, the
clients will be chosen as in the first price auction policy. The difference is that
the price paid by users will be determined by other users’ offers [2,10,11]. For
defined bandwidth the highest price reported by the other client is determined.
The value is calculated from other users’ valuation functions using the bandwidth
argument, i.e. the X in Fig. 1 determines the price for the first user (u1).

In the Vickrey approach for every offer the price will be calculated based on
the second highest price offered in the current bid. The income of Web service
(ϕ3) will be defined as a sum of served offers (3).

ϕ3 =
k∑

i

di(p), di(p) = max
j �=i

fj(p) (3)

where (fj(p))valuation function for user (j) and number of bandwidth pieces (p).

3.2 Second Case

The total sum of user requests doesn’t exceed the total volume of server re-
sources. The remaining bandwidth could be assigned to some users.

FIFO and First Price algorithms will exhibit the same results because every
client will be served and will pay his declared price. Therefore in the second case
only two algorithms will be considered FIFO/First Price and Vickrey.

FIFO/First Price. In this approach the remaining bandwidth will be assigned
for free, so any additional income of the Web service will be supported. The
performance index (ϕ4) (Eq. 4) will be defined as a total sum of bandwidth
pieces which will be sold to u users.

ϕ4 =
u∑

i

li (4)

Auction Algorithm Based on the Vickrey Approach. The remaining
bandwidth will be assigned in the same manner as in a Vickrey algorithm pre-
sented in the first case but the price will be changed. The supplement of band-
width will be assigned as 30% more than expected and in this case the price will
be determined by a reported valuation function.

The performance index (ϕ5) (Eq. 5) will be defined as a total sum of band-
width pieces, which will be sold to u users.

ϕ5 =
u∑

i

ri (5)

In the Vickrey algorithms, assigning the base volume to clients will bring lower
income of the Web service comparing to FIFO/First Price approach, because
every client pays the second highest price for the assigned bandwidth.
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Problem Formulation. For given:

– set of user valuation functions (distributive R-function),
– performance index,

should be found a strategy, which optimizes the performance index and assures
the client satisfaction simultaneously.

Experiment. The Vickrey algorithm for unique items, First Price and FIFO
policy will be proposed to solve this problem. To evaluate discussed mechanisms
some simulations have been performed.

The simulations have been conducted in the Matlab environment ver. 6.5 and
Statistics Toolbox Version 4.0. The stream of offers (valuation function) was
simulated as a stochastic process with a Poisson distributive function with the
following values of λ parameter (λ=500, 400, 200, 100, 75, 50, 25, 10, 5) . The
parameter is the mean of total bandwidth reported by users. The number of
users has been simulated as 1000 and 100. In the first case (bandwidth assigned
only to chosen users) the bandwidth pieces were established at the level of 3000
and 6000, respectively.

The income of the Web service has been measured with performance indexes
defined in Eq. 1, 2, 3 for the first approach. The total sum of bandwidth pieces
was measured with performance indexes Eq. 4 and 5 for the second approach.
The results of the first approach are showed in Fig. 3. Each pattern of the bar
represents a total sum of charges for a different algorithm.

The second case was examind from the perspective of the volume of sold band-
width pieces for a defined price. Every user will be served on the expected level,
so they will receive a requested bandwidth. The total sum paid by the users in
FIFO/First Price Policy will be the same and every additional bandwidth will
be assigned for free. The server income will be calculated for the requested band-
width pieces. After assigning some undistributed bandwidth pieces, the income
of the Web service will be constant and the provided bandwidth pieces will arise.
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Fig. 3. The total sum of chosen offers versus the number of bandwidth pieces assigned
to users for FIFO, First Price and Vickrey algorithms (for the first case)
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Fig. 4. The total sum of sold bandwidth versus the number of bandwidth pieces as-
signed to users for two algorithms (for second approach)

In the Vickrey approach the price is calculated for “requested” bandwidth
pieces and will be lower in comparison to FIFO/First Price mechanism, but the
server will earn “extra” resources for sharing them in the final stage. In Fig. 4
the total bandwidth versus a defined price is presented. The difference between
bars confirms that the Web server income decreases as the server has divided
the additional bandwidth for free at FIFO/First Price algorithm.

4 Results and Conclusions

Analyzing the performance index for three algorithms (FIFO, First Price and
Vickrey for first discussed approach) presented in Fig. 3 shows, that in every
case the best solution is the First Price auction algorithm, whereas the FIFO
algorithm is the worst one. The Vickrey policy guarantees the client satisfaction
because served clients will pay lower price than they declared and the value of
performance index for Vickrey policy was a little bit worse when compared to
the First Price algorithm.

In Fig. 4 the values of the performance index (sold bandwidth for the second
case) have been shown. Every client of the Web service will be served on the
expected level and the additional, unused bandwidth will be split for clients in
FIFO/First Price policy for free. In Vickrey policy some additional bandwidth
will be sold. In FIFO/First Price algorithms the sold bandwidth was lower when
compared to Vickrey approach.

Summarizing the first approach, the Vickrey algorithm could be judged as
a very effective because the value of its performance index was higher than in
FIFO approach and a little bit worse than for a First Price policy. In the second
approach, the algorithm based on Vickrey mechanism could be treated as very
effective for managing server resources because more bandwidth was sold than
for FIFO/First Price policy.
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Abstract. The paper aims at construction and investigation of a practi-
cal model serving a call center performance evaluation. The system con-
sidered here consists of two queues and three agents’ classes. For such a
system we develop a queuing model with the arrival (calling) rate varying
with time and a continuous-time Markov chain (CTMC) which provide
approximations of system performance measure. The results obtained
from the CTMC are compared to results obtained from a simulation of a
call-center. The models are applied to determine: average time of answer,
probabilities of waiting in queues, average length of queues.

1 Introduction

The problem of a call center functioning is a very important issue from the point
of view of various disciplines: economy, teleinformatics, sociology, psychology.
The subject of the teleinformatics is – among many others – to forecast the
performance of call centers with the use of simulation [7,8,9,10] and analytical
modelling [1,4,6].

Both manners – simulation and analytical modelling – have their own advan-
tages and flaws.

The simulation is an easy subject to modifications and can be simply adapted
to every system. Moreover, the arbitrary accuracy can be achieved by simulation
– given sufficient time. However, simulation can take a lot of time, especially
when precise results are needed.

On the other hand some analytical methods can be used. They consists in
making a mathematical model of the investigated system and then solving some
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equations describing such a model. From their solutions various characteristics
of the system can be obtained.

Among analytical methods we can name: discrete approximation, diffusion ap-
proximation, mean value analysis, stochastic Petri nets and many others. But as
the most intuitive and natural way of modelling call centers we chose Markovian
queuing models solved with the use of continuous time Markov chains (CTMCs).
Such analytical models can give better accuracy in shorter time than simulation
mentioned above.

The simplest queuing model describing a very simple call center is M/M/s
[4,6] describing a system with clients of only one class, with s identical serving
agents, and with exponential arriving time and exponential serving time.

Some more complicated Markovian models for call centers were considered in
[3,5,13].

The authors in [11] presented a queuing model with clients of two classes
and three (the case with skill based routing – also written SBR – which means
that incoming calls are assigned to the most suitable agent and some agents are
proficient in serving both clients’ classes) or two (the case without SBR) agents’
classes. The model was solved with analytical methods and with simulation.
There was an assumption that the arrival and serving rate is constant in time
and only steady states probabilities were investigated.

The present paper is a natural extension of those studies. Here, the authors
try to find transient probabilities of various events and, moreover, for variable
arrival rate. Such an approach certainly approximates a real call center better,
where the number of connections varies in time.

The results are achieved in two ways – with simulation and with numeri-
cal solving of some differential equations with the fourth-order Runge-Kutta
method [12].

This paper is organized as follows. Sect. 2 explain how we construct our CTMC
model where the rate of clients’ arrival depends on time. In Sect. 3 we discuss
some details of the simulation model. In Sect. 4 we compare the performance
of the CTMC models with the simulation results for an example of a real call
center. We also briefly outline how the CTMC model might be used for opti-
mal scheduling. We conclude in Sect. 5 with a summary and future research
directions.

2 CTMC Model

Consider a scheme of a call center presented in Fig. 1. The system consists of
two queues and three agents’ classes. Let us denote:

– qT, qB – the maximum number of clients in the queues QT and QB, respec-
tively;

– sT, sB, sTB – the number of agents in groups ST, SB and STB, respectively;
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Fig. 1. A queuing model for the investigated call center

– λT(t), λB(t) – the intensity of incoming traffic (i.e. the mean value of arrival
time) of clients of class T and B, respectively;

– μ – the intensity of outgoing traffic (i.e. the mean value of service time).

We will define the state of the system in the following way:

X(t) = (nT(t), nB(t), nTB(t)) (1)

where nT(t) denotes the quantity of clients served by agents from the group
ST together with the number of clients in the queue QT – at the moment t.
Similarly, nB(t) denotes the quantity of clients served by agents from the group
SB together with the number of clients in the queue QB – at the moment t.
Finally, nTB(t) denotes the quantity of clients served by agents from the group
STB – at the moment t.

The modelled call center is one with skill based routing, which is realized as
follows. As long as there are free agents in the group ST, clients from the queue
QT are directed to them – as is the case of SB and QB, respectively. When there
are clients in QT and there are no free agents in ST, the clients are directed to
agents from STB; similarly for QB and SB.

So the constraints for the elements of the system state (nT(t), nB(t), nTB(t))
are (we omit t for clarity):

⎧
⎨

⎩

nTB ∈ [0, sTB − 1]
nT ∈ [0, sT]
nB ∈ [0, sB]

or

⎧
⎨

⎩

nTB = sTB
nT ∈ [0, sT + qT]
nB ∈ [0, sB + qB]

. (2)

Every possible transitions of the system from any given state (nT, nB, nTB)
are presented in Fig. 2.
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Fig. 2. Possible transitions among states in the presented model

To find transient probabilities π(t) of states – and then some characteristics
of the model – we were to generate a transition rate matrix Q(t) for our CTMC
and then solve a differential equation

dπ(t)
dt

= π(t)Q(t) . (3)

3 Simulation Model

The CQMS (Component Queue Modelling System) [9,10] simulation platform
was developed by the authors of this article as a system aiding building network
models and testing them in simulation. The main goal was to build a tool that
enables creating models of various network easily. To achieve this aim a com-
ponent approach was used, which provided high flexibility. The system consists
of components representing elements of network queue models, such as clients,
groups of agents, etc. The software also includes some visual components that
allow to present the results of simulation as well as to visualize the network in
work. Building a network model in CQMS requires using appropriate compo-
nents and then linking them by means of properties and events.

4 Tests, Results and Comparison

In tests, some parameters were fixed as follows:

– qT = 10, qB = 10;
– sT = 10, sB = 15, sTB = 0 for a non-SBR system and sT = 8, sB = 12,

sTB = 5 for an SBR system;
– μ = 0.0022 for a roughly balanced system and μ = 0.002 for a slightly

overloaded system.
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Arrival rates λT(t) and λB(t), being time-dependent, are shown in Fig. 3. All
rates (μ, λT(t) and λB(t)) are given in [s−1] (that is, per second). These values
are based on data from a real call center originated from [4].

For a numerical solution of the model (see also Sect. 2) we generated the tran-
sition rate matrix Q(t) on the basis of the transition graph (Fig. 2) numbering
possible states in the lexicographical order. The matrix was not very big (1022
states with SBR, 546 states without SBR), so we did not employ any parallel or
distributed algorithm for its generation (as we employed in [2]). The equation
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Fig. 5. Probability that the client has to wait

(3) was also not very demanding and was solved with the use of fourth-order
Runge-Kutta method with the step h = 0.01 [s].

The simulation was conducted with time step equal to 1 [s], although the
results were aggregated every 5 minutes during each workday (i.e. a mean was
calculated for every 300 steps). All the tests were repeated 1000 times.

The following characteristics were obtained (among others) and analyzed:

– average total length of queues (for a call center it denotes the number of
clients connected to the center’s telephone network but not currently being
served) – Fig. 4;

– probability that an arriving client has to wait for an agent’s answer (regard-
less of the time of waiting) – Fig. 5;

– average time of an agent’s answer (the average time that a client spends in
a queue, i.e. “on hold”) – Fig. 6.

All the graphs in these figures are given with the time of call center work-hours:
6 am till 10 pm. Each measure is given for four different models differing with μ
and existence of SBR (as was declared at the beginning of this section).

It can be seen in the figures that both methods give expected results. That is:

– the analytical solution gives results similar to the simulation (although dif-
ferences are more significant for models with SBR; on the other hand, the
resemblance for models without SBR is very strong);
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– the characteristics obtained for bigger μ are better (that is smaller) the for
smaller μ;

– the same can be seen for SBR – better characteristics with SBR, as it can
be expected;

– when λT(t) and λB(t) grow, then the studied characteristics also grow (that
is get worse) – what is mainly visible about 10 am.

The difference between the simulation and the analytical solution for cases
with SBR requires an individual explanation. It is a well known trait of simula-
tion methods that they demand a lot of repetitions to acquire reliable results –
especially when we deal with a lot of different states which are not very probable
(each on its own), but together can play a significant role. Here we have more
states for models with SBR than without it (1022 to 546) so some rare (but not
unimportant) events are more likely to be lost in the simulation.

5 Conclusion

We have studied a Markovian model with time varying arrival rate. We com-
pared estimated performance measures obtained from this model with measures
obtained from a detailed simulation model of a call center.

Both analytical and simulation results show clearly that skill based routing
improves the work of a call center. The improvement is most significant in cases
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of normal load, i.e. when the number of clients calling is close but lower than
the number of clients that the center is able to serve. It can also be seen that
the call center performance in rush hours is quite sensitive to little changes of μ
and (as expected) to the presence of SBR.
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Abstract. In this paper, a novel protocol, called Multicast Routing Pro-
tocol for Mobile Sensor Networks (MuPMS), is proposed. It is based on
the two-phase creation of multicast trees in a mobile network. During the
movement our protocol can modify all previously built multicast trees.
It allows for the better data harvesting by a mobile node. Both analysis
and simulation results show that the performance of given protocol is fair
and can be significantly tuned according to application requirements.

1 Introduction

Wireless Sensor Networks (WSNs) [1] are often used for environment monitoring.
The applications implemented in these networks must be able to find defined
regions, gather data and send it to special nodes which are referred to as the
sink(s). Sinks are used as gateways to the Internet or host computers. If sinks or
certain nodes in a WSN are mobile, then the WSN is defined a Mobile Sensor
Network (MSN).

In general, certain nodes (or a single node) in MSN can be moved by using
their own control system or natural motion, such as sea currents, a strong wind,
etc. It is possible that an MSN can translocate according to the mobile model.
Thus, mobile nodes have the ability to pattern recognition, communication and
control, etc. The main difference between MSNs and static WSNs lies in data
gathering and transmitting processes. In a static WSN all queries or messages
are sent in the forecast way. In the case of MSNs it depends on the mobile model
of the nodes in the system.

The concept of the MSN and its activities are described in a number of papers
[2,3,4,5]. Localizations in MSNs are given in research works [6,7,8]. Examples of
MSN are given in papers [9,10].

The multicast tree problem in the context of delivering data or multimedia
streams in computer network consists in building routing trees from a source
to a several destinations which are devoted to data transfer. The resulting data
transfer has substantially lower bandwidth costs compared to the two alterna-
tives, i.e. sequential unicast transmission or flooding.

The multicast process in mobile networks differs from static networks be-
cause the nodes may use omnidirectional transmissions. During a transmission
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all neighbouring nodes receive the same information in a single transmission.
Therefore, the goal of multicast tree building is defined as the process of mini-
mizing the number of transmissions that take place.

Multicast protocols in mobile ad hoc networks has been described in a num-
ber of papers [11,12,13,14]. A paper by Chandra [12] proposed the improving
multicast reliability. A route driven gossip protocol was introduced by Luo [13].
A congestion-controlled multicast protocol was given by Tang [14]. An overview
of multicast protocols which can be implemented in mobile ad hoc networks is
outlined in a paper by Obraczka [15].

The main goal of this paper is to provide a new distributed protocol which can
be implemented in mobile sensor networks. This allows us to construct multicast
trees for gathering data and next to send the data to moving nodes. In contrast to
all well-known multicast protocols used in mobile ad hoc networks, our protocol
is employed in a mechanism for topology control. In other words, it can define
for all nodes the transmitting powers, which are not greater than is necesarry.

The rest of the paper is organized as follows. Section 2 presents the multicast
routing protocol for WSNs with topology control, which leads to a minimization
of energy consumption. We then describe in detail the activity of our proto-
col. Performance analysis and an energy-efficiency analysis of our protocol are
made in Sect. 3. Simulation results are given in Sect. 4. Finally, the last section
concludes the paper.

2 Multicast Routing Protocol for Mobile Sensor
Networks

WSNs and ad hoc networks use three categories of multicast protocols: Auto-
matic Retransmission Request (ARQ) based protocols [16], gossip-based proto-
cols [17] and protocols based on the FEC (Forward Error Correction) mechanism
[18]. The first category includes those multicast protocols in which all packets are
retransmitted until they are received by all the receivers. In gossip-based proto-
cols, multicast packets are repeatedly transmitted a few times by a few multicast
members in peer-to-peer fashion. Multicast protocols based on a FEC mechanism
embed redundant data (e.g. erasure code) in each packet before transmitting.
A few packet losses are tolerated in these protocols and the original data can be
reconstructed by using correctly received ones.

Let a MSN be a set of n nodes. All nodes can communicate with each other
via wireless links, when they are in transmitting range. Each node has in its
transmitting range a restricted number of sensor nodes. MSN nodes and possible
wireless links are described in directed graph G(V, E), where V is a set of all
nodes and E is a set of all edges which are directed wireless links. We assume
there exists here a set τi, τi ⊆ V , which only contains roots of multicast trees. It
is supposed that the MSN works in a synchronous node in which the time axis is
divided into identical time intervals, called slots. The length of a slot is equal to
the duration of the transmission frame. During the time transmission of a frame
each node can send or receive only one frame. The synchronous mode of data
transmission respond to the TDMA/FDMA access method.
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The activity of the multicast routing protocol for an MSN involves two phases
here. In the first phase during the movement of a mobile node are sent period-
ically packets which initiate multicast tree building. Each node after receiving
this packet as the first from among others sends in the broadcast mode a packet
announcing the initiation of a multicast tree. It also begins the building of the
multicast tree and it stands as the root of this tree. The process of the first
phase of multicast tree building is shown in Fig. 1. During the multicast tree
building process the transmitting energy needed for data transmission must be
minimised. An algorithm to build a multicast tree is shown in Fig. 2.

Fig. 1. The process of the first phase of multicast tree building

During the second phase, which takes place a moment later, a mobile node
sends a packet with a request for data transmission to the built a multicast tree.
Since the request to data transmission originates from another position of a mo-
bile node, the other node must be left a multicast tree. Therefore, a multicast
tree must be reconfigured. In this phase a mobile node keeps a multicast tree
and gathers all the data from the multicast tree. The second phase of multicast
routing is realized by a mobile node. Then, during the movement of a mobile
node new multicast trees Ti, i = 1, . . . , n arise, for which this node is used as
a multicast root.

The implementation of the multicast routing protocol admits two methods.
In the first of these, both phases are executed alternately in constant time pe-
riods. In the second method of implementation two mobile nodes are used. The
first initiates multicast tree building and the second collects all data from the
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procedure building_a_multicast_tree;
{initialize}
τi = {source_node};
for ∀v ∈ V − {τi} do
begin
P (source_node, v) := admissible_transmit_power;
set candidate edge to(source_node, v);
set candidate edge weight to transmission power to reach v from source node;

end;
{multicast tree building}
while (τi <> V ) do

begin
select v ∈ V − {τi} with the smallest candidate edge weight;
add v to τi using its candidate edge (u, v);
increase P (u) to smallest power that reaches v;
for (v ∈ V − {τi}) do
begin
select u which minimizes P ′(u) − P (u) {P ′ > P (u) is smallest

power to reach v from u}
set candidate edge to (u, v);
set candidate edge weight to P ′(u) − P (u);

end;
end;

Fig. 2. Pseudo-code of building a multicast tree procedure for mobile sensor network
with topology control

multicast tree (see Fig. 3). In our solution the second mobile node must wander
close behind the first.

During the building_a_multicast_tree procedure a set of nodes belonging
to the multicast group is found every time. From this group is selected those
which minimize the power of transmission. We assumed that this group is shown
by using a gossip algorithm [17]. The activity of this algorithm depends on an
exchange of special messages by all members of this group. Let all members of
a multicast group be marked from 1 to n. We assumed that m nodes (m < n)
send a message which is a sequential number of the sender. Therefore, each mes-
sage has an identifier, which defines the global identifier of the sender and the
local identifier in the multicast group.

For this communication we defined a table stored in each sensor node. It
contains the following sequences, namely:

– a sequence which possesses m elements. The positions in this sequence indi-
cates the number of senders for a given message.

– a sequence with n elements. The positions in this sequence inform us about
the actual number of members in the multicast group.

– a sequence containing n elements, which inform us about the time the last
message of sender was received.
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Fig. 3. The process of the second phase of multicast tree building

– a sequence possessing m elements. Each position in this sequence defines
a number of active sensors in the multicast group. If the multicast group is
complete, then all bits in this sequence are equal to 1.

– a sequence which contains m elements. The position of this sequence indi-
cates the number of identifiers of multicast members and contains the number
of messages last received.

– a sequence containing m elements. Each position in this sequence is assigned
a specific number of groups and contains a number of messages last sent.

The activity of a gossip algorithm begins with the initiating node which sends
neighbouring nodes one, two or more messages (see Subsect. 4.1) inviting them
to join the multicast group. Each node from the multicast group, which receives
an invitation to a multicast group and is not a member of this group, once
again sends invitation messages to the remaining members of the group. This
procedure continues until n-bits sequence of sensor activity contains a defined
number of 1. The activity of the gossip algorithm used here is associated with
the following messages:

– a “join-to” invitation to participate in a multicast group which invites the
identifier of the sensor to a created muticast group,

– “agreement” – a message which confirms participation in a multicast group,
– “lack-of-agreement” – a message which indicates a rejection of an invitation

to participate multicast group,
– “disjoint” – a message which indicates the liquidation of a multicast group.
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3 Performance Analysis of MuPMS in Mobile Sensor
Networks

In this section, we present an analytical model of multicast group formation using
our protocol. Finally, we offer a new measures of multicast protocol for MSNs.

3.1 Effectiveness Analysis of Multicast Group Formation in MSNs

The multicast group building can be described by using the epidemic theory
which was presented by Bailey [19], Birman [20] and Demers [21]. The formation
of a multicast group follows in microsteps. We assumed that each microstep is
equal to a time interval in which only one member of a multicast group can send
its message.

In effectiveness analysis of multicast group formation in MSNs, we assumed
that only one node can initiate this process by sending messages to its neighbours
b inviting them to join a multicast group. We can specify two cases: b = 1 and
b is greater than 1. Both cases will be described in more detail here.

Model Analysis for b = 1. Let n be the total number of members of a
multicast group and k be the number of nodes already invited to a multicast
group. We assumed that Pa is the probability that an invitation to a multicast
group reaches a specific node before the termination of a given microstep. The
process whereby a node is included in a multicast group can be described by the
discrete time Markov chain. The state of a system is defined by the number of
nodes already invited to multicast group. Let the probability that k-th node is
invited to a multicast group in microstep i + 1 be equal to P (ki+1 = k). The
probability that in the case of a multicast group containing n members, the
number of invited sensor nodes increases by one, is equal to

Pincr(k) =
(

k

n

) (
n − k

n − 1

)
Pa (1)

The probability that the number of already invited nodes becomes k in microstep
i + 1 can be written as

P (ki+1 = k) − (1 − Pincr(k))P (ki = k) + Pincr(k − 1)P (ki = k − 1) (2)

with the following initial conditions: P (ki = 0) = 0, P (k0 = 1) = 1, P (k0 =
k) = 0 for k �= 1.

The probability that any members of a multicast group will not be invited
to a multicast group after s microsteps can be calculated using the Inclusion-
Exclusion Principle [22]. It is equal to

Plack(s) ≤ n · Plack(X, s) = n(1 − P (ks = n)) (3)
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where Plack(X, s) is the probability that any member of a multicast group will
not be invited from V members of a multicast group after microstep s. The
above relationship allows us to computate the number of microsteps needed for
to multicast group formation.

Model Analysis for b = 3. An analysis of the multicast group formation
model for b greater than 1 is very complex. The analysis presented below is
given for the case b = 3. The analysis for other values of b is similar.

It is assumed that only one node can initiate the process of multicast group
formation. Each node sends to their neighbours three (b = 3) messages inviting
them to join the multicast group.

If k out of n members are invited already, then the probability that invita-
tion originated from an already invited node is given by k

n . We have here three
scenarios in which the number of invited nodes increases by one in a single
microstep.

1. One copy of the invited message (“join-to”) is sent to an uninvited node, two
copies are sent to two already invited members and all copies successfully at
their destination. The process can be divided into two stages. In the first,
three messages arrive successfully. In the second stage, one message is sent
to an uninvited member and two are sent to already invited members. The
probability that these events will happen can be written as follows:

P1 =
(

k

n

) (
3
3

)
P 3

a

(
n−k

1

)(
k−1
2

)

(
n−1

3

) = 3
(

k

n

) (
n − k

n − 1

) (
k − 1
n − 2

) (
k − 2
n − 3

)
P 3

a

(4)
2. One copy of the message “join-to” reaches an uninvited member of the mul-

ticast group, another copy reaches an invited member and yet another copy
is lost. The probability that these events will be happen can be given by

P2 =
(

k

n

) (
3
3

)
P 2

a (1 − Pa)

(
n−k

1

)(
k−1
1

)

(
n−1

2

)

= 6
(

k

n

) (
n − k

n − 1

) (
k − 1
n − 2

)
P 2

a (1 − Pa) (5)

3. One copy of the invited message reaches an invited member, the other two
copies are lost. The probability that these events will happen is as follows

P3 =
(

k

n

) (
3
1

)
Pa(1 − Pa)2

(
n−k

1

)

(
n−1

1

) = 3
(

k

n

) (
n − k

n − 1

)
Pa(1 − Pa)2 (6)

The probability that the number of invited members of a multicast group in-
creases by one in one microstep can be written as

Pincr(k, 1) = P1 + P2 + P3 (7)
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We also have here two cases where the number of nodes invited to join a multicast
group can increase by two:

1. Two copies of the “join-to” message are sent to different members of group.
The other copy is sent to an uninvited member. None of these copies are
lost. The probability that these events occur is given by

P4 =
(

k

n

) (
3
3

)
P 3

a

(
n−k

2

)(
k−1
1

)

(
n−1

3

)

= 3
(

k

n

) (
n − k

n − 1

) (
n − k − 1

n − 2

) (
k − 1
n − 3

)
P 3

a (8)

2. Two copies of the inviting message “join-to” reache different uninvited mem-
bers of the multicast group successfully and one copy is lost. The probability
of these events occuring is given by

P5 =
(

k

n

) (
3
2

)
P 2

a (1 − Pa)

(
n−k

2

)

(
n−1

2

) = 3
(

k

n

) (
n − k

n − 1

)(
n − k − 1

n − 2

)
P 2

a (1 − Pa)

(9)
Now, we can say the probability that the number of invited members of a multi-
cast group increases by two is equal to

Pincr(k, 2) = P4 + P5 (10)

There is only one scenario in which the invitation arrives from three messages.
In this scenario all three copies of the message “join-to” reach at three different
uninvited members successfully. The likelihood that these events will happen is
given by

Pincr(k, 3) =
(

k

n

) (
3
3

)
P 3

a

(
n−k

3

)

(
n−1

3

)
(

k

n

) (
n − k

n − 1

) (
n − k − 1

n − 2

) (
n − k − 2

n − 3

)
P 3

a (11)

The probability that the number of invited members in microstep i + 1 is k
(0 < k ≤ n) consists of four parts. The first part concerns a case in which the
number of invited nodes in i-th microstep is equal to k and does not increase.
The second part comes from the case where the number of invited members of
a multicast group is equal to k−1 and increases by one. The third part concerns
a case in which the number of invited members is equal to k − 2 and increases
in one microstep by two, etc. Thus, the probability of these events occuring is
equal to

P (ki+1 = k) = (1 − Pincr(k, 1) − Pincr(k, 3) − Pincr(k, 3))(P (ki = k)
+Pincr(k − 1, 1)P (ki = k − 1) + Pincr(k − 2, 2)P (ki = k − 2)
+Pincr(k − 3, 3)P (ki = k − 3) (12)
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There are here two special cases when k = 1 and k = 2. Thus, initially one
node is invited. The probability that one node is invited to a multicast group in
microstep i + 1 is available from the case in which no node has been invited in
this microstep. The probability of these events occuring is equal to

P (ki+1 = 1) = (1 − Pincr(1, 1)− Pincr(1, 2) − Pincr(1, 3)) · P (ki = 1) (13)

Analogously, the probability that two members of a multicast group will be
invited in microstep i + 1 comes from either of two cases in which no node gets
invited or just one node gets invited. The probability for these events is equal to

P (ki+1 = 2) = (1 − Pincr(1, 1)− Pincr(1, 2) − Pincr(1, 3)) · P (ki = 1) (14)

Initially only one node is invited to the multicast group. Thus, the initial con-
ditions for this Markov chain are as follows: P (ki = 0) = 0, . . .. The probability
that all the n nodes are invited after s microsteps, P (ks = n), can be computed
in the following way. As with the subset size 1 case, the probability that no node
gets invited by the sequence number information from node X after s microsteps
is equal to Pincomp(X, s) = 1 − P (ks = n). This probability is bounded by

Pincomp(s) ≤ n · Pincomp(X, s) = n(1 − P (ks = n)) (15)

The complexity of the presented method is equal to O(log n) where n is the
number of the multicast group size. This means that the number of microsteps
is of the order of O(n log n).

3.2 Energy-Efficiency Analysis

In this subsection, we study energy-efficiency of our model as compared with the
flat ad hoc network.

Assume that n sensors are randomly and uniformly deployed on a disk of
radius R which covered all sensors in the multicast group. The node density in
the multicast group is given by n/πR2. We analyzed here the energy cost of
sending one packet originated at a randomly chosen sensor to a root. We use the
radio model considered in [23]. When a sensor is receiving a packet, it consumes
Erx [Joule/bit]. A transmission that covers a neighborhood of radius r consumes
Etx(r) [Joule/bit], which is given by

Etx(r) = etx + max{emin, eoutr
α} (16)

where etx is the energy consumed by the transmitter circuitry, emin is the min-
imum energy radiated regardless of the transmission range, eout is the antenna
output energy to reach and α is the path attenuation factor. We note that emin
gives a hard limit on the minimum transmission range, namely

r ≥ r0
�
= (

emin

eout
)

1
α (17)
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Let X be the distance from chosen sensor to the root node. The probability
density function (pdf) of X is given by

pX(x) =
2

R2 x, 0 < x ≤ R (18)

Thus, the total energy EAdHoc(r) consumed by sending one packet to the root
node with an optimal transmission range r is given by

EAdHoc = min
r≥rmin

2
R2

∫ R

0
E(r)h(x, r)xdx (19)

where rmin is the minimum transmission range to ensure node connectivity, E(r)
is the energy consumed in one hop, h(x, r) is the number of hops for a packet to
reach the root node x meters away.

We recall that a sufficient condition for network connectivity for large n is
equal to r2

R2 = O(log n/n) [24]. Thus, we have

rmin = max

{

r0, R

√
log n

n

}

(20)

We assume that a sensor in multicast group has, on the average, (n − 1)(r2/R2)
neighbours who listen to that sensor’s transmission. Thus, the energy consumed
in one hop is given by

E(r) = Etx(r) + (n − 1)
r2

R2 Erx (21)

Thus, from Eqs. (19) – (21) the total energy consumed by sensors in the flat ad
hoc multicast group is given by [25]

EAdHoc = min
r≥rmin

2R

3r

(
Etx(r) + (n − 1)

r2

R2 Erx

)
(22)

The optimal transmission range in the asymptotic regime n → ∞ is given by
rmin (see Eq. (20)).

In the protocol MuPMS, the mobile root positions itself at a random location
and broadcasts a packet to activate sensors in its converage area. Let θ0 denote
the minimum angle of the coverage area for the multicast group of sensors. The
total energy consumed by sensors in the multicast group is given by

EMuPMS = min
θ≥θ0

d2 tan2 θ

R2 n · Erx + Etx(d) (23)

where d is the transmission range in meters from the last sensor then transmits
directly to the mobile root. Comparing Eq. (22) with Eq. (23), we see that when
the multicast group size n is increaed by R, MuPMS offers orders of magnitute
of improvement over the flat ad hoc architecture in energy efficiency.
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3.3 Performance Measures of MuPMS

To analyse the performance of MuPMS we introduced the following measures:

1. Ratio of Data Delivery. This is the quotient of a number of delivered data
packets to all packets received by receivers. It is the ratio of the effectiveness
of the protocol.

2. Ratio of Data Forwarding Efficiency. This is the number of data packet
transmissions per delivered packet. This measure takes into consideration the
number of discarded and retransmitted packets. In the case of our protocol
this measure is less than 1.

3. Ratio of the Number of Sent Bytes in Controlling Packets to the Number
of Data Bytes Received by Receivers. This measure defines the overheads
connected with network control.

4. Ratio of the Number of Data Bytes for Control and Receivers to the Amount
of Data Received by the Nodes. This measure defines the data channel effec-
tiveness, which is important in wireless communication.

5. Ratio of the Energy Expenditure of the Flat Ad Hoc to that of the MuPMS,
EAdHoc/EMuPMS, as a Function of the Node Density ρ. This measure defines
the gain in energy efficiency achieved by MuPMS protocol.

4 Experimental Results

In this section, we present a simulation and the numerical results of a perfor-
mance evaluation of the MuPMS protocol.

Our simulation network is 500 m × 500 m in size. This sensor field includes
both mobile and immobile sensor nodes. We assumed that the ratio of immobile
to mobile sensor nodes, ξ, can change in simulation experiments from 0.5 to
1. The radio transmission range of each node varies from 10 m to 35 m. The
movement of each mobile node follows a random waypoint model. Moreover, the
speed of mobile nodes can change from vmin to vmax.

In the first simulation, we chose the multicast group size to be 5 up to 60.
For all multicast sessions we have observed the following metrics: (a) relative
tree cost, and (b) relative maximum delay. There, the relative tree cost is the
sum of the physical hop lengths of all wireless links of the multicast tree. We
assumed that the relative maximum delay is the number of physical hops along
the longest path from the source to any of the receivers on the tree. By way
of comparison we computed the optimal tree cost from a Steiner tree built on
the physical topology for the same number of nodes in the multicast group.
The optimal maximum delay was calculated on the Shortest Path Tree built on
a physical topology with the same root.

Figure 4 shows the relative tree cost versus the multicast group size for the
ratio ξ which is equal to 0.5 and 0.8, respectively. As is shown in the graphs
in Fig. 4(a), MuPMS builds more efficient multicast trees at lower mobile sen-
sor node speeds than at higher speeds. This is because at network topology at



A Novel Multicast Routing Protocol for Mobile Sensor Networks 45

0 10 20 30 40 50 60

�

�
�

�
�

�
�

0

50

100

150

200

250

� v = 5 m
s

v = 10 m
s ξ = 0.5

R
el

at
iv

e
tr

ee
co

st

Multicast group size

(a)

0 10 20 30 40 50 60

�

�
�

�
�

�
�

0

50

100

150

200

250

� v = 5 m
s

v = 10 m
s ξ = 0.8

R
el

at
iv

e
tr

ee
co

st

Multicast group size

(b)

Fig. 4. Relative tree cost as function of the multicast group size in mobile sensor
network for ratio ξ = 0.5 and 0.8, respectively
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Fig. 5. Relative maximum delay as function of the multicast group size in mobile
sensor network for ratio ξ = 0.5 and 0.8, respectiely

a higher speed is more complicated and the relative tree cost is greater than for
lower sensor node speeds.

Figure 5 shows the relative maximum delay versus the multicast group size
for different values of ratio ξ which are 0.5 and 0.8, respectively. As is shown
in the graph in Fig. 5(a) the relative maximum delay increases according to the
multicast group size and also increases according to the speed of the mobile
sensor nodes. The same notice is observed for higher values of the ξ parameter.

The main effectiveness parameters of the MuPMS protocol are plotted in
Fig. 6. As shown in the graph in Fig. 6(a), the Ratio of Data Delivery increases
with the speed of the mobile sensor nodes. This is because the nodes can route to
other nodes earlier, when they all are moving. Data Forwarding Efficiency (see
Fig. 6(b)) shows that the volume of data packet transmission per delivered packet
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Fig. 6. Ratio of Data Delivery and Ratio of Data Forwarding as function of the mul-
ticast group size in mobile sensor network for ratio ξ = 0.5
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Fig. 7. Number of microsteps as function of the probability of incompleteness Pincomp

of multicast group

indicates that the higher speed causes an increase of transmission overheads and
thus decreases the value of this parameter.

The multicast group building process was observed during the execution of
the formation_of_multicast_group procedure. This procedure causes a single
“join-to” message to be sent. Therefore, the number of microsteps needed to
form a multicast group is equal to the number of microsteps divided by the
number of nodes in a multicast group. Figure 7 shows the results of computing
and simulating the number of microsteps needed to formation a multicast group
in an MSN, consisting of 60 nodes depending on the value of Pincomp – the
probability that no node in this group was invited to join a multicast group. It
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Fig. 8. Ratio of the energy expenditure of the flat ad hoc to that of the MuPMS as
a function of the node density ρ (R = 200 m, α = 3, d = 50m, r0 = 10 m, d tan θ0 =
10m, etx = 80nJ, erx = 180 nJ)

is evident that the increase in copies of invitation from b = 1 to b = 3 decreases
the number of microsteps needed to about ca. 30%.

The scalability of our protocol is univocal. As is shown in the simulations,
the duration of time between the start of the stability detection protocol and
the joint moment of the first node (Time Per Round, TPR) increases together
with varying group sizes. On the other hand, the number of microsteps used to
form a multicast group increases linearly together as the group size change to
a defined value. When the multicast group is large it does not increase.

We next consider the comparison between the flat ad hoc network and MuPMS
protocol. Figure 8 depicts a numerical result on the ratio of the energy expen-
diture of flat ad hoc to that of MuPMS as a function of the node density ρ. We
see that MuPMS offers improvement which increases with the size of multicast
group. In our analysis the energy consumed by the mobile root is not included.

5 Conclusion

In this paper, we introduced a new multicast routing (MuPMS) protocol for mo-
bile sensor networks. The protocol allows us to harvest data using mobile nodes
which move in the sensor field. The MuPMS protocol possesses comparable pa-
rameters as known protocols to mobile ad hoc networks. Moreover, it tolerates
messages loss without requiring a reliable multicast protocol underneath. This
scheme overcomes routing errors and link failures, because messages are ran-
domly sent to other sensor nodes of the multicast group. It can also tolerate
group membership changes caused by member crashes or departures. This is
possible by using a similar technique applied in routing table updates.
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In future work, we will develop a more reliable version of the MuPMS proto-
col. For implementation in mobile networks with higher node speeds. It can be
applied to a multicast in mobile networks based on cars or airplanes.
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Abstract. One critical issue in the design of mobile ad hoc and sensor
networks is to select some parameters that can guarantee a longer time
period during which these networks are fully working. To maximize this
period, which is called the network life-time, a new method is proposed.
For this purpose, a radio link availability estimate as well as a routing
parameters, such as the movement directions, speed, actual interference,
path availability, etc., are used. With this method an optimal assignment
of mobile nodes to clusterheads at each time step was obtained. The given
approach allows to maximize only the minimum lifetime without creating
topology or also to create the topology after having done the previous
work. We validated our approach through simulation and showed that
the proposed framework is well suited for the designing of mobile ad hoc
and sensor networks.

1 Introduction

Wireless mobile ad hoc networks [1] are the ultimate frontier in wireless com-
munication. This technology allows us to build a network without the need for
a fixed infrastructure. Moreover, by exploiting ad hoc networks, various portable
devices (cellular phones, PDA, laptops, and so on) and fixed equipment (access
points, base stations, etc.) can be connected together.

Wireless sensor networks are a particular type of ad hoc networks [14] in which
the nodes act as ’smart sensors’. In these networks, all nodes are equipped with
advanced sensing functionalities, a small processor and a short-range wireless
transceiver. Each node has the ability to sense elements of its environment, per-
form simple computations, and communicate either among its peers or directly
to an external sink.

An important issue in ad hoc and wireless sensor networks is the design of
these networks. The limited energy and bandwidth resources [7] require substan-
tial effort from the designers. Currently, the design of these networks depends on
the skill of the designers’ decisions regarding their movements, network topology
and transmitting ranges. Moreover, the problem of maximizing network lifetime,
which is defined as the time until it takes for the first node to run out of battery
power [5], becomes one of the most critical performance measures.
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Other definitions of ad hoc and wireless sensor network lifetime have been
suggested in the literature. These definitions include the time it takes until
a fraction of sensors run out of battery [7], the average network lifetime [17],
the time until the first loss of some of the desired coverage [2]. The lifetime of
a wireless sensor network as well as an ad hoc network is also defined as the time
after which the first node (link) disconnects [5], [10]. The definition is especially
useful for determining the lifetime of these networks functioning in real-time
applications. It is also referred to as the worst-case lifetime model. The lifetime
limits of energy-constrained wireless sensor networks was also determined by Hu
[8]. A survey of the problem of maximizing network lifetime at various levels of
energy consumption models is successfully achieved in a paper by Dong [6].

Node mobility is a prominent feature of ad hoc networks and also in wireless
sensor networks. The most important mobility model used in the simulation
and design solutions is the Random Waypoint (RWP) model [9], [4], in which
each node chooses uniformly at random a destination point (the ’waypoint’)
within the deployment region R, and moves toward it along a straight line.
Node speed is chosen uniformly at random in the given interval. When the node
arrives at destination, it remains stationary for a predicted pause time, and then
starts moving again according to the same pattern. In this paper, we assume an
environment where each mobile node has the RWP model.

Several researchers have proposed design solutions of mobile ad hoc and wire-
less sensor networks. Among others, an established routing path in the mobile
ad hoc networks was suggested by S.Y. Wang [18]. This approach compares
the performances of a local and a global path-repair design in these networks.
Boukerche [3] presented two algorithm design techniques. Firstly, the algorithm
creates and maintains routing paths among the nodes. In the second algorithm
a randomly moving subset of the nodes acting as an intermediate pool for receiv-
ing and delivering messages was given. Another method for cross-layer designs
in mobile ad hoc networks was presented by Xinsheng-Xie [19]. In this approach
a fuzzy logic system for coordinating physical-, data-link layer and application
layer designs was used. Among others, by using this method the average delay
was minimized and the network lifetime was increased. A power conservative
cross layer design for mobile ad hoc networks with some performance metrics
was presented by Ramachandran [13]. Ki-II-Kim [12] suggested a new multicast
protocol in mobile ad hoc network design.

Our goal is to find a novel method for designing mobile ad hoc and wireless
sensor networks. This method is based on the network (clusterheads) lifetime of
the designed mobile ad hoc and sensor networks. In the lifetime of a network
computation we have used a radio link availability estimate as well as a routing
metric, such as the movement directions, speed, actual interference, path avail-
ability, etc. With the help of the method proposed here we obtained the optimal
assignment of mobile nodes to clusterheads at each time step.

The rest of the paper is organized as follows. First, we give a detailed de-
scription of the estimation of the radio link availability. In Sect. 3, we present
the proposed solution. Then, we outline our algorithm of the mobile network
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design. We present the experimental results in Sect. 4. Finally, Sect. 5 provides
the concluding remarks.

2 The Radio Link Availability Estimation in the Mobile
Ad Hoc and Sensor Networks

We assume that each node of a mobile ad hoc and sensor network has the
possibility to estimate a random length interval during which a node moves in
a constant direction at a constant speed. We define this time length interval as
the mobility epoch length. We further assume that mobility epoch lengths are
exponentially distributed with mean λ−1, namely

E(x)
�
= P{time length ≤ x}
= 1 − e−λx (1)

Assuming that the node mobility is uncorrelated, we can define the availability
[11] as

L(Tp)
�
= P{t0 + Tp | available at t0} (2)

which gives the probability that the link will be continuously available from time
t0 to t0 + Tp.
The calculation of L(Tp) can be achieved in two parts, namely

L(Tp) = L1(Tp) + L2(Tp) (3)

The first term indicates the speed of the two nodes which is unchanged between
t0 and t0 + Tp. It is equal to the probability that the time length intervals from
t0 to t0 + Tp are longer than Tp because Tp is an accurate prediction if the
movement of two nodes is unchanged [16].

Since the nodes’ movements are independent of each other and with the ex-
ponential distribution, then L1(Tp) is defined as

L1(Tp) = (1 − E[Tp])2

= e−2λTp (4)

The radio link availability of link L2(Tp) is devoted to all other cases. The
calculation of this probability is more complicated because of the difficulties in
the changes in the radio link status caused by changes in a node’s movement.

Let be φ < Tp is a random variable for the time interval between t0 and
t0 +Tp during which either of two nodes or both change their movements. Thus,
P{φ ≤ Φ < Tp} denotes the probability that the movement of both nodes
is unchanged between the time interval t0 and t0 + φ [15]. This probability is
given by

P{φ ≤ Φ < Tp} = 2 [E(Tp) − E(φ)] [1 − E(Tp]

+ [E(Tp − E(φ)]2

= e−2λφ − e−2λTp (5)
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To estimate the radio link availability corresponding to φ we compute L(φ) as
follows

L(φ) =
φ + (Tp − φ)pe−2λ(Tp−φ)

Tp
+ ε (6)

where p is the probability that the distance of two moving nodes after changing
their movements is closer, ε (ε > 0) is an adjustment to the radio link availability.
Both values are independent of φ.

To estimate L2(Tp) we use the average L∈(φ) over φ, namely

L2 =
∫ Tp

0
L2(φ)f(φ)dφ (7)

where f(φ) ≥ 0 is given by

f(φ) = lim
δφ→0

P (φ ≤ Φ < Tp) − P (φ ≤ Δφ < Φ < Tp)
δφ

= −dP{φ ≤ Φ < Tp}
dφ

= 2λe−2λφ (8)

Substitute L2(φ) and f(φ) in Eq. 7 with Eqs. 6 and 8, respectively. Thus, the
value of L2 can be calculated by

L2 ≈
∫ Tp

0

(
φ + (Tp − φ)pe−2λ(Tp−φ)

Tp
+ ε

)
· 2λe−2λφdφ

=
2λ

Tp

∫ Tp

0
[φe−2λφ + pe−2λTp(Tp − φ) + εTpe

−2λφ]dφ

=
1

2λTp
+ ε + e−2λTp

(
pλTp − 1

2λ · Tp
− ε − 1

)
(9)

An estimation of L(Tp) can be obtained by

L(Tp) ≈ L1(Tp) + L2

=
1

2λTp
+ ε

+e−2λTp

(
pλTp −

1
2λTp

− ε

)
(10)

The value of ε depends on the environment factors, such as spatial node density,
node’s radio coverage, etc. From the measures [17] the value of ε is between 0.28
and 0.53. In the case of uncertainty ε, it is fine to set ε = 0.
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3 The Design of Mobile Wireless Ad Hoc and Sensor
Networks

In this section, we describe our method of designing the mobile ad hoc and sensor
networks.

We assume that the system parameters are known: the number of the moving
nodes in the network (NM), the number of clusterheads in the network (NC),
the value of battery energy at each clusterhead (Ebattery).

We assume that only the clusterhead nodes possess the possibility to connect
with the mobile nodes. All static ordinary nodes can transmit data to their
clusterhead nodes.

Let dik be the Euclidean distance between clusterhead i and mobile node
k (i = 1, 2, . . . , NC; k = 1, 2, . . . , NM). Let the radius of cluster i be equal to
ri = dij when j is the farthest mobile node controlled by clusterhead i. Given
a prediction Tp on the continuously available time for a radio link between the
clusterhead i and the mobile node k in time t0, the radio link availability of the
link dij is given by

Lij(Tp) = L(Tp) · dij (11)

Let τij describe the lifetime of clusterhead i with the radius rs
i = dij at time

step s. Each cluster contains nij = {k ∈ NM | dik < dij} mobile nodes.
We introduce matrix τ = {τij} whose dimension is equal to | NC | × | NM |

and where each element is given by

τij =
Ebattery

i

α(Lij(Tp))2 + β | nij | (12)

where α and β are constant weight factors.
Assuming that the network lifetime is limited by the clusterheads’ functioning

time, the network lifetime can be defined as [5]

τnet = min
i∈NC

{τij}, j ∈ NM (13)

Let the optimal assignment of mobile nodes to clusterheads at time step s be
described by the binary variable xs

ij . We assumed that the value of xs
ij is equal

to 1 if clusterhead i covers mobile node j at time step s and equal to 0 otherwise.
Thus, we can formulate for each i (i = 1, 2, . . . , NC) at each time step s

(s ≥ Tp) the following maximization problem

maximize τs
net (14)

subject
∑NC

i=1 xs
ij ≥ 1 ∀j ∈ NM

τs ≤ τs
ij · xs

ij + m(1 − xs
ij) ∀i ∈ NC, j ∈ NM

xs
ij ∈ {0, 1}, τs ≥ 0, ∀i ∈ NC, j ∈ NM

where m is a sufficiently large value.
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procedure create_topology;
begin
max_lifetime := 0.0;
for j := 1 to NM do
for i := 1 to NC do
if τij ≥ max_lifetime then
max_lifetime := τij ;
find(i) for given max_lifetime;

endif;
cover sensors j with clusterhead i;

endfor;
endfor;

end;

procedure mobile_network_design;
begin
for i := 1 to NC do
check Ebattery

i ;
for j := to NM do
compute dij , Lij(Tp), | nij |;
compute τij ;

endfor;
endfor;
find τ s

net = mini∈NC{τij};
for s := 1 to T do
create_topology;
maximize τ s

net;
endfor;

end;

Fig. 1. The pseudo-code of the mobile network design algorithm

The first constraint concerns the requirement that each mobile node is cove-
red by one clusterhead at least. The second constraint states that if mobile node
j is assigned to clusterhead i, the system cannot live more than τs

ij . If mobile
node j is not assigned to clusterhead i, the last constraint is relaxed by taking
a sufficient value of m.

It can be stated that the model parameters depend on the time step. Never-
theless, the summarized value of τs

net allows us to find the total lifetime of the
whole network, namely

τnet =
T∑

s=1

τs
net (15)

where T is an admissible time horizon value.
The pseudo-code of the mobile ad hoc and sensor network design algorithm

is given in Fig. 1.
Finally, we note the other result of the algorithm given in Fig. 1. If the only

objective is to maximize only the minimum lifetime without creating a topo-
logy, then we need only to apply the first two loops in a mobile_network_design
procedure. Hence, according to our formulation, only one minimization of the
lifetime is needed to maximize the minimum lifetime.

4 Simulation Results

In this section we evaluate the effectiveness of our method for designing mobile
wireless ad hoc and sensor networks. The simulation is run using the own simu-
lation program for the designing of a mobile ad hoc and sensor networks. The
toolkit of this program regarding the radius of clusterhead ri = 50 m is given in
Fig. 2.
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Fig. 2. A toolkit of our simulation program

The simulation results are obtained for a two-dimensional space with mobile
and immobile nodes. The maximal radius of a mobile’s radio coverage is up to
100 meters. The transmission rate of a mobile node is 2 Mbps. Only the expo-
nentially distributed time intervals have been investigated. The simulation time
is equal to 1000 s. The maximal radius of a mobile node is 2 Mbps. The max-
imal radius of a mobile’s radio coverage is up to 100 meters. The transmission
rate of a mobile node is 2 Mbps. The maximal speed of mobile nodes is equal to
20 m/s which simulates a car scenario. Our network has a spatial density equal
to 10−4 m2. The ratio of the number of mobile to immobile nodes is equal to
0.33. Only the exponentially distributed time intervals have been investigated.
The simulation time is equal to 1000 s. It was assumed that the physical layer
corresponded to the original 1- and 2-MHz direct sequence 802.11 physical layer
which was adopted for the MAC layer. We have used the RWP model [4]. In
this model, each node is at a random point at the start of the simulation and
after pause (here pause is equal to 0) selects a random destination at 15 m/s for
a period of time uniformly distributed between 5 and 11 seconds.

We start our simulation with the RWP mobility model. With this model,
a node is allowed to move beyond the boundary of the given space. We first
tested the relationship between L(Tp) and the predicted link available time Tp.
In our simulation L(Tp) can approximate T r

Tp
, where T r is the mean time that

a link will be continuously available corresponding to a prediction time Tp. The
experimental results for the link availability L(Tp) for radius equal to 100 m as
a function of the predicted time Tp and the speed obtained through the randomly
generated values from 0 up to 20 m/s are shown in Fig. 3.
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Fig. 3. The link availability as a function of the predicted time Tp and the average
speed of nodes for radius equal to 100 m

Figure 4 shows the link availability as a function of the predicted time for
an average node speed equal to 15 m/s and radius equal to 50, 75, 100 meters,
respectively. It seems that the radio link availability dependent on the predicted
time Tp can be improved by the increase of the radius of the clusterheads.

Figure 5 shows the whole network lifetime for mobile network as a function
of the node transmit power, P1 (identical for all nodes). It can be seen that the
lifetime decreases when a value of P1 increases. However, the network lifetime
significantly increases as the number of the radio link grows, since the energy
available in the system is better exploited.

To answer the question: how better is the algorithm for the maximization
design of mobile ad hoc and sensor networks with the only aim of maximizing the
minimum lifetime, we compared an algorithm from the literature [5]. In order to
answer this question, we compared both solutions. In the first solution, a given
number of nodes are randomly deployed. For these nodes we only calculated
the lifetime of the whole network without the creation of its topology. In the
second solution, by used the algorithm outlines in Fig. 1, we found all the best
topologies which provide the maximum lifetime of the network. We computed
the percentage gain in any of the minimum lifetimes as a function of the number
of nodes defined as

G(n) =
max{τs

net(n)} − τs
net(n)

max{τs
net(n)} × 100%, n = 1, . . . , N (16)

where τs
net(n) is the minimum lifetime for network, max{τs

net(n)} is the maximum
minimum lifetime, n is the number of nodes.
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Figure 6 shows the obtained gain in any minimum lifetime for the average
speed of nodes equal to 15 m/s as a function of the number of nodes. Figure 7
shows the results.

Show that the gain of a created topology in maximizing lifetime provides ca.
35% better results in any number of nodes for the higher speed of nodes.

Finally, to validate the method of radio link availability estimation, we com-
pared it with non-exponentially distributed epoch lengths. In this approach we
used a model in which the speed was selected uniformly from 0 to 15 m/s. Thus,
the epoch length is the ratio of the distance to the destination over the speed.
Figure 7 shows obtained simulation results and calculation results (dashed line
in the figure) in this case for the calculated parameter λ−1 = 185 s. As we can see
from Fig. 7, the difference between both values is smaller as space size increases.
Thus, the link availability estimation, which is given by Eq. (10), can be used
for this case.

5 Conclusion

The problem of maximizing the lifetime of mobile ad hoc and wireless sensor
networks belngs to the most important problems in the designing of these net-
works. We focused on the model which assumes the communication between the
clusterhead nodes and the mobile nodes.

By the use of the radio link availability estimation, we take into consideration
any cause radio links why break frequently. The given optimization and the
pseudo-code of the design procedure allows us to build an energy provisioning
mobile ad hoc and wireless sensor networks. One practical interest of this method
is to develop a path selection metric in terms of the path reliability, which can
maximize the lifetime of the whole network. However, the proposed method for
all non-exponentially distributed time intervals needs further studies.
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Abstract. The throughput capacity belongs to the critical parameters
for the design and evaluation of wireless mobile ad hoc and sensor net-
works. The achievable throughput capacity depends on the network size,
traffic parameters detailes of radio interactions. In this paper, we examine
these factors alone and with emphasis on such parameters as connectiv-
ity, the speed of nodes, flat and hierarchical organization of network, etc.
We introduce some dependencies of the throughput capacity per node
whithin a cluster, throughput capacity of clusterheads, etc. for mobile
and immobile ad hoc and wireless sensor network.

1 Introduction

Wireless mobile ad hoc and sensor networks [11] consist of a group of mobile
nodes that form temporary networks without the aid of fixed infrastructure.
The communication between any two nodes depends on many parameters, such
as the distance between nodes, the transmission power of the transmitter, the
power of Gaussian white noise, etc.

A number of papers have been devoted to the analysis of the network capacity
in terms of the achievable throughput under different system models [4], [5]. In
[4], the authors proposed a two-hop transmission strategy in which the traffic
is first randomly spread (first hop) accross as many relay nodes as possible,
and then is delivered (second hop) as soon as any of the relaying get close to
the destination. In [5], the capacity of a fixed ad hoc network was described
in which the nodes’ locations are fixed but randomly distributed. The authors
proved that the achievable throughput between any randomly selected source-
destination pair is in the order of O(1/

√
n), where n is the number of nodes per

unit as area increases.
In one of the earlier works [12] it was stated that fading actually increases the

achievable rate regions (in opposition to the overall ad hoc network capacity)
by providing statisticall diversity, since the best set of transmitting links can
be selected. In the paper by the same authors [13] it was showed that although
fading reduced the transport capacity lower bound by a logarithmic factor, it
actually increased the overall network capacity.

The term defined as the transmission capacity was defined at first by S. We-
ber et al [14]. This measure allows to quantify the achievable rates between an

A. Kwiecień, P. Gaj, and P. Stera (Eds.): CN 2009, CCIS 39, pp. 62–71, 2009.
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arbitrary pair of nearby (i.e. single hop) transmitting and receiving nodes from
an outage perspective. Finally, a number of papers [1], [2] were devoted to the
problem how mobility and throughput interact in the context of time-varying
channels.

In many ad hoc and wireless sensor networks is introduced a two-level hierar-
chy (see Fig. 1). The first layer represents all the nodes which are responsible for
the data transmission to the sink. It consists only of clusterhead nodes and nodes
belonging to the so called backbone network. The secondary layer is composed
of ordinary nodes which collect the information and send it to the clusterheads.
Another idea for hierarchy is to locally mark some nodes as having a special
role, for instance, controlling neighboring nodes. In this sense, clusters of nodes
can be formed. The ”controllers” of such groups are often referred to as clus-
tering. Many clustering scheme for mobile networks have been proposed [3], [9].
Previous research in clustering in immobile networks mainly focusses on how to
form clusters with a good shape, such as minimum overlap of clusters, etc. In
the clustering methods for mobile networks, the new algorithms, such as highest
degree algorithm, are proposed.

The main goal of this paper is to introduce new dependencies of the through-
put capacity of hierarchical mobile ad hoc and sensor networks. We characterized
the network performance and obtained the new measures, which are based on
defining the connectivity, the network size, the maximum number of hops re-
quired for transmission between any given pair of nodes, etc.

The paper is organized as follows. In Sect. 2 we formulate the term of the
throughput capacity of ad hoc and WSNs (Wireless Sensor Networks). Section
3 provides the throughput capacity in immobile hierarchical ad hoc and sensor
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Fig. 1. An example of two-level hierarchy in mobile sensor network



64 J. Martyna

network. In Sect. 4 we introduce the throughput capacity for mobile ad hoc
and sensor networks. Section 5 presents some simulation results. Finally, some
concluding remarks are stated in Sect. 6.

2 The Throughput Capacity of Ad Hoc and Sensor
Networks in General

In this section, we give an overview of the throughput capacity of ad hoc and
sensor networks.

The channel capacity or information capacity were originally defined by Shan-
non as the maximum information reliability transmitted from source to destina-
tion over a communication channel. The capacity is defined as

C = lim
t→∞

N(t)
t

(1)

where N(t) is the maximum allowed number of signals in duration t. This def-
inition concerns only the possible rate between the source and destination, ne-
glecting the role of distance between the source and the destination.

The throughput was used as a measurement of the ability the information
transmit in the network. It is the amount of data transmitted from the source
to the destination during a time unit. The maximum throughput is in fact the
information capacity of the channel, where the maximum value is taken for all
the sources of information.

In [14], the authors formulated a new measure of the capacity, namely the
transmission capacity. It is defined as the maximum density of successful trans-
missions multiplied by their data rate

cε = λεb(1 − ε) (2)

where λε denotes denotes the maximum contention density such that a fraction
of ε of the attempted transmissions are permitted to fail, b is the average rate
that a successful user achieves in a bit/sec [Hz].

We note that the transmission capacity is roughly linearly scaled with the
probability ε. As shown in the paper by Weber [14], the transmission range r
decreases the transmission capacity according to the O(r−2). Furthermore, the
transmission range scales with n – the number of nodes, as r2 = 1/n. Finally,
the transport capacity can be obtained by λ · r, which scales as O(

√
n) , the

same value as that given by Gupta [5].
The throughput capacity (or transport capacity) was defined by Xie [8] as

the supremum of all end-to-end throughputs that are achievable in the network,
namely

λi = lim
T→∞

bi(T )
T

for 1 ≤ i ≤ n (3)

where {λi, R(i)} is the set of an active sender-receiver pair. The throughput
capacity is not able to reflect the transmission ability of each node. Moreover,
this definition does not take into consideration the average distance between
sources and destinations.
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3 The Throughput Capacity of Immobile Hierarchical Ad
Hoc and Sensor Networks

In this section, we consider a case of the throughput capacity of immobile hier-
archical ad hoc and sensor networks.

We assume for immobile hierarchical ad hoc and sensor networks that we have
only two groups of nodes. To the first group belong all the nodes defined as clus-
terhead nodes. The clusterhead nodes in the hierarchical networks act following
the principle: collect the data from ordinary nodes and create a backbone net-
work. A backbone network is used to transmit all the collected data to the sink
of the network.

The clusterhead nodes are usually equipped with multiple radios and can work
parallelly. We assume that the throughput capacity of a single clusterhead node
in a immobile (static) network is given by

T (c)
s =

W1√
h

(4)

where h is the number of clusterhead nodes in the network, W1 is the channel
bandwidth of the node.

We suppose that the throughput capacity per node within a cluster in the
immobile ad hoc and sensor networks is given by

T (n)
s =

W2√
n/h

(5)

where n is the total number of nodes of an ad hoc and sensor network.
We assume that all the nodes are uniformly distributed. Thus, we can achieve

the condition to obtain the optimal throughput capacity in the immobile net-
work. The throughput capacity of each clusterhead node in a immobile ad hoc
and sensor network must satisfy the condition

n

h
· W2√

n/h
≤ W1√

h
(6)

The given condition means that the total accessible throughput capacity of the
clusterhead node must be greater or equal to the product of the mean number of
the nodes in the cluster and the throughput capacity per node within a cluster.

Thus, in a well-balanced system where the throughput capacity of a single
cluster is not greater than the throughput capacity of the backbone network,
we obtain the optimal number h� under which the throughput capacity of the
cluster achieves the maximum throughput capacity while still meeting inequality
(Eq. 6). Both curves are plotted in Fig. 2. The optimal value of clusters is equal
to the value of h where both curves intersect.

It is obvious that when h < h�, the throughput capacity of the backbone
network is wasted. While h > h�, the backbone is overloaded and cannot handle
all the traffic from the networks. As a result, increasing network size or input
data will not increase the throughput capacity per node within cluster (see the
red line in Fig. 2).
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Fig. 2. Throughput capacity per node within a cluster and clusterhead nodes as a func-
tion of number of clusters

4 The Throughput Capacity of the Hierarchical Mobile
Ad Hoc and the Sensor Networks

In this section, we determine the optimal number of mobile nodes in dependence
of the throughput capacity of clusterhead nodes and ordinary, immobile nodes.

In this paper, we modeled node mobility by using the Random Waypoint
(RWP) model. It has been introduced by Johnson and Maltz [7] to study the
performance of the routing protocols. The RWP model is representative of an
individual movement, obstacle-free scenario: each node moves independent of
each other (individual movement), and it can potentially move in any subregion.
For instance, the RWP model can arise when users move in a large room or in
a open air, etc.

We assumed that the network is under the optimal circumstance. It means
that the network is partitioned equally. As in the previous case, we supposed
that all the nodes are uniformly distributed in the network. Additionally, we
take into consideration the fact that the mobile nodes in the network can com-
municate only with the clusterhead nodes. It means that all the clusterhead
nodes are equipped with multiple radios which use a separate bandwidth and
work parallelly.

Let n denote the total number of all the nodes including the clusterhead nodes
and ordinary nodes. In our analysis n and m are constant. m denotes the number
of mobile nodes and variable h denotes the number of clusterhead nodes. Let
W1, W2, W3 denote the channel bandwidth of the clusterhead, and ordinary and
mobile nodes, respectively. Now, we can state the throughput capacity of the
clusterhead node in the mobile network, namely

T (c)
m =

W1√
h

(7)
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Fig. 3. Throughput capacity per nodes within a cluster, mobile nodes and clusterhead
nodes as a function of number of clusters

The throughput capacity of a single immobile node in the mobile network is
given by

T (n)
m =

W2√
(n − m)/h

(8)

The throughput capacity of the mobile node is given by

T (m)
m =

W3√
m

(9)

Under the optimal circumstances, if the network is partitioned equally, we as-
sume that the average number of ordinary nodes in each cluster is equal n/h
and average mobile nodes in each cluster m/h are given.

Since both n and m are fixed, all the three throughput capacities are the
only functions of h. The throughput capacity of the backbone network must be
greater or equal than the sum of the throughput capacity of mobile nodes in the
cluster and the throughput capacity of nodes within the cluster, namely

m∑

i=1

T
(m)
m,i +

n∑

j=1

T
(n)
m,j ≤ min

c=1,...,h
T (c)

m (10)

Now, we plot the summarized throughput capacities of mobile and ordinary
nodes per cluster. We plot both curves and obtain the point of intersection.
Point h� is equal to the value of the optimal number of clusters for a given
number of mobile and immobile nodes within a cluster.

Figure 3 shows that the throughput capacity of the clusterhead nodes is bound
by two functions. One of them is the number of mobile nodes and the other is
the number of nodes within a cluster. When h < h�, the clusterhead nodes are
not congested. If h > h�, the clusterhead nodes are overloaded and unable to
service all the traffic from the network. Beyond the point h� a node in ad hoc
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or sensor network will not have time for successful transmission of any incoming
data. Thus, the throughput capacity per node within cluster remains at constant
level even the network size or the input data increase.

5 Numerical Experiments of the Mobile Hierarchical Ad
Hoc and Sensor Networks

In order to evaluate the throughput capacity of the mobile ad hoc and sensor net-
work,weuse ourmodel for the calculationof themainparameters of thesenetworks.

Our models for calculation of the throughput capacity are applicable in the
design of ad hoc and sensor networks. Using the given dependencies, assuming
that each nodes own traffic varies between 0 and 100 kbps, we have computed
(see Fig. 4) the maximum allowable throghput capacity per clusterhead node
as a function of the number of nodes in static ad hoc or sensor network. As we
can seen, when network increases, due to the increase in multi-hop traffic, nodes
could not get rid of their own data.

Another effect visible from the computation is the maximum throughput ca-
pacity per node within a cluster as a function of the number of nodes in mobile
ad hoc and sensor network (see Fig. 5). The assumed speed of mobile nodes is
equal to 3 m/s which simulates a pedestrian scenario. We see when the mobility
speed increases, the throughput capacity per clusterhead increases as well.

In order to verify the correctness of our method, we compared it with upper
bound on output bit rate per node obtained from the Shannon channel capacity
formula [10]. We recall that if we know the expected value of the ratio of the

Fig. 4. The throughput capacity per clusterhead node as a function of the number of
nodes in the static network (up to 1000) and each node’s own traffic varies from 0 to
100 kbps
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Fig. 5. The throughput capacity per clusterhead node as a function of the number of
nodes in the mobile network (up to 1000) and each node’s own traffic varies from 0 to
100 kbps. The assumed speed of mobile nodes is equal to 3m/s.

carrier to inference (C/I), we can use the Shannon channel capacity formula to
find an upper bound on the reliable transmission between two neighboring nodes
over the radio channel, namely

W = B log2(1 + E[C/I]) (11)

where B is the channel bandwidth.
In ad hoc and sensor networks an additional restriction on the capacity is im-

posed by the MAC protocol. When a transmission between two nodes is estab-
lished, other nodes will be prohibited from simultaneous transmission. Therefore,
the capacity in the radio channel is equally divided between all nodes competing
to gain access to the medium. Let ν/ρ be the fraction of the nodes that gain
access to the medium at any time interval, where ρ is the node density and ν
is the interfering node density. Thus, the Shannon channel capacity formula in
these networks indicates the maximum output bit rate, Rmax_out, per node that
can be supported by the network. Using the Eq. (11) we find:

Rmax_out =
ν

ρ
W =

ν

ρ
B log2(1 + E[C/I]) (12)

According to the so-called honey-grid model, used for modeling ad hoc and sensor
networks, Rmax_out can be expressed formally as [6]:

Rmax_out =
B

1 + 3a(a + 1)
log2

⎛

⎝1 +
(a + 1)η−1g

∑a
j=1 j−(η−1)

3a(1 − e−λE[h])
∑� k

a+1 �
j=1 j − (η − 1)

⎞

⎠

(13)
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Fig. 6. Comparing the output bit rate per node from analytical model and simulation

where a is the reach of a node in the center of the configuration, g is the process-
ing gain, E[h] is the average number of hops, λ is the mean arrival rate of new
packets per node per time-slot (node’s own traffic), k is the size of the network
expressed in terms of co-centered hexagonal rings, η is pathloss exponent.

We compared the maximum output bit rate given by Eq. (13) and the maxi-
mum output bit rate per node provided by our model with simulations. Figure 6
shows both results. There is very good agreement between the analytical model
obtained from the Shannon channel capacity formula and simulation results.

6 Conclusion

In this paper, we have studied the problem of the throughput capacity of mobile
hierarchical ad hoc and WSNs networks. We assumed that nodes in a network
are not always mobile, sometimes they are immobile. It allows us to compare
the throughput capacity of mobile hierarchical ad hoc and sensor networks with
immobile networks. We obtained results that describe the dependencies between
the number of mobile nodes, the number of clusterhead nodes and the ordinary
nodes in the network. We established that under the optimal circumstances, if
the network is partitioned equally, the optimal number of mobile and immobile
nodes can be determined.

We obtained the conditions for the throughput capacity in the hierarchical
mobile ad hoc and sensor networks.
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Abstract. Low level industrial systems use simple data representation
which reflects flat input and output structure of control industrial sys-
tem. This structure is directly mapped to the flat memory allocation.
The structural data organization is used in upper layers of industrial
computer system. This article contains compare analysis of tag and ob-
ject oriented data model used for vertical communication in distributed
industrial computer systems. This analysis is based on classical tag ap-
proach used in the most of classical visualization systems and object
oriented approach introduced in OPC UA architecture.

1 Vertical Communication in Distributed Industrial
Systems

In the past, the structure of production systems was centrally orientated. This
means, we had one control device and all field devices transferred their data
through the communication systems. With the development of microelectronic
technology in the last years, industrial informatics system became more dis-
tributed from the topological point of view and from system logic as well.

Modern control systems can be divided into layers and the most of classifica-
tions define four layers for control, visualization and production support systems:

– Field Layer with instrumentation.
– Control Layer with automation devices.
– Real Time HMI (Human Machine Interface) Layer with visualisation devices.
– Real Time MES (Manufacturing Execution System) Layer with data pro-

cessing devices.

Above these, the ERP (Enterprise Resource Planning) Layer could be defined
as a separate layer.

Suppliers of proprietary control systems tend to hide the layered nature of
their products, but even these systems are in fact layered. For open systems it
is important to define these layers, and then it is possible to use a variety of
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Control Layer Devices and a variety of HMI Layer solutions, given that there is
a uniform way of communicating between the devices.

There are some norms dedicated for low level industrial control systems which
describe different standards [1,5] in industry: ISO15926 (elements, communica-
tion), IEC/EN 61131 (programming of PLC), IEC 61850 (data models, grouping
of data, commands, types of transfer), IEC 61158 (Digital Data Communication
for Measurements and Control – Fieldbus in Industrial Control Systems). Each of
them describes issues related to given layer. None of them defines the inter-layer
communication relations.

From another point of view there are some standards like ISA 95 or IEC/ISO
62264 dedicated for MES layer which use the object oriented system model and
define explicit needs for object oriented input/output data format. This situation
causes many problems in practical realization of multi-layer, large scale industrial
computer systems.

Because of many existing systems which do not support object oriented ap-
proach an idea of creating a “middleman” in the vertical data exchange be-
tween low layer and upper layers of industrial computer system was introduced.
There are some factory middleman solutions. One of the object oriented com-
munication solutions’ is PROFINET CBA network. Automation system real-
ized on PROFINET CBA base enables creation of large size component based
automation systems made from parts delivered by different producers. How-
ever PROFINET CBA communication standard may be used in large scale dis-
tributed industrial systems but the underlying DCOM communication protocol
may be the reason for low popularity of this communication standard [7].

The most common used “middleman” solution is developed by OPC founda-
tion OPC client – server industrial communication protocol which became the
facto standard for vertical communication in industrial computer systems.

During OPC standard evolution many of system aspect have to be changed.
There were new services and new OPC interfaces introduced, but the primary
data representation as a VTQ (Value Time Quality) structure was unchanged in
next OPC Data Access, Alarm and Events or Historical Data Access versions.
The main OPC communication problems were platform dependence on Microsoft
DCOM technology, and difficulty of implementation inside of low level industrial
devices. The new approach for data representation was used in OPC Unified
Architecture [2]. This chapter concerns on structure of data exchange between
low and upper layers of industrial computer system on the base of tag and object
oriented approach.

2 Tag Oriented Approach

The PLC architecture is based on flat input and output data space. Physical
signals are grouped to fit real modules to which they are physically connected.
The representation of physical wiring is mapped into PLCs’ memory map –
also flat structure. Although dependences between signals have to be consider
during control algorithm implementation they have no representation in PLC
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Fig. 1. Tag oriented system architecture

data structure. Such situation caused that communication between control layer
and visualization systems has also started on the base of flat “tag oriented” data
representation (Fig. 1).

A Tag is an abstract representation of process variable used in visualization
system. As usual tags are directly mapped to given bits or registers addressed
inside devices’ memory. A TAG based system, uses polling as a communication
scheme and usually has the following properties:

– Data must be organized in “arrays” to be efficient. Even so the time response
of such systems is often not acceptable.

– Time stamping is only possible by the HMI Layer Devices. This implies poor
time resolution.

– Information must be exposed as “public data”, thus data can be “destructed”
by ill managed programs.

– TA large amount of TAGs must be managed by “engineering tools”, often for
small changes also.

– The system bogs down network and Control Layer Devices with “mea-
ningless” work. Data rarely changes during normal plant operation.

As Programmable Controllers and HMI systems tends to enforce some sort of
object orientation scheme it is imperative that communication between this two
systems is also performed in an object oriented manner. That is, communication
should be a peer to peer communication between object components and not
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through TAGs and TAG arrays. That object oriented approach is not supported
in classical solutions of low level industrial networks.

One of the most advanced examples of vertical communication systems is
Wonderware System Platform – called ArchestrA technology [6]. The input / out-
put communication servers are introduced for vertical data exchange. ArchestrA
architecture allows not use only simple binary, analog or text variables reflecting
to direct real input and output representation but more composed tag structural
representations called as “super tag” may be used. These “super tags” reflect to
real dependences between object signals and allow to create multilevel, hierarchi-
cal structure data representation. Despite of many implementation limitations
such structure may by compared to the folder organization structure rather than
to object oriented approaches.

3 Object Oriented Approach in OPC UA

In an object oriented system data are normally stored in non-contiguous memory
areas and object data are hidden in the objects. In an object based system the
object components should communicate on a peer to peer basis not as simple
value exchange, but as object properties and procedures which present required
aspects of given data structure. Object attributes are “pushed” between the HMI
Layer Device and Control Layer Device in the form of short messages, and the
communication services are changed from cyclical pulling model into client-server
services. The object oriented approach is shown on Fig. 2.

Fig. 2. Object oriented system architecture
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An object based system usually has the following properties:

– Data does not have to be organized in “arrays” to be efficient. The time
re-sponse of such systems is extremely fast.

– Information can be hidden in the objects, thus data can not be “destructed”
by ill managed user programs.

– There are no TAGs to be managed by “engineering tools”. Small changes can
even be performed “per hand” with great integrity. There is only one link
be-tween HMI Layer Device Distributed Object Components and Control
Layer Device Distributed Object Components to be managed.

– The system opens up for local data Time Stamping and Quality Code gen-
erations, even by the Control Layer Device IO sub-system (if the Control
Layer Device supports such functionality).

In order for a HMI Layer Device and Control Layer Device systems to commu-
nicate in object oriented mode they either have to implement an object oriented
attribute message passing scheme as a default, which is seldom the case, or it
must be possible to transfer “blocks” with raw data between the two systems
and implement necessary program(s) to encode and decode these raw data. The
raw data represents messages intended to manipulate or reflect object attributes
(i.e. commands, alarms, states, setpoints, values etc.).

HMI system of course can implement such functionality using “powerful” pro-
gramming tools, thus it is possible to implement a message passing scheme for
these systems. From a Programmable Controller point of view there are few truly
object oriented HMI systems available. Systems claiming object orientation are
normally merely “tag grouping” systems. All TAGs still has to map a “discrete”
Programmable Controller resource. Currently there are no such systems avail-
able.

These were more reasons to find more advanced version of OPC – UA Unified
Architecture. The market required the OPC foundation to provide better inte-
gration of alarms in the address space of a Data Access Server, especially for the
process industry and building automation. To date three different OPC servers
– Data Access, Alarms and Events, and Historical Data Access – with different
semantics have been required, for example to capture the current value of a tem-
perature sensor, an event resulting from a temperature threshold violation, and
the historic mean temperature.

OPC UA enables all three types of data to be accessed by a single OPC server.
As a result UA unifies the current DA, AE, HDA models and additional program
calls into a single integrated address space [3,4]. This unified architecture reduces
the number of OPC components to be installed and simplifies configuration and
installation. UA also provides the additional option of storing a more detailed
description of a data point directly in the OPC UA object, e.g. unit, scale factor
etc. In this way OPC UA makes data management simpler, more centralized,
and richer in additional information. This idea of OPC Unified Architecture is
presented on Fig. 3.
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Fig. 3. OPC UA system architecture

New idea forced new addressing model introduced in OPC UA. OPC UA
server gives access to three kinds of objects managed by OPC UA servers and
available to OPC UA clients:

Type definition – because of the possibility to create object oriented data
structures their clients need the possibility to discover the managed by servers
object data types. In tag oriented solutions there were sets of basic data types
allowed by given standard, so there was no need for additional type definition.
During tag declaration standard data types has been chosen. In “super tag” data
structures there was the need to define the data structure components but the
user of given data type was responsible for knowledge of its structure. OPC UA
data typing model do not require previous data type knowledge on client side.
Client can use object oriented data types to discover their definitions stored
on server. The references and cross server references are possible in type defini-
tion. Types can organize data into structures but also another object oriented
mechanisms like subtyping, type inheritance are available.Types can be used for
objects, variables, data and reference definitions.

Objects definition – objects reflect real system structure presented in the way
defined by given type objects with their variables, properties and methods. Vari-
ables are used for presentation real process’ signals which change during process
execution, properties are used for object description, and in case when more
complicated activity on the object is needed methods are used. Of course there
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is still possible to create simple object and use them in similar way like in tag
oriented approach but more flexible is to use context oriented object presenta-
tion with usage of object oriented approach. The object oriented structure is also
supported by events mechanisms which cruses that there is no longer need for
cyclic data pulling and continuous object state checking. The information is au-
tomatically sent to the client which subscribe given event and receive a required
message in the case of its evidence.

View mechanism – the large sets of data managed by OPC UA servers can
be presented by the more client convenient way with the views usage. Views
help to organize large data structures to present information important in the
given context. Views can also use references and can reference objects on another
servers.

4 Conclusions

Idea of using object oriented vertical communication gives some new possibilities.
One of the biggest is unifying all the data in one memory model. Instead of
sending two or three transmissions (value, value changing, alarm, event) it is
enough to send one object with all parameters. In this way a client receive
consistent data prepared in convenient format on the server’s side. Next thing
is that model make possible to get better resolution of Time Stamping. It can
be realised in changing all cyclical exchanges into client-server model (Service
Oriented Architecture). Another advantage of such communication model is the
data transfer reduction on an underlying communication network also.

It is sure interesting how these new properties of OPC UA affect time pa-
rameters and requirements. Unfortunately, in the time when this article was
written any OPC UA software fully compatible with specification (both client
and server) wasn’t commercial available. So it seems to be necessary to make
theoretical estimate time requirement for OPC UA.
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Abstract. In recent years the importance of the problem of efficiency of
distributed applications grows since the distributed computer systems be-
come more and more pervasive. The problem is the more difficult since
it connects aspects of concurrent processing and communication between
different parts of applications over the Internet links with parameters
changing in time. In this paper we describe the problem of estimating data
transmission time over the network. The results are part of the work head-
ing towards enabling reliable simulation of distributed applications. The
model of application and resources is created using Timed Colored Petri
Nets (TCPN) and it is combined with Ns-2 implementation of Linux TCP.
Thus reliable simulation of concurrent processes and resource competition
is ensured by the formalism of TCPN and network transmission time is es-
timated by implementation including real TCP code. We present prelimi-
nary results of comparison between simulations and experiments.

1 Introduction

Pervasive access to world wide links of the Internet and growing number of
mature technologies form possibility of creating more complicated distributed
applications covering subsequent areas of our activity. Technologies emerging
around the Grid concept [6] are exceptionally popular in recent years and the
first motivation for this work comes from this environment [16]. However the
results can be useful also for the other distributed environments.

In the face of growing number of distributed systems and their applications
the problem of forecasting efficiency of the designs becomes the more important.
It is even more significant for the sake of complexity of the problem. Efficiency
of whole application depends on efficiency of subsequent distributed elements,
efficiency of communication and dependencies between concurrent activities and
synchronization of the processes.

In this paper we describe a method of estimating TCP transmission time
developed to enable reliable simulation of distributed applications. The overall
goal of the research is to provide developers of distributed applications with a
� The author is grateful to Dr Marian Bubak for all valuable suggestions and to
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method capable of estimating efficiency of their designs even before laborious
implementation. The concept of simulation method assumes that application
developer provides a High-level model of his application and exploited resources.
Then this model is automatically transformed to a formalism enabling reliable
simulation. Necessarily the simulation requires a method to accurately estimate
network transmission time and this problem is in the center of this paper.

2 Simulation Model

In this section we describe the High-level model of application and resources
(Fig. 1) we have developed.

The resources are represented in the model as a set of nodes and network
segments. For each node we define CPU(s). The network segments are currently
characterized by available bandwidth, delay and additional capacity representing
possible router queues. In order to indicate which network segments should be
exploited by communication between particular nodes the model includes defini-
tion of network links. The network link has two endpoints (at the nodes) and it
contains a sequence of identifiers of network segments between these endpoints.
Thus it is possible to model dependencies between network traffic generated by
some nodes and network bandwidth available for communication between the
other nodes. Thus the network topology can be to some extent implemented in
the model. However this information should be limited to the essentials only.

In our model the application is described as a set of elements. An element
is a part of application which is running on one node. It can be one process
or numerous processes communicating by the means provided by operating sys-
tem. In either case we consider element as a whole. We do not assume any
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Fig. 1. High-level model of a distributed application and resources. Subsequent parts
of the model are described in separate XML files, thus it is possible to consider one
model of application in different environments.
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specific programming model. An element can be a Web Service as well as Com-
mon Component Architecture component or a process exploiting Globus Toolkit
communication library.

The application logic realized by each element is described in the model in
terms of resource usage defined separately for each type of resource. The resource
usage by the application elements is defined by expressions describing mathe-
matical relationship between available variables (e.g. simulation time, volume of
received data, etc.) and load of particular resources, e.g:

if ($time < 1000) { 2*$incomingVolume }
else { pow($incomingVolume,3) }

3 Enabling Reliable Simulation

Reliable simulation of a distributed application requires a method of reflecting
numerous activities of concurrent processing. As a formalism enabling the anal-
ysis we have chosen Petri nets [11] that were designed to enable modeling of
concurrency. The PN can be used as a graphical presentation of the activity of
a system and also as a mathematical model which enables theoretical considera-
tions. In our application we exploit Timed Colored Petri Nets (TCPN) proposed
by Kurt Jensen [8]. The High-level model provided by simulator user is auto-
matically transformed to TCPN based Low-level model and the low level model
is analyzed by means of simulation. More details concerning simulator concept
can be found in [15].

4 The TCP Problem

The concurrency is not the only problem that should be considered while ana-
lyzing distributed applications. The second major issue is a reliable assessment
of network transmission time. Nowadays majority of applications communicat-
ing over the Internet exploit Transmission Control Protocol for data transfers,
therefore data transmission time over the TCP connections should be reliably
estimated by the simulator.

The TCP is however a significantly complicated protocol. It was first defined
by [17]. Some aspects concerning network congestion management and retrans-
missions were precised by [1] and [2]. The first concepts were extended e.g. by
[10] and other specifications over the years. Currently there is no single specifi-
cation determining all details of the protocol and numerous issues are solved by
designers of specific stacks. Consequently various implementations significantly
differ between each other. There are also numerous approaches to sender side
flow control algorithms that are crucial for transmission efficiency. Therefore
the TCP behavior depends on numerous factors including network parameters
(bandwidth, delay), connection state (slow start, congestion avoidance) thus
previous transmissions, volume of transmitted data and finally the protocol im-
plementation, parameters and flow control algorithm used.
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5 Related Work

There are numerous works concerning TCP modeling, enabling estimation of
its efficiency on the basis of different parameters. There are both: analytical
models, and simulation models. For the sake of complexity of the problem the
analytical models (e.g. [5], [4], [9]) necessarily concentrate on individual aspects
of TCP protocol, assuming different simplifications concerning the other issues.
For instance it is frequent to assume that data are sent incessantly and also
that receivers are greedy and accept all incoming data immediately (see: [9]). It
results in assumption that TCP always advertises full receive window. This is
not true if sender or receiver performs processing of received data and for some
time is not available for data transfers. Some works concern TCP connections
used to transfer specific traffic e.g. [5]. As a consequence these models are not
appropriate for general purpose distributed application simulator, where com-
munication channels can be loaded with traffic of different characteristics, can
be established over networks with different parameters and the application is
assumed to perform processing of transmitted data, not only the transmissions.

We have also found works concerning simulation based analysis of TCP. The
most popular network simulation tool is Ns-2 [12] (e.g. [7]), however the other
simulation solutions are also exploited, including Jensen’s Colored Petri Nets
(e.g.: [3], [14]). The works frequently concern different versions of TCP and
concentrate on comparison of some specific solutions. However they are still far
from real implementations that combine the details of TCP specifications it their
peculiar way.

It seems obvious that the best solution to analyze the real TCP behavior
in most accurate way is to use real TCP implementation. If we could at least
semi-automatically adapt e.g. Linux kernel code to our simulator it would be
easy to upgrade it do future changes and the results of the simulation could be
accurate. This is also not a novel idea. However extracting TCP implementation
from Linux kernel encounters numerous significant problems. One difficulty is
caused by the fact that Linux TCP extensively exploits kernel infrastructure in
the form of functions, defines and constants. This results in dependency tree
including large part of the kernel. Moreover the Linux TCP is implemented with
an assumption that it is the only running instance of TCP implementation on
a system and thus it is using large number of global variables. More detailed
discussion of the problems and solutions can be found in [18].

The goal of [18] was to include Linux TCP into popular Ns-2 network sim-
ulator, to enable analysis of the specific implementation. Their solution was to
create Linux-like implementation of TCP for Ns-2 and then adapt real congestion
avoidance (CA) code from Linux to Ns-2. The interface for CA is well defined
in Linux thus it is possible to easily upgrade the Linux Ns-2 TCP using newer
kernels. Since the CA is crucial for TCP efficiency and the Linux-like TCP im-
plementation can be suited to real Linux TCP this solution is supposed to give
good results.
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6 Estimation of TCP Transmission Time

At the very beginning we were looking for an analytical model of TCP perfor-
mance. This solution could be naturally included in the Timed Colored Petri
Net. However the analytical models appeared to be too specific for general pur-
pose simulator. Thereafter we tried to including more complicated model of
real TCP in our TCPN based model. Similar model was already described in
[3]. This solution promise good results in less specific environments. However it
makes difficult and sometimes impossible to reflect specifics and changes of real
implementations. Therefore it can be well suited to some theoretical solutions
but it will be difficult to adapt it to real implementations and future changes.
However we have created TCP model in Timed Colored Petri Nets and results
of simulation presented in [15] were obtained with this model.

It seems that solution presented in [18] is most flexible for future adaptations
and promises most accurate results. Thus we decided to extract Linux TCP
implementation from Ns-2 and include it into our simulator as a shared object
with well defined interface. Thus our simulator is easily upgradable for any future
TCP implementations and there is no need for changes in TCPN based model
responsible for reliable modeling of concurrency and resource exploitation. This
way we take the best advantages of Timed Colored Petri Nets in the area where
it best fits and connect it with reliable TCP implementation which is as close to
the real one as it is possible. The solution is also flexible and easy to adapt to
the other TCP implementations.

The actual architecture of the combined TCPN and Ns-2 based model is pre-
sented on Fig. 2. The application model is implemented in Petri nets, when it
sends data the package is passed to Ns-2 TCP send layer. The segments pro-
duced by Ns-2 TCP are passed as tokens to the TCPN model of network thus
it is possible to reliably simulate network sharing between different connections.
When segments are transmitted over the network they are again passed to the
Ns-2 TCP receiver side. The Ns-2 performs TCP actions and finally passes data
to the TCPN model of application.

The simulator of Timed Colored Petri Nets is implemented in Java, taking
advantages of Petri Net Kernel and Petri Net Cube [13] packages. The Ns-2 TCP
implementation is compiled to shared library and accessed from the simulator by
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Fig. 2. Simulated data flow over combined TCPN and Ns-2 TCP network layer model
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the means of Java Native Interface. Each connection is represented as separate
Java object thus numerous connections can be independently handled by a single
simulator. Timed Colored Petri Net simulator timer and global Ns-2 clock are
synchronized during the simulation.

7 Results of Experiments and Simulations

In order to verify correctness of the solution we have performed experiments
and we compare their results to the results of simulation. These preliminary
tests were taken in laboratory by the use of separated network. Therefore we are
able to draw conclusions concerning accuracy and actual network parameters.

The generic configuration of experiment is presented on Fig. 3. The nodes
were running Linux 2.6 with BIC TCP enabled and the bit rates for subsequent
network interfaces were limited by Token Bucket Filter. Similar configuration
was implemented in the simulator.

The experiments consisted on transmission of ten packages of data as pre-
sented on Fig. 3. We have measured round trip time of whole transmission on
node1. All bit rates were set to the same value of 1 Mbps for the first experiment
and 2 Mbps for the second one. The application processes did not perform any
computations. The results are presented on Fig. 4.
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8 Conclusions

Presented results prove correct cooperation between both: TCPN and Ns-2 based
parts of the model. The events are correctly passed between the two environments
and the clocks are properly synchronized. The network TCPN model correctly
reflects network sharing between different connections. Thus we can conclude
that the combination of both models is done properly. Accuracy of the results
show that the Ns-2 based TCP is a good model of real TCP implementation in
the examined case.

Obtained results present simple linear relationships between time and size of
transmited data what is natural in this environment. However we should realize
that the dependency may be significantly more complicated in more complex
conditions. Especially when the application elements perform computations and
cannot immediately receive data from the network or delay-bandwidth product
for a network link is large. Even if the reliationships between data volume and
transmission time are linear in more complex cases, the actual parameters of the
function depend on large number of factors connected with network state and
behavior of the application. Therefore number of simplifications were introduced
in papers describing analytical analysis of TCP referenced from Sect. 5.

9 Summary and Future Work

Preliminary results of the simple experiments presented in this paper prove use-
fulness of combined TCPN and Ns-2 model of distributed applications, however
further experiments should be performed in order to verify the simulator in
different conditions.

Certainly accuracy of the results depends on accuracy of the Ns-2 TCP imple-
mentation, however we belive that the solution for estimation of TCP transmis-
sion time we have choosen promises as good precision as it is possible. Authors of
[18] discuss results for different configurations of their TCP. In some examples
the Linux TCP in Ns-2 presents good convergence with real implementation,
however there are configurations in which the results are inaccurate. Moreover
even for the best cases there are differences between real Linux TCP and the
Ns-2 implementation that may render inaccurate results for some network or
traffic parameters. However new versions of Linux TCP for Ns-2 can be easily
adapted to our simulator. We should also remember, that the network transmis-
sion is not the only factor influencing results of the simulation, therefore minor
inaccuracies in estimation of network transmission time can be irrelevant when
we consider data processing by simulated application.
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Abstract. We present a tool for online compression and streaming of
stereoscopic video and images and a consideration on adaptation of the
video stream to network conditions. The software allows to use different
encoding schemes for video compression and streams the stereo frames
using UDP protocol. We give measurements of the frame delays in the
transmission for different codec configurations.

1 Introduction

The digital stereo video is a sequence of stereo image pairs. Each pair contains
image for left and right eye to produce a three-dimensional view of the scene.
The main benefit over traditional video is the representation of depth of the im-
age and providing the user with a more realistic representation of the view. The
presentation of the stereographic video requires dedicated equipment to display
the pictures for left and right eye separately. Stereographic monitors like Sharp
LL-151-3D are available or, alternatively, projectors and monitors with special
glasses – e.g. 3D Barco Galaxy projector. The online stereo video transmission
may provide a 3-dimensional perception of a remote scene – it creates much
deeper representation of the remote scene. The stereo video transmission may
be realized as two simultaneous mono video transmissions, but it creates syn-
chronization problems and the coding scheme will not utilize the similarity of
frames to improve the encoding efficiency. Thus the stereo transmission generates
slightly different traffic than the classical video streaming.

The rapid growth of the Internet over the last few years and the increase of
available bandwidth has made the on-line transmission of video possible. Many
web sites with video content have been created and the video streaming is be-
coming a popular service. The transmission of stereographic images however,
has not become a common issue right now. The transmission of a video signal
through a computer network is a complicated task. Subjective video quality de-
pends on many conditions, some of them independent from the network (i.e.
frame lossy compression ratio), while others highly dependent (i.e. inter-frame
delay, accounting for smoothness of video presentation). To optimize the latter
case, two important factors must be considered. Firstly, the popular IP net-
work is known for high variability of the transmission channel and it also lacks
� This work was in part supported by Polish Ministry of Science and Higher Education
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the mechanisms for allocating network resources for some connection or class of
traffic. Secondly, current video coding standards (i.e. MPEG-2) produce packet
streams with characteristics that make traffic engineering difficult. There are
different approaches to solving this problem. Firstly, there is active research on
upgrading the Internet with quality of service (QoS) mechanisms [1,2]. Vari-
ous traffic shaping algorithms are devised to improve the parameters of video
transmissions [3,4,5]. New video compression techniques are tested, which add
scalability to the stream, adding new possibilities for transmission control [6,7].

This paper is organized as follows. Section 2 contains information about en-
coding scheme and data stream creation. Section 3 contains the results of the
test and the measurements of the frame delay. The last section provides a short
summary of the article.

2 A Tool for Stereo Video Streaming

2.1 Coding/Decoding System

Coded video stream is a sequence of compressed video frames. Most of the com-
pression methods use compressed stream of coefficients obtained by some image
transform, the most popular being either the Discrete Cosine Transform (DCT)
or Discrete Wavelet Transform (DWT). The traditional form of coding results
in ”closed” stream, which gives one option only – to decode completely. By split-
ting the coefficient data into groups, the number of options can be increased.
Decoding all of the groups results in the exact reconstruction of the frame, while
decoding only some of them results in the predictable degradation of quality.
The latter value can be exactly estimated [8].

Coefficient data separation takes various forms. For DCT coefficients, the set
of values for 8 × 8 block is either divided into groups ordered by increasing
frequency, or by base level of reconstruction quality and successive corrections
decreasing error level. DWT coefficients are normally coded one bit plane at a
time, starting from the most important bits. The coding process either utilizes
hierarchical statistical dependencies between coefficients (SPIHT) or outputs the
given number of refinement streams for a block (EBCOT).

Depending on the way the refinement information is organized, there are three
basic types of scalability: spatial (additional information increases the size of the
image), temporal (additional information inserts more frames) and SNR (signal-
to-noise; information improves the quality of the image). They can be combined
to form complex profiles, spatial-SNR for example.

Popular video coding schemes MPEG (2 and 4) use DCT as a transformation.
Data is organized into two layers – primary and extended. For MPEG-2, one can
either decode primary layer, or both. For MPEG-4, the option is to decode the
primary layer and any part (with single-bit resolution) of the extended layer. The
latter scheme is called Fine Granular Scalability (FGS). Different combinations
of profiles and levels allow broad range of scalability settings.

DWT as a base transform for image coding has been recently introduced in
form of JPEG 2000 standard [8]. Although the algorithms are more complex
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than those of DCT, substantial improvement of coding quality can be attained.
There is a body of research of DWT application to coding of video signals coding
[6,7,9]. The results show that emerging technology will be superior to traditional
MPEG in terms of coding efficiency and scalability possibilities.

Various types of 3D capturing and displaying techniques have been developed
in order to produce the same depth sensation in virtual worlds as we experience
in the real world. Many innovative studies on 3D images were focused on develop-
ing efficient compression algorithms including video streams encoding. MPEG-2
and MPEG-4 standards only partially support the encoding of stereoscopic im-
ages. In the MPEG-2 we can use Multiview profile, whereas in the MPEG-4 we
can apply auxiliary frames. We propose our own method of encoding of stereo-
scopic pictures to 3D video streams that is more flexible and scalable than the
solutions described in the standards. We applied two approaches for encoding of
prediction frames: a channel (disparity) compensation and a temporal (motion)
compensation. We implemented four types of video frames:

1. Intraframe Separated (IS) – a frame is encoded without prediction.
2. Intraframe Joined (IJ) – a frame is encoded applying the disparity compen-

sation.
3. Prediction Separated (PS) – a frame is encoded applying the motion com-

pensation.
4. Prediction Joined (PJ) – a frame is encoded applying both the disparity and

the motion compensation.

Fig. 1. Compression methods
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We used the above mentioned types of frames to propose five schemes of
stereoscopic videos encoding:

(a) a stream is encoded using IS frames only,
(b) a stream is encoded using IJ frames only,
(c) a stream is encoded using IS and PS frames,
(d) a stream is encoded using IS and PJ frames,
(e) a stream is encoded using IJ and PJ frames.

The schemes are illustrated in Fig. 1 We implemented both Discrete Cosine
Transform and Discrete Wavelet Transform to encode stereoscopic images. How-
ever, we used only DCT-based encoding methods for experiments described in
this paper.

2.2 Transmission of the Frames

To evaluate the different compression methods we have created custom stereo
video streaming software. It uses UDP as a transport stream. After encoding
the frames are divided into packets of the size corresponding to the MTU of
the network. The data unit size can be manually adjusted. The frame header
with information about the encoding method used, frame resolution and size is
transferred by the first packet and a small header with frame number, sequence
number and CRC is added to each of the packets. Then the packets are trans-
ferred to the client by any kind of network supporting IP protocol – it can be
wired or wireless network. The client assembles the frame, decodes it and dis-
plays to the user. If some of the packets within the frame are missing, it can not
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be decoded – in this situation the frame is considered lost and the user sees the
previous frame for slightly longer time.

The software was implemented under the Microsoft Windows operating sys-
tem in .NET technology. It offers video streaming and basic video on demand
functionality, like start, stop and pause of the transmission. There are two si-
multaneous communication channels – the data transmission from a server to a
client and control connection from a client to a server. Every frame transfer is
initiated by the client. The client transmits a control packet containing request
for every frame. It allows to regulate and scale the stream to the observed net-
work conditions. The client sends requests for each of the frames. The server
sends data packets only in response to the request. If some of the frames are
not received within the required time the client may limit the rate of request, to
limit the bandwidth used by the transmission. The architecture of the software
is presented in the Fig. 2.

2.3 Generation and Regulation of the Traffic

Most of the teletraffic networks today treat all kinds of traffic in the same man-
ner. For a given connection, there are no guarantees on the value of the bit
rate, or the time of transfer. This results in difficulties and a decrease in sub-
jective quality of novel multimedia services (video on demand, teleconferences),
where transmission time parameters are more important than rate of errors, for
example.

Traffic shaping algorithms are used to control the load of the network (and
with that to provide general QoS for the whole network). Their function is to
delay or drop incoming transmissions of packets, depending on some estimated
parameters (predicted network load for example). When properly applied, they
reduce the number of lost packets, transmission delays or improve other QoS
factors. An example of this kind of algorithm is Token Bucket Filter (TBF)
used to limit and reduce the burstiness of data transmission. Other examples
are RED, and SFQ algorithms [10].

Different kinds of transmission require different kinds of traffic shaping al-
gorithms. For example, the video data stream quality is highly dependant on
variations in packet arrival delays (jitter). An algorithm that introduces buffer-
ing and delays can decrease the QoS to unacceptable level, even though enough
bandwidth is available. Normal data transmission, on the other hand, is sensitive
to packet dropping techniques. With current compression techniques one can eas-
ily generate a stream that meets the target bit rate. Reducing of the bit rate even
by as little as 5% however, produces significant jitter and quality degradation.
The requirement of preserving constant bandwidth in the best-effort network
environment is too strict, therefore some other solution must be adopted.

The partial answer is to use scalable video streams. Scalability in general is the
possibility to increase or decrease the system performance as a result of changes
in the environmental conditions. Adopting the definition to stereo streaming
system with a traffic shaping mechanism that pushes the video data to the
network, we can say that a scalable video transmission occurs when transmitted
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stream parameters (the size of the frames) can be altered to match the available
network resources (measured in transmission time statistics for example). With
a scalable video stream, the size of each frame can be adjusted by throwing away
any part of it. It is a job of a dedicated traffic shaping algorithm to balance the
reduced image quality (coming from smaller frames) and jitter (resulting from
pushing large frames).

For efficient realization of the above approach, two conditions must be met.
Firstly, the transmitted stream must be prepared in scalable form, discussed be-
low. Secondly, there’s a need for a traffic shaper that is able not only to discard
but also to reduce the packet size. This is not possible with most of the current
algorithms, which rely on the assumption of protecting packet’s integrity. To
support the scalability of the stream we added the regulation to the stereo video
transmission. The algorithm is organized as follows: clients send requests for each
frame on regular manner. The request contains the maximum value of the frame
size in bytes, the value being constantly updated based on the frame arrival
times. The inter-arrival times are stored as a description of network load. Gen-
erally, with an increase of the frame transmission times the frame sizes should be
decreased. This means that also the quality parameters must be decreased. This
relation is highly dependent on the network (number of transmissions, switches
buffers’ states), so it cannot be easily described. The requested frame size is de-
termined by the relation between the previously requested sizes and their arrival
times. The lower bound on frame size is externally defined as the minimum size
when image is no longer readable; the upper bound is lossless coding frame size
on the server side.

The network state is estimated on the basis of the delay between successive
image packets. The server scales the video frame according to the client’s request
and pushes it into the network. The client measures the delays and calculates
the frame request on the basis of this measurement. The algorithm has to take
into account the delay between sending of the control information and its taking
effect. In the current version of the software the fine scalability of frame sizes is
not supported. The client regulates only which frames should be transferred – if
the delay is too high to transfer all the frames the client does not send some of
the requests.

3 Measurement Results

To evaluate the behavior of scalable stereo the software for stereo streaming was
tested in real network conditions. We considered a typical case of home user
connected by an ADSL link to the Internet and a stereo streaming server within
IITiS PAN network. The packet round trip times between hosts were from 8 ms
to 10 ms. The datarate of the ADSL link was 1 MBit/s. We used a sequence of
300 frames of stereo movie and measured the time between sending the request
for the frame and the time when the complete frame was assembled. The results
were collected for 5 different encoding schemes:
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Fig. 3. Frame transmission times for IS_PS1 encoding

Fig. 4. Average frame sizes (on the left) and transmission times (on the right) for
different encoding algorithms

IS_PS1 – one PS frame between IS frames,
IS_PS2 – two PS frames between I frames,
IJ_PJ1 – one PJ frame between IJ frames,
IJ_PJ2 – two PJ frames between IJ frames,
IJ_P0 – only IJ frames.

The plot of frame delays per IS_PS1 encoding scheme is shown in Fig. 3. The
codec generates one big frame and one small frame alternately, thus creating a
significant difference in frame transmission times. The plots in Fig. 4 present the
comparison of frame sizes and frame delays for different encoding schemes. The
average values for the whole transmission were calculated together with standard
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deviation. It can be observed that the best results were achieved for IJ_PJ2
coding scheme. Unfortunately, the variation of frame transmission times is very
high for this method. The most constant delay was generated by IJ_P0 scheme,
but the drawback is that the delay was the highest of all tested methods. The
average frame transmission time is linearly proportional to the frame size, but
the standard deviation for transmission is higher, as the network may generate
additional delays.

4 Summary and Future Work

We present the software for encoding and transmission of stereo video streams.
The average frame delays have been evaluated in a real network environment
and the frame transmission delays for different encoding schemes have been
compared. As future work we want to introduce the scalability support for au-
tomatic adjustment of the datarate to existing network conditions and include
forward error correction codes into the transmission.

References

1. Blake, S., Black, D., Carlson, M., Davies, E., Wang, Z., Weiss, W.: An architecture
for differentiated services rfc 2475. Technical report, The Internet Society (1998),
http://www.faqs.org/rfcs/rfc2475.html

2. Kihong, P., Willinger, W. (eds.): Self Similar Network Traffic and Performance
Evaluation. Wiley and Sons, Chichester (2000)

3. Chaddha, N., Wall, G., Schmidt, B.: An end to end software only scalable video
delivery system. In: Little, T.D.C., Gusella, R. (eds.) NOSSDAV 1995. LNCS,
vol. 1018. Springer, Heidelberg (1995)

4. Park, S.H., Ko, S.J.: Evaluation of token bucket parameters for vbr mpeg video
transmission over the internet. IEICE Transactions on Communications E85-B(1)
(2002)

5. Atiquzzaman, M., Hassan, M.: Adaptive real-time multimedia transmission over
packet switching networks. Real-Time Imaging 7(3) (2001)

6. Bottreau, V., Benetiere, M., Felts, B., Pesquet-Popescu, B.: A fully scalable 3d
subband video codec. In: Proc. IEEE Conference on Image Processing 2001 (ICIP
2001) (2001)

7. Luo, L., Li, J., Li, S., Zhuang, Z., Zhang, Y.Q.: Motion compensated lifting wavelet
transform and its applications in video coding. In: Proc IEEE Int. Conf. on Mul-
timedia and Expo (2001)

8. ISO/IEC: 15444-1: Jpeg 2000 image coding system. Technical report, International
Organization for Standarization (2001)

9. Choi, S.J., Woods, J.: Motion-compensated 3-d subband coding of video. IEEE
Trans. Image Proc. 8(2) (1998)

10. Grochla, K., Głomb, P.: Kształtowanie ruchu w routerach pracujacych w systemie
Linux. Studia Informatica 23(2A) (2002)

http://www.faqs.org/rfcs/rfc2475.html


The Influence of Electromagnetic Disturbances on
Data Transmission in USB Standard

Michał Maćkowski

Silesian University of Technology, Institute of Computer Science,
Akademicka 16, 44-100 Gliwice, Poland

michal.mackowski@polsl.pl
http://www.polsl.pl/

Abstract. Universal Serial Bus (USB) architecture is becoming a popu-
lar substitute for parallel or serial bus RS-232 architecture. In addition to
parallel and serial ports, USB ports are provided as standard equipment
on most computers manufactured today. There are also more and more
network devices equipped with USB interface, for example USB Ether-
net adapter, network Wi-Fi USB card, or USB adapter to connect two
computers. Although the published USB standards require all devices
with the USB logo meet today’s PN-EN requirements for “CE” mark,
very few commercially available USB peripherals actually do so, on the
immunity side. This research focuses on the influence of electromagnetic
disturbances on data transmission in USB standard in accordance with
electrical fast transient immunity test and can be easily expanded to
other communication standards.

1 Introduction

The demand for capacity of communication interface increases together with the
development of computer systems. A wide variety of peripheral devices impose
diverse communication requirements, and standards existing for many years,
such as RS-232 or IEEE-1284, could no longer satisfy the market.

The generality and growing popularity of USB standard caused the market to
become full of network devices connected to a computer via the USB interface.
The examples of such devices are: USB Ethernet adapter, network Wi-Fi USB
card, USB adapter to connect two computers. While using the USB interface,
as the element that connects for example Fast Ethernet network and a PC com-
puter, it is necessary to answer the question whether the interface is susceptible
to electromagnetic disturbances, therefore whether using it would not cause the
corruption of transferred data.

This is the reason why conducted research focuses on interference of the data
transmission in USB standard, caused by the influence of electromagnetic field.
However, they can be easily generalized on the other communication interfaces.
The main target of the study is to verify the immunity of the USB standard for
electromagnetic disturbances, moreover the study tries to compare USB immu-
nity among others communication interfaces. In contrast, the study [2] presents
the test results of the Fast Ethernet immunity for electromagnetic disturbances.
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Our research aim at improving the methods of protecting devices in case
of incorrect operation. This may be caused by the electromagnetic disturbances
that interfere through: power systems, ground and interface circuit (transmission
lines). The research already being conducted will allow to determine the immu-
nity of already existing systems and computer devices. Moreover it will enable
to determine the compatibility of those devices with the established standards
harmonized with EMC (electromagnetic compatibility) directive. The very im-
portant feature of the research itself is the opportunity to check the influence of
electromagnetic interference on data transmission in communication standards.

2 USB Standard

The development of computer systems as well as still increasing group of elec-
tronic devices being able to exchange the information with a computer, made
the vendors elaborate the communication standard which would ensure an easy
way of connecting devices to the system, and at the same time would be very
functional and multi-purpose.

Companies like Microsoft, Intel, Compaq, IBM, DEC released USB, which
was the solution to the hitherto problems connected with the limited amount
of communication ports: RS-232, LPT IEEE 1284 and with the limited data
transmission speed of those ports.

The kind of transfer used for exchange of the information between the com-
puter (host) and the executive device is the basic element which determines the
class of devices equipped with USB interface. Because of the fact that there
is a huge variety of devices realizing different communication requirements, four
types of transfers were distinguished: control, interrupt, bulk and isochronous.

In the conducted research for data transmission, bulk transfers have been used
because they guarantee the integrity of data (error checking) and the opportunity
of getting the maximal speed of USB. However, this is possible only under the
condition that no other kind of transfer would use USB in the same time. Another

Fig. 1. Comparison of the most available communication standards
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kind of transfers used in the research were control transfers, being the obligatory
element of each device equipped with USB communication interface. Control
transfers are also used in control process.

Figure 1 presents the comparison of available communication standards. It
can be noticed that thanks to differential speed of transmission fitted to different
kind of devices, USB standard complies largely with the requirements of users
as well as vendors of computer equipment, offering the rate of data transmission
from 1.5 Mb/s up to 480 Mb/s.

3 Test Bench and Research Procedure

In order to prepare the test bench, it was necessary to create the device equipped
with USB interface, through which a device communicates with a computer.
Construction of the own device ensures a full control over transmitted data, and
what is more important the opportunity to modify device software and to adjust
it to our needs.

The test bench consists of equipment and software created on the device and
computer sides. Figure 2 shows model of the communication layer implemented
on the computer and the device sides.

Following blocks: USB Host Hardware and PIC18F4550 physical interface
USB correspond to the lowest, physical layer with regard to ISO model. Mean-
while the rest of the layers correspond to the software on the PC computer and
USB interface device side. The device designed and constructed for the project
was based on 8-bits Microchip microcontroller PIC18LF4550. This micropro-
cessor contains integrated USB controller compatible with 1.1 standard version
and works with Low Speed 1.5 Mb/s and Full Speed 12 Mb/s. Depending on the
device software (firmware) it is being recognized by the computer operating sys-
tem as the HID (Human Interface Device) or MSD (Mass Storage Device) class
device.

Fig. 2. Communication layer model implemented on the computer and device sides
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The software part of the project consists of two applications. The first is
the operating system of the device and the second is the application on the
PC computer side. The operating system implemented on the device uses the
mechanism of interrupts to serve USB controller. The program and data memory
store all of the structure defining device parameters. These parameters determine
the class of the device.

During the research it was also necessary to write a PC program which would
allow to measure rate of data transmission. The program was created in C# lan-
guage in Microsoft .NET and used Open Source LibUSB.NET library. The other
features of the program are: test selection (writing, reading, writing and read-
ing test) and displaying the information about device, configuration, interface,
endpoint descriptors.

3.1 Test Bench

There are four items that can be distinguished in test position: two PC comput-
ers, USB device and USB protocol analyzer Explorer 200 by Ellisys (Fig. 3). The
role of analyzer is to sniff all frames transmitted between PC and the device.
Consequently these frames are transferred to another computer-analyzer, which
contains software for analyzing sniffed frames.

A USB wire is inserted into capacitive coupling clamp that is used to couple
EFT (Electrical Fast Transients) bursts onto I/O lines. According to PN-EN
61000-4-4 standard, during the test, impulsive disturbances are injected simul-
taneously to transmitter and receiver.

The proper placing the clamp which injects disturbances allow to preview
corrupted frames of data packets in Ellisys Visual USB application installed
on the computer-analyzer. During the analysis the USB wires of 3 m and 5 m
length were used to transmit the data in Full Speed mode. The two tests were
conducted:

Fig. 3. Test position for analysing transmitted data using the USB protocol analyzer
Explorer 200 by Ellisys
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– Data write test (OUT operation). Direction of the transmission from the
computer to the USB device. Clamp was placed between computer and USB
analyzer.

– Data read test (IN operation). Direction of the transmission from the USB
device to the computer. Clamp was placed between USB analyzer and the
device.

3.2 The Research Procedure

One of the targets of this research was to test the data transmission immunity
in USB Full Speed standard for the electrical fast transient bursts. The test was
performed in accordance with standard PN-EN 61000-4-4 that is harmonized
with EMC directive 2004/108/WE. Series of electrical fast transient disturbances
are designed to simulate a relay contact bounce in the electric network.

Series of disturbing impulses are induced in transmission lines through a clamp.
The research parameters being compatible with the standard are as follows:

– repetition frequency 5 kHz,
– burst duration 15 ms,
– burst period 300 ms,
– output voltage range change from 250 to 1000 V – according to level 1 to 3

in PN-EN 61000-4-4 standard.

Level one refers to requirements for devices working in residential, commercial
and lightly industrialized environment, whereas levels two, three and four refer to
requirements for devices working in the industrial environment. Table 1 presents
levels of the sharpness test according to the standard.

Table 1. Test levels for the Electrical Fast Transient test, according to PN-EN
61000-4-4

Power ports I/O ports
Level Voltage peak Repetition rate Voltage peak Repetition rate

[kV] [kHz] [kV] [kHz]
1 0.5 5 0.25 5
2 1 5 0.5 5
3 2 5 1 5
4 4 2.5 2 5
x Special Special Special Special

4 The Influence of Electromagnetic Disturbances on Data
Transmission in USB Standard

The research was initiated for disturbing signals whose peak value equals 250 V,
which is compatible with level one according to PN-EN 61000-4-4 standard. For
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such test parameters USB standard is characterized by almost complete immu-
nity for fast electrical transients. The only thing that was noticed during the
research was some destroyed transactions, being the part of frames. Retrans-
mission of those tractions had low influence on data transmission speed. The
USB standard was equipped with a range of mechanisms which are designed to
protect it from incorrect work of the system. The main tasks of elements that
protect USB are controlling the data correctness, limiting the time for response
and the mechanism of data toggling (USB uses this mechanism as a part of its
error correction).

The main way to ensure the correct work of the system is to detect the errors
in received packet and not to answer (ACK) in case of their presence. When the
sender does not receive a confirmation, then the damaged frame is retransmitted.
This mechanism is very effective, especially in the case of distortion in data
transaction area. However, if a mistake appears in the response sent off to a
receiver, then a problem arises and the best solution is to use data toggles.
It is the mechanism of alternating numeration of packets, which protects USB
standard from losing the synchronization.

The next step of the research was to test immunity of USB standard for levels
2 and 3, which correlates with successive amplitudes of disturbing signal on level
0.5 kV and 1 kV. Figure 4 shows the fragment of a frame where transmission
error appeared during writing operation into the device. The figure presents also
the content of data packet field (Data 1), where next 57 bytes of data were
corrupted.

The majority of corrupted transactions were the effect of distortion of content
of data packet. Each transaction in USB system consists of token packets, which
determine direction of data transmission (writing/reading), data and acknowl-
edge packets. During the test the maximum acceptable packet size was used,
which equals for Full Speed 64 bytes. A full-size of data packet is related to
fewer amounts of tokens and acknowledges packets appearing in USB.

Nevertheless, the distortion of single bit in data area requires the retrans-
mission of all 64 bytes data block. It was observed that in all available devices
the maximum size data packet is used in order to get the maximum speed of
transmission. Thus, during the test such type of data packet was used.

Figure 5 presents the content of frame in USB standard for reading operation
(direction of transmission is from the device to the computer). It can be seen
that USB standard is no longer immune when the amplitude of disturbances is
500 V or higher. There are no charts presenting decreases of transmission speed
during writing and reading operation. It is due to the shortage of immunity of
standard for the value of disturbing signal voltage 500 V or higher.

It was also observed that the device is completely disconnected from a system
when the amplitude of disturbances is 0.5 kV or higher, and the previously pre-
sented mechanisms became useless. The explanation why this situation occurs
may be traced to overlapping of the frequency of appearing consecutive initial
parts of frames SOF (Start Of Frame) in USB standard with the frequency of
disturbing signal determined by standard PN-EN 61000-4-4. The frequency of
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Fig. 4. The results of frame analysis during the writing operation. Test conducted for
level 1 – peak voltage 500 V.

Fig. 5. The results of frame analysis during the reading operation. Test conducted for
level 1 – peak voltage 500 V.
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appearing disturbing impulses in each 15 ms interval equals to 5 kHz, which in
practice causes the loss of following 15 frames in USB protocol, and finally the
loss of the connection with the computer.

5 Conclusions

The study focuses mainly on interference of data transmission in USB standard
caused by electrical fast transient disturbances according to PN-EN 61000-4-4
standard. The main purpose of the study was to test the immunity of USB
standard and its mechanisms for electromagnetic disturbances.

Despite using screening wires for data transmission and symmetric trans-
mission while designing the device with USB interface, there is a problem with
connection of the screen on the device side. Most vendors connect screen directly
to circuit ground on printed board. Thus, the disturbances inducted on a screen
interfere with electronic circuits which deteriorate the work of devices. Addi-
tionally, USB not only transmits data but also provides power supply. Thus, the
disturbances can propagate simultaneously to electronic devices through data
and power lines and cause interferences in transmission channel.

The conducted research revealed the high susceptibility of USB standard for
electromagnetic disturbances, especially when the amplitude of disturbances im-
pulses is higher than 500 V. The result of such disturbances is that devices are
no longer visible in a system and the complex procedure of attaching the device
to a computer makes it impossible to recognize the device again in the system
without human interaction.

As the test results show, the high susceptibility of USB standard to electro-
magnetic disturbances can cause additional interferences of data transmission.
In publication [4] and [6] the issues referring to the immunity of other commu-
nication standards such as: RS-232 and Fast Ethernet were presented.
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Abstract. Each microcontroller realizing the code saved in a program
memory emits electromagnetic disturbances both conducted, that prop-
agate through lines connected to the processor, and radiated in the form
of electromagnetic field. All of these undesirable signals emitted by the
processor can be measured, received and interpreted by the appropriate
methods.

This paper illustrates the research results concerning the character
of signals emitted by the selected microcontroller via the power supply
lines. The purpose of the study is to determine the spectrum of signal
emitted by the processor depending on the instruction being realized.
The research results presented in the study indicate that there are the
differences in the spectrum of the signal emitted by the processor, de-
pending on the program being executed. These results are the subject
for further research.

1 Introduction

Fast technological progress, development of computer systems, increasing the
data transmission speed and high reduction of electronic system size, requires
putting the emphasis on research connected with immunity and electromagnetic
disturbances emission.

The constant need for more and more miniaturization and integration, led to
very large scale integration circuits. The high integration scale and permanent
increase of the frequency of microprocessor circuit, entails that current peaks are
generated with higher amplitudes and shorter rise times on the power supply and
I/O lines of the electronic circuits. These impulses are generated by simultaneous
switching of millions of transistors inside of the integrated unit. Propagation of
such currents via wires and paths on a PCB (Printed Circuit Board) into other
electronic devices may cause the problems with their proper work.

Microprocessor units, presently used as controllers in network devices, can
be also considered as advanced chips being responsible for data processing and
reconstruction of transmitted frames. What is more, such units can be also a
source of electromagnetic disturbances, which interfere with operation of other
electronic devices. Model of microprocessor executing specific instructions can
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be used to predict the emission of electromagnetic disturbances generating by
microcontroller. The issue referring to this problem was raised in publications
[1] and [3].

The main purpose of this study is to analyze and compare the measured
spectrum of disturbing signal generated by microcontroller, depending on a pro-
gram that it currently realizes. The microcontroller and the equipment used in
the test are presented in Sect. 3 – test bench and research procedure. All tests
were based on PN-EN 55022 standard harmonized with EMC (electromagnetic
compatibility) directive 2004/108/WE.

2 Electromagnetic Interference

The fundamental parameter of electromagnetic disturbance is its frequency. Ba-
sically, EMC standards cover the range from 0 Hz to 400 GHz. However, not all
frequency ranges are completely regulated by standards.

The first important range (Table 1) is a range about 50 Hz related to power
network frequency. It is the range of harmonic current measurement, being the
multiple of power network frequency. From the final part of this range to 9 kHz
there is a frequency range that is not regulated by any standards. Above 9 kHz
begins the range of high frequency, which is the main interest of this publication.
This range is called radio frequency (RF).

The range of radio frequency is generally divided into two sub ranges: con-
ducted and radiated. When the RF disturbance is lower, then the disturbance
is considered as conducted, but on the other hand, when it is higher the dis-
turbance is radiated. The conducted RF range between 150 kHz and 30 MHz is
regulated by standards. The top frequency 30 MHz is then the beginning of ra-
diating range. The upper limit of the RF radiation band depends on a standard
and a device but usually it is a range to 1 GHz.

Electromagnetic interference (EMI) is caused by undesirable radiated electro-
magnetic fields or conducted voltages and currents. The interference is produced
by a source emitter and is detected by a susceptible victim via a coupling path.
Depending on the way they are reaching the device they can be divided into:

– Conduction emission – electric current,
– Radiation emission – electromagnetic field.

Table 1. Frequency range considered in terms of electromagnetic compatibility

Frequency Range Standard regulation
Harmonics 50 Hz – 2/2.5 kHz regulated

LF (Low Frequency) 2/2.5 – 9 kHz not regulated
Conducted RF 9 kHz – 150 kHz regulated for some products

(Radio Frequency) 150 kHz – 30MHz regulated
Radiated RF 30MHz – 1/2/3 GHz regulated

(Radio Frequency) more than 3GHz regulated for some products
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Conducted noise is coupled between components through interconnecting
wires such as through power supply and ground wires or PCB tracks. Common
impedance coupling is caused when currents flow from two or more circuits
through the same impedance such as in power supply and ground wires.

3 Test Bench and Research Procedure

Test bench consists of a test device and equipment used for measuring conducted
emission. The equipment under test (EUT) is 8-bit microcontroller PIC18LF4550
produced by Microchip. During the test the processor is working using 8 MHz
internal oscillator and the operating voltage 5 V. According to microcontroller
specification, 100 nF capacitor was added to the power supply lines. On the test
board only power pins Vdd and Vss were exposed to simplify the test model.

In order to measure conducted emission, it was needed to insert Line Impe-
dance Stabilization Network (LISN) between power supply network and test
device. The main task of LISN is to lead out RFI signals from tested device to
measuring input of EMI receiver (Fig. 1).

During the research the measuring receiver ESCI and Line Impedance Sta-
bilization Network ENV216 produced by Rohde & Schwarz were used. Further-
more, the LISN performed additional tasks on the measuring channel. The most
important tasks are as follows:

– Filtering the power network disturbances and not allowing them to propagate
on high frequency output of LISN, that is to EMI input receiver,

– Filtering the emission disturbances generated by test devices and not allow-
ing them to propagate to power network and pass them to high frequency
output of LISN,

– Ensuring the impedance compatibility of measuring receiver and supply
power circuit.

Fig. 1. The schema of research position
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Table 2. Microcontroller test programs

Program 1 Program 2 Program 3 Program 4 Program 5

main main main main main
NOP ANDLW 0Fh SUBLW 20 MOVLW 85h

goto main goto main goto main goto main goto main

As it was mentioned before, all of research was conducted in accordance with
PN-EN 55022 standard. In this regulation, information referring to location of
tested device in relation to reference ground plane (in this case it was a metal
wall) and line impedance stabilizing network were included. It also contained
information on the way of wire arrangement on the measuring table. On top of
that, the standard describes the procedures concerning measuring of disturbing
signals, emitted by devices and maximal acceptable level of these signals. The
aim of this standard is to unify the requirements referring to disturbances levels,
generated by devices within the scope of the standard. According to requirement
the research was conducted for all measuring range from 150 kHz to 30 MHz.

The purpose of measurement was not to test whether the measured value
of conducted emission exceeds acceptable levels determined by the standard. It
allowed to simplify the measuring process and to reduce the measuring time.
In order to measure the conducted emission depending on software realized by
microprocessor, the detector of average value can be used. Such measurement
will allow to determine the shape of conducted disturbances spectrum, emitted
by device.

During the research the measurement of microcontroller conducted emission
were carried out on its supply lines with utilization of five simple programs
(Table 2). In practice, all software included in the program memory of processor,
works in infinite loop, thus the test programs were constructed in the similar
way. Program 1 is the reference point and consists of only one jump instruction
– a loop. The remaining four programs run inside infinite loop and they realize
some instruction that is different in each program.

The spectrum of disturbing signal emitted by the processor in program 1 was
subtracted from the spectrum of disturbing signal determined for each of pro-
grams: 2, 3, 4 and 5. In this way charts of the difference of two spectra presenting
the character of single instruction realized inside goto loop were received.

4 The Test Results

Charts presented in Fig. 2, 3, 4, and 5 show the difference of two spectra. In each
case it is the difference of spectrum of signal emitted by the processor during the
execution of program 2, 3, 4, 5, and spectrum of signal emitted by the processor
when it realizes program 1 (Table 2). Program 1 is the point of reference to the
rest of programs.
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Fig. 2. The difference of spectra of signals for programs 2 and 1

Fig. 3. The difference of spectra of signals for programs 3 and 1
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Fig. 4. The difference of spectra of signals for programs 4 and 1

Fig. 5. The difference of spectra of signals for programs 5 and 1
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The authors decided to present the difference of two spectra in each case, to
eliminate all stripes from charts, which are permanent, and that appear in all
of the research. These peaks appearing in spectrum, result from the frequency
of the processor clock, and yet from other periodically realized operations. They
have no influence on this study, thus they were eliminated from the research by
the difference operation.

Since the processor works with the low frequency clock 8 MHz (time of in-
struction cycle 500 ns), therefore the charts present the spectrum difference of
conducted disturbances emitted by device only in range from 150 kHz to 10 MHz.
As the observations show, above this range the spectrum differences resulting
from realization of different programs were insignificant. Hence, in all presented
charts in this section the spectrum was limited to 10 MHz.

5 Conclusions

The presented results indicate clearly differences appearing in spectrum of con-
ducted signals, emitted by the processor, that depend on the program. The
research results discussed in the study refer to defined processor instructions.
It can indicate then, that different instructions executed by the microprocessor
cause that the emission of disturbing signals have different character and form.
All instruction used in presented research were conducted during one instruction
cycle. Due to this fact, they were chosen for tests.

All research conducted so far, intended to determine the spectrum of signal
emitted by the processor, during realization of a particular single instruction.
Nevertheless, this instruction was realized in the loop. Determining, on the other
hand, a spectrum for signal emitted by the processor during execution of a single
instruction that is not realized in the loop is the issue for further research of
authors. This issue requires testing of the waveform of signals emitted by the
processor in the time domain through power supply lines. Next, it is necessary to
distinguish from this waveform only these parts of signal which are responsible for
particular instructions, and to perform Fourier analysis for each of these parts.
Based on these facts, it is possible to analyse the spectrum of signal emitted by
the processor during realization of a single instruction. After the analysis, it will
be probably possible to predict the instruction that is being presently executed,
based on the signals emitted by the processor.

It is necessary to notice that the authors of publication [3] try to predict the
emission of disturbing signals emitted by the processor on the power supply lines
under different program behaviour. This issue is opposite to the one discussed
in this study.

If the further research reveals that on the basis of signals emitted via power
supply lines, there is a possibility to determine the code of a program realized
by the particular processor, then the conclusions may indicate the existence of
a serious danger to the programs which are save in the microcontroller memory.
Moreover, in some case these programs should be protected from being copied.
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Abstract. The paper presents results of effective throughput measure-
ments in an experimental amateur Packet Radio network. We tested how
software type and version used in transmission hardware, such as TNC
controller, influences on network performance. We selected few software
types and versions and tested them on two common hardware platforms
based on Z80 microprocessor. In this way it was possible to find out if un-
satisfactory efficiency of some TNC controllers network results from lack
of their processing power or limitations caused by transmission software.

1 Introduction and Related Work

AX.25 protocol [1] belongs to the HDLC protocol family and is used as a data
link layer in the amateur Packet Radio network that can be considered as an
example of a simple wireless wide area network. Transmission hardware designed
for Packet Radio, namely TNC (Terminal Node Controller), may also be used as
examples of protocol converters that allow for integration of wired and wireless
network segments [2]. It can be used, among others, in some telemetry or remote
control networks, including those operating according to APRS (Automatic Po-
sition Reporting System) [3] protocol requirements.

Packet Radio network, as a solution of radio amateurs, has never been popular,
which is acknowledged by small number of literature covering this subject. In
particular, there is lack of in-depth analysis of factors that may influence on
effective network parameters, such as throughput or transmission delays.

In previous works, we presented an analytical efficiency estimation of AX.25
protocol [4]. This analysis allows estimate how certain protocol parameters in-
fluence on its efficiency and – as a result – effective transmission speed observed
by a user. We also developed an analytical model of TNC controller [5]. It allows
estimate how presence of TNC controller influences on time parameters of the
network (e.g., effective throughput or transmission delays). The model can also
be helpful in buffer size selection.

The aforementioned works concentrate on theoretical analysis. They are useful
when it is necessary to estimate, for example, maximum achievable throughput
for a given parameter set; however, they do not take into account properties
of transmission hardware and software. In fact, transmission hardware, such as
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TNC controllers [6], may be built using various types of microprocessors, running
at various clock frequencies. They may also be equipped with a data memory
of various capacity, thus buffer sizes may differ between individual TNC’s. On
the other hand, there are several software types and versions. During experi-
mental tests in a Packet Radio network, we found out that despite relatively low
transmission rates (few to few tens kbps), processing power of a microproces-
sor running in TNC controller has visible influence upon effective throughput.
We also found out that there were some differences in protocol implementation
details which were also significant from this point of view. Thus, we decided to
check how effective throughput depends on a TNC software. There are several
software types and versions available for Z80-based TNC’s so it was possible to
check and compare their behaviour on a common hardware platform.

2 Experimental Tests and Results

The experimental test were conducted using four types of Zilog Z80-based TNC
controllers running at various clock frequencies fclk. They also differ in terms of
maximum transmission rates on wired and wireless links (Rw and Rwl, respec-
tively). The availability of particular wireless link transmission rates is further
limited by capabilities of built-in modems. Selected construction parameters of
the TNC controllers are collected in Table 1.

Table 1. Construction parameters of TNC controllers used in tests

Controller Producer Microprocessor fclk [MHz] Rw [kbps] Rwl [kbps]

TNC2 (prototype) Z80 2.4576 1.2–9.6 0.3–1.2
TNC2D Muel Z80 4.9152 1.2–19.2 0.3–1.2
Spirit-2 Standard Paccomm Z80 9.8304 4.8–57.6 4.8–57.6
Spirit-2 High Speed Paccomm Z80 19.6608 4.8–57.6 4.8–57.6
TNC3S Symek 68302 14.7456 1.2–115.2 1.2–614.4
TNC7multi Nt-G LPC2106 58.9824 1.2–921.6 1.2–102.2

The controllers ran under the control of several types of software, namely:

– MFJ (initials of the author, Martin F. Jue) software (1.1.4, 1.1.9 and Muel
versions), as delivered with TNC2, TNC2D and similar TNC2H controllers;

– TF (The Firmware) software (2.1d, 2.3b and 2.7b versions, all in 10 connec-
tions variant), as delivered with TNC2D and similar TNC2H controllers;

– Spirit-2 TNC software (5.0 version), as delivered with Spirit-2 controllers.

As all the aforementioned controllers are compatible with each other, the
software can be easily interchanged by EPROM memory replacement.

The controllers were connected with a serial port to PC-class computers, as
shown on Fig. 1. The connection between TNC’s was also wired in order to
avoid any radio interference that might influence on transmission process. Such
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TNC controllers

IBM PC-class computers

Transmitting station Receiving station

Fig. 1. Experimental network configuration

a connection does not violate time parameters of the network, because radio
transceiver is always fully controlled by TNC.

The tested controllers acted as transmitters or receivers. In both cases, tested
controller was connected in pair with either TNC3 or TNC7 controller. They are
built using 16- or 32-bit microprocessors, belonging to the Motorola 68000 and
LPC2000 (ARM7) families, respectively. During experimental tests, it was found
out that these controllers achieve throughput close to the theoretical results [7],
thus they should not be a bottleneck when connected with any Z80-based TNC.

During the tests, an 8 KB file was transmitted. The size was chosen as a com-
promise between transmission time and measurement accuracy. AX.25 protocol
was configured for maximum theoretical throughput (window size k = 7, data
field capacity N1 = 256 bytes). Transmission time was measured from trans-
mission start at the sender side to transmission end at the recipient. Although
it takes into account transmission between computer and TNC, the influence
of these times is negligible when total transmission time is sufficiently long [5].
Because of transmission rate ranges of TNC built-in modems (see Table 1), tests
had to be performed separately using different controllers.

2.1 Results for “Slower” Configuration

In the “slower” configuration, TNC2 and TNC2D controllers were used with
Rwl = 1.2 kbps and Rw = 9.6 kbps. Measurements results for TNC’s acting
as a sender or recipient are presented on Fig. 2 and Fig. 3, respectively. For
comparison, the graphs contain also curves representing theoretical throughput
of AX.25 protocol with immediate acknowledge generation (AX.25) or with T2
delay (AX.25 T2), calculated according to [4].

In the case of tested TNC acting as a sender, we can see clearly that the
effective throughput depends on the software used. All tested versions of MFJ
and Spirit-2 software are very close to each other (to increase clarity, only Spirit
curve is on the graph). Effective transmission speed grows rapidly when window
size (k) increases from 1 to 4. However, further increasing of k does not bring sig-
nificant improvement of transmission speed. Probably there are some limitations
in the software, e.g., buffer capacity, that does not allow to transmit, in average,
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Fig. 3. Effective throughput for TNC2 (2.5 MHz) and TNC2D (4.9MHz) as a recipient

more than 4 maximum-length frames. Maximum achievable effective transmis-
sion speed varies from about 750 to 800 bps for slower TNC and from 800 to
900 bps for the faster one. Both results are visibly below theoretical throughput
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of AX.25 protocol of about 1000 bps. TF software behaves completely different.
Version 2.1 seems the most ineffective in the role of the sender and the achievable
transmission speed is independent of window size. Similar is version 2.3, how-
ever, only when run on the slower TNC2; on the faster one, it behaves similarly
to version 2.7. Thus, one might conclude that it requires more processing power
than TNC2 can offer. Version 2.7 is the best one regardless of TNC speed. How-
ever, when run on the faster TNC2D, when k = 7, it achieves the same results
as MFJ software.

When the tested TNC acts as a recipient, the difference between the fastest
and the slowest software is much smaller. It can be found out, however, that the
fastest reception proceeds under control of Spirit software, especially when run on
a faster TNC2D. The slowest reception is for TF 2.7, regardless of microprocessor
clock. It is also worth notice that these results are much closer to the theoretical
throughput and vary from 900 to 1000 bps regardless of TNC clock frequency.
Possible reason of this behavior is such that much faster TNC3 or TNC7 acts
as a sender. It allows conclude that the sender processing power is much more
important from the point of view of protocol efficiency than that of the recipient.
Nevertheless, recipient software has still come influence on effective throughput.

2.2 Results for “Faster” Configuration

In the “faster” configuration, Spirit-2 in Standard and High Speed versions were
used with Rwl = 9.6 kbps and Rw = 57.6 kbps. Measurements results for TNC’s
acting as a sender or recipient are presented on Fig. 4 and 5, respectively. The
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graphs contain also curves representing theoretical throughput of AX.25 protocol
with immediate acknowledge generation (AX.25) or with T2 delay (AX.25 T2).

If the tested TNC acts as a sender, the results are somewhat similar to those
obtained in the slower configuration. Again, the slowest sender is TF 2.1, re-
gardless of microprocessor clock frequency. a little bit better is TF 2.3. Both
versions work faster at the faster microprocessor. However, they are both slower
than Spirit and MFJ software in any version. These programs achieve similar
efficiency regardless of clock frequency. This may lead to the conclusion that
the transmission procedures are well optimised, however, some limitations exist
in the software that does not allow reach even higher efficiency. It is especially
visible for k ≥ 4, where – similarly to the slower configuration – increasing win-
dows size does not bring visible improvement in effective throughput. TF 2.7
achieves speeds similar to MFJ and Spirit. Nevertheless, when microprocessor
works with faster clock (20 MHz), it outperforms all other software types, al-
though not significantly. Maximum effective throughput measured in this test is
about 4000 bps, while theoretically it could be as high as about 6000 bps. Thus,
one can conclude that Z80-based TNC controllers are too slow to obtain perfor-
mance that is high enough to use 9600 bps radio link efficiently, or the software
– especially TF 2.7 – has not been sufficiently optimised.

If the tested TNC acts as a recipient, the results are also similar to the re-
spective ones obtained in the slower configuration. The difference between the
slowest and the fastest recipient are not very big – effective throughput ranges
from about 4100 bps to about 5200 bps. Both results are visibly below theoretical
estimation, which differs from the slower configuration where some measurement
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results were comparable to the calculated limit. The fastest recipients are TF
2.1 and Spirit, both at 20 MHz clock frequency. What seems surprising, TF 2.7
performs better for slower clock than for the faster one.

2.3 Real Window Size

In order to find out a more detailed reason of difference in effective throughput
achieved for various software types and versions, we collected transmission log in
a monitoring mode. Browsing this log allows analyse real frame exchange process.
From the data gathered this way, we can obtain real window size distribution.
Results for both slower and faster configurations are presented together on Fig. 6.
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Fig. 6. Real window size for all tested TNC’s and software versions

On the presented histograms, it can be easily seen that TF software behaves
completely different than MFJ and Spirit ones. For slower configuration and MFJ
or Spirit software, real window size oscillates around a value of 4. During trans-
mission, depending on version, there is either always window size of 4, or 3 and
5 interleaving. For faster configuration, dominance of k = 4 is not that obvious.
Indeed, smaller window sizes occur during transmission. TF software behaviour,
in turn, depends more on clock frequency. If it is too low – say, 2.5 MHz – TF
2.1 and 2.3 use window size of 1 or 2. The situation gets better for TF 2.3 when
clock is at least 4.9 MHz. However, TF 2.7 is even more effective and can use
window size of 7. Unfortunately, it does not result in improvement of effective
throughput, probably because it needs more time to process required amount
of information. Surprisingly, when TF 2.1 or 2.3 operate on 10 or 20 MHz Z80,
they use larger window size despite higher transmission rates. TF 2.7, running
at 20 MHz, can still use window size of 7.
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3 Conclusions

Presented results show that AX.25 protocol performance clearly depends on
software type and version, as well as on transmission hardware processing power.
However, software reaction for changing the hardware processing power differs.
This leads to the conclusion that some TNC control programs (e.g., Spirit and
all versions of MFJ) have some limitations that do not allow use maximum
window size. On the other hand, TF software – especially in 2.7 version – can
use maximum window size, but needs more processing power to process required
amount of information. Thus, sometimes it shows worse performance than Spirit
or MFJ software.

There are some protocol implementation issues that influences on its perfor-
mance. Some software types mark the last frame in a window by P/F bit, some
do not1. When a window size is less than 7, P/F bit requires immediate acknowl-
edge; otherwise, the recipient waits for T2 time in case there are more frames to
be acknowledged together. Depending on software, T2 time can be set manually
or automatically according to Rwl. The worst case occurs when the sender does
not use P/F bit for last frame mark and the recipient waits for automatically set
T2. In this case, much time is lost during unnecessary waiting for more frames,
thus reducing effective throughput regardless of other factors.
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Abstract. The paper presents an analytical method of buffer capac-
ity adjustment for TNC controller that may be regarded as a network
interface for amateur Packet Radio network. We consider the case of
minimum buffer capacity that allows for continuous transmission at the
sender side, regardless of transmission rates and effective throughput on
wired and wireless link of TNC.

1 Introduction

Amateur Packet Radio network [1] may be considered as an example of a sim-
ple, wireless wide area network [2]. It was developed in early 1980’s, when other
connectivity media, such as Internet or cellular telephony, were not widely avail-
able yet. Later, despite its interesting properties, Packet Radio – as a deed of
radio amateurs – did not achieve high popularity, which can be acknowledged by
small quantity of widely available literature on this subject. Nevertheless, radio
amateurs could use it for human-to-human communications similarly to current
internet instant messengers. Nowadays, because of high popularity and availabil-
ity of Internet and cellular telephony, application of Packet Radio changes for
telemetry and remote control, mostly according to the requirements of APRS
(Automatic Position Reporting System) protocol [3].

A complete Packet Radio station consists of a computer (or other DTE-type
device) and radio transceiver. Because of different methods of information trans-
mission, these devices can not cooperate with each other directly. It is thus
necessary to apply specific data format processing techniques. Such a process-
ing may be performed entirely in the computer (at a cost of higher processing
power consumption) or by attachment of additional, external circuits dedicated
for this application. An example of such a circuit is a TNC (Terminal Node
Controller) [1].

2 TNC Controllers and AX.25 Protocol

TNC (Terminal Node Controller) [1] is an autonomous, microprocessor-based de-
vice used in amateur Packet Radio network. Its main purpose is a connection be-
tween a personal computer (or another DTE-type device, such as programmable
controller or weather station) and radio receiver-transmitter operating in Packet
Radio network. A typical Packet Radio network station with TNC controller is
shown on Fig. 1.
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TNC controller

Computer or other DTE device

RS-232 or USB

Analogue
signals

Radio transceiver

Fig. 1. Typical Packet Radio station with TNC controller

2.1 TNC Controller Structure

TNC controller consists of a digital part, that ensures data format processing
according to Packet Radio network requirements and rules of AX.25 protocol, as
well as analogue part, that plays a function of a modem and makes it possible
to control radio transceiver directly from TNC. The block diagram of TNC
hardware is presented on Fig. 2. A more detailed description of properties of
individual types of TNC controllers may be found in [4].

Radio
unit
controlAsynchr.

serial port

RS-232 Program
memory

System bus

Microprocessor

Modem

Digital part Analogue part

Data
memory

HDLC
controller

AX.25

Fig. 2. Block diagram of TNC controller hardware

2.2 TNC Controller Functions

The fundamental task of TNC controller is to process format of data incom-
ing from attached computer so that it could meet requirements of the AX.25
protocol, used as a data link layer in Packet Radio network. With this end in
view, the controller buffers data, and then places them in adequately formed
frames. During sending on radio link, a modulation is used according to the se-
lected transmission rate. It allows for direct connection to radio transceiver and
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control over its work from TNC. We can therefore say that TNC controller is
responsible for proper realisation of AX.25 protocol; however, it does not have ra-
dio communication capabilities itself. Thanks to such approach, TNC controllers
may be used with any radio transceiver, not only in radio amateur frequency
bands.

Functions described above are controlled by a software. It is responsible for
proper realisation of network mechanisms, and furthermore, it contains a user
interface that allows for, among others, configuration of some controller and ra-
dio link parameters, as well as management of logical links with other network
stations. Depending on controller type, various methods of computer (user) to
controller communication are available. They may be optimised for controller’s
cooperation with a human (TAPR and TF command sets) or a device (HOST
and KISS modes). Availability of individual operating modes depends on con-
troller type.

2.3 Parameters of AX.25 Protocol

AX.25 protocol and TNC controller behaviour may be adjusted by large number
of parameters (depending on TNC software). From the point of view of protocol
efficiency, the most important are the following parameters:

k – windows size, i.e., maximum number of frames sent consecutively before
waiting for an acknowledge; not larger than 127 in protocol version 2.2 and
7 in older versions;

N1 – maximum capacity of data field in an information or unnumbered frame;
not larger than 256;

T2 – time that elapses between the end of latest I frame and acknowledge; de-
pending on software and parameters, this delay may or may not occur during
transmission and may be set manually or automatically;

T102 – slot duration for carrier sense-based collision avoidance; typically about
50 to 300 ms;

T103 – time for stabilisation of transmitter parameters after transmission start
and for carrier detection in receiver; depends on radio transceiver capabilities
and, in most cases, varies from few tens to few hundreds milliseconds;

p – persistence parameter of carrier sense-based collision avoidance (not defined
by protocol description but implemented in most of the software); typically
equal to 63 which means transmission probability of 25%.

3 Buffer Capacity Adjustment

Let’s assume that we have two computers (or other DTE devices, e.g., PLC
controllers) connected with two TNC controllers. Such configuration is shown
on Fig. 3.

In such a network – because of buffering of transmitted information in TNC
memory and data processing – the transmission runs in three stages:
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TNC controllers

IBM PC-class computers

Transmitting station Receiving station

Fig. 3. Network configuration accepted for considerations

1. wired transmission between the sender and transmitting TNC;
2. wireless transmission between TNC’s;
3. wired transmission between the receiving TNC and the recipient.

These stages are shown on Fig. 4.

TCT TTR TRC Tct Ttr Trc t

Wired transmission from computer to transmitter

“Speeding up” Full speed transmission “Slowing down”

Wireless transmission from transmitter to receiver

Wired transmission from receiver to computer

Fig. 4. Transmission stages using TNC controllers

In most cases, the effective throughput of the wireless link is much lower than
that of the wired link. Thus, data arriving to the TNC during first transmission
stage must be placed in a buffer before it can be processed, prepared for wireless
transmission and finally sent. However, when the buffer capacity is reached, the
first transmission stage should stop in order to avoid data loss due to buffer
overflow. This can be done by either hardware or software flow control on RS-
232 link, depending on availability of particular signals in a connector.

On the other hand, certain applications may require continuous transmission
at the sender side. In order to make it possible, we must provide buffer that is
large enough to store the information awaiting to be sent. Obviously, its capacity
depends on the effective throughput of the wired and wireless link. We predict
that with increasing of the effective throughput of the wireless link, or with
decreasing that of the wired link, required buffer capacity decreases.
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3.1 Estimation of Effective Throughput

Calculation of the effective transmission speed of a wired link is straightforward.
Assuming that RS-232 works at Rw bps and is configured so that each character
is represented using 10 bits, we get:

Vw =
8Rw

10
. (1)

The wireless link may be a half-duplex or a full-duplex one. According to the
previously developed theoretical model of AX.25 protocol [5], for the half-duplex
case, LD-bytes long file transmission takes

Tp =
⌈

LD

kN1

⌉(
256T102

2(p + 1)
+ 2T103 + T2 + (1 + k)

63
62

160
Rwl

)

+
⌈

LD

N1

⌉
63
62

8N1

Rwl
, (2)

where Rwl – wireless link transmission rate [bps]. Similar time for the full-duplex
link equals to

Tp = T103 +
⌈

LD

N1

⌉(
63
62

160 + 8N1

Rwl

)

+

(
63
62

160
Rwl

)

. (3)

In both cases, we can calculate effective transmission speed for wireless link by
dividing data size in bits by Tp:

Vwl =
8LD

Tp
. (4)

3.2 Estimation of Buffer Capacity

Minimum buffer capacity that ensures continuous transmission at the sender side
depends on total size of transmitted data as well as on difference between effective
transmission speeds of wired and wireless links. We may assume that effective
transmission speed of wired link on the sender side corresponds to average speed
of buffer filling. In turn, effective speed of radio link corresponds to average
speed of buffer emptying. Multiplying the difference between them by the time
of data transmission on wired link we may calculate approximate buffer size that
guarantees continuous transmission on wired link [6]:

C = (Vw − Vwl)(Tct − TCT) =

(
8Rw

10
− 8LD

Tp

)
10LD

8Rw
= LD

(

1 − 10LD

RwTp

)

. (5)

It is also possible to ensure continuous transmission on the receiver side, however,
it requires that entire data size (LD) is known by receiving TNC controller. In this
case, additional delay of transmission start at the receiver side (TRC as shown on
Fig. 4) is necessary. We must also take into account that the data transmission
runs from the wireless link to the wired one. Thus, average speed of buffer filling
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corresponds to the effective speed of the wireless link, while average speed of
buffer emptying – to that of wired link.

In practice, continuous transmission on the recipient side requires that en-
tire data is already received by the receiving TNC controller. Otherwise, due
to possible transmission errors, data might not be delivered in time to ensure
continuous transmission on recipient’s wired link.

3.3 Calculation Results

According to (5), we can calculate the dependency between minimum buffer size
that assures continuous transmission at the sender side and transmission rates
for both wired and wireless links. As the effective throughput of AX.25 protocol
differs on radio link variant (half- or full-duplex), the estimated buffer size is
expected to depend on link variant, too. Substituting (2) or (3) for Tp in (5),
we can get results for half-duplex or full-duplex radio link, respectively. Param-
eters accepted for calculations are: LD = 16384 bytes, k = 7, N1 = 256 bytes.
Calculation results are presented on Fig. 5 and 6, respectively.

In the case of half-duplex link, we can see that the buffer capacity grows
rapidly and reaches almost LD regardless of wireless link transmission rate.
For example, when Rwl = 1.2 kbps and Rw = 2.4 kbps, required buffer capac-
ity reaches almost 8 KB. It means that a half of transmitted information must
wait to be sent. When Rw = 4.8 kbps, capacity must be at least 12 KB, when
Rw = 9.6 kbps – 14 KB. For the highest wireless link transmission rate con-
sidered, i.e., Rwl = 614.4 kbps, required buffer capacity is about 8 KB when
Rw = 38.4 kbps. It can be easily understood, because effective throughput for

0

2000

4000

6000

8000

10000

12000

14000

16000

18000

2.4 4.8 9.6 19.2 38.4 57.6 76.8 115.2 230.4 460.8 921.6

wired link transmission rate [kbps]

m
in

im
um

 b
uf

fe
r 

ca
pa

ci
ty

 [
B

]

1.2

2.4

4.8

9.6

19.2

38.4

57.6

76.8

115.2

153.6

307.2

614.4

Fig. 5. Minimum buffer size for half-duplex radio link



Buffer Capacity Adjustment for TNC Controller 125

0

2000

4000

6000

8000

10000

12000

14000

16000

18000

2.4 4.8 9.6 19.2 38.4 57.6 76.8 115.2 230.4 460.8 921.6

wired link transmission rate [kbps]

m
in

im
um

 b
uf

fe
r 

ca
pa

ci
ty

 [
B

]

1.2

2.4

4.8

9.6

19.2

38.4

57.6

76.8

115.2

153.6

307.2

614.4

Fig. 6. Minimum buffer size for full-duplex radio link

this Rwl is only about 28 kbps [5]. In general, the higher the wireless link trans-
mission rate (Rwl) is, or the lower the wired link transmission rate (Rw) is, the
later the rapid grow begins. This phenomenon reflects the difference between the
effective throughput of wired and wireless links. Thus, the wired link effective
speed – which depends on transmission rate only – may exceed wireless link
effective speed easily.

In the case of full-duplex link, the required buffer capacity grows almost as
fast as for half-duplex one. However, the grow begins at higher transmission
rates of wired link. For example, buffer capacity for Rwl = 1.2 kbps is almost as
large as for the half-duplex link, practically regardless of wired link transmission
rate. On the other hand, when Rwl = 614.4 kbps, the buffer is not required for
Rw up to 230.4 kbps. For higher rates, the minimum buffer capacity grows and
for Rw = 921.6 kbps it reaches about 11 KB. For Rw = 460.8 kbps, it is about
5.5 KB, which is a bit surprising, because effective throughput of wireless link
for this parameter set is about 560 kbps that is more than that of wired link; in
this case, no buffering should be necessary.

4 Conclusions

Presented results, achieved according to derived analytical equations, show that
there is a dependency between transmission rates of both wired and wireless
link and minimum buffer size that allows for continuous transmission at the
sender side. As expected, buffer size increases when either wired link transmission
rate grows or the effective speed of wireless link falls. It is worth emphasize
that the wireless link properties depend on several transmission parameters,
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hence effective throughput must be considered instead of transmission rate. This
phenomenon is especially visible for half-duplex link.

Unfortunately, presented theoretical estimations cannot be easily verified.
During practical tests with TNC controllers [4] it was shown, that even for
a relatively small file (few KB size) transmission on RS-232 link was stopped
by TNC in order to prevent buffer overflow, even if a controller was equipped
with much more memory (e.g., more than 100 KB). This leads to the conclusion
that only a part of RAM installed in TNC is used to buffer the data awaiting
to be sent. A more detailed analysis requires an access to the source code of
TNC control software. However, even without the source code, one can see that
TNC controllers utilize their memory in a different way than proposed in the
paper. Thus, possible modification of the software allows verify presented results
in practise.

It is worth notice, however, that TNC controller is a good model of a protocol
converter that allows integrate wired and wireless network segments [7]. From
this point of view, presented considerations may be useful as an example during
design of such a converter for given network protocols.
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The Reliability of Any-Hop Star Networks with
Respect to Failures of Communication Nodes
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Abstract. This paper investigated the reliability of any-hop star
networks. The any-hop star topology is used in centralized computer net-
works. All network nodes fail independently, links are failure-free. Follow-
ing measures of network reliability are assumed: the expected number of
nodes which can communicate with the central node; the expected num-
ber of node pairs which are connected by a path through the central node;
the expected number of node pairs communicating. Any two nodes can
communicate, if links and nodes forming routes between these nodes have
not failed. The values of reliability measures were counted for one-, two-,
three-, and four-hop star, as well as chain networks. Obtained results com-
pared with reliability of the networks with unreliable links.

1 Introduction

The reliability of network depends strongly on their topology and on the re-
liability of the communication links and nodes. The following measures of the
reliability are assumed: the expected number of nodes which can communicate
with the central node; the expected number of node pairs which are connected
by a path through the central node; the expected number of node pairs commu-
nicating. Any two nodes can communicate, if links and nodes forming routes as
between these nodes have not failed. There are many well-known methods [1],
[6] of the reliability analysis. Almost all these methods used a set of branch or
node-disjoint routes, or cuts. For any network, calculation of all disjoint routes
or cut set can be difficult. In the case when topology of network is the tree or
star the problem is simpler. For these networks expected number of nodes which
can communicate with the central node is equal to the sum of probabilities of
reliability routes connecting nodes with central node. Similarly, the expected
number of node pairs which are connected by a path through the central node,
and the expected number of node pairs communicating are equal to sum proba-
bilities of reliability routes connecting node pairs. For large networks with many
hops the recurrence method [2] can be used instead of determining the values
of the reliability measures. The calculations of the network reliability were done
as a function of the probability of node being operative. The calculations of the
network reliability as a function of the probability of link being operative were
done in the papers [5]. In the paper [3], [4] the numerical calculations for assumed
measures of reliability were done for the star, ring and hybrid networks.
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2 Reliability Analysis

The topology of the computer communication network will be modelled as a
graph G = (N, E) where N = {n1, n2, . . . , nN} is a set of nodes, E is a set
of links. Considered networks have any-hop star topologies. Example of two-
hop star topology is shown in Fig. 1. All of the nodes fail independently, links
are failure-free. The probability that the node ni is in the non-damaged state
is equal to p(i). The following measures of the reliability are considered: the
expected number of nodes that can communicate with the central node(S); the
expected number of node pairs that are connected by a path through the central
node(R); the expected number of node pairs communicating (T ).

The idea of the recurrence method is the following. Suppose, that for each
node i except central node (node 1) is designed a node F (i), such that F (i) < i
and (i, F (i)) is a link in the network. In Fig. 2 the network contains two subtrees,
one with the central node i and the other with the central node j = F (i). The
values of the measures of reliability for subtrees are known.

The values of reliability measures for the tree obtained by joining i and j by
link (i, j) determine recurrence relations (Eq. 1) [2], where S(i) (S(j)) is the
expected number of nodes in the subtree which communicate with the central
node i (j), including i (j), R(i)(R(j)) the expected number of node pairs in the
subtree communicating through central node, T (i)(T (j)) the expected number
of node pairs communicating in the subtree, R(j)

′
, T (j)

′
, S(j)

′
are the values of

the reliability measures for the tree obtained by joining node i and node j by
link (i, j).

R(j)
′ ← R(j) + S(i)S(j) + R(i)p(j)

T (j)
′ ← T (i) + T (j) + S(i)S(j)

S(j)
′ ← S(j) + S(i)p(j)

(1)

Algorithm is following [2]:

Step 0: (Initialization) Set R(i) = 0, S(i) = p(i), T (i) = 0, i = 1, 2, . . . , N , set
i = N . Go to step 1.

Step 1: Let j = F (i), and set R(j) to R(j) + S(i)S(j) + R(i)p(j), set T (j) to
T (i) + T (j) + S(i)S(j), and then set S(j) to S(j) + S(i)p(j). Go to step 2.

Step 2: Set i to i − 1. If i = 1, stop; otherwise, go to step 1.

second hop

first hop

1

Fig. 1. Two-hop star topology



The Reliability of Any-Hop Star Networks 129

i

j

Fig. 2. Illustration for recurrence relations

When the algorithm stops R(1) is the expected number of node pairs which
are connected by a path through the central node, S(1) is the expected num-
ber of nodes which can communicate with the central node, and T (1) is the
expected number of node pairs communicating. The obtained numerical results
are presented in next section.

3 Numerical Results

The values of reliability measures were calculated for one, two, three, four and
hundred- hop star networks. The nodes fail independently with the same proba-
bility 1− p and the links are failure-free. The values of reliability measures were
counted for the networks containing hundred and one nodes. The distribution of

Table 1. Obtained values for the expected number of nodes which can communicate
with the central node (S) (in percent) as a function of the probability of a node being
operative

p SG1(101, p) SG2(101, p) SG3(101, p) SG4(101, p) SG100(101, p)
one-hop two-hop three-hop four-hop hundred-hop

star network star network star network star network star network
0 0 0 0 0 0

0.1 1.089 0.287 0.159 0.137 0.11
0.2 4.158 1.307 0.585 0.416 0.248
0.3 9.208 3.594 1.648 1.045 0.424
0.4 16.238 7.683 3.919 2.448 0.66
0.5 25.248 14.109 8.168 5.353 0.99
0.6 36.238 23.406 15.365 10.877 1.485
0.7 49.208 36.109 26.678 20.613 2.31
0.8 64.158 52.752 43.476 36.718 3.96
0.9 81.089 73.871 67.327 62 8.911
1 100 100 100 100 100
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Table 2. Obtained values for the expected number of node pairs which are connected
by a path though the central node (R) (in percent) as a function of the probability of
a node being operative

p RG1(101, p) RG2(101, p) RG3(101, p) RG4(101, p) RG100(101, p)
one-hop two-hop three-hop four-hop hundred-hop

star network star network star network star network star network
0 0 0 0 0 0

0.1 0.118 0.009 0.002 0.001 0.0002
0.2 0.863 0.104 0.024 0.01 0.001
0.3 2.825 0.501 0.137 0.057 0.004
0.4 6.59 1.649 0.545 0.242 0.009
0.5 12.748 4.31 1.74 0.861 0.02
0.6 21.885 9.649 4.753 2.674 0.045
0.7 34.591 19.319 11.531 7.47 0.108
0.8 51.453 35.549 25.464 19.085 0.317
0.9 73.06 61.23 52.088 45.162 1.603
1 100 100 100 100 100

Table 3. Obtained values for the expected number of node pairs communicating (T)
(in percent) as a function of the probability of a node being operative

p TG1(101, p) TG2(101, p) TG3(101, p) TG4(101, p) TG100(101, p)
one-hop two-hop three-hop four-hop hundred-hop

star network star network star network star network star network
0 0 0 0 0 0

0.1 0.118 0.032 0.028 0.025 0.022
0.2 0.863 0.206 0.154 0.129 0.099
0.3 2.825 0.748 0.485 0.382 0.254
0.4 6.59 2.094 1.255 0.936 0.525
0.5 12.748 4.978 2.954 2.124 0.98
0.6 21.885 10.521 6.559 4.708 1.755
0.7 34.591 20.314 13.877 10.357 3.159
0.8 51.453 36.507 28.028 22.554 6.083
0.9 73.06 61.894 54.099 48.166 14.596
1 100 100 100 100 100

the nodes is following. The two-hop star network contains ten nodes in the first
hop, and each node of the first hop is connected with nine nodes of second hop.
The three-hop star network contains four nodes in the first hop, each node of the
first hop is connected with three nodes of the second hop, and each node of the
second hop is connected with seven nodes of the third hop. The four-hop network
contains three nodes in the first hop, each node of the first hop is connected with
two nodes of the second hop, and each node of the second hop is connected with
three nodes of the third hop, and each node of third hop is connected with four
nodes of fourth-hop. The each node of hundred-hop star is connected with one
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Fig. 3. The expected number of nodes which can communicate with the central node:
(a) as a function of the probability of a node being operative; (b) as a function of the
probability of a link being operative
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Fig. 4. The expected number of node pairs which are connected by a path through the
central node: (a) as a function of the probability of a node being operative; (b) as a
function of the probability of a link being operative

node next hop. The calculations were done as a function of the probability of a
node being operative. The obtained results are shown in Table 1, 2, 3.

Figures 3, 4, 5 show differences between the reliability network with unreliable
nodes and network with unreliable links [6].

Figures shown that the differences between networks’ reliability decrease when
the number of hops of the star network grows. The largest differences are for the
probabilities of link and node failure equal to 0.3, 0.2, and 0.1. The differences for
assumed measures are similar. For example, in the case when links are unreliable
and nodes are reliable for criterion S the largest difference between one-hop and
two-hop star network is for p = 0.5 and equals 22%. The largest difference
between two-hop and three-hop star network is for p = 0.7 and equals 13%.
In the case unreliable nodes, the largest difference between one-hop and two-
hop star network is for p = 0.7 and equals 13%, the largest difference between
two-hop and three-hop star network equals 9%. For criterion R(T ) the largest
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Fig. 5. The expected number of node pairs communicating: (a) as a function of the
probability of a node being operative; (b) as a function of the probability of a link
being operative

Table 4. Obtained values for the expected number of node pairs communicating (T)
(in percent) and values for the expected number of nodes which can communicate
with the central node (S) (in percent) as a function of the probability of a node being
operative

p TG1(11, p) TG1(101, p) TG1(301, p) SG1(11, p) SG1(101, p) SG1(301, p)
0 0 0 0 0 0 0

0.1 0.264 0.118 0.106 1.818 1.089 1.03
0.2 1.382 0.863 0.821 5.455 4.158 4.053
0.3 3.845 2.825 2.742 10.909 9.208 9.07
0.4 8.145 6.59 6.464 18.182 16.238 16.08
0.5 14.773 12.748 12.583 27.273 25.248 25.083
0.6 24.218 21.885 21.696 38.182 36.238 36.08
0.7 36.973 34.591 34.398 50.909 49.208 49.07
0.8 53.527 51.453 51.285 65.455 64.158 64.053
0.9 74.373 73.06 72.954 81.818 81.089 81.03
1 100 100 100 100 100 100

difference between one-hop and two-hop star network is for p = 0.7 and equals
22% (20%). The largest difference between two-hop and three-hop star network
is for p = 0.8 and equals 12% (10%). In the case when nodes are unreliable and
links are reliable for criterion R(T ) the largest difference between one-hop and
two-hop star network is for p = 0.8 and equals 16% (15%), the largest difference
between two-hop and three-hop star network equals 10% (8%).

Figures 3, 4, 5 show that the networks with unreliable links are more reliable
than the networks with unreliable nodes. The differences between networks’ re-
liability decrease when the number of hops of the star network grows. For the
measure S, the largest difference for one-hop star network equals 25%, for two-
hop star network equals 16%, for three-hop star network equals 12%, for hundred-
hop star network equals 2%. For the measure R, the largest difference for one-hop
star network equals 16%, for two-hop star network equals 9%, for three-hop star
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Fig. 6. The expected number of node pairs communicating for different number of the
nodes: (a) as a function of the probability of a node being operative; (b) as a function
of the probability of a link being operative
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Fig. 7. The expected number of nodes, which can communicate with the central node
for different number of the nodes: (a) as a function of the probability of a node being
operative; (b) as a function of the probability of a link being operative

network equals 7%, for hundred-hop star network equals 0.1%. For the measure T ,
the largest difference for one-hop star network equals 15%, for two-hop star net-
work equals 9%, for three-hop star network equals 7%, for hundred-hop star net-
work equals 2%. The values of the reliability measures for one-hop star network
were calculated for different number of nodes. The obtained results for eleven, hun-
dred and one, and three hundred and one nodes are shown in Table 4. Figures 6
and 7 illustrate numerical results obtained for reliability measures.

Figures 6, 7 show that the differences between the networks’ reliability de-
crease when number of nodes grows. The networks with unreliable links are more
reliable than the networks with unreliable nodes. For the measure S, the largest
difference equals 27%, for the measure T , the largest difference equals 16%.

4 Conclusion

This chapter investigated the reliability of any-hop star networks, whose nodes
fail independently. Several measures of reliability have been considered. The
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recurrence method is used in analyzing networks. The values of reliability mea-
sures were calculated for one, two, three, four and hundred- hop star networks.
The numerical calculations the network reliability measures were considered as
a function of the probability of a node failures. Obtained results show that the
differences between networks’ reliability decrease when the number of hops of the
star network grows. The largest differences are for the probabilities of link and
node failure equal to 0.3, 0.2, and 0.1. Obtained results compared with reliabil-
ity of the networks with unreliable links. The networks with unreliable links are
more reliable than the networks with unreliable nodes. The differences between
them decrease when the hop number and number of nodes of the networks grow.
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Abstract. The paper describes a Floor Description Language (FDL)
which could be used as a key chain in the process of wireless network de-
sign. Traditional ways of designing wireless networks are also presented.
Numerical results and comparison with commercial systems summarizes
the paper and proves FDL’s usability.

1 Introduction

Currently density of modern wireless networks grows very fast. Many of the
deployments are not sufficiently prepared – most of home and small office wireless
networks have never been designed by a designer or network engineer – just users
bought network equipment, turned it on, connected to the rest of their network
and used it "as is". Such approach is very inefficient in terms of the quality indices
such as overall network set-up costs, maximal network range and throuhput. This
paper presents a novel Floor Description Language (FDL) which along with well
known propagation model makes designing of the wireless networks much easier
with ready map of the floor.

The paper consists of three parts. First part describes known ways of wireless
network designing and propagation models. Second part presents novel Floor
Description Language used in the process of network design. Third part shows
numerical results and comparison with commercial systems. Summary containing
possible future works ends the paper.

2 Wireless Network Design Process

Traditional process of network design is composed of four main steps:

1. gathering necessary data on actual state of infrastructure and desired future
functionality;

� I would like to thank my graduate student, Grzegorz Bera, who undertook deep
research of the above mentioned FDL in his master dissertation [11]. His hard work
proved that it is not only my general idea, but it really works and is comparable
with commercial systems.
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2. preparing project of future network that meets requirements set in first step;
3. modelling of projected networks;
4. physical building of the network.

The process can be also extended with fifth step that covers possible measure-
ments of the network after its deployment.

There are many known approaches used when designing wireless networks.
Among them are:

– user deployment – users do not have any network related knowledge or expe-
rience; it is based on basic installation of the network components without
any analysis or planning; it is simple and it could lead to inefficient coverage
[1,2];

– grid installation – an area is divided into K triangles or rectangles, where K
is number of available access points; access points are installed in the center
of triangles (rectangles); there is no need to know anything on propagation
models but this approach is often more expensive than first one and less
efficient than next one [2];

– coverage optimization – it is more expensive and complex approach that
engages propagation analysis and optimization algorithms when searching for
the best access points locations; "best" is understood as providing adequate
coverage with minimal infrastructure density [2,3];

– site survey – it is based on the analysis of signal strength’s measurements
conveyed in the future network area.

2.1 Propagation Models

Wireless network design based on the software aids that have built-in propaga-
tion models is much cheaper and easier than ’site survey’ approach which is time
consuming and relativly expensive. It could help to predict signal strength level
anywhere in the future network environment [4]. Propagation models could be
classified as follows [5]:

– Empirical
• Free Space Loss
• One Slope Model
• Linear Attenuation Model
• COST 231 HATA

– Semi-empirical
• Multi Wall Model
• COST WI

– Optical
• Ray Traycing
• Ray Launching
• Dominant Path Prediction

– Theoretical
• based on the field theory



A Floor Description Language as a Tool 137

Propagation models that have been verified [6] and found to be most prospec-
tive during current and future research on wireless network design methods are
One Slope Model and Multi Wall Model. Both of them use simple Free Space
Loss formula for calculating fundamental loss over the distance in free space.

Free Space Loss. Free Space Loss (FSL) model is derived from the Friis Equa-
tion [7] which describes signal loss over the distance between the transmitter
and the receiver:

Pr

Pt
= GtGr

(
λ

4πR

)
, (1)

where Pr is power received by the receiving antenna, Pt is power output to
the transmitting antenna, Gt and Gr are the antenna gain of the transmitting
and receiving antennas, λ is the wavelength and R is the distance between the
transmitter and the receiver.

Equation (1) transformed and simplified with the assumption that gain of the
antennas Gt = Gr = 0 dBi has the form:

PL(R) = 20 log
(

4π

λ

)
+ 20 logR , (2)

where PL(R) is path loss over distance R.
After further transformations we get formula:

LFSL(d) = 32.44 + 20 log f + 20 log d , (3)

where LFSL is free space loss [dB], f is the frequency [MHz] and d is the dis-
tance [km].

One Slope Model. One Slope Model (OSM) is one of the simplest models for
calculating of signal strength level without considering structure of the bulding:

LOSM(d) = L0 + 10n log(d) . (4)

Signal strength level LOSM depends mainly on the distance d between the trans-
mitter and the receiver [8]. The enviroment-dependent values L0 (signal loss on
1 meter distance) and n (emprical value representing degree of signal loss) are
fixed for specified environment. Values of L0 and n are given in the literature,
e.g. for the office environment at frequency f = 2.45 GHz variables L0 and n
have values: L0 = 40.2 and n = 4.2 [8].

OSM is not precise model because it does not incorporate structure of the
environment. Sometimes the structure is not known so the model OSM could be
useful in such cases.

Multi Wall Model. Multi Wall Model (MWM) uses FSL for basic calculation
of the loss over the distance and more sophisticated sum of the losses on the
obstacles, mainly walls [8]:

LMWM(d) = LFSL +
N∑

i=1

kwi Lwi + kfLf , (5)
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where LFSL is signal loss in free space (Eq. 3), d is the distance [m], N is number
of types of the walls, kwi is number of the i-type walls with Lwi loss [dB], kf is
number of the ceilings with Lf loss [dB]. Similar to OSM we need some measured
values of variables (Lwi and Lf) that are characteristic for modelled environment.

3 Floor Description Language

FDL is an aid used in the process of planning of the wireless network. It simply
describes environment that is provided to the designer on the map of the floor.
Along with the map it is necessary to provide the values of the loss of every type
of the walls and ceilings. FDL does not use any propagation model, however
one of them is necessary in futher step to find appropriate network components
locations. MWM model has been chosen because it seems to be suitable and
most reliable in typical applications of home and office designs [6].

3.1 FDL Specification

The FDL itself consists of a few markup-like statements that describes the en-
vironment as it appears on the floor’s map. So the only input data for FDL is
map of the floor and specification of loss coefficients for the walls and ceilings.

Types of the walls are represented by different colors: type 1 – red, type 2 –
green, type 3 – blue, type 4 – black, type 5 (no wall) – white.

FDL desribes a floor in the building. The structure of the floor is divided into
three parallel parts, as shown on Fig. 1. Every part contains at least one room.
Parts are declared as follows:

number_rooms_A = 5;
number_rooms_B = 3;
number_rooms_C = 4;

Rooms could be of different types and adequate identifiers are responsible for
their description: stairs (1), corridor (2), office (3), conference room (4), social
room (5), toilet (6). For part A on the Fig. 1 we have:

id_rooms_A = [1:number_rooms_A; 3 4 3 3 6];

Dimensions of the room are declared in next row. First lengths of the rooms are
specified and then widths of them.

id_dim_A = [1:number_rooms_A; 30 7 8 10 5; 10 10 10 10 10];

Key element of the FDL describes all of the rooms’ walls. It is done with decla-
rations:

walls_A = [1 1 3 2; 3 1 3 2; 3 1 3 2; 3 1 3 2; 3 1 1 2];

For all of the specified types of the walls we need to specify losses of them:

loss_dB = [15 12 10 40 0];
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Part A

Part B

Part C

Fig. 1. Floor’s map

Additional element used only at visualisation stage is thickness of the walls:

walls_th = [0.25 0.15 0.1 0.13 0];

3.2 Modelling Procedures Parameters

FDL needs also some more additional parameters for the modelling procedures.
Input data for them are:

– signal level required at the workstation locations [dBm],
– percentage of the coverage [%],
– output power of the transmitters [dBm].

Output data are:

– the best combination of the access points localizations that met all of the
requirements.

Propagation procedures are used in the following way:

– signal strength level is computed using MWM formula for every workstation
and combination of the access points,

– percentage of the workstations that achieve required level of signal strength
is then computed,

– loop is repeated for next combination of the access points, for all of their
possible localization,

– the best solution is then chosen – the best means that all of the criteria has
been met and number of the access points is the lowest.

Output has also visualisation of the best combination of the access points that
assure required parameters.

4 Numerical Results

The computations were undertaken in MATLAB environment using aforemen-
tioned FDL implementation for sample map of the floor (Fig. 1). Results were
compared with output from commercial products – Ekahau Site Survey [9] and
RF3D WifiPlanner [10].

Further assumptions and parameters were:

– constant width and length of the area (floor’s dimensions: 60 x 25 m),
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Fig. 2. Map of the floor with workstations’ and the access points’ localizations

Table 1. Loss coefficients [dB] and the colors used by the FDL and commercial systems

Wall type FDL Ekahau RF3D
type 1 15/red 15/orange 15/red
type 2 12/green 15/gray 12/green
type 3 12/blue 15/gray 10/blue
type 4 40/black 45/black 30/black

Table 2. Coverage percentage [%] results

Set No. of AP FDL RF3D Ekahau
No. 1 1 50 42 42
No. 2 1 25 0 17
No. 3 1 25 17 17
No. 4 2 75 50 67
No. 5 2 25 17 17
No. 6 2 58 50 58
No. 7 4 75 67 75
No. 8 6 100 83 92

– nine rooms and a corridor,
– four types of the walls (as specified before),
– constant number of workstations and power of the transmitters (15 dBm),
– required percentage of coverage (70%),
– required signal strength level (−63 dBm).
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Fig. 3. Signal levels’ comparison for selected access points combinations

The differences between colors and the loss coefficients used by FDL and
commercial systems are summarized in the Table 1.

Sample results given by the FDL implemenation with MWM propagation
model are presented on the Fig. 2 and Fig. 3 (map of the floor and signal strength
levels comparison respectively). Output graphic results given by commercial sys-
tems are omitted.

Numerical results are summarized in the Table 2.

4.1 Results Conclusions

Data presented in the Table 2 prove that FDL with MWM can compete with
commercial systems when optimization criteria is coverage range. In every case
FDL seems to find set of the access points that provides the highest coverage
percentage.

Detailed analysis of output data for all of the sets given by three systems
(that are omitted due to their volume) lead to following conclusions:

– differences of computed signal levels are not greater than a few dB,
– at least 80% of cases where FDL with MWM is used seems to be better

than commercial systems in terms of both coverage range and number of the
access points used.

Another research proved that results given by the FDL with MWM are very
close to those given by site survey approach. The maximal difference between
measurements and FDL with MWM was 4 dB and results given by Ekahau Site
Survey were worse in most cases with maximal difference of 9 dB.

5 Summary

Presented Floor Description Language although it covers simple idea gives re-
sults very close to the results of commercial-grade modelling systems. Its simple
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ideas that combine geometric decomposition of the floor with classic propagation
models could be further developed. Possible enhancements could be done with:

– database extension (e.g. obstacles’ definitions etc.),
– auto-localization of the access points procedure,
– additional network parameters,
– graphic files import and recognition of the floor’s map.
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Abstract. We want, in general form, to close to the practical aspects
of multicriteria optimization in nets. Set of criterions contains typical
aims for network task such critical path, minimal path, minimum span-
ning tree, maximal flow, cardinality matching etc. Once criteria can be
multiplied by, on example, several starting and target points. The others
by mutually covered sets of constrains and dependences between them.
In practice also we have deal with uncertain parameters characterizing
elements of network structure. In such case we will choose aggregation
criteria variant and the best with point of view of given criterions set
of values of parameters. Practical validity of such kind of analyses con-
sist in utility obtained results in projects or their modification during
exploitation.

1 Introduction

Many problems concerning network creation are caused by the necessity to ac-
count few criteria simultaneously. These problems apply to creation and oper-
ation of roads [13,17,1], undergrounds [21,23,12], pipelines, energy lines [22,5],
and also computer networks. The methods used depend on given situations, with
which they are connected. For instance: some specific constraints and simplifica-
tions are used, they concern also (here we list them) creation of net substructures
[9], use of specific techniques and routing conventions [11,4,2], and also resulting
from topological reservations [6]. It is often essential to take into consideration
natural conditions (geographical, geological etc.) [8,12], multimodality of urban
structures [16,3,14]. The variety of criteria sets is very broad. These criteria
are connections of such goals as the shortest ways, maximum safety, minimal
costs, minimal problems with realisations, maximum flow, optimal organisation,
most numerous associations, minimum monochromatic number etc. From the
point of view of algorithmic and mathematic optimalisation aspects many dif-
ferent attitudes are used, some of them are: approximated [7,10], regressive and
combinatorial techniques [15] etc. The compromise for a set of criteria can be
received in many ways and often depends on the form of criteria or attributes’
aggregation [24].
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2 Aggregation of Criterions of the Minimal Path in
Reference to Different Target Points

The problem of extending net structure is often connected with multiplying start
or target points i.e. with repeating task of shortest path. Sometimes it is possible to
realize these tasks with help of the minimum spanning tree algorithms but some-
times with help of using several times criterions of the shortest path [18] (Fig. 1).

Utilization more rigorous criterion (based on minimum spanning tree method)
to realization the task (which does not require finding minimal paths to all
nodes) is obviously less profitable. The adding node 7 requires the correction
of connections considered and defined at the projecting and exploitation stages.
There are possible ways of connecting knot 7: 1-7, 2-7, 3-7, 4-7, 5-7, 6-7. Choosing
two criterions of the shortest paths (to given target nodes 4 and 7) we already on
projecting stage take into account the sequential stage process of optimization
of connections basing on two criterions. In this way we receive more effective
solution. We can describe it as follows (see Fig. 2):

1 − 2 − 4 − 3 − 6 − 7 (minimal spanning tree) >

1 − 2 − 4 + 1 − 5 − 7 (2 shortest independed path) >

1 − 2 − 4 − 7 (2 shortest depended path – staged) (1)

The synthesis of task considered described situation can lead to solution the next
problem:

Problem 1. The location of seven agencies is described on Fig. 2. In every agency
the accessories (components) are produced. The components of modules are as-
sembled only in agencies 4 and 7. Modules are transported on appointed roads
among main agency 1 and agencies 4 and 7. The task consist in designing the
structure of inferior roads in such way that both criteria i.e. building and ex-
ploitation (the transportation) will be the cheapest.

Choice and adaptation criteria function. The transportation of accessories bet-
ween nodes suggests use the minimum spanning tree criterion. Transport between

Fig. 1. The difference effects of solution of problem of multiple minimal paths. Utiliza-
tion minimum spanning tree methods (a) and double using the shortest paths method:
to knots 4 and 7 (b)
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Fig. 2. The most profitable variant ways of reaching to given nodes 4 and 7

knots 1-4 as well as 1-7 can be optimized by two dependent criterions of minimum
paths (considered sequentially with regard previously got results): Fig. 2.

3 The Aggregation of Criteria of Maximum Flow and
Minimum Spanning Tree

The building and extension of energetic nets transferring the varied medias is
connected with task requiring the several criterions of optimization. The set of
criterions is the reflection the character of transportation different medias too.

Fig. 3. The independent investigation the criterions of maximum flow and minimum
spanning tree
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Fig. 4. The correction of flow capacity in connections creating MST

Fig. 5. Effect of aggregation of criterions MST and MF: the complement to sum of
sets was introduced with help of dashed line

In concrete situations we note down the necessity of regard of flow capacities,
and also the length of connections. In most situation we have deal with di-
rected graphs. The cost of realization of connections depends on length and, for
example, on diameters of link. The example – scheme of network structure is
illustrated in Fig. 3.

The solution based on criterion of maximum flow will be essential in net
exploitation . The solution obtained on base of minimum spanning tree criterion,
that means the skeleton of connections, playing the decisive role on stages of
building (or extension) the net. It is the main factor formatives the costs of
network structure creation. The synthesis of above described problem can have
following form:

Problem 2. Drawing energetic medias from sources 1 and 2 we have to satisfy
the demand of factories 6, 7 and 8. It would to be as big as possible of medium
amount. The flow capacity of connections be defined. by technical and security
features. The private recipient make up of the secondary importance (in relation
to size of orders) group of supplied of medias . They are distributed in nodes 4,
5, 6, 7, 8, 9. Factories have the possibility of storing medias, and private recipient
obviously not.

Choice and adaptation criteria function. For description the supplies of facto-
ries we use analysis leaning on method of maximum flow criterion multiplied by
two sources ( start points) and three target locations. For description of private
recipient’s supply we use minimum spanning tree algorithms sometimes extended
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by the cheapest flow method. Technical regards suggest that the first stage i.e.
project will be connected with private recipient’s supply. It will correct flow ca-
pacity of constant values (answering to private recipient supplies) in creating
minimum spanning tree connections (Fig. 4).

The aggregation of criteria influences is realized as the sum of set of active
elements realizing the supply of factories and private recipient (Fig. 5).

4 Aggregation of Criterions of the Cardinality Matching
and the Shortest Path

The wireless connection requires the association sender and recipient every time.
Such arrangement in set of nodes give chance to obtain maximum number of
associating equals �count_w/2�, where count_w – the number of nodes. The
way of matching depend on number of free nodes. The occupation nodes can
depend on unfinished form of exploitation in previous associations, or on different
forms of nodes engagement, or on date transfer with preference meaning (Fig. 6).

To distributed conversion is used the transfer between nodes 1-2-6 (bold con-
tinuous line). Remaining nodes 3, 4, 5, 7, 8, 9 can realize the communication
connections, within number of the cardinality matching in different possible
configurations. Obviously different scales of net occupations will determine the
number and configuration, free and designed to connections of communication,
nodes. Exploitation of such net will require continuous solutions of optimum el-
ements configurations from its structure. If net structure functioning based on
wireless connections the possible contacts can consist in exploitation the whole
graph. However, in the criterion of the cardinality matching problem decisive
role play “free” nodes. The synthesis of task of multicriteria optimization can
have following figure:

Problem 3. The conversion of preference data requires engaging following nodes
(for example station sending-receiving): 1, 2, 6. Remaining nodes can be used to re-
alization the communication connections. Every of nodes can play role of sender’s
or recipient’s function in given moment for concrete individual connection.

Fig. 6. Location of associating after exclusion the nodes used in distributed conversion
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Fig. 7. Location of associating after exclusion the nodes used in distributed conversion

Choice and adaptation criteria function. In first stage for preparation of date
conversion we will use the criterion of the shortest path. In dependence from
kind of conversion (it can be minimum spanning tree too, optimal scheduling or
minimum critical path, too). Second stage consist in finding the largest cardi-
nality matching for the shortest communication connections. Several sets of the
largest cardinality matching during date conversion can be realized simultane-
ous with excluding the previous sets connections. That means that it appears
the scheduling problem of matching. Generalizing, the number of compositions
can be defined: count_set(count_w_w) = c ∗ (c − 2) ∗ (c − 4) ∗ . . ., where
c = �count_w_w/2� ∗ 2 − 1, c > 0, count_w_w – the number of free nodes.
The full configuration of exploitation of nodes is illustrated in Fig. 7.

5 Aggregation of Criteria of the Cheapest Flow and
Scheduling Optimization

Generally, we would choose the shortest path among possible critical paths. In
deter-ministic tasks critical path we can choose every critical path with different
configuration under condition, that their lengths will be the same as the shortest.
In conditions of uncertain knowledge about nets parameters we get the different
variants the critical paths among which we will choose the set of connections
with the shortest length which fulfill constrains or added criteria (e.g. connected
with probability, membership function etc.). Solution which we associate with
optimum scheduling is a structure of critical path for given weight parameters. In
respect on fuzzy parameters character we can choose such set of them, which will
answer the most profitable criteria characteristics. We assume additionally, that
exists the set of constrains which have to be fulfilled, and which involve some
parameters simultaneously. The task synthesis of multicriteria optimization can
suggest next form:

Problem 4. The times of realization of investment stages can oscillate in given
ranges. They are additionally connected by set of constrains introduced in clas-
sic form that means system of inequalities [18]. Task consists in such establish
temporary values of parameters responding individual stages to warrant the op-
timum realization of investment.
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Choice and adaptation criteria function. The connected with optimization of
process criterion of scheduling we look for systematically or randomly config-
ured sets of parameters in given interval. Set of constrains which have to be
fulfilled in connection with finding the shortest critical path that is the second
stage of optimization.

6 Conclusions

Optimization in nets usually has muticriterial character, what infers not only
from necessity of matching several aims but also from multiplying start and
target elements.

Generalization criteria tasks leads to creating the algorithm of finding the op-
timum solution both under in relation to structure and its parameters. Essential
problem refers to algorithm consist in establish the order of taking into account
criterions as well as ways of aggregations partial optimal solutions.

Fuzziness of weight parameters leads to necessity of creating the permutation
of date arrangement what in substantial way increases complexity of algorithm
(in pessimistic variant the complexity may increase itself about kn times, where
the k – the number of steps in fuzzy (interval) range, n – the number of connec-
tions).

The utilization of Solvers give the possibility of quick location maximum of
membership function which in this case can to be definite as function “desir-
able”. Advantage of Solvers utility is possibility of regarding freely numbers of
constrains.
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Abstract. The paper concerns a problem of the e-commerce Web server
system performance evaluation through simulation experiments, espe-
cially a problem of modeling a representative stream of user requests at
the input of such system. Motivated by a need of a benchmarking tool
for the Business-to-Consumer (B2C) environment we discuss a workload
model typical of such Web sites and also a model of a multi-tiered e-
commerce Web server system. A simulation tool in which the proposed
models have been implemented is briefly talked over and some experi-
mental results on the Web system performance in terms of traditional
and business performance measures are presented.

1 Introduction

During the last decade one could observe a huge increase of interest into a field
of Quality of Web Service (QoWS). In response to a very significant problem of
degradation and unreliability of the Web service a lot of research in that field has
been done. A great deal of them characterizes the workload at the Web server
input and proposes various mechanisms aimed at improving the Web server per-
formance under overload. The majority of these research concern Web servers
providing information, entertainment or multimedia services. Relatively slow at-
tention has been spent on commercial Web servers so far. Data on e-commerce
traffic recorded in Web server logs are hardly available because of a sensi-
tive financial aspect of companies’ revenue. There is no suitable benchmarking
tool for the e-commerce Web server performance evaluation through simulation
experiments.

Popular benchmarks such as httperf, SURGE, WebBench or WebStone are
not suitable for the e-commerce Web server systems due to a simplified work-
load model. Only TPC-W benchmark specification defines a workload model
oriented to e-commerce transactions [1]. However, it doesn’t model details of the

� This work was supported by the Polish Ministry of Science and Higher Education
under Grant No. N516 032 31/3359 (2006–2009).
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Web server resources usage at the HTTP level which is needed for the system
performance evaluation in the laboratory environment. Available TPC-W im-
plementations don’t provide business-oriented metrics and don’t model various
user profiles.

For the above reasons we decided to work out a workload model typical of
e-commerce Web sites based on the up-to-date literature and to develop a sim-
ulation tool providing the following functionalities:

– generating many concurrent user sessions at a given session arrival rate and
providing session-oriented statistics;

– modeling two session classes: KC class for key customers of the store (who
can be identified after logging into the site and are characterized by a greater
probability of making a purchase) and OC class for ordinary customers;

– modeling interaction between users and the Web site, especially the impact
of the Web system performance on the user behavior;

– generating very variable and self-similar Web traffic typical of e-commerce
sites at the HTTP level for a mix of static, dynamic and secure requests with
different Web system resource consumption profiles;

– providing not only traditional Web server performance measures but also
business-oriented measures connected with the revenue.

Section 2 discusses session-based workload model used in our workload gen-
erator and Sect. 3 describes a model of multi-tiered e-commerce Web system
implemented in the simulator. In Sect. 4 architecture of our simulation tool is
briefly presented and some experimental results are presented in Sect. 5. We
summarize in Sect. 6.

2 Session-Based Workload Model

An e-commerce workload is composed of many user sessions. A user session is
defined as a sequence of logically and temporally related requests issued by the
user during a single visit to the site. During the session the user performs some
typical business operations such as browsing and searching goods, adding them
to a shopping cart, etc. Considering user behavior at the Web site we have to
differentiate between two session classes: KC class for key customers and OC
class for ordinary customers. Key customers have different navigation patterns
at the site and are characterized by a greater probability of making a purchase.
Our user session model at the e-commerce Web site is based on a Customer
Behavior Model Graph (CBMG) proposed in [2]. We model sessions of OC class
and KC class according to modified CBMGs for an occasional buyer profile and
a heavy buyer profile, respectively.

In original CBMG six session states were distinguished: H (Home), B (Browse),
S (Search), D (Details), A (Add) and P (Pay). However, interactions involved in
user identification at the site such as user registration and logging on weren’t taken
into consideration so we augmented the CBMG with two additional states corre-
sponding to Web interactions R (Register) and L (Login). A rationale for such
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Fig. 1. Modified CBMG used to model ordinary customer session/key customer session

approach is a necessity to include an additional computational overhead incurred
in performing login and register Web interactions in simulation experiments and
thus making service times for both session classes more realistic.

CBMG used in our workload model is presented at Fig. 1. Nodes of the graph
correspond to the session states. Arrows between states mean transition proba-
bilities between the states for both profiles whereas arrows Exit mean the user
spontaneous decisions on leaving the site. Each transition is characterized by
a mean value of user think time which is modeled according to an exponential
distribution with a maximum of 10 times the mean [1]. Mean user think time tk,l

is 15 sec for all transitions except the following ones: tS,D = 30 sec, tD,A = 45 sec
and tA,P = 25 sec [2].

When a new session is initiated, a session class KC or OC is assigned to it ac-
cording to pre-specified probability values pKC = 0.1 and pOC = 0.9, respectively.
These values were chosen as a result of preliminary simulation experiments so
as to provide a realistic percentage of all generated purchase sessions i.e. about
5% [3].

Initial state of each session is H. Each next Web interaction within the session
is computed based on the transition probabilities from the current state to other
states. However, it depends also on the response time of the last Web interaction:
if the Web system performance is poor and the page response time is longer than
timeout value Tu, the user grows impatient and leaves the site and consequently
his/her session is aborted. We set Tu = 8 seconds according to the well known
8-second rule.

Since we use a business-oriented system performance measures it is essential
to incorporate a financial aspect of users’ activities at the site into the workload
model. We simulate an electronic bookstore and prices of books added by cus-
tomers to the carts are generated according to a truncated Gaussian distribution
(model parameters are presented in Table 1) [2]. In our model the number of
books being purchased in a single transaction depends on the number of visits
to the state A during the session.
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Table 1. Workload model parameters determining product prices

Category Technical books Non-technical books

Percentage of books selected 20% 80%
Average price $45.00 $18.00
Price range [$5.00, $100.00] [$5.00, $60.00]

Table 2. Distributions and their parameters applied in a workload model

Category Distributions Parameters

Number of static objects per Web page Pareto α = 1.33, k = 2
Number of dynamic objects per page Geometric (+ 1) p = 0.8
HTML object size Body: Lognormal μ = 7.63, σ = 1.001

Tail: Pareto α = 1, k = 10240
Embedded static object size Lognormal μ = 8.215, σ = 1.46
Embedded dynamic object size Weibull λ = 0.0059, b = 0.9
Interarrival time of hit requests Weibull α = 7.64, k = 1.705

Each Web interaction corresponds to a single Web page request. We model
all Web interactions as dynamic pages with many static objects and maximum
ten dynamic objects. Furthermore, Web interaction P is modeled as the SSL-
secured transaction. Executing each Web page request requires processing many
HTTP requests, i.e. a hit for an HTML page and following hits for all objects
embedded in it. According to our best knowledge there is no workload model
encompassing all aspects of the e-commerce workload at the HTTP level so we
decided to combine in our model results of several workload studies. We believe
this combination is well justified given the common base of the studies i.e. the
Web server.

The number of static objects per page is modeled by a Pareto distribution
and the number of dynamic objects is obtained by a geometric distribution and
incremented by 1. Sizes of HTML files are obtained from a hybrid function where
a body follows a lognormal distribution while a tail follows a Pareto distribution.
Sizes of embedded static and dynamic objects are obtained from a lognormal and
Weibull distribution, respectively. Interarrival time of hit requests is given by a
Weibull distribution. Table 2 specifies workload distributions along with their
parameters [4,5,6,7,8].

3 E-Commerce Web System Model

An e-commerce site is typically organized as a multi-tier application in which
request processing is realized at three logical software layers: Web server, ap-
plication server and database server layer. We decided to model a three-tiered
e-commerce system based on the approaches proposed in [5,9] and analyzing
results of business workload characterization studies [10,11].
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Fig. 2. Queuing network model of the e-commerce Web system

System model includes two main components: a Web server and a back-end
server (i.e. an application server and a database server). Since our research con-
centrates on the performance of the Web server system itself we do not model
network components engaged in request processing and transfer. We do not
consider a cluster-based Web system either, wanting to focus just on key re-
sources being potential bottlenecks of a typical e-commerce Web system in B2C
environment.

System model is based on queuing networks [12]. A Web system is depicted as
a network of service centers among with queues to them in which client requests
wait for a service (Fig. 2). Requests enter the system from the outside and leave it
after the service is completed. Applying a queuing model allows to capture crucial
relationships between key Web system parameters and to compute performance
measures as a function of the system load.

A Web server model contains two service centers corresponding to key server
resources: CPU and disk. Every admitted HTTP request first enters the CPU
queue. CPU parses the request and decides about the way of handling it. For a
static request a file is brought from the cache or from the disk. Dynamic requests
go to the back-end server queue. After completing a response file the CPU sends
it back to the client. We model a cost of HTTP request processing at the Web
server after [9] where costs for static request processing steps were determined.
Taking into consideration much higher speed of contemporary processors and
disks, we divided the component costs measured in [9] by 10 [13]. An overall
cost of processing a single static HTTP request at the Web server includes a
cost of CPU processing (i.e. a cost of connection establishment and teardown
145/10 μs each and a cost of transmit processing 40/10 μs per each 512 B) and in
case of a cache miss a cost of serving a file at a disk; it includes a cost of reading
a file from disk (28/10 ms), the file transfer time (410/10 μs per each 4 KB)
and additional time for files larger than 44 KB (14/10 ms per each 44 KB). A
probability of cache hit for a static request is 88%.

Back-end server model simulates activities involved in dynamic HTTP request
processing in the application and database tier. A back-end node is modeled as a
single service center with a single queue like in [5]. A dynamic request processing
cost includes an additional overhead incurred by generating a dynamic content
through invoking the database.
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In e-commerce systems dynamic request execution times vary significantly
depending on the kind of a business operation [10]. We model these times ac-
cording to an exponential distribution with the average depending on a session
state. We propose applying mean time values resulting from TPC-W servlet
execution costs measured in [10]. We divided eight Web interactions into three
categories, each one with different mean request service time in a back-end server:
a category Very-Intensive for the Web interaction S, a category Intensive for the
Web interaction P and a category Light-intensive for interactions H, B, D, A, L
and R. Average service times for these categories amount to 91 ms, 54.26 ms and
0.56 ms, respectively.

Web interactions connected with finalizing a transaction at the B2C sites
are typically realized over secure connections using SSL or TSL protocol. In
e-commerce system it causes an average increase of system response times of
about 5% and it can be attributed mainly to the application server CPU [11].
Therefore our model includes an additional overhead for Web interaction P re-
quests, realized by increasing back-end node service times obtained for requests
in a state P by 5%.

4 Simulation Tool

Based on the workload model described above we developed a synthetic workload
generator as an integral module of the simulator presented in Fig. 3. A simulation
tool was implemented in C++ with CSIM19 [14], a toolkit for modeling complex
systems.

Session-based workload is generated in real time as it depends on the Web
system efficiency. In QoS module we implemented a variety of classification,
admission control and scheduling algorithms which are applied based on input
parameters and based on the current system load level reported by the workload
monitor module. The output module collects simulation statistics and produces
final reports.

E-commerce
Web Server

System

Input Module

Output Module

Current Sessions
Management Module

QoS Module

Workload MonitorWorkload
Generator

Client 1

Client n
...

HTTP requests
(within 
a single 

user session)

Web page
response times

Fig. 3. Architecture of the e-commerce system simulation tool



Web Traffic Modeling for E-Commerce Web Server System 157

5 Simulation Results

Due to space limitations only some results for FIFO scheduling in the system
queues are presented. Every single experiment was run for a constant session
arrival rate. In consecutive experiments the session arrival rate was gradually
increased. Simulation results are illustrated in Fig. 4–5.

Figure 4a shows the Web system throughput in the number of successfully
completed user sessions as a function of the session arrival rate. The three curves
in the figure represent throughputs for all sessions, ordinary customer sessions
(OC) and key customer sessions (KC), respectively. For our workload model the
Web system reaches its maximum capacity in sessions at about 70 new sessions
per minute and after that point the throughput continues to drop rapidly. A
sharp slope of the curves is due to long page response times leading to users’
impatience and aborted sessions. At a session arrival rate of 80 sessions/min none
of the sessions is completed although the system throughput in the number of
completed HTTP requests still increases (Fig. 4b).

Figure 5a presents 90-percentile of page response time, mean page response
time and median of page response time for all users. Page response times increase
gradually until the system nears its maximum capacity in sessions and then goes
up rapidly to an unacceptable level, much exceeding 8 seconds.

Figure 5b depicts the revenue throughput in $ per minute and potential rev-
enue losses per minute (computed as $ per minute that were accumulated in
shopping carts of the sessions that had been aborted due to a poor Web system
performance). As the load increases the potential revenue losses increase till the
point indicating the maximum system capacity in sessions and above that point
start to decrease. It is caused by the fact that sessions are aborted at early stages
and the customers haven’t had a chance of adding products to their carts so the
potential revenue (and their losses) is lower. Revenue rate grows linearly until
the server nears its maximum capacity. However, it’s worth observing that al-
though the maximum system capacity in sessions is about 70 sessions/min, the
maximum revenue throughput is reached at lower load of about 60 sessions/min.
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Fig. 4. (a) System throughput as the number of user sessions completed per minute;
(b) The number of HTTP requests completed per minute
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6 Concluding Remarks

Similarly to the results reported in the literature on the quality of Web service,
our simulation results clearly demonstrate that the overloaded Web server sys-
tem experiences severe service degradation in terms of traditional performance
measures such as throughput and page response times and also in terms of busi-
ness measures such as revenue gained through the successfully completed user
transactions. Such observations motivated us to design new admission control
and scheduling algorithms aiming at optimizing the business-oriented Web sys-
tem performance measures. Our future works concern verifying their efficiency
using our simulation tool.
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Abstract. In this paper we present the architecture of the RuleGO – a
grid-based Internet application for describing gene groups using decision
rules based on Gene Ontology terms. Due to the complexity of the rule
induction algorithm there is a need to use sophisticated mechanisms for
supporting multiple requests from the application users and to perform
simultaneous analysis of gene groups in a distributed environment.

1 Introduction

DNA microarray chips [2] are one of the most indispensable tools used in bio-
logical and medical laboratories all over the world. They allow for simultaneous
recording of thousands of gene expression profiles in a single biological experi-
ment. Such experiments may be focused on discovering genes that express dif-
ferentially between two different groups of donors (usually one of them suffers
from particular disease and the other is a control group) or on measuring time
courses of genes expression under some experimental conditions.

Very important step of the DNA microarray experiment is a biological inter-
pretation of the interesting groups of genes obtained during the DNA microarray
experiment. Selected groups may include genes that have similar expression val-
ues or genes that have significantly different expression values in comparison to
other genes whose probes are placed on DNA microarray chip. Biological in-
terpretation of the obtained groups is usually done by an expert in the field,
frequently by manual reviewing genes composing the groups, which requires lots
of experience and is time consuming. However, an expert work may be supported
by including in the analysis functional annotation of genes and applying statis-
tical methods or data mining techniques to discover non trivial dependences
among genes composing the clusters.

One of the popular and widely used tool for describing genes is Gene Ontol-
ogy database [1]. The Gene Ontology database is a hierarchical structure that
includes a vocabulary describing genes and gene products in the form of three
disjoint directed acyclic graphs (DAGs) representing biological process, molecu-
lar function and cellular component. The information included in GO database
� This paper was partially supported by the European FP6 grant, GENEPI-lowRT,
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is represented by GO terms – single units that describe gene and gene products.
The hierarchy of DAGs reflects the structure of information included in GO
terms – terms that are close to the root describe general concepts, while terms
lower in the hierarchy provide more specific description.

Typical analysis that utilizes GO terms for gene groups description involves
application of statistical tests in order to detect the terms that are under- or
overrepresented in the analyzed gene group. There are many tools dedicated to
such type of analysis which are available as stand alone applications or as web-
based systems. Description and comparison of the most of the GO processing
tools can be found in paper [7]. Apart from searching for a list of single GO terms
describing genes, one can be interested if there exists a statically significant
combination of GO terms in analyzed gene group. Such combinations of GO
terms may be discovered with the use of rule induction algorithms. Based on the
decision rules that include GO terms in the conditional part one can obtain a
description of gene groups [5].

In order to make the rule induction method publicly available we developed
the Internet application RuleGO [11]. Due to the high resource requirements of
the method we designed a system that allows performing simultaneous analysis
in a distributed environment. In this paper we present a grid-based architecture
of that system.

The paper is organized as follows. Section 2 contains a short description of the
decision rules induced for description purposes. Section 3 presents architecture of
the system. Section 4 shortly describes graphical user interface and includes an
example of an analysis performed with the use of RuleGO application. Finally,
in Sect. 5 conclusions and future work is included.

2 Decision Rules

Let there be a set of n genes U = {x1, x2, . . . , xn} whose probes are placed
on DNA microarray chip. Any gene from the set U may be described by GO
terms that are related to biological functions of that gene. Treating GO terms
as binary attributes that may be used to describe a set of objects (genes) we can
form a decision table DT = (U, A∪ {d}), where U is a set of genes, A is a set of
attributes describing these genes and d is a decision attribute that represents a
specific number of the gene group. Based of the decision table we can generate
decision rules in the following form:

IF a1 ∈ Va1 and a2 ∈ Va2 and . . . and an ∈ Van THEN d = v , (1)

where v ∈ Dd, {a1, a2, . . . , an} ⊆ A and Vai ⊆ Dai, i = 1, 2, . . . , n.
The interpretation of the above decision rule is intuitive. The conjunction of

GO terms from the left-hand side of the rule describe a gene group that is repre-
sented by the value v. Induced decision rules may be used to describe biological
function of genes composing a group of interest. Given object recognizes the rule
if its attribute values satisfy the premise of the rule. The object supports the
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rule if it recognizes the rule and the decision given to the object is the same as
the decision from the right side of the rule.

Due to the specific structure of the rule descriptors (GO terms) we could
not use any of existing tools based on standard methods of induction of decision
rules. Thus, considering the specific type of a data, we developed a rule induction
algorithm that is suitable for our requirements [6].

3 System Architecture

RuleGO is an Internet application that makes the method of induction of decision
rules for description purposes publicly available. The main core of the applica-
tion – rule induction algorithm – is implemented in MATLAB R© programming
language due to the fact that we use some functions from MATLAB bioinfor-
matics toolbox [8]. The rule induction algorithm is complex and depending on
the algorithm input parameters, time of a single execution may vary from several
minutes to several hours.

The main idea of the tool presented in this paper was to create a system for
execution of existing rule induction application simultaneously in a distributed
environment. As we did not want to interfere with the MATLAB application,
we decided that the system should consist of two components: a MATLAB core
and a suite of independent tools that are responsible for preparing input data,
executing the rule induction application and postprocessing the results. Another
important part of the system is a graphical user interface that allows the user
to communicate with the system – it allows for submitting data and parameters
of the rule induction algorithm and presents final results of analysis.

The architecture of the system is presented in the Fig. 1. We created the
system on the based on the LGS4ns2 – distributed simulations environment that
was previously designed and developed for the ns−2 simulator [4]. However, we
adapted this solution to our requirements.

In the proposed approach, there is no centralized software that is responsi-
ble for managing, scheduling or executing tasks related to the submitted data.
However there is possibility to configure a metascheduler that can supervise
tasks workflow, execute tasks on selected clients, monitor the current state of
the analysis and retrieve results of the computations. System clients can be lo-
cated either on a main server or on remote machines and connect to the main
server through network infrastructure. Such approach allowed us to create flexi-
ble, easily scalable, heterogeneous distributed environment. Client machines can
be added to the running system or removed from it depending on the system
load and available computational resources without any need to change system
configuration scripts or restart the main server application.

After the list of genes is submitted to the system it is stored in the database
with all other task-specific information such as the rule induction algorithm
parameters and user or session identification needed for results presentation.
Identifier of a specific task consists of an optional job name which can be provided
by the user and a random number generated by the system. This identifier can
be further used to retrieve information about current state of analysis.
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Fig. 1. The RuleGO system architecture. Data and algorithm parameters sent by the
user are submitted into the database. Each client connects to the database in order
to retrieve the client-specific data and submits the results of that data processing.
Different geometric shapes symbolize the tasks with different types of parameters.
Induced rules are presented to the user on RuleGO web page.

Clients work independently from each other. If the computational resources
related to any client are currently available it connects periodically to the data-
base in order to check if there is any task of the properties specific to that client
type. Each type of task is identified by a set of unique attributes. The client
retrieves from the database only the tasks that are assigned to that client type.
If there is available data (specific to the client type and not processed by any
other client) it is downloaded from the database, processed by the client and
results are submitted back to the database.

In the system we can distinguish three types of clients that are responsible
for the following tasks:

– Data preprocessing. This step involves translation of submitted gene list
to a format accepted by rule induction application, its filtration and creation
of reference gene, if needed.

– Executing of MATLAB application. This is the main part of the anal-
ysis. In this step, the list of translated gene identifiers is retrieved from the
database together with all parameters of the rule induction algorithm and
the MATLAB application is executed. If the analysis is finished, the resulting
set of rules is stored in the database.

– Results postprocessing. This part includes additional analysis of the in-
duced rules. The client retrieves a set of rules from the database in order to
obtain names of genes supporting the rules. Then, PubMed journal database
is searched for all papers that include symbols of these genes. The list of ob-
tained publications is attached to each of the rules.
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If needed, another type of a client can be included in the process of analysis.
This can be simply done by defining new, client-specific set of parameters and
introducing client application to the system environment.

3.1 Software Requirements

As it was mentioned, the main step of the rule induction analysis is performed
by MATLAB application. Other parts of the system are implemented using
standard open source tools and services. The part of the system responsible for
preprocessing data, executing rule induction algorithm and postprocessing ob-
tained rules is a Python script. For storing input data, algorithm parameters and
results, we use PostgreSQL database management system. The GUI is based on
PHP scripts executed as web pages by Apache 2.2 HTTP server. The operating
system used for the server is Linux kernel 2.6.24-23.

We are not limited to any particular operating system that should be installed
on a server or client machines. The only specific software requirement is related
to the machines on which a rule induction application is executed – on such
computers MATLAB software with the bioinformatics toolbox must be installed.
In case we need to add any new client application to the process of analysis, we
can use any programming language or technology.

4 User Interface

The system is freely available, there is no need to create a personal account in
RuleGO system. However, after data submission the user is asked to provide an
e-mail address. This e-mail address is stored for information purposes only.

Each user of RuleGO system has access to data submission form which is
divided into two main sections: gene submission and rule induction algorithm
parameters. In the gene submission part, the user can select an organism from
the list of available species, submit a list of proper gene identifiers and a reference
set of genes. In the rule induction section the user can provide the parameters
for statistical test, choose the type of the gene ontology that will be used for
creation of the decision table (biological process, molecular function or cellular
component), select the minimal and maximal levels of the GO terms used, de-
fine minimal number of genes described by GO term, maximal number of rule
descriptors and minimal number of genes supporting the decision rules. The user
can also suggest a name of a job that will be further used to identify the results
of the submitted task. The screenshot of submission form is presented in Fig. 2.

After submission, data preprocessing starts. Gene identifiers provided by the
user are translated into the UniGene symbols [10] that are accepted by MAT-
LAB application. The list of gene symbols acceptable to the service is available
on RuleGO website. If some of the symbols could not be translated by a prepro-
cessor, the list of invalid identifiers is presented to the user. After preprocessing
is finished, execution of rule induction algorithm starts. A web page is generated
which presents current state of computation and provides the results of compu-
tations after the analysis is finished. Such web page is unique and related to the
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Fig. 2. Graphical User Interface – new task submission

specific computational task submitted by the user. The user may access this web
page directly or find it by a job name.

The result includes a list of generated decision rules with additional infor-
mation such as number of rules, coverage of the submitted gene set and other
details of the experiment. Each obtained rule is presented with parameters such
as accuracy, coverage, p-value, FDR, and quality measure value. For each rule
following information also provided: a number of genes supporting and recog-
nizing the rule, symbols of supporting genes, and a list of publications from
PubMed database related to these genes.

4.1 Example of Analysis

In this section we briefly present the results of the analysis performed with the
use of RuleGO application. We analyzed a group of 139 genes from one of the
clusters described in paper [3]. Expression profiles of Saccharomyces cerevisiae
genes were measured during several DNA microarrays experiments and divided
into 10 groups based on recorded expression values. For one of these groups we
computed decision rules.
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We assumed following parameters for rule induction algorithm: hypergeomet-
ric test for over-representation of GO terms, significance level: 0.01, ontologies
used: biological process, molecular function, cellular component, minimal ontol-
ogy level: 3, minimal number of genes described by GO term: 3, maximal number
of rule descriptors: 5, minimal number of genes supporting the rule: 2.

After analysis we obtained 12 decision rules covering 100% of submitted genes.
Below, we present one of the generated decision rules:

rule No: 1
biopolymer biosynthetic process (sup=137)(rec=189)(lev=5)
cellular macromolecule biosynthetic process (sup=137)(rec=187)(lev=5)
rRNA metabolic process (sup=22)(rec=28)(lev=8)
ncRNA processing (sup=22)(rec=24)(lev=8)
ribosomal small subunit biogenesis (sup=10)(rec=10)(lev=6)
=> class is 1

Number of objects supporting the rule: 8
Number of objects recognizing the rule: 8
Acc:1.0 Cov:0.05755 PVal:0.00396 FDR:0.10246 Quality: 0.38299
Supp. genes: RPS11B RPS14B RPS11A RPS19A RPS0A RPS0B RPS19B RPS14A

5 Conclusions and Future Work

In this paper we presented a technical details of the RuleGO grid-based system
architecture. The RuleGO system allows inducing decision rules that include
GO terms in its premise. GO terms composing conditional part of the rules
may be used for functional description of gene groups obtained as a result of
DNA microarray experiment. We did not provided a detailed description of the
rule induction algorithm as the main purpose of this paper was to present the
architecture of the developed grid system.

The proposed system allows us to make publicly available the rule induction
method. Due to the fact that the rule induction algorithm is complex and has
high computational requirements we designed a grid-based system to ensure that
the RuleGO application can handle simultaneous requests from its users. The
proposed approach supports executing computational tasks in a dynamic, wide-
area, heterogeneous distributed environment. The system architecture allows
extending the process of analysis simply by defining new set of parameters and
introducing new client type to the system.

Presented application is an example of the popular tendency to share methods
and algorithms among researches all over the world. Another example of such
Internet service is NetTRS system [9] developed in our Institute of Informatics
that makes algorithms of induction of decision rules based on rough sets tolerance
model [12] publicly available. However, due to the specific structure of the rule
attributes (GO terms), we cannot use standard rule induction algorithms for
gene groups description purposes.

The RuleGO service is still extensively developed. Future work will focus on
extending functionality of the system – to reduce computational cost of the rule
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generation process, another rule induction algorithm based on heuristic method
will be available. Other works will include development of the module that will
allow the user to obtain clusters of genes on based on their expression values. We
are also planning to extend functionality of the grid system by adding modules
for tasks monitoring and system load measuring. This can be further used for
improvement of the system performance.
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Abstract. Packet buffers in routers play a major role in congestion con-
trol in existing Internet. They compensate for the incoming traffic bursts
transmitted by aggressive TCP applications. The appropriate sizing of
buffers is important for providing equilibrium between the high link uti-
lization, the loss ratio and the queueing delay. There is a growing need for
routers with small buffers in high speed networks. In this paper we inves-
tigate the performance of active queue management algorithms with very
small buffers. In particular, we show, that the use of very small buffers
does not influence throughput on bottlenecked links if mixed (TCP /
UDP) traffic is involved. On the other hand a very small buffer may lead
to degradation of the inter-flow fairness.

1 Introduction

Network congestion control is a serious issue in modern Internet. The dispro-
portion in available and required bandwidth leads to emersion of bottleneck
links. This happens especially when TCP flows are considered, as TCP aims at
full bandwidth utilization. A typical congestion avoidance mechanism consists
of two elements: the TCP congestion avoidance algorithm and a set of network
routers at bottlenecked links. The TCP congestion avoidance mechanism reacts
to packet losses by reducing the sending rate, when the packet drops are per-
formed by routers preceding the constricted links.

Queue management mechanisms, namely Droptail and various AQM (Active
Queue Management) schemes, are employed by the routers to avoid a serious
throughput decrease in the case of a mild congestion. The AQM mechanisms al-
low adjusting dynamically target queue length and packet drop probability and
thus outperform Droptail FIFO mechanism in case of light and moderate con-
gestions. However, their performance may vary significantly in different network
scenarios. The usage of both Drop Tail and AQM schemes rises many new issues
one of which is sizing the buffers.

The buffer size and the target queue size are two most important parameters
considering queue management in routers. While the use of very large buffers
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lowers the packet drop probability, it also significantly influences packet trans-
mission delays. Truncation of the buffer stabilizes the packet delays but it is
believed to lead to bandwidth underutilization.

The BDP rule (Bandwidth-Delay Product) is a common method for buffer
size calculation. Twice the bandwidth-delay product of the network is widely ac-
cepted as the sufficient queue length for both Droptail and AQM schemes. Raina
and Wischik [1] showed, that the usage of small buffers is more efficient for wide
range of TCP windows sizes. Gorinsky at al. [2] suggested, that queue limit of 2L
datagrams, where L is the number of input links is sufficient, while Appenzeller
et al [3] claimed that drastic buffer size reduction is possible in backbone routers.
Wischnik and McKeown [4] proposed that even very small buffers (20–30 pack-
ets) could be sufficient, causing very small throughput reduction. Enachescu et
al [5] later proved this claim through numerous simulations. Dhamdhere at al.
[6] pointed out other issues concerning the use of small buffers, like high packet
drop ratio and insisted on BDP-based buffer sizing.

We believe, that in order to solve this contradiction, more complex scenarios
should be taken into consideration. Most of the aforementioned articles focus
directly on the TCP-AQM interaction. The effect of the buffer truncation on
UDP flows was omitted in the previous studies, while it is known that UDP-
based applications can be more susceptible to high packet drop rate. We also
show in this paper, that the inter-flow fairness declines, when very small buffers
are used. Through numerous simulations we investigate the behaviour of various
AQM schemes (namely RED, REM, PI, AVQ) operating with very small buffers
(the target average queue length is set to 10 packets).

2 AQM Overview

Queue management is a very important element of the network infrastructure. It
directly influences packet transmission delays. Implementing queue management
algorithm to obtain a very low level of the very low buffer occupancy allows
achieving high quality of offered services. However, it can lead also to the link
underutilization. In this paper four different Active Queue Management (AQM)
algorithms are evaluated along with the Drop Tail strategy. A short description
of each mechanism is presented below.

The idea of RED (Random Early Detection) is to notify the TCP sender about
incoming congestion by dropping packets before the buffer overflow occurs. RED
calculates the current network load by counting the exponential moving average
of the queue size – avg. If avg is smaller than minth threshold all the packets
are enqueued, if avg > maxth all the packets are dropped. When avg is between
two thresholds, packets are dropped with linearly increasing probability. More
accurate description of RED can be found in [7].

AVQ (Adaptive Virtual Queue) uses the idea of the virtual queue. A router
with AVQ algorithm maintains a virtual queue whose capacity is less than or
equal to the capacity of the link, c. To configure AVQ, the two parameters are
required, namely γ and α which are the desired utilization and damping factor,
respectively [8].
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REM (Random Exponential Marking) tries to regulate the queue length to
a desired value qref . It updates periodically the probability of dropping packets
with step γ. The probability is calculated using parameter Φ [9].

The PI (Proportional Integral) controller uses the knowledge of the queue size
to clamp the steady value of queue length to the specified reference value [10].
It uses the well known idea from control theory.

Although active queue management allows achieving the desired average
queue length, the simple FIFO queue of fixed buffer size remains the most pop-
ular strategy applied at routers. The incoming packets are buffered until the
queue is full. When there is no space left, packets are dropped.

3 Performance Evaluation

3.1 Simulation Scenarios and Topology

The ns-2 simulator was used to study AQM performance [11]. The standard
bottleneck network topology, used also in this paper is shown in Fig. 1. All
nodes are connected to the routers with 10 Mbps links. The link propagation
delay is set to 1 ms. The link from router R1 to router R2 is a bottleneck for
each connection. The link has the propagation delay of 1 ms and the bitrate
10 Mbps. This scenario is a scaled-down version of the “Data Center” from [12].

We investigated four AQM algorithms namely: RED, PI, REM and AVQ. In
addition we compared the results with a simple FIFO (DT) queue. The simula-
tions were run twice for each algorithm, setting a large and a small buffer. PI,
REM and AVQ proved to be unable to maintain a low target queue length if a
large buffer was available, thus they were tuned to operate on very short queues.
All parameters used in the simulations are summarized in Tables 1 and 2.

Simulation traffic conforms to [12] and is composed of CBR, FTP and WWW
connections. Three CBR, sixteen FTP and eight WWW connections exist on
each sender node, the connections are established to the recipients located on
nodes at the receiver side. The reverse path has almost 10% of background traffic
consisting of nine CBR. Constant bitrate of the UDP flows is set to 125 Kbps,
they use 1000-byte packet sizes. Over 50% of the flows perform bulk FTP transfer
to the receivers. The remaining flows imitate http responses. The transmitted file

Fig. 1. Network topology
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Table 1. Configuration parameters for AQM algorithms used in simulations with a
small buffer

Algorithm Buffer size Parameters changed
DT 10 —
RED 20 minth = 5 maxth = 15
PI 10 qref = 10
REM 10 qref = 10, γ = 0.001, Φ = 1.001
AVQ 10 γ = 0.98

Table 2. Configuration parameters for AQM algorithms used in simulations with a
large buffer

Algorithm Buffer size Parameters changed
DT 120 —
RED 120 minth = 30 maxth = 60
PI 120 —
REM 120 qref = 50, γ = 0.001, Φ = 1.001
AVQ 120 γ = 0.98

sizes and time intervals between consecutive transfers are set using generators
described in [13]. FTP and CBR flows are active during entire simulation run.
WWW traffic is generated between 40th and 45th second of simulation. Each
simulation is 130 seconds long. Statistics are collected during the last 100 seconds.

3.2 Results Analysis

Tables 3 and 4 summarize results for FTP and CBR traffic when small and large
buffers are used. The goodput achieved by FTP flows is comparable in both
cases and for all algorithms. However, the difference in fairness among flows
is significant. There is a huge disproportion in goodput experienced by TCP
connections in the 1st case resulting in a very low Jain’s index around 0.3. Only
RED provides fairness for both FTP and CBR connections. It also provides the
highest CBR goodput at the cost of higher drop rate for FTP connections. AQMs
with a large buffer provide higher fairness for both FTP and CBR traffic. At the
same time drop rate for CBR connections is twice as big as for FTP flows. The
disparity is even bigger in a scenario with a small buffer.

The collected queue statistics are presented in Tables 5 and 6. The observed
throughput is very close to the bottlenecked link capacity in both experiment
groups. We believe that the introduction of 10% UDP (CBR) traffic is suffi-
cient to diminish the underutilization of the bottleneck link. More, this suggests
the need of compound scenarios to be used in place of TCP-only AQM experi-
ments. The high packet drop rate, observable for all simulations is not distributed
equally between the flows. The UDP drops are more frequent than TCP ones,
especially if short buffers are used. The effect is evident in Tables 3 and 4.
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Table 3. Results for AQMs with a small buffer

DT RED AVQ PI REM
FTP avg. thr [kbps] 187.57 180.30 186.43 187.81 187.57

fairness 0.29 0.92 0.32 0.35 0.29
avg. drop rate [%] 8.65 19.86 8.02 8.46 8.65
fairness 0.64 1.00 0.62 0.60 0.64

CBR avg. thr [kbps] 78.45 111.04 84.29 76.98 78.45
fairness 0.98 1.00 0.95 0.98 0.98
avg. drop rate [%] 37.20 11.13 32.53 38.37 37.20
fairness 0.93 1.00 0.80 0.95 0.93

Table 4. Results for AQMs with a small buffer

DT RED AVQ PI REM
FTP avg. thr [kbps] 183.47 180.12 183.20 180.60 180.91

fairness 0.96 0.97 0.95 0.97 0.96
avg. drop rate [%] 11.39 17.64 11.41 11.97 16.80
fairness 0.98 1.00 0.99 0.99 1.00

CBR avg. thr [kbps] 88.82 113.01 90.89 103.24 102.02
fairness 0.98 1.00 1.00 1.00 0.98
avg. drop rate [%] 28.83 9.53 27.18 17.31 18.34
fairness 0.88 1.00 0.89 0.94 1.00

Table 5. Results for queue management algorithm with small buffers

DT RED AVQ PI REM
Avg. queue size [pkts] 8.43 8.97 9.05 9.46 8.43
Throughput [Mbps] 9.99 9.99 9.99 9.99 9.99
Drop rate [%] 12.54 18.75 10.93 11.74 12.54

Table 6. Results for queue management algorithm with large buffers

DT RED AVQ PI REM
Mean queue size [pkts] 116.7 43.9 118.62 111.7 51.9
Throughput [Mbps] 9.99 9.99 9.99 9.99 9.98
Drop rate [%] 13.89 16.60 13.68 12.76 17.05

4 Conclusions

We have showed, that the use of very small buffers (10 packets) does not influence
significantly the aggregated throughput on bottlenecked links if mixed (TCP /
UDP) traffic is involved. Hence, we believe that the throughput is not a
sufficient criterion for the minimum buffer size evaluation. The results
suggest, that some other parameters, like the drop rate and inter-flow fairness are
at least as important. The current AQM implementations, except for RED, are
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not suited for short queues, (in terms of maintaining a low target queue length)
if operating with large buffers. Although the AQM schemes were capable of full
bandwidth utilization in situation of low memory resources, they failed in terms
of fairness and drop rate.
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Abstract. The algorithms of queue management in IP routers deter-
mine which packet should be deleted when necessary. The active queue
management, recommended by IETF, enhances the efficiency of trans-
fers and cooperate with TCP congestion window mechanism in adapting
the flows intensity to the congestion of a network. The article investi-
gates the influence of the way of choosing packets to be dropped (end
of the queue, head of the queue) on the performance, i.e. response time
for in case of RED and ARED queues – two representative active queue
management mechanisms used in Linux based IP routers.

1 Introduction

The algorithms of queue management in IP routers determine which packet
should be deleted when necessary. The active queue management, recommended
now by IETF, enhances the efficiency of transfers and cooperate with TCP
congestion window mechanism in adapting the flows intensity to the congestion
in the network. In this article we present analytical and simulation results and
compare them with the behavior of this mechanisms in the real working routers.
Our research was carried out in a laboratory environment. For the purposes of
work the authors implemented RED and ARED mechanisms in the operating
system Linux. Sections 2 and 3 gives basic notions on active queue management.
Section 4 shortly presents analytical and simulation models of RED and ARED.
Section 5 describes Linux IP router with AQM and discusses numerical results.
Some conclusions are given in Sect. 6.

2 Active Queue Management

In passive queue management, packets coming to a buffer are rejected only if
there is no space in the buffer to store them and the senders have no earlier
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warning on the danger of growing congestion. In this case all packets coming
during saturation of the buffer are lost. The existing schemes may differ on the
choice of packet to be deleted (end of the tail, head of the tail, random). During
a saturation period all connections are affected and all react in the same way,
hence they become synchronised. To enhance the throughput and fairness of
the link sharing, also to eliminate the synchronisation, the Internet Engineering
Task Force (IETF) recommends active algorithms of buffer management. They
incorporate mechanisms of preventive packet dropping when there is still place
to store some packets, to advertise that the queue is growing and the danger of
congestion is ahead. The probability of packet rejection is growing together with
the level of congestion. The packets are dropped randomly, hence only chosen
users are notified and the global synchronisation of connections is avoided. A
detailed discussion of the active queue management goals may be found in [11].

The RED (Random Early Detection) algorithm was proposed by IETF to
enhance the transmission via IP routers. It was primarily described by Sally
Floyd and Van Jacobson in [9]. Its performance is based on a drop function
giving probability that a packet rejected. The argument avg of this function is a
weighted moving average queue length, acting as a low-pass filter and calculated
at the arrival of each packet as

avg = (1 − w)avg + wq (1)

where q is the current queue length and w is a weight determining the importance
of the instantaneous queue length, typically w � 1. If w is too small, the reaction
on arising congestion is too slow, if w is too large, the algorithm is too sensitive
on ephemeral changes of the queue (noise). Articles [9,19] recommend w = 0.001
or w = 0.002, and [23] shows the efficiency of w = 0.05 and w = 0.07. Article [23]
analyses the influence of w on queueing time fluctuations, obviously the larger
w, the higher fluctuations. In RED drop function there are two thresholds minth
and maxth. If avg < minth all packets are admitted, if minth < avg < maxth
then dropping probability p is growing linearily from 0 to pmax :

p = pmax
avg − minth

maxth − minth
(2)

and if avg > maxth then all packets are dropped. The value of pmax has also
strong influence on the RED performance: if it is too large, the the overall
throughput is unnecessarily choked and if it’s too small the synchronisation
danger arises; [19] recommends pmax = 0.1. The problem of the choice of param-
eters is still discussed, see e.g. [21,22]. The mean avg may be also determined
in other way, see [20] for discussion. Despite of evident highlights, RED has also
such drawbacks as low throughput, unfair bandwidth sharing, introduction of
variable latency, deterioration of network stability. Therefore numerous proposi-
tions of basic algorithms improvements appear, their comparison may be found
e.g. in [21]. In this article, we present analytical (based on Markov chain) and
simulation models of RED and ARED. We assume either Poisson or self-similar
traffic. Because of the difficulty in analyzing RED mathematically [24] RED and
its modification ARED are studied in an open-loop scenario.
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3 Adaptive RED

In this chapter we present different type of RED algorithms – ARED (Adap-
tive Random Elary Detection) – for this alghorithm the RED parameters are
automatically adopted for network traffic. RED algorithm is very dependent on
the selection of parameters. For the ARED algorithm parameters are subject to
conditions on the network. The main purpose of the use of RED algorithm is
to achieve a low delay for packets placed in the queue and obtain the maximum
throughput of the link. In the traditional mechanism of RED the selection of
appropriate parameter values in order to achieve this goal is extremely difficult.
For the small network load or for the high-value parameter pmax the average
value of the lenght of the queue oscillates around the minimum threshold minth.
For the high network load or for the small-value parameter pmax the average
value of the lenght of the queue oscillates around the maximum threshold maxth
and often exceeds it. For the ARED alghorithm parameter pmax changes in the
router operation, so that the average queue length is maintained between the
minth and maxth. This approach reduces the problem of variability in the queue
delays and minimizes the amount of rejected packets. The changes made to the
RED algorithm [11]:

Every interval seconds:
if(avg > target and pmax <= 0.5)
increase pmax:

pmax<-pmax + alfa
else if(avg < target and pmax >= 0.01 )

decrease pmax:
pmax<-pmax * beta

avg : the average queue length,
interval : the time at which calculations are carried out,
target : the factor, avg seeks to it,
alfa: increment factor,
beta : decrease factor.

After the expiry of certain period of time (creator of the algorithm proposed
0.5 s.), algorithm checks the values of parameter target and pmax. Parameter
target is defined as:

[minth + 0.4 ∗ (maxth − minth), minth + 0.6 ∗ (maxth − minth)] (3)

If the average queue length exceeds the target and pmax is less or equal to 0.5,
the parameter pmax is increased by a factor α defined as the lower value of
0.01 and pmax/4, otherwise the pmax is reduced by a factor β (authors of the
algorithm proposed 0.9). The function of RED algorithm is to maintain the
average length of the queue between min and max stick. The function of ARED
algorithm is to maintain the average length of the queue between minimum and
half of maximum. The pmax parameter changes between 0.01 and 0.5. Hence, the
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probability of rejection of the package for the maxth is between 0.01% and 50%.
Correction of pmax is slowly. However, the algorithm needs 10 to 20 seconds to
achieve the performance (Fig. 5).

4 Analytical and Simulation Models of RED and ARED

The RED or ARED queue mechanisms are represented by a single-server model
based either on discrete-time Markov chain or simulation. The service time rep-
resents the time of a packet treatment and dispatching. Its distribution is geo
metric. The model of incoming traffic was presented above. For both considered
in comparisons cases, i.e. for geometric interarrival time distribution (which cor
responds to Poisson traffic in case of continuous time models) and self-similar
traffic, the considered traffic intensities are the same. A detailed discussion of
the choice of model parameters is also presented in [22]. In Markov model, the
Markov chain state is defined by the number of packets in the queue, the integer
part of the avg value and by four flags u1, u2, u3, u4 approximating the rest of
this value (as avg is a real number, it is impossible to attribute a state to each
of the infinite number of its possible values) in the following way:

(i − 1) ∗ 0.25 + i ∗ 0.25
2

(4)

where i is the number of non-zero flag. If all flags are null, we assume the integer
value of avg. In case of self-similar traffic this state definition is supplemented by
a variable denoting the state of the modulator. The vector p of state probabilities
is given by a system of linear equations

p = p ∗ P

where P is the transition probability matrix which is generally large (the num-
ber of states, hence the order of the matrix P may be hundreds of thousands
or millions), sparse and ill conditioned, and the use of well known and broadly
used numerical algorithms for algebraic and differential equation systems gives

Fig. 1. Queue distribution for RED queue: geometric source, α = 0.5, μ = 0.25, w =
0.07, analytic and simulation results
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Fig. 2. Waiting times for RED (left) and ARED (right) queues: drop-from-front and
drop-from-tail strategies, self-similar source, α = 0.5, μ = 0.5, w = 0.07, γ = 0.07

Fig. 3. Waiting times for RED (left) and ARED (right) queues: drop-from-front and
drop-from-tail strategies, self-similar source, α = 0.5, μ = 0.5, w = 0.07, γ = 0.5

poor results. That is why a projection method using Krylov subspaces, as rec-
ommended in [23] was chosen. Our goal is to capture the influence of the way a
packet is chosen to be deleted (end of the tail, head of the tail) on the RED and
ARED queueing times. Input traffic intensity (for geometric and self-similar traf-
fic) was chosen as α = 0.5, and due to the modulator characteristics, the Hurst
parameter of self-similar traffic was fixed to H = 0.78. The RED parameters had
the following values: buffer size 250 packets, threshold values minth = 100 and
maxth = 200, pmax = 0.1, w = 0.002 or w = 0.07. Parameter μ of geometric
distribution of service times (probability of the end of service within a current
time-slot) was μ = 0.25 or μ = 0.5. Due to the changes of μ, two different traf-
fic loads (low and high) were considered. In case of ARED policy, the traffic
pattern and the buffer size are the same, parameters Kl = minth = 100 and
Kh = maxth = 200. The shaping parameter had three values = 0.15, 0.5, 0.85.
Figure 1 displays a comparison of analytical and simulation results. They are
almost identical if probabilities are greater then 10−10, for smaller values the
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simulation results are not significant (the simulation run involved 250 millions
of packets) while Markov model is able to give probabilities of very rare events.
If the mean queue length is relatively low, the influence of dropping scheme on
queueing time is negligible: the introduction of drop-from-front strategy gives
0.7% shorter mean queueing time in case of RED and 0.6% shorter mean queue-
ing time in case of ARED, see Fig. 1.

Naturally, the introduction of ARED gives shorter mean queue length and
shorter mean queueing time compared to RED. However, when the Poisson traf-
fic is replaced by self-similar one with the same intensity and preserving the same
parameters of RED, the length of the queue grows and the influence of the drop-
ping scheme is more visible: drop-from-front strategy reduces mean queueing time
by 16.4%. A comparison of response time distributions for RED queue, for both
strategies is presented in Fig. 2 (left). The same comparison in case of ARED queue
is presented in Fig. 2 (right). In this case the response time with drop-from-front
strategy is 18.1% shorter then for tail-drop mechanism. The change of wq value
(from 0.07 to 0.002) in computation of moving av erage results in longer response
time and mean queue, but the introduction of drop-from-front in place of tail-drop
gives about 1% of changes. A comparison of queueing time distributions in these
cases is given in Fig. 3. In case of heavy traffic, for both mechanisms RED/ARED,
irrespective of the wq value and of the traffic self-similarity, drop-from-front strat-
egy gives two times shorter mean queueing times.

5 Description of the Research

Figure 4 displays the experiments topology of the network. The Server is the
most important part of the network. It works as a router with AQM algorithms
(RED, ARED) implemented.

Correctness of operation of random early detection of congestion algorithms
depends on correctly set up parameters. These parameters depends on conditions
and kinds of flows in computer network. In our work we investigate different
modification of RED algorithms. We also investigate the influence of the way
packets are chosen to be dropped (end of the queue, head of the queue).

The RED parameters had the following values (presented below):

– size of queue buf_size = 25 packets
– threshold minth = 5 packets
– threshold maxth = 15 packets

Fig. 4. Network used during the research
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Fig. 5. Average queue length for RED (left), ARED (right) algorithm and TCP traffic

Fig. 6. Average queue length for RED (left), ARED (right) algorithm and UDP traffic

weight determining the importance of the instantaneous queue length w = 0.002
We set up parameters of RED based on values suggested in [9,7,17,18,19,20].
The ARED parameters had the following values:

– wq = 0.0002
– target t = 0.5

We observed: the mean length of the queue, waiting times and the number of
dropped packets for three kinds of experiments:

– AQM behavior for TCP flows,
– AQM behavior for UDP flows,
– AQM behavior for mixed (TCP and UDP) flows.

Figure 5 shows the average waiting times in the queue for the TCP traffic.
Figure 5 shows the same for UDP traffic. The main fuction of the ARED al-
gorithm is to maintain the buffer fill between the upper and lower threshold.
On Fig. 5 can be seen that ARED algorithm needs some time to start a valid
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Fig. 7. Waiting times for ARED algorithm and TCP traffic (left), UDP traffic (right)

Fig. 8. Number of dropped packets for ARED algorithm and TCP traffic (left), UDP
traffic (right)

work. At the beginning the average waiting time in the queue is larger, then fall
and remain at a constant level. The creators of the algorithm indicate that the
stabilization of the algorithm can take from 20 to 30 seconds [11]. Figure 5 shows
good behaviour of ARED alghorithm for UDP traffic. Figure 8 shows that for
the adaptive algorithm the number of lost packets is very small.

6 Conclusions

In this article we present the advantages of active queue management for Linux
based routers. We have implemented two variants of RED algorithms. We also
show the big influence of the way packets are chosen to be dropped (end of
the queue, head of the queue) for the behavior of the router queue for UDP
and mixed (TCP, UDP) traffic. Most of the articles evaluates AQM algorithms
using analytical methods and simulation. In this article we additional present
the behavior of this mechanisms in the real working routers. Our research was
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carried out in a laboratory environment. For the purposes of work the authors
implemented, RED and ARED mechanisms in the operating system Linux. Dur-
ing the tests we analyzed the following parameters of the queue with AQM: the
average waiting time package in the queue, the average length of the queue and
number of rejected packages. Classical RED and ARED algorithms are suitable
only for TCP protocols with congestion algorithm. For UDP traffic the examined
parameters of the queue with AQM are significantly worse. In this article we also
investigate the influence of the way packets are chosen to be dropped (end of
the queue, head of the queue). When AQM algorithms drop packets from head
of the queue it is possible to notice that the waiting times, the number of drop-
ping packet and the average queue length are greater than for the case of drop
packages from the end of the queue. Unfortunately for Drop From Front algo-
rithms we have to make an additional operation: find and drop the first package
in queue. In our router this operation is relatively slow due to executing in user
space (not in kernel space) thus the results are worse than that for drop-from-tail
strategy. Analytical and simulation studies ignore the impact of finding the first
packet in queue operation on the effectiveness of RED algorithm. Therefore in
these studies Drop From Front algorithm is better then Drop From End. We
hope that better implementation of these algorithms in linux router will allow
its work more effective.
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Abstract. The continuous development of new Internet technologies
and multimedia services tend to an ever greater interest in practical so-
lutions of the multicast transmission. Simultaneously, service providers
more and more pay attention on appropriate selection of mechanisms to
guarantee the QoS parameters needed for the proper delivery of services
sensitive to transmission parameters. From a practical point of view, the
final solution for the QoS aware multicast transmission should be on the
one hand, closely associated with existing standard networks mechanisms
on the other hand, be sufficiently flexible to offer proper level of inde-
pendence from specific technologies. These, for the first look, conflicting
requirements can be solved by the packet labeling technique. This raises
the question whether the current operator of the wide or metropolitan
area network may implement multicast transmissions with a guarantee
of the Quality of Service (QoS) parameters based on Multiprotocol Label
Switching (MPLS) technology. The answer to this question is the content
of this article.

1 Introduction

To transfer data in multicast technology it is necessary to apply specific al-
gorithms and protocols. These algorithms are responsible for determining tree
distribution while the protocols for the delivery of packages to the group re-
cipient. On the other hand, to improve the quality of transmission in today’s
Internet, a method to guarantee QoS parameters has been developed. One of
the most popular mechanisms to ensure QoS is the service differentiation and
based on this principle DiffServ network architecture.

The opportunity for relatively simple and scalable combination of these two
networks solutions is Multiprotocol Label Switching (MPLS). Label switching
significantly improves performance and scalability of the network backbone.
From the point of view of the topic of presented article, the main attention is paid
on the traffic engineering extension of MPLS technology referred to as MPLS
Traffic Engineering (MPLS-TE). That extension seems to be promise solution
for straightforward realization of multicast transmission in the MPLS-DiffServ
domain.
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1.1 Traffic Engineering

A traffic engineering in packet networks includes the measurement, modeling,
characterization and control of traffic and use of packages to achieve specified
performance objectives, including: a fast and reliable packets transfer, efficient
use of available network resources and network capacity planning. The main
purpose of the use of the Traffic Engineering (TE) is to minimize or even avoid
the occurrence of bottlenecks in the network during transmission of data. Other
interesting feature of the TE extension is the possibility to combine packet mark-
ing with QoS mechanism. The obvious example of that could be a MPLS-TE
mechanism [2].

1.2 The Use of MPLS-TE in MPLS Domain

To form a Label Switched Path (LSP) and in the next step the MPLS-TE tun-
nel, the basic MPLS configuration must be present on the routers. Moreover, the
link-state protocol must be configured in order to each router can have informa-
tion about the status of all links. They are later distributed to all routers in the
area, creating a form of TE database. Based on information in the TE database,
Path Calculation Algorithm (PCALC) or Constrained Short Path First (CSPF)
calculates the shortest and best route with the required parameters from the
router “head” to “tail” [3], [9]. Based on the TE database, the shortest LSP path
is calculated and reserved. In case of TE extension, that path is the shortest
LSP path with specific resources required for the tunnel (e.g. required band-
width). Usually, the reservation is done with PATH and RESV messages from
the Resource ReSerVation Protocol (RSVP) protocol. From head to tail of the
tunnel, the RSVP PATH message is to be sent. It transfers the request for an
MPLS label and temporarily allocates resources along the path. As the response
on the PATH message, the RSVP RESV message is sent back to the head. That
message contains the label and says to all routers through which passes, to set
the resources required for the links, which will use the tunnel [9], [12], [7]. A TE
tunnel is configured on the head Label Switch Router (LSR) in the two possible
ways [7]:

– Explicitly – all routers through which the tunnel will be passed, has to be
pointed out, together with LSR “head” and LSR “tail”;

– Dynamic – the LSR “tail” router of the tunnel is to be only indicate, the
head LSR router selects the best LSP path to the destination.

When more than one TE tunnel is defined, and we want to chose one of them,
then the tunnel priority must be introduced. The lower assigned priority value,
range from 0 to 7, gives the tunnel a higher priority and thus it is chosen as the
prefered route for the data transmission. Inside the MPLS-TE domain, the TE
tunnel can be attributed to two different types of the priorities [7]:

– Setup priority – defines the importance of the tunnel compared with the
other;

– Holding priority – indicates the importance of the tunnel from the reservation
maintaince point of view.
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2 Multicast Transmissions in the MPLS Domain

MPLS technology offers great flexibility in the packages transmission by split-
ting the mechanisms responsible for the data transfer path from the control
components. However, this advantage does not improve the functionality of IP
multicast routing. The primary problem arise when multicast trees at third ISO
OSI Reference Model (OSI) layer is to be mapped on multiple MPLS LSP paths.

2.1 Using RSVP-TE in MPLS Technology

MPLS multicast transmission is based on the hybrid model. In this model, RSVP
tunnels lead distributions of the labeled packages inside the MPLS domain, and
the multicast tree, formed by the PIM protocol, are dynamically created outside
the MPLS domain.The TE tunnels are creating using the previously mentioned
RSVP protocol [5].

One-way TE tunnel begins in the “ingress” LSR, and ends on the “egress”
LSR. In case of multicast, may be several or more Point-to-Multipoint (P2MP)
tunnels extending from the “ingress” LSR to multiple “egress” routers. P2MP
LSP is made up of so-called sub-LSP and each of them is indicated by self
PATH and RESV RSVP messages [8], [14]. In addition, multicast require that
PATH and RESV messages contain the new object, P2MP session object. Thanks
this object routers know which sub-LSP is part of what LSP. The tunnel is a
static, pre-determined part of the multicast tree inside the Protocol-Independent
Multicast (PIM) enabled MPLS domain. Outside the domain, multicast trees
are created dynamically in response to Internet Group Management Protocol
(IGMP) reports generated by the recipients wishing to join a specific multicast
group. Recipients, which finally receive stream of packets, create the multicast

Fig. 1. The hybrid model of a multicast transmission
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islands attached to the “egress” LSR [13], [11]. Figure 1 presents a process of the
creation of P2MP trees using RSVP-TE.

The tunnel extends from “ingress” LSR router PE1 to “egress” LSRs routers
PE2 and PE3, which are attached to the multicast recipients island. To set the
tunnel, router PE1 sends a PATH message to the “egress” routers and as the
response, the RESV messages with a label are sent. Router PE1 is attached to
the multicast groups G1, G2, G3. Tunnels inside the MPLS domain distribute
packets belonging to these groups among to “egress” LSR routers. When the
receiver RX2 and RX4 wish to receive a packages from the G2 group, they send
IGMP messages to the routers to which they are linked (R5, R9) and by this
mean signalling the willing to attach to the group. In next step, these routers
generate a PIM Join message. Thus the the packets start to flow from the source
router G2 to PE1. Here comes the process of packets replication and thanks to
that they can be send further along tunnels 1 and 2 to routers PE2 and PE3.
From that point, the final recipients RX4 and RX2 are easyly reached [5].

3 MPLS Labeling in the DiffServ Domain

Network traffic inside IP DiffServ domain is divided into classes based on the
assignment of different values in the modified ToS field, called Differentiated
Services Code Point (DSCP) field, of an IP packet header. In this way the package
is treated differently by each node, depending on the defined Per Hop Behaviour
(PHP). To be able to apply similar rules in the MPLS domain, packets belonging
to the class must be determined by means of a label or other value inside MPLS
header.Other words, some way of maping between DSCP and label has to be
defined. Thus, two models were developed to allow the use of quality of service
classes in DiffServ MPLS domain [2], [10]:

– EXP-inferred-class LSP – E-LSP,
– Label-inferred-class LSP – L-LSP.

E-LSP model uses only three-bit EXP field inside MPLS labels to map the
rules of PHP. Consequently, it can simultaneously transmit up to eight classes of
service. Stream of packets entering the MPLS-DiffServ domain is switched based
on the value of the label, which specifies the router of the next hop, and the type
of service is defined as the EXP field value [2]. The E-LSP solution can not be
used in an ATM technology, since ATM does not apply MPLS labels. (labels a
coded by VCI and VPI values).

According to the L-LSP solution, the service type is defined by the value of
labels in conjunction with corresponding EXP field. This allows transmission
of only one DiffServ class inside one LSP path (one class corresponds to a class
of Forwarding Equivalence Class). This approach also requires signalling protocol
together with the specific extensions that identify the LSP as an L-LSP and
identify the class, which L-LSP corresponds to. Thus, PHB-EXP mapping can
not be defined statically as it is a case in the E-LSP approach [10]. Moreover,
in this model, all packets belonging to the AF class must be sent along the
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same LSP path. The Assured Forwarding (AF) class packets are placed in a
common queue, and differ only in the probability of rejection and the order can
not be changed. Thus, packages can not be assigned to different labels, which
forces a same transmission route. In that case the likelihood of rejection of the
package determines the EXP (or Cell Loss Priority CLP field in the ATM) [10].
Although the value of EXP field can be changed many times, the DSCP value
on the “egress” LSR router is the same as at the entrance to the MPLS domain.
That feature is kind of tunnelling. Three models have been defined to allow such
tunneling [2]:

– pipe model,
– short pipe model,
– uniform model.

In the pipe model, the “ingress” LSR router copies bits from DSCP field to EXP
or EXP fields id defined statically. The “egress” LSR router treats packages based
on the MPLS principles and the MPLS EXP bits are not maped on the DSCP
field.

The short pipe model is similar to the pipe one with one difference: “egress”
LSR router treats packets according to PHB rules defined in the DSCP and EXP
bits are not transferred to the DSCP field.

In contrast, in the uniform model, “ingress” LSR router needs to copy bits of
the DSCP field for the EXP and the “egress” LSR router copies a value of EXP
field for DSCP field. This approach makes the package all the time to be one
and the same class [3], [6].

MPLS TE and DiffServ can operate independently on the same network,
providing the background for unicast and multicast transmission. The models
of the MPLS tunneling inside DiffServ are presented in Fig. 2 [6]. In the case of
the DiffServ-Aware traffic engineering, each tunnel is set up with the restriction
for the class of service and defined pool of bandwidth. If there are no statically
defined bandwidth pools, the global maximum throughput of the link is used.
One can remember that pools also can be defined independently from each other
or arranged in a stack, one on the other. Model, in which pools are arranged
in a stack is called Russian doll model (RDM). Also in literature is described
the other model, called maximum allocation model (MAM). In the MAM model
pools are independent of each other and are statically and have clearly defined
boundaries of available bandwidth [10].

It is also possible to transmit packages divided into different classes of services
in different TE tunnels. In principle, the choice of the tunnel is based on the
checking the value of EXP or DSCP field of incoming packet. Unfortunately,
there is still a limit of the three-bit EXP field which allows only eight classes of
QoS, so you can use a maximum of eight tunnels in order to map each class of
traffic to specific tunnel [14].

At this point,one has to remember that so far there are no standards for
describing the solutions that combine DiffServ and multicast technologies. So
far, temporary solutions are used, unfortunately, given a number of restrictions.
The most promising among the proposed solutions are: DSMCast and EBM. Due
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Fig. 2. MPLS-DiffServ Tunneling Models: the uniform model at the top, the short tube
tube model inside and the pipe model at the bottom

to these facts, the use of MPLS-TE in combination with Diffserv architectures
seems to be so interesting. The proposed solution for a typical MAN network is
presented in the next part of article.

4 Straightforward Realization of QoS Guarantees in
DiffServ-MPLS Domain

In order to verify the operation of the techniques described in earlier parts of
the article, the prototype DiffServ domain together with cooperating MPLS-
DiffServ domain was developed and tested. The very typical set of equipment
were used for this purpose, a set of classic Cisco routers (1700 series routers and
2800) and the Linux system (CentOS version 5.2). That selection of hardware
components allows an assessment of whether the guarantee of the parameters
with the use of combined techniques MPLS and DiffServ is a stable solution,
available to the wide range of the Internet service providers. Test included the
E-LSP technique with different pipes‘ models. The MAM model was utilized for
bandwidth assignation. Reservation protocol during multicast tests was RSVP.
While the unicast transmission fulfilled all the expectations resulting from the
utilized network technologies. serious difficulties arise in the case of multicast
transmission.

While no problems were observed in the backbone of a network using tech-
niques MPLS-TE to control QoS parameters, in the network edge using the
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Fig. 3. Prototype MPLS-DiffServ network

differentiation of services obtained results were at first attempt questionable.
One needs to keep in mind that in practical solutions of service providers net-
works, the labeling is a technique that is not supply the final customer. It is
therefore necessary to take into account the situation that the access network is
built on the basis of the DiffServ or even IntServ [4]. In this case, it was nec-
essary to control the placements of the packets‘ replication point. These points
can not be kept at any router within the DiffServ domain. Their location should
allow the replication before the classification in DiffServ edge routers takes place.
Than is illustrated in the Fig. 3 where the points of the packets replication are
clearly point out. Such a solution, albeit with limited scalability, is the practical
application of the concept of Edge-based Multicasting EBM [1]. The structure
of prototype network is presented on the Fig. 3. During testing, network traffic
in the DiffServ domain was differentiated on the basis of port of destination,
and thus divided into 2 classes: “Platinum” and “Gold”. Then the packages were
sent to the MPLS-DiffServ domain, where the input interface of the router R4
labeled them according to E-LSP method (ip2mplsin policy) while the output
interface used ipmplsout policy. For the packets belonging to a class “Gold”, the
EXP field was set to 5, and while packages classified as Class “Platinum” were
assigned the value of EXP 3. Sample configurations of whole prototype network
is available to all interested.

5 Conclusions

Constantly increasing demand for efficient multimedia services tends to need to
introduce the concept of QoS guarantee for multicast transmissions. Designed
and configured prototype network proved that in the case of typical local Internet
service providers, MPLS and Diffserv techniques can be combined in a fairly easy
manner. In this way, one can effectively ensure network parameters and their
variability during the unicast as well multicast transmission. In a small network
with few customers and not so complicated structure these techniques can work
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out of box. However, in the case of joining the multicast group at inner points of
DiffServ domain, guarantees for traffic parameters can not be easyly fulfilled So
far, there are some promising proposals for solving this common problem, among
them an Edge technique [1]. There is also tested solution based on a hybrid
MPLS-TE multicast. The developed prototype network combines both solution
and proved that they are available on the existing network equipment. Scalability
of the proposed solution pretend it to be used in big campus networks and typical
metropolitan area network. Concluding, in the case of multicast transmission
requiring certain guarantee of network resources, traffic engineering is becoming
the most important advantage of MPLS technique.
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Abstract. The paper shows the efficient .NET-based system of the re-
mote access for statistical computing methods provided by the R project
functionality. The system can be integrated with thick or thin client
applications using Windows Communication Foundation. In the batch
mode a task (represented by a packet bundle of R scripts and input data
files) is sent to the communication server (the web application hosted
by the Internet Information Services) and then placed in a queue hosted
by MSMQ. The computing server (hosted by Windows Service) executes
the task using R.exe module and sends back the response (packet bundle
of stdout content, output data files and graph ones). The middle layer
MSMQ supports asynchronic handling of long running tasks. The system
supports online mode – the remote interactive R session. The horizontal
system scalability is enabled by multiplying computation servers spanned
over network nodes.

1 Introduction

Modern information systems should be supported by business intelligence ex-
tensions and analysis ones for managers and scientists. Statistical data analysis
can be enabled by using some module of statistics engine. Very popular, modern
and functionality advanced one is the multiplatform R project [1,2].

Statistics analysis for healthcare information systems databases are especially
required by medical scientists who are familiar with R functionality. This paper
presents multilayer and multiuser system, called SeverR1, designated for efficient
and easy exposing R functionality. The functional scope of the system was agreed
with an ordering software company developing medical systems. There are some
customer key requirements which are fulfilled by ServeR, e.g.:

– system architecture based on .NET technology,
– connectivity technology based on Windows Communication Foundation

(WCF) [8],
– both thick and thin client application enabled (WinForm and ASP.NET [9]

enabled),

1 This work has been supported by fund no. BNI/0004/08 from The Polish Agency
for Enterprise Development (PARP Page: http://en.parp.gov.pl).
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– separate software layers: for client requests handling (a communication
server) and for statistics computation processing (a calculation server); en-
able accepting requests by communication server, even when calculation
server is down or busy,

– enable handling long running statistic R scripts (for disconnected clients
too),

– enable remote R session mode (remote R console functionality),
– enable local and remote files and remote relational database as an input data

for R scripts,
– logging user and system activities,
– sharing (committed) R scripts,
– scalability feature (e.g. by increasing number of computational servers).

2 Known Approaches

The problem of exposing R functionality can be solved using open standard of
web services, where web methods map to a defined list of R functions. Such
approach is commonly used (e.g. [3]). Some disadvantage of this approach for
given requirements is limited hardcoded list of web methods which is inflexible
for undefined user tasks (ad’hoc defined).

The Rweb approach [4] based on Perl/CGI technology, enables a user to upload
R code and input data files and then obtain results. The web application can be
used for remote executing simple R scripts.

The Rwui approach [5,6] lets create ready-to-use simple web applications
based on R executable module in backend. The system enables interactive defin-
ing web application GUI, uploading R coded logic and finally downloading auto-
matically generated java-based application code in a war file, ready for deploying
on some JEE Tomcat Web Server.

Because some requirements (e.g. easy .NET application integration, .NET
technology usage, ad’hoc R-script logic definition, ownerships of source codes)
those approaches wasn’t used, but some elements of ServeR concept are similar
to above-mentioned ones.

3 ServeR Architecture

The system architecture will be explained by showing architecture of three main
components:

– client application proxy object – (CliApp),
– web-based communication server (CommSvr) hosted by MS Internet Infor-

mation Services,
– R-based calculation server (CalcSvr) hosted by MS Windows services.

Microsoft Message Queuing (MSMQ) system should be used for connectivity
between the CommSvr and CalcSvr. Such layer separation lets these servers act
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independently (especially it accepts client requests by CommSvr, even when none
CalcSvr is currently running).

Both connectivity channels (between CliApp and CommSvr, between CommSvr
and CalcSvr) are defined and implemented using WCF technology. It enables to
choose a proper transport mechanism like: named pipes, web services, msmq mes-
sages [8,9]. The component diagram for ServeR is shown on Fig. 1.

Fig. 1. ServeR component model

4 Client Application and Communication Server

The deployment diagram for CliApp and CommSvr is shown on Fig. 2. Two tech-
nological variants of client application are presented. Thick CliApp (e.g. Win-
Forms based) communicates with CommSvr using web services (in deployment
specification, in client element, binding attribute is set to "wsHttpBinding").
Thin CliApp (ASP.NET application) communicates using named pipes (binding
attribute is set to "netNamedPipeBinding"). This fast method of interprocess
communication is possible if CliApp and CommSvr are run on the same machine.
CommSrv hosted by IIS accepts requests from both type of clients (two endpoint
definitions in deployment specification).

A request from CliApp (a stream of zipped package containing R-scripts and
input data file) is accepted by CommSvr and passed to MS queuing system. A
response (a stream of zipped package containing result stdout, output data files,
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Fig. 2. Deployment diagram for client application and communication server

graphs) is similarly delivered to CliApp. Every request and response packages
are stored in file system of CommSvr machine). CliApp checks whether response
is available on server using pooling mechanism.

The CliApp source codes of proxy classes (e.g. in C#) for connectivity with
CommSvr can be easily generated automatically from service description WSDL
exposed by CommSvr. The CommSrv machine additionally hosts a domain
ASP.NET application with database (the medical system), requests and response
package files, MS queue service (Fig. 3).
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5 Communication Server and Calculation One

The deployment diagram for CommSvr and CalcSvr is shown on Fig. 3. CommSvr
communicates with CalcSvr using messaging system (in deployment specifica-
tion, in client element, binding attribute is set to "netMsmqBinding"). Message
queuing prevents losing the requests. CalcSvr is hosted by Windows services
mechanism. CalcSrv takes an information about a request form message queue
(in endpoint element, binding attribute is set to "netMsmqBinding") and the
request package from the file system shared by CommSvr host.

CommSvr host additionally exposes for CalcSvr common R-scripts, input data
files and domain database (accessed by ODBC interface form R scripts [10]).
CalcSrv uses R.exe statistical engine for executing task for given request package.
System.Diagnostics.Process class from .NET Framework is used to call R.exe
module (To achieve configuration simplicity and stability of CalcSvrs installed
on potentially many machines, the solution based on calling R via COM interface
[7] wasn’t applied.). CalcSrv holds pool of R.exe module process instances, so
not every request causes calling a new process.

CalcSvr doesn’t produce any final file on CalcSvr host. After computing the
request task, a response package file is placed in CommSvr shared file system.

6 On-Line Mode – Remote R Session

Beside the described before batch mode, the system enables functionality of
remote R session. In this on-line mode a user can run ad’hoc created simple
scripts or even single R commands using remote R console. This mode is useful
at interactive R script developing or debugging phases.

In batch mode ServeR has three layer architecture. In on-line mode there
are only two software layers. CliApp and CommSvr take part in processing on-
line statistics tasks – the calculation services are hosted by CommSvr. CalcSvr’s
logic in embedded into CommSvr and exposed as a WCF service, so this layer
is denoted as CommCalcSvr.

Communication between CliApp and CommCalcSvr is bi-directional and bases
on callback mechanism (binding attribute is set to wsDualHttpBinding in WCF
configuration file for both CliApp and CommCalcSvr). In on-line mode this com-
munication method is more flexible for short running tasks then the pooling
mechanism used in batch mode.

CliApp can send a request to CommCalcSvr and exposes two callback meth-
ods (HandleResponse, HandleOutputFile) which are available for CommCalcSvr.
HandleResponse takes and shows script output (content of stdout after perform-
ing request). HandleOutputFile takes names and contents of output files (data
file, graph) produced by the request execution.

Executing a request at CommCalcSvr side relays on passing R code to stan-
dard input of instance of Process class for R.exe module. The Process object
can raise the .NET event (OutputDataReceived) when R.exe writes on standard
output. While handling this event, the remote callback method HandleResponse
is invoked on CliApp, so a user can see what R-scipts write on remote R console.
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The process is running in some working directory, where an output file can ap-
pear during R commands executing. Using FileSystemWacher component makes
CommCalcSvr sensitive on changes in the process working directory. When a
new file is created in that directory, an event is raised (in FileSystemWatcher)
and in its handler a remote callback method HandleOutputFile is invoked on
CliApp. So output files are automatically delivered to CliApp and the user is
notified about that.

This WCF-based mechanisms used for on-line mode implementation enables
ergonomic interactive remote R session.

7 Conclusions

In today‘s world every system should be SOA-ready what means that it should
be made of several components (that offer some business services) distributed
over network and accessed by other applications. SOA concept helps creating
scalable and flexible architecture. Discussed system was designed with four SOA
tenet [8] in mind.

Proposed solution shows how .NET infrastructure (WCF and core framework
components) can help in exposing command line tools and other standalone ap-
plications as services accessible over the network. It uses well known network pro-
tocols (HTTP, TCP/IP) and messaging standards (SOAP, WS-*), which makes
it easy to access those services from other systems working on different platforms
(interoperability feature).

Thanks to WCF all communication and network settings such as transport
protocols used, service addresses, messages and transport channels security can
be set in configuration file without writing any line of code. This provides max-
imum flexibility when configuring solution to meet often changeable business
needs.

Presented solution was integrated and deployed with existing medical appli-
cations which require some statistical computation, but can be used with any
other domain-specific systems.

In business scenario computing statistics can be very complicated and takes
long time to complete. When number of client application grows it may be
necessary to increase efficient system capability. Proposed architecture allows to
achieve this by adding computation servers spanned over network nodes. (Also
increasing number of web servers that host communication server (see Fig. 2)
can improve response time of whole system).
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Abstract. Internet applications such as Internet stores, reservation sys-
tems, on-line banking and a number of other solutions, mainly from the
domain of e-business are becoming in recent years more and more impor-
tant elements of our everyday life. Many Internet applications employ
a multitier architecture, which consists of three tiers: a frontend Web
tier, a middle-tier that implements core application functionality and a
backend database tier. In association with it, also architecture of clus-
ter of servers becomes multitier. Many examples of modeling individual
tiers are known in literature. In this article, we describe a model of 3-
tier Internet application based on queuing networks consistent with the
BCMP model. The analytic model and connected with it calculations of
steady-state and performance parameters are described, in the further
section we describe the simulation model built in the Matlab Simulink
environment.

1 Introduction

The last years of the 20th century have brought a rapid raise of the Internet’s
popularity, which is followed by a development of its new appliances. Applica-
tions such as Internet stores, reservation systems, on-line banking and a number
of other solutions mainly from a sphere of e-business are becoming more and
more important elements of our everyday life, what is followed by a colossal
growth of amount of users of these solutions. New appliances, especially from
a business sphere, forced the development of new solutions for construction of
applications and infrastucture essential for their effective exploitation. Develop-
ment and better availability of the broadband Internet access is an additional
factor that is increasing an acceptable for end-users reaction time and generally
speaking exacting an increase of performance of applications.

Present-day Internet applications are complex systems both from the side
of the programming architecture and the applied hardware solutions. Typical
e-commerce applications are built in the 3-tier architecture: a frontend Web
tier, which is responsible for processing HTTP queries and presenting results, a
middle-tier, in which a functionality of application is implemented and a backend
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Fig. 1. Cluster schema

database tier, which is responsible for storing the data that is being processed
by an application.

Various programming solutions are applied in all tiers. Typical and the most
often used example of software in the first tier is Apache HTTP Server. Ac-
cording to the research by Netcraft (www.netcraft.com) that provides statistics
of Internet services in November 2008, 50.34% of active Internet services were
operated by software of various versions of Apache. Second by popularity is Mi-
crosoft Internet Information Server software, which is 34.49% according to the
same research. Application tier is traditionally dominated by solutions based on
PHP. This language was designed in the mid 90s mainly to handle dynamic In-
ternet servers, especially often used with Apache server. Solutions based on Java
are gaining more and more popularity. In connection with the huge increase of
popularity of Internet solutions by Microsoft, also application solutions of that
corporation such as ASP and .NET gain importance. In database tier practi-
cally all more important database systems (from open MySQL to commercial
solutions such as Oracle or SQL Server) are being used. It should be noted, that
currently, in spite of a downward tendency, the most often used in construction
of Internet servers solution is a combination of HTTP Apache server, PHP and
database server MySQL.

Hardware solutions are being developed to follow a development of software
ones. A structure compatible with tier structure of application is used in ad-
vanced server systems intended for handling 3-tier internet applications. In case
of solutions demanding scalability and big performance, every tier of an applica-
tion has corresponding tier in a cluster of servers. The schema of such solution
is presented in Fig. 1. A model of this solution is considered in the further part
of this article.

2 Related Works

In recent years, many propositions of modelling multitiered applications ap-
peared and majority of them is based on analysis of queueing networks.
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Examples of proposed modeling methods can be found in [2,6,7,9]. Models de-
scribed in above-cited articles differ in both methods of modeling particular
elements of systems and employed methods of calculation. Different solutions of
queueing networks are applied in these models. Most often we deal with closed
queueing networks and servers like M/M/1, M/M/n (particularly for model-
ing WWW servers) or M/M/1/PS. Considerable simplifications are employed in
some of described models, especially considering order of processing requests in
the system. Generally, the mean value analysis (MVA) algorithm is applied to
determine performance parameters. The most complex and composite model is
presented in [10]. This model, however, does not take dispatchers into consider-
ation. Division of requests for different classes in view of priorities of system’s
clients is taken into account in the above-mentioned models. This division of
clients is described most thoroughly in [8]. In model proposed in that article,
different division of clients is employed on the basis of method of processing
requests by the system, which will be described in further part of this article.

3 Analitycal Model

3.1 Handling Requests in a 3-Tier Application

The schema of processing requests in a 3-tier application is presented in Fig. 2.
According to this schema requests are divided into 3 classes depending on the
way of handling them in a system. Class 1 – requests that are processed only
in a HTTP tier, class 2 – requests that demand handling in an application
tier without using a database tier and class 3 containing requests that demand
handling in all 3 tiers of a system.

Fig. 2. Request handling schema
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3.2 Model’s Description

The analitycal model based on a queueing network compatible with a BCMP
(Basket, Chandy, Muntz, Palacios) [1] model is presented in depth in [11]. A
schema of the queuing network exploited in the model in presented in Fig. 3.

M/M/1/FIFO type nodes are proposed to be applied as a model of dispatch-
ers, nodes with a distribution of service rates compatible with Cox distribution
(–/C/1/PS) is proposed to be applied for the description of servers in individual
tiers, particularly Cox distribution second degree is proposed to be employed.
We assume that the system is supplied with requests flowing in Poisson stream
with constant parameter independent of an amount of clients. Processing times
in individual nodes are independent of the amount of clients and the request
class. Three classes of client’s requests are provided in the model as described in
Sect 3.2. In addition, we introduced two auxiliary request classes intended for the
description of return route of the request. For example: for the class 3 requests
(requiring processing in the database tier) we introduced an additional class de-
scribing route of the request from the database server to the client. Likewise, for
class 2 requests (processed by an application tier) we introduced auxiliary class
describing route of the request from the application through the WWW server
to the client. This model S can be described with the following formula:

S = (Q0, (μi0, mi, μi01, μi02, Ai), i = 1..3) (1)

where:

Q0 – a routing matrix,
i – a number of the tier,
μi0 – an intensity of processing time in the i-th tier,
mi – a quantity of servers in the i-th tier,
μi01 , μi02, Ai – parameters of Cox distribution for the service rate for servers

in the i-th tier.

Q0 matrix is the recording of request processing described in Sect. 3.2.

Fig. 3. Schema of queue network in model
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Request stream λ contains three request classes divided in accordance with
the probability respectively p1, p2, p3. In the model we assumed that dispatchers
work according to the Round Robin algorithm, in connection with which the
probabilities of passing between a dispatcher and servers in i-th tier will be
inversely proportional to the amount of servers (mi) in the tier.

3.3 Determining Parametres of Model

Determinig System Steady-state Probability. Derivation of the formula
for calculation of the steady-state probability of described above model is pre-
sented in [11], below we present the final formula:

p(n) = λn̄
∏

i=1..2, j=0..mi
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where:

n – a vector describing a state of all servers
n̄ – a number of requests in all servers
n̄

(k)
ij – a number of requests of k-th class in i-th tier on j-th server

R – a set of request classes
W – a set of tiers
ρij – a utilization of j-th server in i-th tier

In practice, another method of determining steady-state probability will be
employed. Equation 2 is too detailed formula, generally determining probability
of appearing of a particular state without taking distribution of request classes
into consideration is sufficient. For this purpose we can employ the following
(known from studies [3,4] on BCMP networks) formula:

p(n) =
∏

i=1..3, j=0..mi

(1 − �ij) � �nij

ij (3)

Calculating total probability of states of all nodes until reaching given maximal
states or states characteristic for the given system may have a frequent practical
use. That outcome can be determined by summing probabilities of all possible
states calculated from Eq. 3, that is:

ps(nmax) =
∑

⎛

⎝
∏

i=1..3, j=0..mi

(1 − �ij) � �nij

ij

⎞

⎠ (4)

Marking by nijmax and taking into consideration that servers on particular layers
are identical we can eventually write the formula as:

ps(nmax) =
∏

i=1..3, j=0..mi

(

(1 − �ij) �
nmax∑

n=0

�n
ij

)

(5)
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Equation 5 can be helpful in calculating probability that given system in any
node will not exceed the state recognized as safe or meeting performance condi-
tions given in Service Level Agreement.

Determining Model Performance Parameters. The resultant equations
describing average system’s answer times for particular request classes are pre-
sented below:

– for class 1 (request requiring processing only in Web tier):

T (1) =
1

μ1 − λ (p1 + 2p2 + 2p3)
+

m1

m1μ11 − λ (p1 + 2p2 + 2p3)
(6)

– for class 2 (request requiring processing both In Web tier and in application
tier):

T (2) =
2

μ1 − λ (p1 + 2p2 + 2p3)
+

2m1

m1μ11 − λ (p1 + 2p2 + 2p3)
+

1
μ2 − λ (p2 + 2p3)

+
m2

m2μ21 − λ (p2 + 2p3)
(7)

– for class 3 (request requiring processing in all tiers of the model):

T (3) =
2

μ1 − λ (p1 + 2p2 + 2p3)
+

2m1

m1μ11 − λ (p1 + 2p2 + 2p3)
+

2
μ2 − λ (p2 + 2p3)

+
2m2

m2μ21 − λ (p2 + 2p3)
+

2m2

m2μ21 − λ (p2 + 2p3)
+

1
μ3 − λp3

+
m2

μ3m31 − λp3
(8)

All formulas presented in Sect. 3.3 can be employed only when ergodicity
conditions are met, i.e. the intensity of request stream in each node has to be
smaller than intensity of request handling in that node, what can be written as:

μi > λi (9)

4 Simulation Model

A simulation model of a cluster sytem that has a structure analogous to the
one presented in Sect. 3.1 was prepared for the purpose of the verification of the
analytical model presented in Sect 3. Two additional restrictions were introduced
in relation to the analitycal model:

– servers (in all tiers of the model) have limited quantity of simultaneously
handled requests

– possibility of rejecting a request due to a run-down of server’s resources



206 A. Imiełowski

Fig. 4. Schema of generation of Cox ditribution’s time

Fig. 5. Schema of submodel of server with processor sharing

Simulation model was implemented in Matlab Simulink environment with
the use of SimEvent toolbox that is intended for discrete simulations. Standard
elements supproted by Simulink were exploited. Preparation of two kinds of sub-
models was also necessary: the submodel that generates processing times com-
patible with Cox distribution and the submodel of the server with a distribution
of processor’s time.

Figure 4 presents a schema of the submodel that generates processing times
compatible with Cox distribution. Processing time is generated based on parame-
tres that determine a second degree Cox distribution, where: μ1, μ2, A – Cox
distribution parameters. Values of the parametres are determined based on the
method described in [4].

Figure 5 presents the schema of submodel of single server with processor
sharing (PS). Time necessary to process single request is generated according to
Cox distribution in the way described above and stored in attribute of request.
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Server processes requests in a constant quantum of time. Requests are being
buffered in a FIFO queue. After every request’s passing of server the attribute,
in which time remaining to end handling, is decreased by the quantum of time.
A request leaves submodel if value of the atribute falls below zero, otherwise it
returns to the queue and waits for allocation of a server.

5 Simulation Experiment

With the use of the analytical model described in Sect. 3, we calculated per-
formance parametres for the system with the parametres given in the Table 1.
For calculations we assumed the following division of arriving request stream
p1 = 0.2, p2 = 0.2 and p3 = 0.6. Input data for calculations is presented in the
Table 1:

Table 1. Parameters of test system

μ μi mi

tier 1 5000 500 5
tier 2 5000 650 3
tier 3 5000 300 3

So far, we conducted preliminary simulations, the comparative results are
presented in Fig. 6 and Fig. 7.

Fig. 6. Time of response derived from analytic model
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Fig. 7. Time of response calculated from model and from simulation

6 Conclusion and Future Work

Initial results of simulation indicate that analytical model can be useful to de-
termine performance parametres of cluster systems that handle multitier appli-
cations. Obviously, for the full confirmation of the usefulness of the model it
is essential to conduct more experiments with different system configurations.
Only a full anlysis of the results for a wide range of tests would permit us to
determine the real usefulness of the analytical model.
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Abstract. The paper presents how disasters change Internet perfor-
mance. In the first section, transmission performance measures are de-
fined with description of expected values for such applications as VoIP
and Video. Next section deals with performance monitoring tools and
services. The main part of the paper is dedicated to analysis of exem-
plary damage and its impact on Internet performance. Meditteranean
accident (in January 2008) with submarine cables breakage is described.
The accident had serious impact on Internet performance. In the last part
of the paper we will suggest some recommendations for future networks.

1 Introduction

Long distance connections are based on telecommunication cables and satellite
tranceivers. Satellite transmission parameters are relatively poor, with signifi-
cant delay and small bandwidth (signal propagation via geostationary satellite
takes 260 ms [1]). So long distance communication is based mainly on cables.
The cables are susceptible to breakages caused by earthquakes, storms and other
sources1. Many Internet applications require high level of reliability: VoIP, video-
conferences, interactive applications. Reliability and performance is disrupted by
intentional and unintentional factors: malicious software, spam, hackers, disas-
ters. First 3 factors are widespread. Damages imposed are usually restricted to
single services and are short-lived. Disasters are uncommon but their impact
is long-lived. They disrupt Internet services, telephone calls and ATM (Auto-
mated Teller Machine) transactions. Internet performance is an important re-
search area. Many studies are based on models, simulations and test networks.
Such research is valuable as long as the assumptions, models and testbeds are
accurate. In this paper we are analyzing authentic data taken from genuine net-
work in real time. An accident presented in the paper is well documented. IEPM
(Internet End-to-end Performance Measurement) at SLAC (Stanford Linear Ac-
celerator Center) preserves data (RTT, throughput, jitter) on net performance
during the accident [3]. RIPE [5] (Réseaux IP Européens) and Renesys [6] an-
alyzed IP route changes. Study presented here tries to reveal more compound
analysis with some recommendations for network improvement.
1 Satellites are also vulnerable, they may move away from orbit or may collide (on Feb

11 2009 Iridium Satellite collided with Russian Cosmos 2251 satellite, an incident
resulted in limited disruptions of Iridium service).

A. Kwiecień, P. Gaj, and P. Stera (Eds.): CN 2009, CCIS 39, pp. 210–217, 2009.
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2 Internet Performance Measures

Transmission performance is measured with a use of some quantitative indica-
tors. Most commonly applied are: throughput, delay, jitter and loss packet ratio.
The values of the parameters are related to many, static and dynamic, factors:
communication medium and infrastructure, communication protocol (e.g. UDP
throughput is higher than TCP), distance between sender and receiver (mea-
sured in hops, but also in kilometers), current network load.

2.1 Throughput

Throughput is defined as the average rate of successful data delivery. Measured
in bits/s or in packets/s. Throughput is a fraction of channel bandwidth, which
is related to link layer technology (e.g. Ethernet, ATM). Throughput level is
an important factor in audio and video real time communication. For example
single VoIP channel needs about 90 kbit/s for G.711 codec.

2.2 Delay and Jitter

Delay in IP networks is a time between sending and receiving IP datagram. Delay
is very important in interactive, real-time applications such as VoIP. Large value
of delay makes it impossible to satisfy VoIP users (Table 1). It must be noted
that, mouth to ear delay is a total delay. It consists of coder/decoder delays,
jitter buffer delay, packetization delay. IP datagram delay is only a fraction of
it. So the required datagram delays are much lower (in the worst case lower of
about 150 ms) than mouth to ear delays. Packet delay is a function of distance
(measured in kilometers) and number of routers in the communication channel.
In the IP network environment RTT defined as the sum of the delays for two
transmission directions is used.

IP transmission exhibits variable delay (jitter) in packet delivery time. Jit-
ter is the absolute value of the difference between the forwarding delay of two
consecutive received packets belonging to the same stream [2]. Small jitter may
be removed prior to replaying speech with a use of jitter buffer which stores
incoming packets and sends them in a more constant stream. The buffer intro-
duces additional time to mouth to ear delay. So the buffer compensates jitter not
greater than 50 ms. Large jitter introduces significant degradation of the call.

Table 1. Effects of the absolute delay according to the E-model [1]

Mouth to ear delay [ms] Quality of service
Less than 200 users very satisfied

200–300 users satisfied
300–400 some users dissatisfied
400–550 many users dissatisfied

More than 550 nearly all users dissatisfied
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2.3 Packet Loss Rate

IP network does not assure that each packet is delivered to the receiver. Some
packets are lost, usually due to router congestions. If router input queue is full
then next received packet is dropped2. Packet loss rate is a good indicator of
link/network quality especially in the case of interactive applications (Table 2).
High packet loss rate makes the applications unusable (e.g. video becomes irri-
tating, VoIP users become unable to communicate). It must be noted that for
a given packet loss rate the service quality is a function of codec. Higher codec
compression means more disturbing effect of lost packets.

Table 2. Packet loss rate and interactive application quality

Percentage of lost packets Interactive application quality
0–1 good

1–2.5 acceptable
2.5–5 poor
5–12 very poor

more than 12 bad

3 Internet Monitoring Tools and Services

Network performance may be checked with a use of dedicated protocols such
as SNMP, RTCP and ICMP. Especially ICMP Echo mechanism is helpful. It
allows to send packets to a node and have them echoed back, so the sender may
calculate e.g. RTT and jitter. Nowadays ICMP usually is pre-installed on almost
all platforms. The server (the echo responder) runs at a high priority (e.g. in the
kernel on Unix) and is more likely to provide a good measure of performance
than a user application. Ping tool is based on ICMP Echo messages.

There are many services for Internet performance measurement. Some of them
are integrated with databases of past measurements3. The example is PingER,
a service monitoring performance of Internet links, developed at SLAC and op-
erating since 1998. Monitoring is based on more than 300 distributed hosts. The
system sends periodically pings for each tested connection. The measurement
results are written to database4 [3]. Routing analysis is done by RIS (Routing
Information Service), managed by RIPE NCC. It collects (in near real time)
BGP routing information messages from 600 peers at 16 exchange points mainly
in Europe and US. Results are stored in a database for further processing. Three
times a day, the route collectors take snapshots of their respective Routing In-
formation Bases5.

2 In some queue management algorithms packets are dropped even if queue is not full.
3 http://www.slac.stanford.edu/comp/net/wan-mon/netmon.html
4 http://www-wanmon.slac.stanford.edu/cgi-wrap/pingtable.pl
5 http://www.ripe.net/projects/ris/
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4 Disaster Analysis

4.1 Introduction

Cable faults are relatively infrequent (in 2003 annual fault rate was at the level
of 1 fault per 10000 km of cable [7]). In the case of faults channel redundancy
plays an important role. Cable breaks in the Atlantic happen repeatedly (more
than 50 cable repairs are yearly in the Atlantic) but due to the high level of
redundancy they are almost invisible to end users. On the other hand disas-
ters on Mediterranean inflict big impact on Internet services. Submarine cables
are prone to being affected by earthquakes, storms, fishing and anchors. 70%
of faults are attributed to human activity with fishing as the major cause [7].
Usually earthquake extent of the damage is much greater, the cable may suf-
fer several breaks. The severed ends could be buried by deep-sea landslides or
washed kilometers from their positions. It may take days to just find the cable6.

4.2 Recent Accidents

In June 2005 SMW 3 cable had been cut off Karachi. Pakistan lost all terrestrial
Internet connectivity. The outage of services lasted 12 days. On December 26
2006 a 7.1-magnitude earthquake south of Taiwan knocked 7 submarine cables
out of service, impairing communications from North America to China, Taiwan,
Japan, Korea as well as inside North and Southeast Asia. Cables accounting for
90% of telecommunications capacity of the region had been broken7. It took 49
days to repair all the cables. On January 30 2008 started a series of accidents
with Mediterranean cables damaged. The case will be analyzed more thoroughly
in the next subsection. On December 19 2008 five submarine cables (including
SMW 3, SMW 4, FLAG, Seabone) had been cut near Sicily due to 5.3 magnitude
quake in the central Mediterranean. The cut disrupted Internet and telephone
services in the region and in parts of the Middle East and South Asia [4].

4.3 January 2008 Mediterranean Accident

Mediterranean accident is an interesting research subject from many points of
view. It consisted of several events. It occured in the area of high traffic and
relatively small connection redundancy. It demonstrated several problems with
current Internet infrastructure.

Accident Timetable. The accident was a series of events. Cables from Europe
to Middle East and Asia were affected: Jan 30 about 4:30 (UTC) SMW 4 ca-
ble near Alexandria was damaged, Jan 30 about 8:00 (UTC) FLAG cable near
Alexandria was damaged (the two cables carry about 70% of the traffic between
Europe and the Middle East), Feb 1 about 6:00 (UTC) FALCON cable near
Dubai was damaged, Feb 8 SMW 4 cable was repaired, Feb 9 FLAG cable was
6 Communication problems in the area of earthquake are especially serious issue.
7 http://www.iht.com/articles/2006/12/28/business/connect.php
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repaired, Feb 10 FALCON cable was repaired [5]. It is assumed that the cables
were damaged by anchors.

In the next part we analyze the impact on IP routes and performance. The ac-
cident imposed service degradation on many communication channels. Two rep-
resentative connections from Europe to India (cern.ch to ernet.in (1) and ictp.it
to cdacmumbai.in (2)) and two connections from US to India8 (ascr.doe.gov to
ernet.in (1) and ascr.doe.gov to cdacmumbai.in (2)) are explored. The analysis
is based on IEPM PingER and RIPE RIS databases.

Impact on IP Routes. It may be expected that submarine cable cut causes
changes to BGP routes. Three general types of changes are possible: immediate
loss of connection between some networks after the failure, much smaller number
of available AS (Autonomous System) paths and rerouting with a use of backup
paths (if they exist). Of course these backup paths are longer and offer poorer
performance9. A good indication of the impact is the number of IP network
prefixes, that are announced in BGP messages. If prefix to a given network is not
announced to routing peers then the network is not reachable. In some countries
(Egypt, Kuwait, Sudan), immediately after the failure, more than 30% of the
prefixes were removed from BGP announcements. In the effect many networks
disappeared from the routing tables. The total number of AS paths decreased.
At the same time the number of changes in AS paths rapidly increased in the
region. During normal operation not more than 10% of paths change daily. On
Jan 30 more than 60% of paths had been changed in the region. This higher
than normal and fluctuated (10–30%) paths change percentage persisted to Feb
18. Next alteration is visible in the average AS path length (the number of
different ASes between two distant networks). Around the time period of the
cuts it slightly increased from 5.5 to about 6.

Most disrupted Europe-Asia connections were rerouted through the SMW
3 cable or fibres taking the way around the globe (Europe-US-Asia). Due to
the limited bandwidth and traffic increase on these new routes it was difficult to
converge routing tables on alternate topologies [5]. Here we see the consequences
of using distance-vector algorithm for BGP routing optimization. Furthermore
this traffic rerouting had significant impact not only on rerouted connections
but also on some of the US to Asia connections (see next subsections). IP routes
modifications resulted in significant changes of RTT, throughput and packet
loss ratio. All IP routing parameters returned fully to their values from before
accident only several days after the time in which all repairs were completed.

RTT and Jitter. Average monthly RTT in Dec 2007, for both Europe to India
connections, was between 170 and 185 ms. Connections between Europe and
India had been significantly affected: average RTT increased on Jan 30 to above
600 ms. Changes were inflicted by traffic rerouting through US networks which
8 India is an IT outsourcing centre, so the connections to India’s networks are partic-

ularly important for US and Europe businesses.
9 Rerouting may be done also at link layer. In this case IP route after the failure does

not change but performance indicators (throughput, delay) become worse.
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Fig. 1. RTT from Europe to India and from US to India

started to carry additional traffic. In consequence connections between US and
India had been affected too: average RTT (US to India) increased on Jan 30 and
31 from below 300 (in Dec 2007) to above 500 ms (Fig. 1). RTT increased due
to longer routes, more routers and longer queues in routers, which have to carry
additional traffic. Average RTTs started to improve (with some fluctuations)
after Jan 31 and returned to their values from before accident after 10–12 days.

Average monthly jitter for Europe to India connections was (in Dec 2007) at
the level of 8–9 ms. It slightly increased during first 2 days to 11 ms and sharply
increased on Feb 1 to above 60 ms. Next days it started to improve. Average
monthly jitter for US to India connections was in Dec 2007 at the level of 7–
12 ms. It increased during first 2 days to 12–19 ms. The highest jitter 24–32 ms
appeared on Feb 8 and 9, at the time of cable fix.

Throughput. Average monthly throughput (TCP connections with 1000 bytes
per packet) for Europe to India connections was in December 2007 at the level
of hundreds kbit/s. It rapidly decreased on Jan 30 to 26–39 kbit/s. Similarly
average monthly throughput for US to India connections was in Dec 2007 at
the level of hundreds kbit/s. It rapidly decreased on Jan 30 to 31–39 kbit/s.
(Fig. 2). Throughput remained below 200 kbit/s up to Feb 9 with temporary
improvement (in selected channels) on Feb 5. It may be observed that this Feb
5 throughput anomaly is visible on Europe to India (1) RTT plot.

Packet Loss. Average monthly packet loss for Europe to India connections was
in Dec 2007 at the level of 0–7%. It increased after cable fault to 23–46%. This
level of packet loss means total unavailability of interactive services. Average
monthly packet loss for US to India connections was in Dec 2007 at the level
of 0–4%. It increased on Jan 30 to 40–44%. (Fig. 3). Packet loss temporarily
recovered in next few days. On Feb 3 we observe decrease for Europe to India
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Fig. 3. Packet loss rate from Europe to India and from US to India

and US to India connections. In both cases the level not greater than about 10%
has been achieved. In the next few days it fluctuated between 0 and about 20%.

5 Conclusions

Internet survived the accident. Nevertheless the disaster’s impact on its perfor-
mance was: significant, long-lived and widespread (cable cut near Alexandria
degenerated US to Asia connections which do not use the cable). The perfor-
mance parameters during the accident decreased to unacceptable (for interactive
applications) levels. Internet performance have been changing in unpredictable
way (it is seen for example on throughput and RTT plots). The effects of subma-
rine cable cut accident are notably different from the effects of hacker attack on
Internet server. The analyzed accident was not an exception. Similar accidents
in the future should be expected. Generally we are not able to predict time and
place of the accidents (earthquakes are hardly predictable).

Many things should be done to improve Internet performance and reliability.
Redundancy should be carefully planned at every infrastructure level. For end
user it is pointless to use two ISPs if both utilize the same international cable.
Of course more cables are needed. Their location should be better planned.
Existing cables should be upgraded so that they are operating at a percent of
their potential capacities, leaving plenty of room not only for future traffic growth
but also for rerouted (in the case of disaster) traffic. Globally used services should
be based on data mirroring, caching proxies, CDNs (Content Delivery Networks).
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Applications vary widely in their QoS requirements, so they should be bet-
ter profiled before determining appropriate classification and routing treatment.
Both versions of IP are ready for such data classification. Routers should be
aware and able to carry differentiated traffic. More efficient implementations
of TCP should be integrated with common operating systems. BGP protocol
should be upgraded or replaced with completely new one. Routing table conver-
gence time should become important optimization criterion. To save bandwidth
real time applications should be based on more efficient codecs. RTP/UDP/IP
header compression should be broadly utilized. It must be noted that suggested
improvements are not easy to implement but many of the techniques, algorithms,
protocols and their implementations are already available.
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Abstract. This paper presents the design of Web-based medical image
viewing system. It allows easy access to the selected DICOM data. The
purpose of this application is to provide 3D results of computer tomog-
raphy as a projection at any angle. This system contains of modules for
data storing, projection creating and image file creating. In the experi-
mental part two common web technologies (Java and ASP) were tested
in terms of performance for designed system.

1 Introduction

The telemedicine and medical image processing has recently become more and
more popular. Its main objective is to provide the results of medical examina-
tions on-line, in the real time. Such applications require the creation of special
programs that can share, process and transmit a lot of medical data. A simpler
solution is to create a web based application that meets the above requirements.
This type of program requires only a web browser on the client side. Disad-
vantages of this case are requirements for performance of hardware (high per-
formance of servers) and performance of software (server-side computing). This
article also shows a review for performance of server-side image processing (Java
and ASP).

On-demand server-side image processing was the focus of the work by T. Sa-
kusabe et al. in 2000 [1]. The authors presented their own concept of a system
that takes advantage of the user’s interaction in script languages and processes
images on the server’s side. They selected and tested the following technologies of
applications: ISAPI (currently obsolete, replaced by ASP) and CGI. The method
of compression images (PNG vs. JPG) was also tested. The main goal of this
work was the performance test for various network connections, bandwidths and
client loads. Our considerations relate in some parts to their work.

A new approach to create and manage image-based electronics patient records
from actual patient records was a topic of work by Z. Jianguo et al. [2]. There
� This work was financed by the AGH – University of Science and Technology, Faculty

of Geology, Geophysics and Environmental Protection as a part of statutory project
number 11.11.140.561.
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is also presented a way to use Web technology and DICOM standard (Digital
Imaging and Communications in Medicine) to build an open architecture for col-
laborative medical applications. The focus is on transmission security of patients’
data in the Internet/intranet.

Paul Ancuta presented a sample 3D modeling of human bone in the paper [3].
To make this visualization technique particularly useful, the author considered a
isosurface method. The image is created from successive computer tomography
(CT) images. The processing is done by standalone software here.

A multidimensional image navigation and display software was a topic of pa-
per by Antoine Rosset et al. [4]. The authors presented their own standalone
solution to display and interpret large sets of multidimensional and multimodal-
ity images such as combined PET-CT studies. To optimize display they used 3D
graphic capabilities of the OpenGL graphic standard.

Joseph Fernandez-Bayo et al. showed an application for distributing medical
images on the Internet [5]. They implemented a server (or cluster of servers)
for picture archiving and communication systems (PACS) that served sets of
DICOM images over network (under control of Windows NT). They also imple-
mented image viewer (using Java) on the client side. The classic PACS system,
which is an open source, was also presented in this article [6].

2 DICOM Images

The results of some medical methods of examination are sets of images. This is
the case of e.g. computer tomography. The CT machine creates a cross-section
in the form of slices with a given distance away. As a result we get a set of
images, which are stored in a special lossless format – DICOM. Although most
of DICOM images use grayscale palette, the resolution can be higher (e.g. 12
or 16 bits) than standard display systems (8 bits for CRT, LCD). It is therefore
necessary to convert the data to view the images properly.

3 Creating a Projection of 3D Image

To create a projection of 3D image a block of data is created (Fig. 1). Each next
slide of CT result is taken as the subsequent surface for Z value. Values (X,Y)
are the pixels of surface. The client can ask a server for any slice in block. It can
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Fig. 1. A block of DICOM images
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Fig. 4. A 3D view for an ear

also be asked for projection at any angle. To enable any rotation, client should
give the parameters – angles:

– α(x, y),
– β(x, z),
– γ(y, z).

To create that projection for each pixel of this projection we should calculate its
new coordinates (after rotation). The sample case is shown on Fig. 2 and Fig. 3
(sample images by: [8]).

To calculate new coordinates we use standard transformation for rotation:

x′ = x ∗ cos(α) − y ∗ sin(α)
y′ = x ∗ sin(α) + y ∗ cos(α) . (1)
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This transformation we should process for three angles (α, β, γ), given by client
as parameters of http request. To make a 3D view the program needs to calculate
a few of projections (5–10) and join them (Fig. 4).

3.1 Interpolation

The new coordinates are floating point values, but the block of data has indexes as
integer values. To get a clear image we should interpolate the value of each pixel.
One of the available methods to approximate the value of an intermediate point
within the local axial rectangular prism linearly is trilinear interpolation (Fig. 5).
The consultants endorsed the quality of this method is satisfactory.
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Fig. 5. New coordinates of a point after a rotation

3.2 Server-Side Creating and Processing an Image

At the beginning, the application loads selected CT results to a block of data
and next can accept the http requests. The accepting requests consists of the
following steps:

– handling a request by web server,
– creating a projection,
– creating an image file from projection (bmp or jpg format),
– posting image file to client.

Processing requests can be done simultaneously.

4 Performance Tests

To determine the response time and throughput for common Web technolo-
gies we made tests. There were applications written for Java servlets and ASP
technology, running on the web servers (Apache 2.2.9 and IIS 6.0) under con-
trol of Linux 2.6 and Windows 2003 Server SP2. We measured the following
parameters:

– time of projection processing (in the code),
– time of image file creating (in the code),
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– minimal response time for a single request – using JMeter [7],
– maximal throughput of requests – using JMeter.

These tests were done for standard DICOM images (resolution 256x256 and 512x
512). Image file creating was tested for bitmap and JPEG 100% quality formats.

The test took place in a special environment. The Web server was installed
on IBM HS20 Blade Server (2x Intel Xeon 2 core 2.8 GHz, RAM 4 GB, FSB
400 MHz) and client was installed on PC computer. These hosts were connected
to 1 Gb Ethernet switch. Two operating systems – Linux and Windows Server –
were installed on the server. PC client contained an instance of JMeter – testing
application. The client PC and server were connected by a 1 Gb Ethernet switch.

5 The Results of Tests

The results of performance test are in Table 1. The data are also shown on Fig. 6,
7 and 8.

Table 1. Time performance of code – operating systems: Linux (L) and Windows (W)

Format of image Times of: [ms] Java L Java W ASP W

256 x 256 projection 30.5 81.2 42.1
BMP creation 18.0 46.0 5.0

response time 94.0 113.0 72.0
throughput [req/s] 28.3 26.1 30.9

JPG creation 18.0 46.0 8.0
response time 85.0 105.0 57.0
throughput [req/s] 32.5 19.5 42.5

512 x 512 projection 114.7 356.2 171.8
BMP creation 63.0 124.0 15.0

response time 370.0 450.0 360.0
throughput [req/s] 7.5 6.6 4.6

JPG creation 63.0 139.0 31.0
response time 331.0 407.0 215.0
throughput [req/s] 7.8 6.7 9.1

6 Summary

We tested two common web technologies (Java and ASP) running on Linux and
Windows in terms of performance for medical image system. The fastest for our
system is ASP/C# running on Windows. Although the projection calculating in
this case isn’t fastest, this technology performed the smallest request time and
the highest throughput. The further work is to test such environments as PHP
and Mono (.Net platform for Linux) and capability of hardware acceleration for
imaging. The goal is to create a web-based transesophageal echocardiography
simulator (TEE).
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Fig. 6. Time performance of code for calculating a projection
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Fig. 7. Response times for single requests with a projection image
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Fig. 8. The throughputs of DICOM image servers
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Abstract. The Web client architecture becomes very popular distributed
software solution. In this paper the leading Web technologies (CGI, PHP,
Java, .Net) are described and compared in terms of efficiency of numerical
computations. Such considerations are relevant to issues related to e.g. the
processing of images or geoinformatics. The synthetic tests covered a ma-
trix multiplication with different sizes for integers and floating and the use
of common mathematical functions – power, square root, sine and tangent.
The processing times and throughputs are measured experimentally.

1 Introduction

The Web client architecture becomes very popular distributed software solution.
Centralized control, easy software maintenance and isolation of data – these
are the main advantages of this model. There is no need to install a special
software – a simple Web browser can be a client for these systems. With the
increase in computing power of servers, there are new opportunities for applica-
tions, e.g. simulations, calculations, geocomputing or image processing. Parallel
computing is a method to improve efficiency for time-consuming calculations.
Nowadays there are many CPUs in internet servers, the load balancing for these
servers is available, so in some cases clusters aren’t necessary. The efficiency of
the calculations depends not only on equipment but also on the software envi-
ronment. The main efficiency factors for internet servers are the request time
and the throughput. The goal of this article is to experimentally evaluate these
factors for numerical calculations in the leading Web technologies (CGI, PHP,
Java servlets and Asp/C#).

There have been numerous studies evaluating the Web technologies perfor-
mance. In 2008, Scott Trent et al. [1] tested and compared the performance of
PHP with FastCGI extension and JSP technologies for various common algo-
rithms (Fibonacci, Levenshtein, Quick Sort). The size of problem was not big
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and algorithm runtime was the smaller part of the request. The tests were done
for Apache and Lighttpd http servers.

Cecchet et al. presented benchmarks for two applications: online bookstore
and auction site [2]. These application were connected to databases and stored
large data (pictures) as files in file system. The performance was measured for
three technologies: PHP, Java Servlets and Enterprise Java Beans. The through-
put and CPU utilization were selected as factors.

Titchkosky et al. experimentally evaluated the impact of dynamic content
technologies (Perl, PHP and Java servlets) on Web server performance [3]. The
tests were done for static and dynamic content of pages with or without database
access.

Apte et al. presented another study [4] on performance comparison of dynamic
Web platforms. CGI, FastCGI, JSP and Java servlets were under a scope. Au-
thors proved that FastCGI was the best performing of the technologies
compared.

An efficiency analysis for numerical computations in component environments
was presented by Kowal et al.[5]. In this study a performance for distributed pro-
cessing of seismic wave field modeling was compared for hardware independent
platforms that use managed code technique: Java VM, MS .Net and Mono. This
is an example for time-consuming calculations.

2 Dynamic Web Platforms

From variety of technologies supporting server-side scripting we chose following
solutions: CGI, PHP, Java Servlets, ASP.NET and Mono. Most of our experi-
ments involve Apache Web Server with a collection of appropriate modules which
extends the main functionality of Web server. For our purposes we used three
modules: mod_cgi which provides Apache server with capability of execution the
CGI scripts, mod_php which provides Apache server with functionality of pro-
cessing PHP scripts and mod_mono module, which allows for hosting ASP.NET
scripts by use of the MONO runtime environment. Another module is Apache
Tomcat, which implements Java Servlet and JavaServer Pages specifications from
Sun Microsystems and allows for hosting Servlet components and JSP scripts
by use of Java Virtual Machine runtime environment.

CGI (Common Gateway Interface) is the earliest technology which enables
dynamic request processing and non-static content creation. CGI scripts can be
written in any programming language.

PHP (Hypertext Preprocessor) is a scripting language designed for produc-
ing dynamic Web pages which has become one of the most popular server-side
scripting language for last few years.

IIS (Internet Information Services) is a set of Internet-based services for use
with Microsoft Windows. One of the services is a Web server, which make it
possible to execute ASP.Net scripts by use of .Net CLR (Common Language
Runtime) runtime environment.
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3 Testing Environment and Methodology

The test took place in a special environment. The Web server was installed on
IBM HS20 Blade Server and client was installed on PC computer. These hosts
were connected to 1 Gb Ethernet switch. There were installed two operating
systems on the server – Linux and Windows Server. PC client contained an
instance of JMeter – testing application.

3.1 Software Environment

The server worked under control operating systems:

– Linux 2.6 Fedora 8,
– Windows 2003 Server SP2.

The following compilers / environments were used:

– gcc Linux: 4.1.2,
– gcc Win32: 3.4.2 (mingw special),
– Visual C++ 2008 EE,
– Sun Java Linux/Win32: 1.6.0.11,
– MS .Net 2.0,
– Mono 2.2.

All C compilers were switched to -O2 option (optimize for speed). We use the
following Web software:

– Apache 2.2.9,
– IIS 6.0,
– Tomcat 6.0.18,
– PHP 5.2.6.

3.2 Hardware Environment

Our tests were performed on IBM HS20 Blade Server:

– CPU: 2 x Dual-core Intel Xeon Processor, 2.8 GHz,
– CPU L2 Cache (shared): 4 MB,
– RAM: 32 GB, FSB 400 MHz.

As a client computer we used a PC computer, with Dual-core Intel Xeon Pro-
cessor, 2.8 GHz, 1 GB RAM. This computer and Blade server were connected by
a 1 Gb Ethernet switch.

3.3 Synthetic Tests for Math Operations

To indicate numerical calculations performance we wrote synthetic math
applications.
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Multiplication of Matrixes. During multiplication of matrixes CPU makes
a big number of integer or float operations. These applications allow to mark
speed of potential common numeric calculations. The first test was to multiply
two matrixes 10x10 dimension, 100,000 times. The second – bigger matrixes
(100x100), but only 100 times.

Simple Math Functions. We tested performance for four common math func-
tions: power, square root, sine and tangent in numerous iterations. To avoid a
compiler-specific optimization, the total sum from each operation is calculated.
The main parts of sample code for C language are presented below.

// Code for power/square root/sine/tangent function tests
for (i=0; i<n; i++)

powSum += pow(i%10, i%10); // power
sqrtSum += sqrt(i); // square root
sinSum += sin((i%360)*M_PI/180.0); // sine
tanSum += tan((i%90)*M_PI/180.0); // tangent

3.4 Implementation and Test Methodology

We measured three parameters for each case:

– time performance of code,
– response time for single request (minimal),
– throughput (requests/sec).

The first parameter is the time performance of code in program, indicated by sys-
tem functions. To get second and third parameters we used a standard program
– JMeter [6].

3.5 Test Categories

The following categories of tests took a place:

– M10 I – multiplication of matrixes 10x10, integer, 100,000 iterations,
– M10 D – multiplication of matrixes 10x10, double, 100,000 iterations,
– M100 I – multiplication of matrixes 100x100, integer, 100 iterations,
– M100 D – multiplication of matrixes 100x100, double, 100 iterations,
– Pow – a sum of powers for 1,000,000 iterations,
– Sqrt – a sum of square roots for 10,000,000 iterations,
– Sin – a sum of sine values for 1,000,000 iterations,
– Tan – a sum of tangent values for 1,000,000 iterations.

The tests were done under control of Linux (marked ’L’) and Windows (marked
’W’) operating systems for PHP, Java and CGI (gcc). The code for CGI with
VC++ 2008 was runable only under Windows. The .Net applications used .Net
framework under Windows and Mono under Linux.
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4 Experimental Results

The tests were designed so that the network connection overhead is very small
compared to the time of calculation. The results proved that minimal response
time is very close to time performance of code. Therefore we present the second
one only. The Table 1 contains results of tests for matrix multiplying (size 10x10)
and math functions, the Table 2 – throughputs for these cases. The experimental
results of response times for matrix multiplications are shown on the Fig. 1.The
next figure (Fig. 2) shows times for math functions. Figure 3 reports throughput
for processing the matrix multiplication. The last one (Fig. 4) shows throughput
for iterations that call math functions.

Table 1. Time performance of code [ms] – Linux (L) and Windows (W)

Test CGI-GCC CGI-VC PHP Java ASP/C#

L M10 I 260 — 52500 647 2047
L M10 D 290 — 56600 528 2111
L M100 I 290 — 53900 440 1584
L M100 D 250 — 57900 438 1421
L Pow 120 — 926 523 422
L Sqrt 160 — 5660 151 416
L Sin 90 — 1033 229 107
L Tan 120 — 1054 260 138

W M10 I 281 140 56200 857 1151
W M10 D 281 156 56200 844 1265
W M100 I 296 250 54300 797 921
W M100 D 250 218 54600 671 937
W Pow 187 17 921 578 234
W Sqrt 156 250 5276 171 343
W Sin 328 75 1004 156 93
W Tan 359 96 1043 230 140
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Fig. 1. Time performance of code for matrix multiplications
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Table 2. Throughput [requests/s] – Linux (L) and Windows (W)

Test CGI-gcc CGI-VC PHP Java ASP/C#

L M10 Int 7.7 — 3.5 2.9 1.1
L M10 D 8.2 — 3.4 3.4 0.9
L M100 I 6.5 — 3.4 3.9 1.5
L M100 D 7.5 — 3.3 5.0 1.5
L Pow 19.2 — 1.4 6.0 6.7
L Sqrt 11.4 — 0.1 11.6 6.0
L Sin 25.6 — 1.3 13.9 28.7
L Tan 21.3 — 1.2 12.5 22.3

W M10 I 7.6 13.0 3.7 2.5 2.0
W M10 D 8.4 12.4 3.6 2.6 1.8
W M100 I 6.3 7.5 3.4 2.9 2.3
W M100 D 7.5 10.2 3.4 3.0 2.1
W Pow 14.6 80.2 2.4 5.3 13.2
W Sqrt 11.7 8.8 0.3 13.1 6.6
W Sin 9.5 21.0 2.3 16.1 29.6
W Tan 8.9 17.9 2.1 10.1 22.3
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Fig. 2. Time performance of code for math functions

5 Summary

The best results reached CGI – the shortest times of processing and the maximal
throughputs. In most cases the winner was the code compiled and linked by
Visual C++. The results for PHP technology are clearly worse than others, so we
decided to omit them on the plots. It’s hard to choose, which component platform
(Java or ASP/C#) is faster – the results for matrix multiplications are better
for Java, but performance of simple math functions is better for C#. There is
simple correlation between processing times and throughput – we expected that
the throughput for component environments should be better than CGI (the one
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Fig. 3. Throughput for matrix multiplications
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Fig. 4. Throughput for math functions

of reasons for using them instead of CGI), but CPU resource is a bottleneck for
numerical computations.

6 Conclusions

We compared four leading Web technologies (CGI, PHP, Java and ASP) in terms
of efficiency of numerical computations. These computations are common in such
numerical domains as geocomputing or image processing. The most efficient tech-
nology in this case is CGI/FastCGI, especially with Visual C++ compiler. The
PHP performance is the worst in context of numerical computing. In component
platforms (Java, ASP/C#) the choice between Java and Asp/C# isn’t easy, but
these technologies give environments for fast code developing and are very pop-
ular now. The future work should focus on performance of special math libraries
for component technologies.
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Abstract. The security of information exchange between the parts in
the teleinformatic infrastructure is one of the crucial topics. During the
protecting the infrastructure of the organization, one can use a lot of
mechanisms which are often based on the cryptographic primitives. Tra-
ditionally, the security officers model the protection system to be as
strong as it is possible. However, the level of protection of information is
often much higher than it is necessary to meet potential threats. Since
the level of security strongly affects the performance of the whole system,
the excessive protection decreases its reliability and availability and, as
a result, its global security. The appropriate security level can be esti-
mated by means of different quality of protection models. In this paper
we are going to present the approach how to introduce the adaptabil-
ity to the network. We are basing on the adaptable security model for
dynamic environment which calculates the protection level by means of
the risk management processes. The analysis is assisted by the security
management tool (SPOT) which visualizes and optimizes the adaptable
model mentioned above. Finally, we present the case study introducing
the network adaptability of the cryptographic protocol.

1 Introduction

Nowadays, advanced teleinformatic technologies provide us with a wide range
of possibilities of development of industry institutions and public services. Em-
phasis is put on the development of well-available, mobile information services
called e-anything, like e-government, e-money, and e-banking. Implementation
of these services would be connected with the choice of proper level of security
of the information sent between parties of protocols [1]. One of the important
problems is establishing an appropriate level of information security, represented
by security services in a given protocol. Each use of any Internet services is con-
nected with information exchange, which in the case of successful attack, causes
different threats to the whole process. This problem can be solved by estimating
the security level for each phase of the protocol [2]. Such an approach is only
a partial solution, because during the particular phase of the protocol, one can
send information on different levels of threats. Traditionally, the aim has been to
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provide the strongest possible security. However, the use of strong mechanisms
may deteriorate the performance of a device with limited resources and pave the
way for new threats such as resource exhaustion. Finally, it decreases system
efficiency, availability and introduces redundancy. Another effect of overestima-
tion of security mechanisms is increasing the system complexity, which later
influences implementation of a given project, imposing restrictions that decrease
their functionality. The adequate solution in such a case is the introduction of
adaptable (or scalable) security model for the protocols, which can change the
security level depending on particular conditions that take place at a certain
moment, and in given external conditions.

In this paper, we are use Quality of Protection (QoP) models [3,4,5,6,7]. In
the literature one can find only a couple of articles about QoP because this se-
curity topic is one of the newest approaches. Lindskog tries to extend security
layer in a few Quality of Service (QoS) architectures [3]. Unfortunately, the de-
scribed methods are limited to the confidentiality of the data. These methods
are based on different configurations of the cryptographic modules. Ong in [5]
presents QoP mechanisms, which define security levels depending on security
parameters. These parameters are: a key length, the length and contents of an
encrypted block of data. Schneck i Schwan [4] proposed the adaptable protocol
concentrating on the authorization. By means of this protocol one can change
the version of the authorization protocol which finally changes the parameters of
the asymmetric and symmetric ciphers. The Sun [6] creates QoP models based
on the vulnerabilities analysis which are represented by the attack trees. The
leafs of the trees are described by means of the special metrics of security. These
metrics are used for describing individual characteristics of the attack. Unfortu-
nately, the majority of the QoP models can be realized only for the three main
security services: confidentiality, integrity and authorization. In the article [7]
Ksiezopolski introduces mechanism for adaptable security which can be realized
for all the security services. In Section 2 we briefly present the model, which
Ksiezopolski introduces in [7].

In this article we present the process of introducing the adaptability to the
network security. We are basing on the adaptable model [7] thanks to which one
can calculate the different version of the same protocol which can be realized on
different level of security. The configuration of the model was prepared by means
of the SPOT application [8] which is the visualization of the model. In the paper
we have defined three versions of the TLS cryptographic protocol which realized
security on different level. Finally, the theoretically calculated versions of TLS
protocol have been implemented and tested in the laboratory.

2 Model of Adaptable Security

The realization of an electronic process strongly depends on the proper level of
security. While designing such a process, the security mechanisms are usually
overestimated according to real risk.

The security level of an electronic process depends on several factors. This
level can be modified by the choice of security elements applied in a protection
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system. In the model of the adaptable security [7], one can suggest an analytical
expression to calculate the security level; its numerical value is a function of
three primary parameters:

– Protection level of security service (L);
– Probability of incident occurrence (P );
– Impact of a successful attack (ω).

Each of the parameters is calculated for all cryptographic protocols, all sub-
protocols within these protocols, and all steps within these subprotocols.

The first parameter defines the protection level for a given cryptographic
service in a given step of a subprotocol. It is the sum of the effects of the chosen
security elements which guarantee security of a given service.

The second parameter represents a probability of incident occurrence on the
security service. This parameter is associated with the risk of electronic process
[9]. The choice of the configuration of security elements has the biggest influence
on this parameters. The security elements, which we can use to realize secu-
rity requirements are represented by trees. The selection of leaves refers to the
selection of specific security elements which will be used in the protocol. The
calculation of this protocol is complex and can not be presented in this article
but the details can be found in another article [10].

The impact of a successful attack is the third parameter which influences
the security level of the process. We calculate it, as previously, for each service
in each step. For calculation we use direct and indirect parameters,which are
presented below:

– The direct parameters:

LZ – assets gained during a successful attack on given security elements
(100% is the compromise of the whole protocol);

F – financial losses during a successful attack on given security elements
(100% is the total financial loss).

– The indirect parameters:

α – necessary financial costs for repairing the damages gained during a suc-
cessful attack (100% is the maximal cost);

β – losses of the value of the company shares or the company reputation
(100% is the maximal market loss).

Finally the impact of the successful attack is calculated by the formula presented
below:

ω =
LZ

3
(F + β + α) . (1)
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2.1 Security Level (FS)

The global security level expresses the security of the whole cryptographic pro-
tocol. We calculate this factor according to the formula:

FS =
1
a

a∑

i=1

1
bi

bi∑

j=1

1
cij

cij∑

x=1

(
Lx

ij

)Z [(
1 − ωx

ij

) (
1 − P x

ij,ALL
)]

(2)

where:

FS is the security level realized by a given version of cryptographic protocol,
FS ∈ (0, 1);

i is the number of subprotocols in a given protocol;
j is the number of steps in a given subprotocol;
x is the number of specific security services;
ωx

ij is the weight describing an average cost of loses after a successful attack on
a given service, ω ∈ (0, 1);

Lx
ij is the value of a protection level for a given service, L ∈ (0, 1);

P x
ij is the probability of an attack on a given service, P ∈ (0, 1);

Z is the scalability parameter for security elements, Z ∈ (0, 10).

2.2 SPOT: Security Protocol Optimization Tool

Security Protocol Optimization Tool (SPOT) [8] is the application which main
function is visualization of the adaptable model [7]. By means of this tool we can
create versions of the given protocol, compare these versions and visualize the
results. It is also designed to be portable, user-friendly and compatible with other
elements. The important feature of the SPOT is optimization module, which is
capable of generating all states of the given protocol and show the optimal states
according to the user’s preferences. Unfortunately, the description of the SPOT
architecture and the modules takes too much space so we can not include it in
this article but these information are available in another article [8].

3 The Version of the TLS Protocol – Adaptable Model

In this article we would like to focus on the adaptive approach to network se-
curity. In this section we would like to present the study of applying adaptive
security for one of the most often used cryptographic protocols – TLS [11].
The organizations can use this protocol in many situations, it can be tunneling
of VPN transmission, transferring data backup to the data warehouse or just
HTTPS connection. The organization staff exchange the information by means
of different devices and very often these devices are mobile. In the case of the de-
vices with limited resources (mobile phones, PDA, sensors) speed and efficiency
is crucial for their stable work. The security methods used during transporting
the data between the parts are crucial in terms of efficiency. One can notice that
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information transmitted by means of the TLS protocol have different character.
Some of them are crucial for the organization (transaction information, plans
of investment) but some of them are non-sensitive data which are exchanged
during every workday.

The security mechanisms in the TLS protocol can be configurated in different
ways. During the transmission one can ensure confidentiality of the data by
means of different symmetric ciphers, it could be [11]: 3des-cbc, blowfish-cbc,
aes128-cbc, aes192-cbc, aes256-cbc, aes128-ctr, aes192-ctr, aes256-ctr,cast128-
cbc, arcfour, arcfour128, arcfour256, cast128-cbc. The connections integrity is
realized by means of different hmac functions and it can be [11]: hmac-md5,
hmac-sha1, umac-64, hmac-ripemd160. The transmitted data can be protected
by the TLS protocol with different combinations of symetric cipher and hmac
functions.

In the article we use adaptable model [7] to calculate different versions of the
TLS protocol. We use SPOT applications thanks to which we can easily prepare
different versions of the protocol. Unfortunately, the detailed description of the
whole process of configuring and using the adaptable model takes more than 5
pages so we would not presented it in the article.

3.1 Version 1

The first TLS protocol version is prepared for the scenario when the most crucial
data is exchanged and required security services are: confidentiality and integrity.
The detailed values of adaptable model parameters for all versions of the TLS
protocol are presented in the Table 1.

Table 1. The adaptable model parameters for the TLS protocol

F α β P ω FS Cipher
Version 1

Confidentiality 0.96 0.92 0.96 0.40 0.85 0.15 3DES
Integrity 0.97 0.91 0.92 0.41 0.65 0.15 HMAC-RIPEMD160

Version 2
Confidentiality 0.72 0.70 0.75 0.40 0.65 0.25 3DES

Integrity 0.67 0.74 0.72 0.41 0.50 0.25 HMAC-RIPEMD160
Version 3

Confidentiality 0.72 0.70 0.75 0.66 0.65 0.19 RC4
Integrity 0.67 0.74 0.72 0.50 0.50 0.19 HMAC-MD5

One can notice that in the first protocol version the global financial losses
during a successful attack (F ) and necessary financial costs for repairing the
damages gained during a successful attack (α) and losses of the value of the
company reputation (β) are almost maximum (1 is maximum value). As the
result of these characteristics of the transmitted data the impact of successful
attack (ω) is on the high level. These parameters refers to the confidentiality
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and integrity of information exchanged in TLS and are crucial for the organi-
zation. In the adaptable model we have to choose specific ciphers for ensuring
confidentiality and integrity. These parameters influence the probability of in-
cident occurrence (P ). For the first version we choose symmetric cipher 3DES
and hmac function HMAC-RIPEMD160. Finally we calculate the global security
level (FS) and for the first version it equals 0.15 (maximum is 1).

3.2 Version 2

The second version of the protocol assumes that transmitted data would have
non-sensitive character for the organization. The firm doesn’t want to resign from
the security requirements defined in the first version and they still want to guar-
antee the confidentiality and integrity of the transmitted data. In the adaptable
model we change the parameters which refer to the type of data (F , α, β). As
the result of changing these parameters the impact of successful attack (ω) is on
the medium level. In the second protocol version we don’t change the symmetric
ciphers and hmac functions and as the result of that the level of probability
of incident occurrence is the same as in the first version. In the last step we
calculate global security level and because the impact of successful attack is on
medium level the value of global security is higher than in the first version and
equals 0.25. The first version of the TLS protocol indicates the minimum level
of global security which guarantees the required security for the processes. The
second version of the protocol has higher level of global security than it is needed
so we can state that the security mechanisms are overestimated according to the
type of the transmitted data. According to the adaptable model we can change
the details about the security mechanism but finally calculated global security
level (FS) must be higher than in the first version of the protocol.

3.3 Version 3

In the third version of the protocol we change the details about the security
mechanisms which ensure the confidentiality and integrity of transmitted data.
The parameters which define the impact of successful attack don’t change be-
cause the type of information is the same. In the adaptable model we find the
configuration of security mechanisms but in case of transmitting non-sensitive
type of data the probability of incident occurrence can be higher. The configu-
rations calculated by the model show that the probability of incident occurrence
will be higher when we choose as the symmetric cipher RC4 and as the hmac
function HMAC-MD5. This version of the protocol has adequate level of global
security (FS) because it equals 0.19 and is still higher than in the first version
of the protocol.

Comparing these three versions of the TLS protocol we can state that it is
possible to change the configuration of the protocol with ensuring adequate for
the actual risk global security. The version of the protocol which is adequate
to specific requirements for the processes can be calculated by means of the
adaptable model. By changing the version of TLS protocol one can increase the
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efficiency of the process. In the following section we would like to present the
case study of the realization of the described versions of TLS protocol. Thanks
to these results we are able to estimate the efficiency of the systems which takes
part in the transmission.

4 Case Study

In this section we would like to present the results of transferring the data by
means of the versions of TLS protocol described in the section above. We simulate
scenario when the organization stores the data in the data warehouse. During
the test the organization stored the 1 GB packet of data. The communication
channel is protected by means of TLS protocol. The most important parameters
which influence the efficiency of the system taking part in transmission are the
time of transmission and the CPU load and memory usage.

The tests was prepared by two computers class PC connected by 100 MB UTP
cable. The processors in the computers are Intel Celeron 2.00 GHz with 128 KB
cache, the bogomips of the CPU is 3986.44. The memory of the PC is 1 GB.
The system of the PCs is Linux Debian 4.0 with specially prepared configuration
which guarantees that during the tests no extra services and applications, except
the testing one, will run in the system.

The changing of the TLS protocol configuration can be realized by means of
two possibilities. It could be realized in off-line mode and it means that the con-
figurations are changing before the transmission of the data. Another possibility
is on-line mode and then the switching process is realized during transmission.
The results presented in the article were prepared in the off-line mode.

In the Table 2 we present the test results for three versions of the TLS pro-
tocol described in the section above. The first and the second version have the
same results because the differences between these versions refer only to the pa-
rameters influencing the impact of a successful attack. In these versions the sets
of used ciphers are the same.

The crucial results are noticed while comparing the second and the third
version of the TLS protocol. In the third version of the protocol we increase the
probability of incident occurrence for this process but we acquire the efficiency
of the system. The time of transmission of the same 1 GB data takes 436 seconds
in the second version of protocol, while in the third version of the same protocol

Table 2. The test results for three version of the TLS protocol

Ciphers Time [s] CPU load [%] RAM[KB]
Version 1

3DES + HMAC-RIPEMD160 436 42 13412
Version 2

3DES + HMAC-RIPEMD160 436 42 13412
Version 3

RC4 + HMAC-MD5 269 33 13404
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takes only 269 seconds. In the third version we decrease the time transmission to
38%. The second crucial system parameter is CPU load. In the third version the
system needed 33% of CPU load when the second version needed 42%. This is
another parameter which indicates that the third version is more efficient than
the second version. The CPU load is especially important when the transmission
is realized by means of devices with limited resources (mobile devices) because
the battery life directly depends on the CPU load. The memory usage in the
compared versions of the protocol is almost on the same level.

5 Conclusion

In the article we present the adaptable approach to network security. The orga-
nizations in the industry and public services exchange a huge number of data
every day. The usage of the higher than is require protection level during data
transmission leads to the decreasing efficiency of the devices from which the
transmissions is realized.

In the article we are shown the usage of adaptable model [7] thanks to which
one can calculate the different security versions of the same cryptographic pro-
tocol. We are present different versions of the TLS protocol which was obtained
in the adaptable model. It is possible to create two versions of the protocol for
the different kind of data and be sure that they are protected adequately to
the actual potential risk. The theoretical model results were verified by the test
results carried out in the laboratory. Thanks to usage the appropriate to the risk
version of the TLS protocol one can decrease the transmission time of 1 GB data
to 38% and decrease CPU load from 42% to 33%. These results are especially
important when the transmission is realized by the mobile devices because the
CPU load directly influences the battery life.
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Abstract. This chapter describes PROFINET I/O network analyzer
that was created as an open project realized in Institute of Informat-
ics, Silesian University of Technology within cooperation with Univer-
sity of Applied Sciences Ingolstadt. Authors provide description of a
PROFINET I/O analyzer idea which was based on joined analysis op-
eration modes: active industrial network structure scanning and passive
listening to a real-time communication. The base information about in-
dustrial PROFINET I/O structure, communication protocol and the core
structure of realized network analyzer are presented also.

1 Introduction

The real-time industrial network area is now changing from solutions based on
standard serial communication into area of dedicated real-time Ethernet based
solutions. One of examples is PROFINET I/O industrial network which is the
successor of very popular PROFIBUS low level industrial network. Another fact
is the increasing size of new applications in the area of industrial networks.
Distributed industrial control systems have become more and more compli-
cated. New functional requirements for horizontal and vertical communication
are given. Despite these facts there are very few solutions which can help engi-
neers to startup and maintain industrial networks based on real-time Ethernet.
There are some general purpose network analyzers, but very few solutions are
dedicated to low level Ethernet based industrial networks. That fact was the
impulse to start the PROFINET I/O analyzer project. This project was realized
as the cooperation of two technical universities Silesian University of Technol-
ogy and University of Applied Sciences Ingolstadt with PNO Poland (Profibus
Nutzer Organization) support. On the basis of described project another research
in horizontal communication in distributed real-time control systems has been
started. This project has started the ability for next research works in range
of vertical non-invasion data acquisition solutions used for vertical communica-
tion in industrial computer systems also. The project idea and PROFINET I/O
communication principles are described in this article.

A. Kwiecień, P. Gaj, and P. Stera (Eds.): CN 2009, CCIS 39, pp. 242–251, 2009.
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Fig. 1. PROFINET I/O device model

2 PROFINET I/O Low Level Communication Network

PROFINET I/O is an Ethernet based industrial standard developed by PROFI-
BUS International for creating integrated and compact automation systems [7,8].
The PROFINET technology is applicable in two areas. The first, PROFINET
I/O, covers the domain of field devices, the second solution is called PROFINET
CBA (Component Based Automation) and it shows its strengths in communica-
tion between controllers (PLCs). As this article covers the topic of PROFINET
I/O network analyzer the base aspect of PROFINET I/O communication will
be presented.

In distributed real-time systems the data from physical inputs and outputs of
field devices is cyclically read by the PLC. PROFINET I/O standard defines an
I/O-Device, patterned on PROFIBUS DP model, which consists of a slot and a
channel [4]. The model allows for configuration of both modular and compact
filed devices. As compared to PROFIBUS, the submodule layer has been added in
order to accommodate the flexibility of modern field devices (Fig. 1). Modules are
addressed via slots while submodules are addressed via subslots. Slots/subslots
are equipped with input and output channels to exchange process data.

Every I/O-Device has a unique id which is a 32-bit number divided into a
16-bit producer id and a 16-bit device id part. The producer id is granted by
Profibus International when device id is assigned by the producer according to
its design conditions.

Device’s parameters are described in GSD file (General Station Description),
which is based on XML standard [5]. The file provides all needed information:

– I/O-Device properties (e.g. communication parameters);
– Installed modules (a type and quantity);
– Configuration data for every module;
– Modules’ parameters;
– Error messages’ text for diagnosis purposes.

GSD files are distributed together with devices. After uploading the device
data into configuration tool, user must configure every device by selecting proper
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Fig. 2. PROFINET I/O communication channels

modules and setting connection parameters. The created configuration data, in
form of a project, is then being downloaded to the controller. The controller,
by means of acyclic parameterization services, sends the configuration to every
device included in the project.

PROFINET standard distinguishes three types of devices called “PROFINET
roles”:

– I/O-Controller: a PLC, at which a system control program is executed;
– I/O-Device: a filed device assigned (remotely) to the I/O-Controller;
– I/O-Supervisor: programming device (or PC station) with diagnostic func-

tions.

Data can be transferred between PLC (I/O-Controller) and field devices (IO-
Devices) through the following channels (Fig. 2):

– Cyclic I/O data via real-time channel;
– Alarms via real-time channel;
– Parameterization, configuration and diagnostic data via standard channel

based on UDP/IP.

PROFINET IO standard uses different network layers in communication pro-
cess, which differ in efficiency:

– Non-time-critical data, such as parameters, configuration data, connections
information, is sent by means of TCP/UDP and IP channel.

– For transferring time-critical data PROFINET uses a real-time channel –
SRT (Synchronous Real Time). The channel is implemented in form of soft-
ware in PLCs.

– Applications requiring time-driven communication are provided with “Iso-
chronous Real Time” channel (IRT), which secures an impulse precision at
the level of 1 micro second with clock rate of 1 ms.

The standard TCP/IP protocols [3] are used for non-real-time services (Fig. 3).
UDP/IP (User Datagram Protocol) protocol, supplemented with RPC (Remote
Procedure Call) protocolwhich enables secure calls from a client to a server, is used
to monitor communication and identify local objects. In particular the tasks are:

– Establishment of a communication relationship during startup;
– Assignment between local objects and communication objects;
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Fig. 3. PROFINET I/O communication stack

– Parameter assignment during startup;
– Reading detailed diagnostic information;
– Exchanging general device information;
– Reading/modifying device parameters;
– Loading/reading process-relevant information;
– Reading and changing general communication parameters.

In the presented analyzer solution this kind of communication is used for net-
work structure discovery. This structure may be read from network project and
GSD files but in case of real network analysis solution, such project assumption
allows for dynamic network structure discovery.

After communication has been established, CR communication channels are
used for cyclical data exchange. On this level described analyzer uses mirror
port on PROFINET I/O switch dedicated to passive listening of PROFINET I/O
communication frames. PROFINET I/O uses Ethernet frames that are identified
by their special Ethertype (0×8892) as PROFINET real-time frames. Ethertypes
are assigned by IEEE and are a unique criterion for distinguishing from other
protocols [5,6].

The FrameID is used to address a specific communication channel between
I/O-Controller and I/O-Device (Fig. 4). Ethertype together with FrameID are
the two elements of PROFINET I/O protocol which enable a fast selection of
RT frames without any additional frame headers. To find the correct communi-
cation channel, PROFINET I/O device needs to only decode the Ethertype and
FrameID fields.

The RT channels are used for specific functionalities, such as:

– Time synchronization;
– Cyclic data transfer;
– Acyclic transfers;
– Alarms and events handling.

For the cyclic data transfer the protocol provides other hardware dependent
channels:
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Fig. 4. PROFINET RT frame structure

– RT class 1 – can be executed with standard switches;
– RT class 2 – requires special switches, communication scheduling is not re-

quired;
– RT class 3 – requires special switches and communication scheduling (IRT

mode);

The described PROFINET I/O network analyzer allows RT communication
analysis on RT1 and RT2 class level. The process data for specific modules
is exchanged by means of UserDataBlock field. Cyclic data (process data) is
transmitted between provider and consumer without any additional security or
acknowledgement frames. The absence of cyclic data is monitored using a config-
ured monitoring time slot. If there are no new values within the set monitoring
time slot, error message is passed.

The status of process data is evaluated and signaled using the following
fields [6]:

– Cycle Counter: A provider increments the cycle counter in each cycle by
31.25 micro seconds and inserts it, consumer checks the counter and derives
timeliness and validity of the data;

– Data Status consists of 4 bits:
– State : 1=Primary, for redundant channel;
– DataValid: 1=Data are valid;
– ProcessState: 1=Process is running;
– ProblemIndicator: 1=No problems exist.
– Transfer Status: must be 0.

That mechanism of time and data status monitoring enables a rapid response
to a failure and doesn’t put too much load on the system. PROFINET I/O
standard improves data transfer in the network by usage a priority index which
is compatible with IEEE 802.1Q standard [1].

IEEE 802.1Q standard allows for building Virtual LAN networks which utilize
one link for transparent transmission of data coming from different networks.
Every virtual network possesses a priority index. That way the network traffic
generated by particular application can be transferred in the network with a
preferential processing in switching or routing devices. The devices use a special
packets tagging (Fig. 5).

The Ethertype field is set to 0x8100 value what indicates IEEE 802.1Q frame.
After the field 4 bytes are added:

– 3-bit “Priority” field – the higher value the higher priority;



PROFINET I/O Network Analyzer 247

Fig. 5. VLAN-Tag

– CFI bit (Canonical Format Indicator) – tells about the technology the LAN
network is built in. It is “0” for Ethernet and “1” for Token Ring;

– 12-bit VLAN-ID field – response to the virtual network id the frame be-
longs to;

– 2 bytes for saving the original EtherType value (for further processing).

Real-time data are signed by the standard with the index of 6, what provides
the data a priority in relation to other data, e.g. VOIP calls which have the
index of 5 [2].

3 The PROFINET I/O Analyzer Idea

Presented PROFINET I/O Analyzer enables a user to monitor, diagnose and
examine a PROFINET I/O system with a minimum disturbance level on the
working industrial network. The application is designed for a standard PC sta-
tion. The access to the PROFINET I/O network data is provided by means
of standard Ethernet interface and “mirroring” capability of network switch.
The “mirroring” feature allows for copying network traffic from one port to an-
other. If controller’s port is mirrored, a full image of the data exchange between
PROFINET IO devices is provided for our application.

The captured network frames are then decoded and saved to the data base
(Fig. 6). Next the gathered data is being processed and analyzed concerning
discovery of network devices, the connections between them and network events.
The results are presented to a user in form of network diagram and data ta-
bles. The tables contain information regarding the captured frames, like: source
and destination addresses, type, protocol, timestamp and decoded data block.
Additionally, a general description of a specific frame’s role is provided.

Any occurrence of PROFINET IO alarm is detected and indicated both at the
diagram and data table. For every detected device user can find a lot of detailed
information: device name, device type, vendor name, device and vendor ids, IP
and MAC addresses, as well as a list of alarms concerning the particular device.

Every time the capturing process is started a new session is being created.
For the sessions selected by user the communication analysis and visualization is
performed. This gives the user possibility of information analysis retrieved from
many sources (e.g. if there are more controllers in the network). The application
is meant to be freeware licensed; therefore the software tools and libraries used
to build the application are also freeware.
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Fig. 6. PROFINET I/O analyzer structure

Fig. 7. Data flow in PROFINET I/O analyzer modules

Application architecture consists of three functional modules distinguished in
the application project:

– Capturing – handling network driver services, data filtering, decoding frames,
writing data into the database;

– Analysis – reading network frames from the database and retrieving useful
information;

– Visualization – presenting the results by drawing a network diagram and a
structure of the captured frames.

The intermediary element between the modules are database and data inter-
faces. The database is designed to store frames of different types, as well as, their
capture timestamp and session (Fig. 7).
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Fig. 8. PROFINET I/O analyzer software threads

Due to significant data exchange rate the capture module has to be time op-
timized to provide high-speed processing and meet time-deterministic require-
ments. To satisfy these demands the module is based on efficient and proven
WinPcap library. Network frames are read by means of Ethernet interface card
and are saved in a form of a byte table located in the RAM. Next the frames
are initially decoded to filter the data which is useful for analysis. The types of
the PROFINET frames are:

– Alarms, Identify, Connect, ARP – for devices, connections and alarms de-
tection;

– DataExchange, Control, Read, Write – process data and parameters.

Before the frames are stored into the database, next decoding phase takes
place. All frame’s fields are singled out, then timestamp and session number are
attached. Decoded frames are written into a memory buffer in form of appro-
priate data structures. The buffer allows for writing the decoded data into the
database independently of capturing and decoding thread.

Additionally capture statistics are collected. The statistics refer to amount of
captured and missed frames and are made accessible for the other application
modules to control the capturing process. The tasks are processed by means of
independent threads (Fig. 8).

As there are relatively a lot of DataExchange frames within overall PROFI-
NET network traffic they are decoded in the separate thread.

Analysis module – the goal of the module is to determine the meaning of
captured frames in the scope of PROFINET I/O system. The data contained
in frames is stored in form of raw bytes, and therefore unreadable for a user.
The raw data has to be “translated” into user friendly information. In result, the
module transforms byte strings into texts or numbers according to PROFINET
I/O specification rules. The analyzed data is stored in form of appropriate data
structures corresponding to system objects, like: devices, connections or alarms.
Such information is next used by visualization module.

Frames of different type transfer different piece of information. From ARP
frames IP and MAC addresses are retrieved. Alarm frames give us an error code
of device error or network event. In case of Connect frames the most important
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Fig. 9. PROFINET I/O analyzer – vis ualization module

pieces of information are MAC addresses of connected devices and established
communication channels. The status of logical connections between devices is
determined by decoding data status transferred using DataExchange frames. The
devices’ information and discovery data (name, vendor, network IP settings) is
transferred by means of Identify frames. However; Identify frames are normally
exchanged only during the startup phase in the PROFINET IO system and
therefore Identify request frames are generated by application whenever device
discovery is needed. Particular structure and parameters of a device are read
from Read, Write and Control frames.

The Visualization module is responsible for presenting the results of analysis
and providing interaction between the application and a user (Fig. 9).

The network diagram is drawn in two steps: first, to every network object
(device, connection, alarm) stored in the memory in form of data structure a
graphical representation is attached, next all elements are displayed in appropri-
ate order. Devices which are sending alarm frames are additionally highlighted.
The general view of captured and decoded frames is presented as a table, sim-
ilarly to existing solutions (Wireshark, Ethereal). Frame type filter is also pro-
vided. The GUI allows for control of capturing process and session management.
A user can start and stop the capture process and also set capture module pa-
rameters, like Ethernet interface or frame filter. The automatically saved sessions
can be loaded or removed from the database.
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4 Conclusions

This article describes the open project realized in Institute of Informatics, Sile-
sian University of Technology with cooperation with University of Applied Sci-
ences Ingolstadt – the network analyzer for PROFINET I/O. Described solution
was implemented and tested. The analyzer’s idea principles are based on joined
operation modes: active industrial network structure scanning and passive lis-
tening to a real-time communication. Information about industrial PROFINET
I/O static structure is used in the captured frames analyzing process.

PROFINET I/O analyzer consists of three separated parts responsible for:
frame capturing, data filtering, decoding and storing to the database, analyze
captured network frames and visualization part. This solution can separate real
time system’s part from off-line system components.

Two different protocol classes are used: TCP/IP stack protocols for network
structure discovering and PROFINET I/O RT protocol for dynamic network
traffic searching. The idea of low-invasion monitoring network based on switch
port mirroring was described as well.

Described project may be the base for the commercial solutions in this area.
The purpose for such kind of application is to help to diagnose network problems.
This project gives a very good starting point for future scientific research in the
area of industrial networks based on Ethernet protocol.

Many implementation problems at given PROFINET I/O devices were found
during this project realization. Some incapability problems related with limited
protocol function implementation may cause system realization problems. This
gives an idea that such tool may be useful not only as a tool for given application
startup and maintenance, but it may be helpful for new and existing PROFINET
devices testing processes.
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Abstract. The chapter presents considerations on data interchange ac-
celeration method in distributed control systems by the use of dual data
transmission line. The method is based on the construction of a system
based on two buses: one with separated master bus and the other one
with separated slave bus.

1 Introdution

Distributed systems based on Master-Slave line access method are characterized
by the fact that Slave devices are “subordinated” and can never establish com-
munication in a network system. It follows that the whole interchange scenario is
managed by the Master station. Master station is the only one that has the possi-
bility to establish network communication. It is Master station that prompts for
replies from other stations, sends data-writing requests to the address space of a
Slave station. The possibility of communication being triggered by a Slave station
is practically seldom discussed in literature. If such a discussion is taken up it is
only where a possibility of an IT node failure or a facility failure is considered, yet
outside an IT system. Execution of special procedures prepared for such events
is limited by a number of conditions to be fulfilled. However, the procedures are
used only in critical situations e.g. when an IT system is heading for collapse.

Network protocol with an access to a Master-Slave line, such as e.g. MOD-
BUS, was defined for a single communication bus. Device coprocessor operating
in MODBUS network does not serve two buses, as a standard. In order that
the network reliability and safety improvement could be considered the system
nodes must be equipped with additional network interfaces (communication co-
processors) operating in MODBUS system. The publication [4] presents such
a MODBUS-based redundant system. The following redundancy options were
taken into consideration at that point:

– redundancy of SLAVE station coprocessors;
– redundancy of MASTER station coprocessors;
– redundancy of both MASTER station and SLAVE station coprocessors;
– redundancy of the bus.
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Fig. 1. Bus redundancy examples with active MASTER and SLAVE stations marked

Based on the above cases test stations were configured for testing. Two base
configurations [4] provided basis for the systems to be tested.

Configuration 1, which employs a solution with two independent network
buses (Fig. 1). Each of the buses operates independently. Each bus incorpo-
rates one MASTER station and n SLAVE stations. MASTER stations were
programmed so as to implement the same interchange scenario.

In such a case each of the buses should be viewed as a separate communication
system and each “query/command-response” transaction execution time for each
bus is as follows:

TWZPO = TZM + TPM + 2 (TPR + TTR + TDT + TAR) + TAS (1)

where:

TWZPO

TZM TAP
TK

TAS

TPM

TPR

TTR

TDR

TAR

For broadcast interchange it was assumed that:

TWR = TZM + TPR + TTR (2)

TWR – broadcast interchange execution time;
TZM – time from interchange request during automaton cycle stage to the com-

mencement of communication stage.
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Fig. 2. Bus redundancy examples with active MASTER and SLAVE stations marked

Configuration 2, presents a redundant system based on one network bus and
two MASTER stations one of which is “dormant”. System bus is a “pseudo-ring”
(Fig. 2).

The configuration assumptions provide for the communication system operat-
ing on “one Master many Slaves” rule. In case of a failure resulting from a break
in the bus, the connection allows the activation of the “dormant” Master sta-
tion to enable communication with the “cut-off” Slave stations. The publication
[4] determines an algorithm (method) for the Master station which enables to
determine the occurrence of an event of a break in the transmission line.

Data interchange time model for configuration 2 is the same as the one for
configuration 1. An important aspect of the configuration presented is the de-
termination of response time related to the activation of the “dormant Master
station” combined with detection of the bus failure point. It was defined [4] as
the following relation:

TM2 = 2 (TPR + TTR + TTIMEOUT) +
2 (TPR + TTR + TDT + TAR) + 3 (TAS) (3)

where:

TM2 – activation time of the other MASTER station with bus failure point
detection;

TTIMEOUT – time of waiting for a response from the SLAVE station;
TA – duration of automaton cycle.
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The presented examples of redundancy show how to improve network reliabil-
ity by doubling coprocessors or communication buses. Taking into account the
time analysis of data interchange transactions in the configurations discussed
it can be noted that those configurations are not conducive to system perfor-
mance improvement. The bus redundancy has no direct impact on increase in
data interchange frequency, except for a situation of a break in the network in
configuration no. 2. Natural segmentation of the buses, in turn, caused by e.g.
a failure, consisting in isolation of two, in a sense, independent buses, will cause
simultaneous shortening of the network cycle duration if assuming moderately
balanced ratios between two divided network parts. It must be noted however
that such a state is not natural for the configuration in question and it occurs
only in case of a break in the transmission line.

One of the main parameters in distributed real-time systems, in addition to
the data interchange transaction security, is the network cycle duration. It is said
for the central interchange scenario networks that the network cycle duration is
the time required by a MASTER station to perform all data interchange trans-
actions. For both configurations the time necessary to carry out the interchange
scenario can be described with the following relations:

– For Configuration 1

TCSbusA =
∑

TWbusA and TCSbusB =
∑

TWbusB (4)

where:

TCSbusA∑
TWbusA

TCSbusB∑
TWbusB

– For Configuration 2

TCS =
∑

TW or TCS =
∑

Tw_czA +
∑

Tw_czB (5)

where:

TCS∑
TW

∑
Tw czA

∑
Tw czB



256 A. Kwiecień and M. Sidzina

2 Use of Doubled Communication Bus to Dynamically
Shorten the Network Cycle Duration

The previous chapter briefly describes two architectures of systems tested which
use computer network with applied redundancy. The tests presented [4] were
aimed at determination of delay values in the real time system, resulting from
the use of redundant structures. The considerations presented in this chapter, in
turn, are the possibilities to use redundant network structures in the existing and
operating systems and also is newly designed ones to improve time parameters
(e.g. a parameter of useful throughput PU or useful efficiency η′

U) of computer
networks. It is a very important issue as the network efficiency has an impact on
such parameters as limit time (TGR) of the real time system but also quality e.g.
that of the adjustment performed by a programme residing in a computer unit
being a system node. As it was demonstrated in [1], [6] the said parameters have
an impact on both network cycle duration and node cycle duration. Therefore,
it seems interesting to use the backup communication bus to carry out data
interchange in a network when the basic bus is overloaded which poses a threat
of e.g. the critical parameters being exceeded.

Such reasoning inclined the authors to propose a new transmission method
based on the existing communication protocols and certain assumption. The
first of them is related to the selection of the basic communication protocol
layer which is to provide a basis for the operation of the method proposed. The
fundamental assumption of the solution proposed is the implementability thereof
based on both the existing hardware (PLC – Programmable Logic Controllers)
together with its programming tools and the existing communication protocols
being a core of the method. It is of importance from the research point of view
as it allows to develop a testing station without the need to bear significant costs
related to construction works the production of a network controller prototype
along with software. For, as a matter of fact, the solution proposed offers new
communication protocol based on fundaments of the existing protocols. The tests
proposed are aimed at full time analysis of the new protocol and determination
of its capabilities and usefulness in designing new real-time industrial systems.
Only after the results obtained are accepted work on a new network controller
can be launched.

Thus, it was MODBUS RTU protocol of the Master-Slave protocol family that
was chosen as a base protocol. With the hardware and software available there
were no significant problems relate to development and implementation of the
programme layer residing in the memory of the central unit serving the proposed
operating modes of the new network. A number of programme procedures were
created to enable practical implementation of the method proposed.

In order to shorten the network cycle duration for MODBUS network the
interchange scenario ([1]) needs to be designed properly. Where it is not possible
to shorten the cycles by improving scenario parameters it can be divided into
two shorter ones, performed in two different MASTER stations, operating on
two communication buses. This commonly known solutions, is defined as net-
work segmentation. It enables to shorten the network cycle duration but does
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Fig. 3. Sample system with the possibility to activate any subscriber as a MASTER
station on B bus

not maintain the reliability provided by the redundant structure. Whereas the
protocol proposed additionally preserves the improved reliability resulting from
the redundancy of the transmission medium.

The proposed protocol was developed for the architecture modelled and pre-
sented in Configuration 1. The basic difference between Configuration 1 and
the method presented is that according to the below considerations the buses are
divided into a “superior” bus (A) and a “subordinated” bus (B). The “A” bus op-
erates on the basis of the basic MASTER-SLAVE data interchange model with
a permanently assigned MASTER station and SLAVE stations. All equipment
items connected to the “B” bus operate in driven state as SLAVE units. Once
the predefined circumstances are in place the MASTER station of the “A” bus
sends a control frame to the selected SLAVE station commanding it to perform
the MASTER function on “B” bus however. Thus, the appointed SLAVE station
still remains a SLAVE type subscriber on “A” bus while becoming a MASTER
station on “B” bus at the same time.

Two operating modes have been developed:

– Mode 1 – the selected station on “B” bus is a MASTER station for the period
when it perform one dedicated triggered interchange with any SLAVE station
of the B bus. The configuration process will decide on which stations the
triggered interchanges will be possible with, while during normal operation
the SLAVE station address of the B bus is placed in the control frame. After
completion of the triggered transaction the control over the B bus is passed
over to the initiating station (Master station of the A bus).

– Mode 2 – the selected MASTER station remains a MASTER station and
carries out its own cycle interchange scenario until it is called off by the
initiating station (MASTER station of the A bus). The call-off can be done
through the performance by the B bus MASTER station of a cycle inter-
change with the MASTER station of the A bus during which a suitable
control frame is sent indicating the change of the control source.

Thus, in any case the MASTER station of the A bus is somehow a distributor
(manager) of the messages on the B bus (Fig. 3).
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An additional function of the proposed solution is the conventional emergency
mode where B bus becomes the major bus in case there is no communication
with the use of A bus.

3 Basic Time Relation Model Present in the Proposed
Network Configuration

As we move now to the preliminary time analysis of the protocol operation,
the following basic data interchange transactions can be distinguished in the
protocol:

– Case 1
The analysed data interchange transaction system refers to a periodically
implemented scenario of interchanges on A bus, if the B bus is “dormant”. Ex-
ecution time of query/command-response transaction and broadcast trans-
actions is identical with relations (1) and (2) and the network cycle duration
is equal to the interchange scenario performance time.

TCS_busA =
∑

TW_busA and TCS_busB = NULL (6)

where:
TCS_busA – network cycle duration on A bus;
TCS_busB – network cycle duration on B bus;∑

Tw_czA – sum of durations of all interchanges in the Master station sce-
nario on A bus.

Example 1. A network was configured composed of four network nodes. The
Master station on A bus serves the interchange scenario performing period-
ically the following data interchange transactions1:

Pos. Type of periodical data interchange Max. duration
transaction of interchange

transaction in ms
Tw1 Readout of ten words from Slave No. 1 station 33.5
Tw2 Readout of ten words from Slave No. 2 station 33.5
Tw3 Writing of 16 bits to Slave No. 3 station 29.2
Tw4 Writing of 16 bits to Slave No. 1 station 29.2

Anticipated max. duration of data interchange transaction is:

TCS_busA =
∑

TW_busA
∑

TW_busA = Tw1 + Tw2 + Tw3 + Tw4
∑

TW_busA = 125.4 ms

1 Values obtained empirically for Modbus network. Results included in papers [4], [6].
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– Case 2
Where it is necessary to shorten the network cycle duration or increase the
message exchange between certain subscribers, the interchange scenario is
extended by the time of necessary to perform a command to activate one
of SLAVE stations as a MASTER station on B bus. It should be assumed
that the command is an aperiodic transaction which breaks the periodical
performance of a transaction on A bus. Performance of the command has a
direct impact on increase in A bus network cycle performance time.

TCS_busA =
(∑

TW_busA + TW_rozkaz

)
−

∑
TW_busB (7)

where:
[
∑

TW_busB]
TW_rozkaz – B bus activation command;
∑

TW_busB – Sum of durations of all interchanges in the Master station
scenario on B bus.

The B bus activation time is defined by the following relation (8):

Tstart_B =
(
TAZ_rozkaz + TPR + TTR

)
+

(TDR + TAR + TAS + TAW + TA + TAK) +
(
TPR_busB + TTR_busB + TDR_busB + TAR_busB + TAM

)
(8)

where:

Tstart B
TAZ rozkaz

TAS

TAW

TAK
TPR busB

TTR busB

TDR busB

TAR busB

TAM
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Both relations (7) and (8) define the theoretically maximum time by which
the network cycle performance time on A bus will be extended. All parame-
ters included in the relations (7) and (8) are either known values (catalogue
data of the equipment manufacturer) or they can be easily determined in an
experiment.

Example 2. A network was configured composed of four network nodes
(Fig. 4). The Master station on A bus serves the interchange scenario per-
forming periodically the following data interchange transactions2:

Pos. Type of periodical data interchange Max. duration
transaction of interchange

transaction in ms
Tw1 Readout of ten words from Slave No. 1 station 33.5
Tw2 Readout of ten words from Slave No. 2 station 33.5
Tw3 Writing of 16 bits to Slave No. 3 station 29.2
Tw4 Writing of 16 bits to Slave No. 1 station 29.2

The interchange scenario includes two aperiodic data interchange transac-
tions:

Pos. Type of periodical data interchange Max. duration
transaction of interchange

transaction in ms
Tw5 Readout of ten words from Slave No. 1 station 29.2
Tw6 Readout of ten words from Slave No. 2 station 29.2

After completion of several basic cycles on A bus, Tw5 command is performed
which activates the Master station on B bus. The B bus takes over Tw1
and Tw4 data interchange transactions while Tw2 and Tw3 transactions are
carried out on A bus.
The anticipated max. data interchange duration on A and B buses is:
• Stage 1: periodical transactions are performed only by A bus

∗ A bus; performed periodical transactions:

TCS_busA =
∑

TW_busA
∑

TW_busA = Tw1 + Tw2 + Tw3 + Tw4
∑

TW_busA = 125.4 ms

∗ B bus; no transactions:

TCS_busB = NULL

• Stage 2: A bus performs periodical transactions + one aperiodic trans-
action; part of the scenario is passed to B bus,

2 Values obtained empirically for Modbus network. Results included in papers [4], [6].
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Fig. 4. Sample system with the possibility to activate and deactivate a subscriber as
a MASTER station on the B bus
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∗ A bus; performed periodical transactions:
∑

TW_busA = Tw1 + Tw2 + Tw3 + Tw4 + Tw5
∑

TW_busA = 154.6 ms

∗ B bus; no transactions:

TCS_busB = NULL

• Stage 3: A bus and active B bus perform the interchange scenario
∗ A bus; performed periodical transactions:

∑
TW_busA = Tw1 + Tw4

∑
TW_busA = 62.7 ms

∗ B bus; performed periodical transactions:
∑

TW_busB = Tw2 + Tw3
∑

TW_busB = 62.7 ms

• Stage 4: Master station sends a command from A bus to shutdown
the Master station on the B bus. Once the command is performed the
network returns to the state of Stage 1.
∗ A bus; performed periodical transactions:

∑
TW_busA = Tw1 + Tw4 + Tw6

∑
TW_busA = 91.9 ms

∗ B bus; performed periodical transactions:
∑

TW_busB = Tw2 + Tw3
∑

TW_busB = 62.7 ms

The above calculations based on empirical investigation carried out for Mod-
bus network show that the use of the subject system will significantly shorten
the duration of the global network cycle. The cycle duration was reduced by 50%
for the case presented above.

4 Summary

This paper presents a proposal of a new communication protocol which can
be used in designing industrial IT real time systems. It was created on the
basis of examined redundant structures [4] with the use of the existing protocol
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of MODBUS RTU. The reason for using that protocol was only to construct
a model of a new protocol so as to examine it and determine the practical
usefulness of the proposed solution for designing industrial applications. The
partial results of practical verification of the concept obtained so far and the
results of the theoretical considerations presented in Sect. 3 are encouraging
and stimulate further tests and examinations which, as mentioned before, will
provide a basis to design a prototype controller with own built-in software to
perform a new protocol algorithm. An intention of the authors is to design a
controller which would be able to operate with the existing hardware solutions.
Additional asset of the proposed solution is the fact that it can be employed in the
existing systems after installation of additional special programme procedures
for the existing application software. Currently, work is conducted on software
for the presented communication system to experimentally verify the features of
increased reliability and efficiency. The analysis of basic time assumptions allows
to state that the method will be a useful tool enabling to expand operation of
some communication systems of the “monomaster” architecture.
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Abstract. Hierarchical Coloured Petri nets are used to model inter-
action of CPDev virtual machine with communication subsystem of a
small distributed control and measurement system. The machine exe-
cutes control programs and implements communications. Both vertical
and horizontal communication are modelled, as shown by the example
of the distributed system with new SMC programmable controller. The
model can be used to analyse correlation between the machine cycle
time and communication load and to determine optimal parameters of
the system.

1 Introduction

The CPDev environment (Control Program Developer) [1] is a collection of tools
for programming small control devices according to the IEC 61131-3 standard.
The main goal of the standard is to increase quality of control software [2]. By
defining dedicated programming languages and implementation procedures it
frees designers from using general purpose languages like C, focusing instead on
application of control algorithms.

The main component of CPDev environment is a compiler which transforms
programs written in ST or IL, two of five IEC 61131-3 languages, into an uni-
versal executable code. Specification of the universal code has been prepared
in such a way, that the resulting binary code can be executed on different tar-
get platforms, so both on small microcontrollers and on larger microprocessors,
via target-specific virtual machines. The machines operate as interpreters of the
universal code. The basic machine is written in industry standard C, so imple-
mentation on different platforms does not pose a major problem. Hardware-based
machine involving FPGA technology is under development.

Correctness and efficiency are important factors of control software. Formal
models used in the early stages of the development can be very helpful in this
area. This paper describes Hierarchical Timed Coloured Petri net (HTCP-net)
model [3] of the CPDev target platform software. One of the advantages of
HTCP-nets is possibility to estimate various performance parameters, thus iden-
tify potential bottlenecks and achieve better performance. A consistent descrip-
tion of different aspects of a system is also an important feature of such models.
The model described in this paper contains basic operation the CPDev virtual
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Fig. 1. SMC-based mini-DCS system at Automaticon 2008 fair

machine and focuses primarily on coordination of the machine task cycle with
communication subsystem. This includes both interaction with host PC (verti-
cal communication) as well as interaction with slave input/output modules and
other field devices (horizontal). The two aspects play important role in the first
application of the machine in a small distributed control and measurement sys-
tem (mini-DCS) involving new SMC controller introduced recently by LUMEL
Zielona Góra (Fig. 1). The controller does not have inputs or outputs of its own,
but communicates instead with dedicated I/O modules via the Modbus protocol
[4]. Modbus is also used for PC–SMC transactions. A part of the SMC Petri net
model related to vertical communication has been presented in [5,6].

2 Hierarchical Model of the Virtual Machine

The basic part of the CPDev virtual machine model is shown in Fig. 2. The
HTCP-net represents activities performed sequentially by the machine during a
task cycle. Those involve reading and writing inputs and outputs, executing a
task and waiting for the end of the task cycle. The token passed between the
places holds an extra integer variable (ct). It is used to collect delays introduced
by succeeding activities. For example, the arc expression (x,ct+read_time)
below the transition Read inputs is used to increase the total delay by the value
read_time, which can be set as necessary. To make the cycle constant, the total
delay is used to calculate the time left until the cycle ends. The spare time is
modelled with a time stamp expression @+(task_cycle-ct), near the transition
Wait for cycle end, which prohibits a token’s use until the model time reaches
the appropriate value. It has been assumed here, that the communications take
place during the spare time period of the task cycle.

Hierarchical properties of the HTCP-nets which have been used in the CPDev
virtual machine model, are:
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Fig. 2. HTCP-net of the virtual machine cycle

– substitution transitions connecting superpages and subpages via input/
output ports

– fusion place set to distribute token flow between net pages.

The substitution transition concept has been used in the model to provide
more and less detailed levels of system description. This can be observed in
the transition Execute task, which can be considered as a "gate" to a lower
level description of task execution. In the discussed model, this evolves into the
subpage net shown in Fig. 3.

For small-scale appliances as considered here, only one task is allowed. A task
in the CPDev environment is defined by a set of programs executed sequentially.
To begin a task, a token is passed from the superpage via the input port Task
execution (Fig. 3). Counter is used to get subsequent programs. Each program
is run within a specified amount of time, so the total cycle delay is accordingly
adjusted by the function addExecTime at the transition Run program. A token
with no execution time (pt=0) indicates that there are no more programs to
run. Consequently, the output port Task finished passes the token back to the
superpage of Fig. 2.

The place Communications on Fig. 2 is a fusion place, belonging to a fusion
set, which is another aspect of HTCP-nets. Generally speaking, a fusion set
provides multiple representations of the same place, thus it can be used on
different pages. A token e is passed to the fusion place Communications at the
beginning of the spare time, what activates communication subsystem (described



Hierarchical Petri Net for the CPDev Virtual Machine with Communications 267

pn

pn+1

pn

1

xt
nxt@+pt

xt

(pn,pt)(pn,pt)

xt

(pn,pt)

xt

xt

Finishing
task

[pt=0]

Run program

input (xt,pt);
output (nxt);
action
addExecTime(xt,pt);

Execute
task

Counter

1`1

INT

Programs
done

PROG

Processor
XT

Programs

1`(1,10)++
1`(2,20)++
1`(3,0)

PROG

Task
finished

Out
XT

Task
execution

In
XT

In

Out

Fig. 3. HTCP-net of the task execution

further). When the cycle timeout is reached, the token is grabbed back, so the
communications will pause until the next spare period.

3 Communications between PC and SMC

HTCP-net model of communication between PC and SMC is shown in Fig. 4.
Left part of the net corresponds to a PC running CPSim (CPDev’s on-line testing
tool) or SCADA program. Transitions Net PC 1 and Net PC 2 (center) represent
transmission link between PC and SMC. They are substitution transitions in-
troducing lower level subnets (described later). Right part of the figure models
SMC behaviour.

Initial marking of the place Enable to send enables the transition Sending.
When the transition fires, a message to be sent is chosen from the tokens available
in Messages. The selected message is put into PC outgoing buffer as well as
another token into Waiting for response. The arc inscription @+600 from Sending
to Waiting for response delays this token, so the transition Timeout will be
active after the selected time. However, the inscription at the next arc allows
the transition PC processing to consume the token earlier, immediately after
receiving response into PC incoming buffer. A message represented by a token in
PC outgoing buffer is transmitted through Net PC 1 and put into SMC incoming
buffer. The message waits there, until the SMC virtual machine is ready to
process it, that means until the spare time period is reached at the end of the
cycle. A token at the fusion place Communications enables SMC processing,
so the message is handled and the response is put in SMC outgoing buffer.
The response is transmitted back to the PC through NetPC 2 and put in PC
incoming buffer. This allows the transition PC processing to fire. A token in the
place Enable to send enables Sending, so next message can be transmitted.
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As mentioned, NetPC 1 and Net PC 2 are substitution transitions and intro-
duce subpages. In our case they are two separate instances of HTCP-net pre-
sented in Fig. 5. However, by the hierarchy, other models of transmission net can
be applied if necessary, without a change of the main superpage. The Net PC
subpage is connected to the superpage with two places: the input port Incoming
buffer and the output port Outgoing buffer. Tokens in Incoming buffer represent
packets which are ready to be transmitted. The transition Net delays the tokens
according to the function NetDelay. This way, a transmission delay is taken into
account. A packet can be also lost during transmission, with a specified prob-
ability, thanks to the conditional inscription at the arc from Net to Outgoing
buffer.

4 Communications between SMC and Slave Devices

A preliminary version of the HTCP-net model for the SMC communications sub-
system has been described in [5] and [6]. Formal techniques helped to
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overcome potential problems like bottleneck or blockage at the design stage. The
previous model has been slightly changed to fit into the hierarchical structure
as a subpage of the main model. The current version is shown in Fig. 6.

The subsystem allows for declaring multiple so called communication tasks.
Every task implements a single master-slave transaction with a particular slave
device (question–answer or command–acknowledgement). For simplification, just
two communication tasks are presented in Fig. 6. The tasks are executed se-
quentially, according to their priorities. In the example net, a token at the place
Choice 1 means that the priority of the task number 1 will be checked. The lower
number specified in the guard expression in square brackets at the transitions
Sending 1 and Sending 2, the higher priority the task has. The places Counter 1,
Counter 2 act as counters. In the example, the token in Counter 1 has a value
of 0. When the transition Priority 1 is fired, this value will be increased by 1.
The arc from Priority 1 to Choice 2 has a conditional inscription, so the token
will be put in Choice 2 if the value of Counter 1 is too low to fire Sending 1.
This means, that the priority of the task is too low, so the priority of next
task will be checked. As it is seen, every attempt to execute a task increases
the counter. Eventually, one task will be chosen. If a token in the fusion place
Communications is present, the selected task can be executed. In the example,
after several steps the transition Sending 2 will be fired, a message put into SMC
outgoing buffer, Counter 2 zeroed, and a token put into the place Sent 2. The
inscription at the arc between Sending 2 and Sent 2 increases a timestamp of the
token to model a timeout. The transition Timeout 2 will be active after the time
specified. The inscription at the arc from Sending 2 to From2 to 1 allows firing
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From2 to 1 before the timeout, as soon as a reply appears in the place Received.
If a packet is lost then the response will never be received, so Timeout 2 will fire
after the specified timeout value. A packet put into SMC outgoing buffer will
be transmitted through the net. The transitions Net 1 and Net 2 are substitu-
tion transitions introducing subnets, similarly as in the PC–SMC communication
model. Slave processing delays the response by an additional random time. The
response packet will be transmitted through Net 2 into SMC incoming buffer.
The response will be delayed until a token in the fusion place Communications
is present. The token enables Receiving, so the processed message is put into
Received. Eventually, the transition From 2 to 1 will fire, what means that the
second communication task has been executed successfully. Then, the same way,
the next task for execution is chosen.

5 Implementation

The HTCP-nets model has been examined with CPN Tools [7]. Formal analy-
sis and simulations have revealed that the concepts can be applied to manage
numerous communication requests. This became a basis for development of soft-
ware modules for the CPDev environment. The CPCon configurer (see Fig. 7)
is used to define the horizontal communication between SMC and slave mod-
ules for a particular application. The CPSim tool collects program variables of
a running SMC via Modbus and displays them on-line (commissioning).

Fig. 7. Definition of communication tasks in CPCon tool

The SMC programmable controller is the first application of the virtual ma-
chine and the CPDev engineering package. Another application involves a PC
equipped with an input/output board and a special software. The PC can be used
as a soft-controller. A prototype solution which interfaces National Instruments
NI-DAQ USB 6008 board to the CPDev environment has been also developed
and tested [8].

6 Conclusions

Hierarchical approach allows for splitting a model into several subpages. This
way, more and less detailed levels of the system description can be provided, sim-
plifying development process. Low-level subpages can be analyzed independently
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from the high-level ones and easily modified. Additionally, multiple instances of
a subpage can be created and used in the model repeatedly.

The HTCP-net models can be used not only to specify software modules,
but also to estimate performance parameters. This can be important for small
distributed control and measurement systems where single CPU handles both
program execution and communications. In particular, the performance of ver-
tical communication can be optimized. Register readouts in Modbus protocol
can be either split into several transactions (one per each variable), or grouped
into a single transaction involving continuous set of registers. The extra registers
(not needed) have to be read anyway to make this set continuous and can be
discarded later. Selection of the better way from the two depends on the num-
ber of not needed registers, baud rate, communication delay of a single message,
controller cycle time, and average (or maximum) time of program execution (can
be calculated). The CPSim tool of the CPDev environment uses such technique
to minimize delays and optimize throughput.

Average and maximum response times can be calculated for typical cases. In
this way possible bottlenecks can be predicted in the early stages. The simula-
tions results have been compared with the real system and turned out sufficiently
consistent in typical conditions.
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Abstract. The recent intensive development of networking technologies
together with an increasing tendency to use broadband networks in in-
dustrial applications have caused the appearance of many new methods
and protocols based on Ethernet. Rapidly expanding wireless branch of
networking will certainly force even more problems on IT and Control
professionals to solve. The specifics of wireless media, its vulnerabilities
and new topologies are unfortunately an even match for it’s undisputable
features.

For that reason a basic analysis of medium access methods is made
to verify IEEE 802.11, one of the most popular wireless computer com-
munication standards, ability to be used in industrial or other time de-
terministic environments. Four methods of media access are taken into
consideration in this paper: DCF, PCF, EDCF and HCF. Their basic
features are confronted with industrial systems demands and each one is
evaluated on possible fields of use.

1 Introduction

Wireless communication quickly conquers consecutive computer networks fields
of appliance. Development favouring market demands concerning mobility,
simplicity of installation, scalability and versatility caused unbelievable tech-
nological acceleration in this matter. Wireless networks not only allow to install
computer devices where it was difficult to place wire network, they also signif-
icantly simplify the communication with movable and mobile devices. The last
of the mentioned features – communication with mobile devices – makes wire-
less technologies future paaticularly promising. Wireless networks already allow
relatively good mobility of clients in the covered area, mainly in the home or
office solutions, but global tendencies show that industrial applications are also
more often based or at least complemented by wireless technologies. The market
is constantly introduced with new commercial solutions and approaches [1] and
as the professionals experience is divided between them there are still no leading
standards. If the wireless solutions career will be similar like this of industrial
Ethernet it is almost certain that wireless technologies in industrial applications
will be an area of intense interests, researches and changes in the coming years.

A. Kwiecień, P. Gaj, and P. Stera (Eds.): CN 2009, CCIS 39, pp. 272–279, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



IEEE 802.11 Medium Access Mechanisms in Industrial Applications 273

With such conclusion in mind this paper is an approach to a basic analysis of
the most popular wireless local area network standard – IEEE 802.11 – in terms
of use in industrial applications.

2 Medium Access Methods Analysis

As already stated – wireless communication in general offers many new oppor-
tunities to industrial computer systems designers and engineers. Taking into
account the experience they gained while wired communication based on Ether-
net developed [2] and gradually increased its share in industrial communication
market, the IEEE 802.11 standard becomes a natural point of interest as a wire-
less extension of already existing and developing 802.3 based networks. This
interest is particularly understandable as 802.11 was also designed to be used in
local area networks and it is a part of 802 standard group so it is designed to be
interoperable with other standards.

However, handling an uncontrolled medium is far more complex and challeng-
ing than the wired medium used by Ethernet . This complexity had a thorough
impact on the Media Access Control part of the Data Link Layer (layer 2 of
Open Systems Interconnection). The physical properties of medium, clearly dif-
ferent from Ethernet, and mobility – a feature naturally associated with wireless
communication, forced a change in the protocol used. 802.11 utilizes CSMA/CA
(carrier sense multiple access/collision avoidance) protocol which, although from
the same family as CSMA/CD (collision detection), is more complex and restric-
tive [3].

These differences are caused by the inability to directly detect a collision in
the wireless medium (like it is done in CSMA/CD in physical layer). To fulfil
the idea of multi access and ensure the proper transmission of correct data a
collision avoiding algorithm was designed. Its idea is divided in two parts:

– medium occupancy detection
– medium access method

The occupancy detection is the basic part, common for all media access methods.
It is based on a dual mechanism which begins already in physical layer where it
relies on a signal detection. It is supported by a software based solution and uses
a virtual representation of signal called network allocation vector (later referred
to as NAV).

Medium access methods are responsible for resolving the problem of several
stations ready to use the medium at the same time. All of them are briefly
described and analysed below.

2.1 Distributed Coordination Function

Distributed coordination function (DCF) is a basic and the most commonly
used method of medium access control in 802.11 standard. It is implemented
by all vendors which makes it a natural candidate for building cost-efficient
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(many devices to choose from) wireless communication system. DCFs another
interesting feature is a complete distribution – network based on DCF does
not need any special node acting as a coordinator or a similar central, key role
(although it does not mean it cannot work in such mode).

Unfortunately this method has also a major drawback. The lack of coordinat-
ing node making status of all stations in the network equal results in a contention
based method of accessing the medium. DCF uses a random backoff algorythm
which chooses a value ranging from zero to a value called Contention Window
(CW ) which, in turn, can range from CWmin to CWmax parameters. The chosen
number means a time (calculated in slot times1) which a station has to wait
after detecting free medium before accessing it.

The method is not ideal even when it comes to the simplest case of two
nodes in the network – it is probabilistic and because the floor of the range
from within which the random number is chosen is always zero there is always a
certain probability that the stations will start the transmission at the same time
therefore leading to a collision. From the same reason the order in which stations
will gain access to the medium is very difficult if not impossible to determine.

A sample scenario of medium access utilizing DCF is presented in Fig. 2. It
presents the already mentioned simple two-node network. When the medium is
reported free (no signal detected in physical layer and NAV counted down to

1 A time value based on the radio frequency of the physical layer.
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zero) both stations wait a constant time called DIFS (DCF inter-frame space)
extended by the random backoff. Node 1 chooses lower backoff and gains ac-
cess to the medium. After the complete transfer (data and acknowledgement
– acknowledge mechanism is not covered in this paper) the medium is again
reported free and again Node 1 gains control over the medium choosing lower
backoff. Node 2 can try to gain access when Node 1 finishes its second transmis-
sion and it should eventually succeed but a significant increase of waiting time
is possible.

2.2 Point Coordination Function

Point coordination function (PCF) is an additional method of medium access
control described in IEEE 802.11 standard. It is not as popular as DCF because
its implementation is not mandatory according to the standard compliance de-
mands and is often omitted by vendors. In contrary to the DCF mechanism,
PCF does not allow network nodes to access the medium freely. It provides a
mechanism of contention free data transmission in a network where one of the
nodes acts as a Point Coordinator (it is an Access Point usually) controlling
other PCF-supporting nodes. The contention free period begins when the coor-
dinating node announces it using a special control frame. All the nodes in the
network, after receiving such an information switch themselves in PCF mode
and their access to the wireless medium is from then centrally controlled by the
coordinator. The coordinator can send data to the nodes and poll the nodes to
retrieve data from them as well. The PCF finishes when the time announced in
the starting frame runs up or when Point Coordinator finishes it with another
control frame (whichever comes first).

The PCF communication scenario clearly resembles the popular Master-Slave
[4], [5] paradigm well known among control engineers and widely used in indus-
trial networks and applications. The medium access strictly controlled by Point
Coordinator ensures that every station will access the medium and reduces the
risk of a single station dominating the medium only due to propitious backoff
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generation. However PCF is not deprived of disadvantages. One of them, being
a feature responsible for the main advantage at the same time, is centralized
medium access control – single coordinating point makes the network more sus-
ceptible to device damage resulting in a complete halting of communication.
The PCF mechanism also adversely influences the maximum network through-
put generating additional control traffic.

Figure 4 pictures an excerpt from a sample beginning of PCF scenario. Every
node activity has to be preceded by a proper coordinator control frame. The
beginning of the contention free period is particularly interesting as it can occur
in any moment while the network is working in DCF mode – coordinating node
does not wait DIFS time like a DCF node but PIFS (priority inter-frame space)
which is shorter. This mechanism allows the coordinator to start PCF mode at
any time with absolute certainty (after the current transmission is over and the
medium is reported free). Figure 4 does not include the end of PCF mode but it
is quite simple – when coordinator communicates with all nodes it sends a PCF
ending frame after which DCF mechanism is resumed.

2.3 Quality of Service Extension

Beside DCF and PCF, being two basic and quite simple methods of accessing
medium, IEEE 802.11 also includes a Quality of Service (QoS) extension. The
main idea standing behind it was an improvement of MAC layer to enable delay-
sensitive services to be run in the network. The QoS technology itself is already
well known from the wire communication but similarly to other medium access
mechanisms it faces different problems in its wireless version and as such is
treated as a quite new. Quality of Service proposed for 802.11 includes two
following methods:

– HCF (Hybrid Coordination Function) with contention (also known as EDCF
– Enhanced DCF)

– HCF with polling

Although QoS extension was designed with the main purpose of voice and video
applications support its features may also be helpful during design and deploy-
ment of an industrial wireless network.
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Enhanced Distributed Coordination Function. The idea of this DCF ex-
tension is based on differencing not only network node priority (which can be
done approximately by parameterizing CWmin and CWmax parameters) but also
the data sent. It divided data to eight categories called traffic classes and as-
sumed that communications system utilizing QoS will be complemented by a
data classification mechanism (not described in standard).

Properly classified data are placed in different queues where they await for
the transmission. However prioritizing data frames in a network of client devices
not communicating with each other directly is not a trivial matter. To solve it
EDCF introduced several changes and improvements:

– transmission opportunity (called TXOP)
– arbitration inter-frame space (called AIFS)
– different CWmin and CWmax sets for categories

TXOP is a time when the node can transmit frames. It is long enough that the
node can transmit more than one frame without participating in usual DCF
contention after each frame.

The AIFS is a time span which a station waits after detecting free medium, it
is very similar to the DIFS and PIFS times but is adjustable and the shorter set
the higher priority of transmission and better chance of accessing medium first.

Changing CWmin and CWmax influences the chance of accessing the medium
during the regular DCF scenario – the CW value is chosen from different ranges,
depending on data class.

Hybrid Coordination Function (with Polling). The idea of HCF is based
on a principle similar to already described PCF, it accesses the medium with
PIFS space but uses TXOP mechanism as well allowing the network node to
send more than one frame after polling.

Quality of Service technology also provides a mechanism called admission
control which is responsible for controlling the network throughput, current free
resources (called available budget) and distributing information across the net-
work (in EDCF) or using it when generating polling schedule in HCF method.
It allows to control the data flow in the period of transmission requests reaching
the maximum network throughput.

Although the mechanism is interesting the industrial applications are usu-
ally well described at the stage of design in terms of amount and frequency of
data transmission so admission control is of less significance for them and quite
complex therefore not covered in this paper.

3 Summary

These several briefly described above methods unquestionably requires accurate
analysis, tests and researches to precisely define which fields of appliance they
would fit best. However even after this short study of each some tendencies and
probable research directions can be observed.
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An obvious candidate for applying in industrial applications is the PCF
method which way of working resembles strictly determined network exchanges
scenarios. Clearly all other mechanism based on the PCF principle are equally
interesting. The one described in Quality of Service extension enables a variety
of parameters to be changed and influence the transmission of different types of
data from different types of nodes.

Beside the PCF alone also the mixing of the method with one of contention
based to create a time window for asynchronous data exchange for example. Such
hybrid solutions, allowing the creation of communication systems meeting high
demands of industrial computer systems, slowly appear on the device market
and are a field of intense research as the IEEE 802.11 does not include and
standardize all these parts (for example already mentioned data classification
mechanism). Thanks to that the standard is flexible and adaptable to control
engineers demands.

As to the contention based mechanisms – using them alone is possible rather
only in small networks without significant traffic load and not very strict tech-
nological demands. However it would still be better to use EDCF method as it
is much more capable in terms of parameterization of transmission than DFC.

Contention mechanisms could also find themselves applied for mobile HMI
(Human Machine Interface) devices where the speed of the network greatly ex-
ceeds human reaction and very fast communication is not the major issue.

Despite not very insightful analysis IEEE 802.11 proved to be a promising
technology in terms of use in industrial applications. Properly chosen medium
access methods together with proper parameterizing paired with high bandwidth
can result in a versatile, efficient computer network providing us with more
features then wired network.

It is also important to mention the economical problems spreading around
most of the globe. Their scale will certainly influence the number of investments
in the nearby future and probably the pace of new technologies development.
Rapidly decreasing income may cause both reduction of control systems market
and reduction of financial support of research centres, which in turn can cause
the pace of specialized solutions development of to slow down. From these we can
conclude that an urgent necessity to seek new solutions emerges. The mass con-
sumer market, where strong competition provides respectively low devices cost,
is probably being able to encourage investors to keep improving and expand-
ing their control systems, even during the period of the economy slowing down.
This is another reason to analyse, adopt and release the potential of ’consumer
technologies’ in industrial applications.
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Abstract. In this article the authors consider a construction of a com-
puter distributed system designed for monitoring geological phenomena
such as big rock falls1 . In order to create universal IT solutions for this
kind of threats, authors designed a general concept of a system with-
out using an off-the-shelf expensive equipment. This is the first step to
building a prototype of such a monitoring system as well as conducting
additional research related to measurement of dislocation and low power
transmission.

1 Introduction

Using computer technologies is obvious, with regard to any kind of human ac-
tivity. Therefore, computer systems are useful just like we want to assist various
measurements connected with geological phenomena and for collecting data and
its analyses in order to create a forecast of natural events. A very important
type of these phenomena are soil and rock instantaneous falls, because of their
danger. The paper refers to monitoring of this type of geological threats with IT
techniques. To forecast the behaviour and predict the hazardous and final slide
of a rock, some datasets with regular measurement values of rock dislocation as
well as prediction algorithms are needed. In order to collect and process data, an
automatic unaided and cheap system should be created. Similar systems exist
but scopes and ways of using them are different than presented in this paper and
their cost is very high. Thus, authors created a concept of such a system from
scratch.

In this article we are going to present the idea of a distributed wireless com-
puter system designed for cyclical monitoring of the rock dislocation. A peri-
odical collection and storage of this kind of data can be useful for statistical
analysis and could be helpful for creation of predictions. The main components
of such a system are locally spread measurement stations and a central database
server. Local systems should act as field objects whereas a database should be a
1 Topic connected with “Geology & Information Technology” seminar project orga-

nized by The Polish-Norwegian Research Fund, Silesian University of Technology
and Sogn og Fjordane University College.

A. Kwiecień, P. Gaj, and P. Stera (Eds.): CN 2009, CCIS 39, pp. 280–291, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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data repository for all of local systems and should contain an interface to other,
external systems.

In case of a rock fall the most related topics include: the methods of pre-
cise dislocation measurement, local robust wireless communication, long distance
communication as well as local and central data storage. Additionally, the power
supply and mechanical construction issues of every part of a local system are
very important because the system has to act as unaided automaton for at least
one year in very diverse and extreme weather conditions. The scope of this pa-
per covers the whole structure of the local measurement system (LMS) and the
communication issues. Additionally, a set of possible measurement methods of
movement is presented, especially those based on the GPS.

2 Local System Architecture

In the single local field area there are typically a few measurement points spread
along a given region with about 100 metres in diameter. The main task is to
measure the distance changes between any two given points. It is assumed that
the local region contains a stable and unstable areas. The locations of measure-
ment points have to be fixed because of measuring of the dislocation between
them with precision of at least 1 mm. Therefore, it is possible to fix a part of
them on the stable rock and the others on the unstable parts of the local area.
The points located on the stable rock are the reference points, to which all mea-
surements refer. In expected scale one reference point should be enough. In the
LMS three functional tasks can be distinguished. The first one is to measure a
relative movement in the given point. The second one is to collect data from
all measurement points and transmit it to the central database located in the
distant place. The third one is to process the local data and, depending on the
achieved results, to control the local actuators. This is illustrated in Fig. 1.
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Fig. 1. Basic tasks of the LMS and its dependencies

2.1 Distribution of Functions

The local system should contain a set of nodes with communication capabilities.
Each of the nodes has a processing unit with an interface to measurement appli-
ances and is able to use it, get a local measure and put it into its memory. One
single system node neither can process the whole system information nor send
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Fig. 2. Proposed solution for distribution of system functionality

it to the distant database because it does not have the whole set but its own
one. To resolve this problem there are two ways of designing the system node.
The first one is to create universal node, with the ability to execute all three
functional tasks. The second one is to create a specialized node to which the
execution of the functional tasks is delegated. To realize the first solution, the
local data from each node should be transmitted to the others in order to gather
complete information about the state of the local system. Thanks to this concept
an ability to use redundancy and dynamic reconfiguration of the local system
exists. In addition, if the long distance communication capability is added to the
node functionality, each node has a full functionality of a local system and is
able to relieve any other node, in case when it is broken. However, in the LMS
considered in this work there is no special reason to add advanced individual
features to each node and it can be assumed that only one extended station is
needed. Therefore, broadcast transmission as well as embedding complex pro-
cessing and a high power radio functionality in each system node is unnecessary.
Thus, the better solution is to create nodes according to the second idea men-
tioned. In order to put it into effect, a special devices called Measurement Node
(MN) and Central Node (CN) can be introduced. The main components of MN
are measurement unit and local communication unit. The main parts of CN are
powerful processing unit, local communication unit, and distant communication
unit. Nevertheless, the reliability of functionality maintaining by the local sys-
tem has to be taken into consideration. Functionality reduction is not a good
solution because it discards the possibility of using the previously mentioned
redundancy. The multiplication of functionality in the system nodes gives an
option to set up the system as well as to reconfigure it in case of malfunction of
any node. But finally, there are two important necessities to reduce functionality
of a given node because of power consumption and its financial cost. Mentioned
issues are presented in Fig. 2.
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2.2 The Communication Channel

There are several solutions to use with a short and long distance communication
including cables. Because of the cost of cable infrastructure and its mechanical
and lack of environmental resistance, the cable connection idea has been rejected
and it is assumed that only a wireless channel based on the radio transmission is
further considered. Additionally, there is a assumption of using public free bands
to avoid potential problems with acquiring appropriate licences. It is possible to
use a band named ISM, which contains sub-1 GHz and 2.4 GHz frequencies as
well as GSM network based on 900 MHz, 1.8 GHz, 2.1 GHz and others. The
range and accessibility of sub-1 GHz and GSM bands differs according to the
local regulations. But generally, 2.4 GHz is a public band everywhere and GSM
network is accessible almost everywhere where people live. Generally, in the
LMS there is one simple communication task. The local set of variables from
MN should be delivered to the repository in the central database (CDB). Thus,
two types of data passing can be discussed. The first one is to use long distance
transmission from each node to the distant station, and the second one is to
use short distance communication between each of the local nodes and the main
station. This station is also local but it is a specialized node with a capability of
using long distance transmission based on techniques mentioned previously. The
second one seems to be better because of the conclusion from point 2.1. Distant
communication from each of nodes to the database server is not effective from
the power consumption point of view. Let us assume a typical system which
contains four measurement nodes. The radio in typical radio modem uses the
transmission power of about 5 mW – 1 W with the operational current of the
whole device being approximately 40 mA – 611 mA. The radio, in GSM case,
uses the transmission power of maximum 1–2 W with the operating power of
modem about 175 mA – 1.7 A. Local transmission needs power of about 1 mW
and operating power from 5 mA up to 40 mA in Bluetooth, ZigBee or general
ISM case [13,12]. The sleep mode power consumption is about 16 mA for radio
modems, about 5 mA for GSM modem and about 0.5 μA for ISM devices. The
time of transmission of a few local values of variables depends on transmission
type and data size. Let us assume eight variables of 16-bit which should be
enough to code a few measurements. Generally, in any case before transmission
of useful data there is a necessity to establish a logical channel. This is time-
consuming in GSM case and takes about 4–6 seconds. Time of data transmission
of 32 bytes is below 3 ms and it is not important with relation to time of channel
establishment when transmission speed is in range from 1 Mb/s down even to
20 kb/s. Generally, a period of 6 seconds of radio activity per each data subset
transmitted by the node can be assumed. ISM solution requires roughly from a
few micro seconds to a few milliseconds for transmission activation. Thanks to
the shorter time of radio activity and less power consumption in sleep mode the
total power consumption is lower in short distance transmission case. Graphical
depiction of the power consumption by various device types is presented in Fig. 3.
The conclusion is obvious. MNs need less power for local transmission than for
the distant transmission. Thus, this is the main reason for creation of a special
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Fig. 3. Estimated comparison of typical power consumption and radio activity time
during transmission

CN dedicated to local data collection and which later retransmits it to the CDB
station. Only this node has to have a more stronger power source designed for
communication with CDB.

If the multifunction node idea is rejected, there are two additional types of
transmission: local and distant. In the local channel case there can be distin-
guished a few popular, low power and cheap standard techniques included in
IEEE 802.15 WPAN, IEEE 802.11 WLAN, open source projects and commercial
solutions like: Bluetooth, ZigBee, CC1000, Z-Wave, Insteon, EnOcean, OneNet,
6lowpan, Hiperlan, Dect and others [11,12]. To establish the distant channel
there are two technical possibilities: either a radio line with radio modem or a
cellular network with GSM modem.

The Local Channels. In order to establish a local channel, the ZigBee per-
sonal network is chosen from above. The main advantages for that selection is
low power consumption and low cost of hardware components, good knowledge,
standardization and hardware element base and a relatively big radio radius up
to 100 m. Additionally, this standard gives a possibility of using multihop routing
with beacon servicing and also the general network architecture fitting to the
system architecture presented above. There are three kinds of devices in ZigBee:

– Coordinator (ZC) – acting as a network supervisor and a security centre.
Only one may exist in the given network. Any other network subscriber can
attach to this device and send data. In LMS, the functionality of coordinator
agrees with the CN. Thanks to that the node is able to act as a repository
for measurements, network configuration and security keys.

– Router (ZR) – acting as a data retransmitter. In cases when the distance
between nodes has to be about or longer than maximum radio range, router
can read the data from one node and transmit it to the other. For the LMS
the topology is fixed and it does not need to use any dynamical routing
algorithms known from sensor networks. Nevertheless, the router should pass
data from the given MN to the other given MN according to fixed routing
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algorithm if the location of measuring points is out of range. Router can
act either as a special type of system node dedicated only to transmission
purposes or as an MN.

– End Device (ZED) – acts as data transmitter. It cannot receive useful data
from others or relay data to others. It can pass data only to a parent node
which can be a router or a coordinator. For LMS this device belongs to MN.
Most of the running time this device can be asleep, because of periodical
character of data transmission.

In order to put the CN to sleep, the beacon servicing should be used. Beacon
intervals for low speed transmission of 20 kb/s may be in range between 48 −
48 · 214 ms. Therefore, all communication devices in nodes can be put to sleep
mode and wake up only with a given period of time in order to exchange data.
Let us assume exchange scenario related to the previous LMS example. The
measurement cycle depends on movement level per time unit. If a value is below
assumed tier, the cycle is of 60 s, and if above, it is of 15 s. Of course, there
is an option to consider more than one tier and build a more complex dynamic
scenario. So in example of LMS, a packet of 32 bytes of useful data is transmitted
every minute from each node. It equals to 525600 times per year, equivalent of
16 Mbytes. To calculate the real total number of transmitted data, the protocol
control data has to be added from ZigBee and 802.15.4 stack. That control data
is necessary to realize ZigBee services such as starting network, joining nodes,
reception and confirmations, routing etc. Thus, in order to calculate precisely
the time of network activity, the time analysis of ZigBee protocol is needed and
this is out of scope of this paper. The topology of LMS example, based on ZigBee
devices, is presented in Fig. 4.

There is another way of establishing an exchange scenario. The measurements
can be gathered together in MN memory and sent with a longer cycle. The dis-
advantage of this solution is that CDB does not receive data with a measurement
cycle but with a network cycle. But the advantage is great because the communi-
cation device can be longer in a sleep mode. In addition, for relative big packages
it is possible to use data compression and reduce a packet size by several per-
cent and thanks to that also reduce radio activity time and power consumption.

 

MN & ZED 

MN & ZED 
MN & ZED 

MN & ZED 

ZR 
CN & ZC 

Fig. 4. Example of LMS with ZigBee local communication
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Mechanism of data gathering and compression can be turned on and off de-
pending on criteria from the idea of dynamic cycle presented above. In general,
ZigBee is one of the options. Other solutions can also be used including creation
of universal CN, either within the given subset of network solutions or as a kind
of ambient network supervisor station. This universal way of connections allows
for utilization of a variety of MN from various producers.

The Distant Channel. As it was mentioned previously, there are two ways of
long distance transmission: dedicated radio line, or GSM network. In the first
case there is a necessity to install radio modems in a field with unobstructed field
of view. This is the technical requirement. It can be difficult when the region is
arborescent, hilly, or really vast. In this case the repeaters should be installed
either for passing signal out of the hill or to reinforce it. It could be economically
unprofitable because the radio modem devices are relatively expensive. However,
there is one advantage of this solution. The transmission is free of charge so the
maintenance cost of the system is low. In the second case one does not need to
use an expensive radio modem, instead of this a cheap GSM modem could be
installed [3]. In order to send data through GSM network, GPRS can be used
as a good service to integrate cellular network subscriber with IP-based network
with CBD. However, there is extra charge for sending a data packet through
GPRS channel, apart from a network provider subscription fee. The problem
of data cycle transmission establishment is similar to the local transmission
case. There is a possibility of gathering data and postponed sending as well as
instantaneous sending in case of detection of outpassing the tier. Answering the
question which solution is cheaper is difficult because of constant fluctuations
of devices and services costs. Nevertheless, the simple balance is shown below.
Let us calculate roughly the cost of the initiation of the example system and
its annual maintenance cost. The cost of a simple radio modem with a repeater
functionality is about 700 Euro, the cost of a GSM modem is about 20 Euro.
Let us assume a plan for data transfer with fee on level of 30 Euro and no
connections fees2. Additionally, let us simulate the previous example of LMS
with a simple case of two radio modems. The cost of devices is about 1400 Euro
and 20 Euro accordingly. For the radio modem the transmission cost is either
zero or depends on the cost of obtaining the licence. For the GSM modem the
operational cost is about 360 Euro per year. However, the cost of the radio
modem can be increased significantly if the distance between modems has to be
greater than the maximum reach distance coming from transmitter power and
receiver sensitivity. The solution with GSM seems to be more attractive because
of the cost of devices. Maintenance cost depends on local providers’ plans. The
schema of distant transmission based on GSM is presented in Fig. 5.

To integrate LMS with CDB, the Internet is the best solution. The ideal
case is when all stations have their own static and public IP address. This is not
always possible because of shrinking unoccupied address space of IPv4. Using this
version of IP is necessary in respect of common devices compatibility. Therefore,

2 Sample data based on typical market offer on February 2009.
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Fig. 5. Long distance connection via GPS and Internet

in one way communication at least the CDB station should have a static and
public IP address or address routed in a given system subnet. Then CNs are
able to send data directly to the given socket. If transmission is bidirectional
and CNs have dynamic addresses, a special routing mechanism is needed [6,7].
It can be located in CDB. Using the UDP protocol in transport layer reduces
the number of bytes transmitted through GPRS channel. It is also possible
to use a reliable TCP protocol instead of a simple UDP. Although the TCP
protocol is safer because of establishing the logical connection between stations,
its transportation overhead is bigger. It may have a significance if GPRS transfer
is paid per packet.

3 Measurements

There are several potential methods of measuring a dislocation. The first group
contains classical sensors based on optical, mechanical and acoustic detectors.
For instance it can be: shock loggers, geophones, extensometers, laser devices
etc. They have appreciable virtues as:

– low cost of devices and their installation,
– very high accuracy of measures,
– low power consumption.

Unfortunately there are disadvantages as:

– the measurement can be disturbed by any object in the vicinity of the sensor,
– the measurement methods are not weather proof.

Those disadvantages make it impossible to use because of environmental require-
ments. The second group contains sensors based on satellite positioning systems
as GPS, together with a standard receiver based on raw satellite signals without
any correction. Virtues of this solution:

– low cost of devices and their installation,
– measurements independent from weather (except extreme conditions).

There is one important disadvantage of this: low accuracy of measurement (up
to several meters). On the contrary, the GPS with a differential and/or static
method has virtues of standard GPS and very high accuracy of measurements.
However, there are also a few disadvantages as:
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– high cost of devices and their installation,
– long time of measurement process,
– need to synchronize clocks of MN and CN,
– highest power consumption among other concepts.

Because of unavoidably of weather fluctuations, the best solution seems to be
the GPS system. The GPS system is designed in the way that allows to observe
at least 4 satellites in every point on the Earth ground. It gives a possibility
of measuring a distance from a given point to the four satellites which location
in the space is known. Two levels of navigation and positioning are offered by
the Global Positioning System: The Standard Positioning Service (SPS) and the
Precise Positioning Service (PPS). The Standard Positioning Service offers a
base-line accuracy that is much lower than the PPS, but is available to all users
with even the most inexpensive receivers. The Precise Positioning Service is a
highly accurate positioning. Using only a single C/A-code receiver we can take
accuracy around 10 to 30 meters. To get better accuracy we can use differential
GPS positioning (DGPS). The underlying premise of differential GPS (DGPS)
is that any two receivers that are relatively close together will experience similar
atmospheric errors. DGPS requires that a GPS receiver be set up on a precisely
known location. This GPS receiver is the base or reference station. The base
station receiver calculates its position based on satellite signals and compares
this location to the known location. The difference is applied to the GPS data
recorded by the second GPS receiver, which is known as the roving receiver.
From the difference between the known position and the GPS-derived position
differential can be calculated, which can then be applied to the rover’s position
data. Another very important consideration is the distance between the base and
rover. This is because if the rover is a substantial distance from the base, it’s
possible that the two receivers might be observing one or more different satel-
lites. For code differential positioning, base line distances should be kept below
300 kilometres [10]. The higher precision is riched by using static positioning
technique. Static positioning implies that both receivers are stationary during
the entire period of data collection. The length of the observation period is de-
pendent on parameters such as the number of observed satellites, the distance
between two receivers, receiver type and accuracy requirement [1]. Static GPS
using carrier phase observations and simultaneously occupying sites for an hour
or more is sometimes referred to as conventional static GPS, since it is the origi-
nal technique used for GPS surveying. In this technique receivers track the same
satellites simultaneously for at least one hour. One of the main reasons for oc-
cupying sites for over an hour (sometimes several hours) is to exploit the change
in geometry as satellites track paths across the sky. It is this change in geometry
which assists in ambiguity resolution and helps to improve the strength of solu-
tion. The range of accuracy using conventional static GPS varies depending on
the observing and processing procedures followed, the baseline lengths measured
and the receivers used, among other variables [9]. In static relative positioning
the two receivers must remain stationary throughout the observations while vec-
tor between points A and B is being computing [14]. Differential corrections are
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used to compute the carrier phases. First-approximation measurement for the
distance between a satellite and a navigation satellite receiver is pseudorange.
A few methods exist to compute pseudorange but the most precise is phase
method. How to compute pseudorange using phase is shown below:

d = N · λ + λ · ϕ (1)

where:

d – pseudorange,
N – whole number of waves length which are include in range between satellite

and receiver,
λ – wave length,
ϕ – incoming signal phase.

There are many GPS devices designed for precise positioning for geodesy pur-
poses [15]. One of the most interesting suitable for LMS is GPS Module –
ProMark2. It uses static survey performance (rms) with following accuracy
specifications: horizontal 0.005 m + 1 ppm, vertical 0.010 m + 2 ppm, azimuth
< 1 arc second. Nominal observation time is in range from 20 to 60 minutes
depending on distance between ProMark2 receivers and other environmental
factors. These parameters and high cost of about $8000 discards such a devices
as a good measure. There is necessity to do some research with classical GPS
receivers, DGPLS and/or static method, and local reference station.

4 Power Supply

Considering hard accessibility of field locations as well as limitations and snags
related to the cable installation, in described LMS car batteries are used. Addi-
tionally, the possibility of charging with solar energy is considered if using solar
panels is possible in given environmental conditions. Installation and mainte-
nance cost has also an influence on the battery solution selection. This cost is
significantly lower in comparison with energizing the system by an external and
permanent power supply source. Solar panels are built from fotovoltaic cells and
work to charge batteries or to energize low power devices directly. The amount
of produced energy depends on solar radiation intensity, so using of solar panel
depends on location of a field. It is especially important when LMS is located in
the area with long nights. According to the mentioned example, let us estimate
the life time of unaided MN power supply with pessimistic assumption:

– for communication unit:
• the integrated element based on CC2430 or similar [13] could be used,
• activity time, during preparing and making one packet transmission, of

10 ms,
• 35 mA of operating and not significant 0.5 μA for sleep power consump-

tion,
– for processing unit:
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Fig. 6. Working time of MN according to cycle and sleep power consumption

• the unit based on AVR processor [5] can be used,
• processing time, during measurement and transmission, of 1 s,
• 50 mA for operating mode,

– for measurement unit:
• the embedded GPS module can be used i.e. EM408, FGPMMOPA2 [2,4],
• measurement time of 1 s,
• power consumption of 67 mA,

and from 10 to 110 mA of total asleep power consumption and cycle of activation
time from 1 s up to 1 h. With a battery of about Q = 75 Ah capacity, the esti-
mated life time of the assumed device is presented in Fig. 6. To prepare results
the average current consumption (CA) was calculated according to unit type
and time of activation in a given supplying mode, either operating or sleep. The
life time is calculated as T = Q/CA.

5 Conclusions

There is a necessity to design and create a computer system able to monitor the
geological phenomena of rock falls. Nowadays, there are technical possibilities
to make up such a topology, functionality and dependencies of hardware and
software to build up an unaided monitoring system with high reliability. However,
there is a problem to obtain a low cost and high precise of measurements. There
are three problems related to this. The first one is a method connected with
a highly precise dislocation measurement. It is essential to do research related
to measurement method based either on the GPS or other positioning system
(i.e. Glonass, Galileo) or to try to use a few systems together (i.e. based on G3
technology from Topcon). The relative, differential GPS method combined with
the static method seems to be good enough but it also requires some research on
small areas. The potential problems are the time synchronization between nodes
and the duration of active state. The second one is power supply. A system
has to be optimized in power consumption. Especially in power consumption in
sleep mode, what one can observe in Fig. 6. The third one is weather conditions.
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All electronic elements have to be designed to work with a wide temperature
range including far below zero degrees Celsius. However, there are elements and
embedded modules designed for extreme environmental conditions.
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Abstract. In the article authors consider the possibility of using current
IT technologies to create a computer system dedicated to monitoring ge-
ological phenomena. Nowadays, there are a few technical solutions dedi-
cated to monitoring various kinds of events. Some of them are standalone
devices, other a little bit more complex systems. After seminar, realized
together with geologists within the GIT project1, the conclusion was
born that there are no full-scale, comprehensive systems which can be
able to perform a measurement acquisition at an field location, transmit
information to a database, and process achieved data online and offline
in an unaided way. Therefore, in the article the concept of such a sys-
tem is presented. The system is dedicated to monitoring rock slides and
similar geological activities. There are some techniques involved, which
allows to reduce the processing and transmission time of data as well as
power consumption and maintenance cost.

1 Introduction

Nowadays, information technology gives us an opportunity to gather a huge set
of apparently useless information as cyclically collected measurements of various
physical parameters. This information can be processed online as well, what
is even most valuable, as offline. Thanks to that, we are able to achieve some
regularities and correlations between values in time and next create predictions
of a real behavior of the observed object. This could be useful in observations
of geological activity of soil and rocks i.e. slope movement, rock avalanches and
other dangerous phenomena occurrences on inclined regions. One of the most
precipitous and perilous geological phenomena are rock slides. An occurrence of
this phenomenon depends on many factors: rainfalls, pressures of water inside a
1 Geology and Information Technology – seminar project organized by The Polish-

Norwegian Research Fund, Silesian University of technology and Sogn og Fjordane
University College.
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rock and soil, earthquakes and micro-tremors and many other. These phenomena
should be and thanks to nowadays IT techniques can be monitored.

In this article authors are going to present a concept of a distributed measure-
ment computer system based on the sensor networks idea, designed for collecting
various data from a given local area, its local preprocessing, local controls and
sending gathered data to the central database system. Gathering information
and processing it is executed in a cyclic manner with a parametrisable period.
The main part of such a system are local measuring nodes – sensors (LMN)
and a local process and control node – field computer (LPCN). Additionally, the
central database server (CDB) has to exist but it can be located in a distant
place. Communication with this server is established via GPRS channel because
of low cost of devices, installation and maintenance [4,5]. It is assumed the mea-
surements are performed by proper sensors and signal from it comes to system
nodes as analogue voltage or current signal. It means that the system nodes are
equipped with standard inputs with AD converters. Thanks to that, nodes are
independent from type of measurement and sensor and could act as sensors for
various purposes. The nodes are powered by batteries because of lack of power
supply sources in the system’s working area.

Any measurements should be executed in time function in the way that one
can detect changes of factors. Generally, observation of geological phenomena
needs ages, years, months. However, in case of rapid and fierce phenomena this
is necessary to perform monitoring and data processing in real time with time
limitations of days, hours, minutes, seconds. Such an approach gives a possibil-
ity of informing about upcoming outpass of assumed tier values for each mea-
surement or about similarity of set of measurements to alarming pattern. As a
result, it gives an opportunity to produce a warning or an alert of possibility of
an avalanche occurrence.

2 Local System

In the single local field area there are typically several measurement points spread
along the given inclined region, i.e. a slope. The size of measured area is about
several hundred square meters. The locations of measurement points are fixed
and/or variable. The main task is to measure and analyze the physical param-
eters as pressure, humidity, rainfall, movement etc. There are four functional
tasks. The first one is to measure something in the given point. The second one
is to transmit data to LPCN by each LMN and collect it in LPCN memory.
The third one is to process the local data in run-time mode and, depending on
achieved results, to control the local actuators. The fourth one is to transmit
gathered data to the CDB located in the offline analysis centre. So locally, there
are measurement, transmission, and control functionalities. The transmission is-
sues are similar to the ones discussed in previous chapter. However, in this case
the construction of the system node could be quite different.
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3 LMN – Local Measurement Node

Local Measurement Node is the device that can perform measurements of sev-
eral environmental parameters, store the results and send them to the central
station. The method chosen for sending the data is radio transmission using ISM
frequency. There are some protocols available for such a transmission. One of
such protocols is ZigBee [3]. This protocol is becoming a very popular solution for
short distance radio transmission and is widely used in sensor networks. Other
possibility is to use modules offering raw data channel or channel with some low
level modulation. Using such modules can be a good choice where nodes do not
have to play role of routers for the network. In the proposed system nodes com-
municate directly with the central station so there is no need for implementing
routing protocol.

The module chosen as the radio transmitter in the node is based on the
CC1000 chip made by Texas Instruments (Chipcon). It can work with 433 or
868 MHz frequency depending on the version and can transmit data with the
speed up to 78.6 kbit/s. It offers raw or encoded channel working in NRZ or
Manchester mode. The radio module has the connection for external antenna
and two interfaces to connect the microcontroller. One of them is the three wire
synchronous serial interface used for controlling the mode and parameters of
operation of radio module. The second serial interface is used for data trans-
mission. It can work in synchronous or asynchronous mode depending on the
CC1000 current mode of operation. As the main part of the measurement node
the ATmega32 microcontroller has been chosen. Because the radio module works
with 3.3 V of power supply, the low voltage version of microcontroller has been
used in the system. The node can be supplied with several power sources. One
possibility is the accumulator charged by the solar panel. Unfortunately, during
long-lasting poor weather conditions solar energy wouldn’t be sufficient so charg-
ing must be performed periodically by maintenance personnel. Such solution is
uncomfortable and generates additional maintenance costs. Another possibility
is to use high capacity batteries. An example of such battery is LS33600. It is
the 3.3 V lithium battery of capacity 16500 mAh. Such battery has been used in
the measurement node.

Because of supplying the node with the battery the special care has been taken
on the power management. Both radio module and microcontroller offer many
advanced power down and sleep modes. Radio module is switched into power
down mode when not used. In this mode it consumes less than 1 μA of the
current. Microcontroller is switched into power save mode and automatically
waken up every second to perform measurements and store the results. After
collecting 10–50 of data samples it switches the radio module on for sending data
packet to central station. The number of data packets needed for performing the
transmission can be set during node configuration.

The node has 4 16-bit analog and 8 digital inputs. Therefore, maximally there
are M = 4 analog measures and 8-bit discrete vector, so maximally m = 9 bytes
of useful data. Any unused input is configured as disabled for saving the bat-
tery power. Analog inputs can measure the voltage from any electronic sensor.



Remote Monitoring of Geological Activity of Inclined Regions – The Concept 295

Digital inputs provide information about the state of switches or two-state sen-
sors. The node can communicate with advanced sensors using serial interfaces.
Both synchronous and asynchronous interfaces can be used. Asynchronous in-
terface is compatible with RS485, synchronous interfaces are compatible with
TWI and SPI protocols. Because many nodes send data to one central station,
some protocol for accessing the medium must have been developed. The pro-
tocol is very simple. All transmission must be acknowledged. If the node does
not receive the acknowledgement frame, it resends the data after 1 s. If such a
situation occurs three times, it is the information about possible collision in the
radio channel. While detecting the collision, the node randomly changes the time
of next transmission. After five such changes the node turns into low frequency
operation which means that it will perform measurements and transmissions ev-
ery 30 s. If the node receives the acknowledgement frame, it returns to normal
operation.

4 LPCN – Local Processing and Control Node

As a main unit of LPCN, the unaided field computer of PC or SBC (Single
Board Computer) class can be used as well as a dedicated computer device
can be designed. This computer works without any rotated parts and is closed
in a special case resistant to weather conditions. The acquisition module and
supporting coprocessor are joined as a PCI board or are a part of the device.
The details are presented in Sect 4.2.

Two of the tasks presented previously could be realized in ways which guar-
antee better system performance related to computing power and power con-
sumption. The first one is local processing. There is a necessity that some data
sets have to be processed locally and this processing have to be performed in
the fast and real-time way. The main goal for this is to produce appropriate
control signals dedicated to local actuators, i.e. traffic lights, buzzers, automatic
bars, etc. Taking into consideration the size of monitored areas, it is requested to
install a relatively big number of LMNs. Let’s assume k nodes for further consid-
erations. So registration and processing a big amount of measures is necessary.
Additionally, prediction algorithms used for local control are quite complex and
they have time constraints, so there is a necessity to use powerful processing de-
vices with low power energizing. The second task is a long distance transmission
to CDB. Since data can be collected in a LPCN memory and local processing
exists, the transmission between LPCN and CDB could be executed within a
dynamic cycle, according to achieved results from local processing and a data
buffer capacity. However, the transmission is considerably power-consuming. So
there is a justification for finding out a method of reducing the power consump-
tion related to radio activity time. The good answer for both problems above is
FPGA technology [1,2]. Authors consider the use of this kind of circuit in order
to use it in LPCN. There is also extra utility; it allows to update a hardware
application many times according to changes in the coprocessor project.

The hardware solutions can be realized in various technologies executed in in-
tegrated circuits of the following types: ASIC, DSP, specialized processors, and
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also a programmable array. The hardware solutions as a rule allow to make cal-
culations of one or even two orders of magnitude more quickly than the software
solutions. The achieved speed of making calculations is evidently dependent on
the method of the implementation and the applied technology.

Additionally, the application of a programmable array to the implementation
of computational algorithms, in the relation to different technologies, enables us
to change the hardware configuration of the programmable array. Consequently,
one can exchange the working hardware application for the one realizing a dif-
ferent function or acting more quickly. The increase of the calculation speed
can be held by making the calculations in parallel or executing the operation in
the pipeline. Moreover, achieved results in the case of the pipeline solutions are
comparable with the quickest solutions executed in the different hardware tech-
nology. However, utilization of the VHDL allows to apply the implementation
of the hardware application in various programmable arrays. This mechanism is
described in Sect. 4.3.

4.1 Remote Communication

An LPCN has to be a single, management and repository device connected lo-
cally with LMNs and remotely with a distant CDB. It has to be installed near
measured regions, so local environment may be various but mostly not urban.
The communication infrastructure in a given location is generally unknown.
Thus, from the universality point of view, an LPCN has to service at least a
few methods of distant communication. It can be a local area network via ei-
ther cable or wireless connection, radioline based on radio modems, GPS/GPRS
transmission, commutative or direct telecommunication line, etc.

The hardware and software platform described in Sect. 4.2 allows to use almost
any communication solution dedicated to distant transmission. However, there
is a point to creating a special supporting mechanism which is able to reduce
time of transmission. The first reason is a time characteristic of the whole system
running. The system has to work with time constraints, because depending on
the results achieved from calculations the safety actions are locally performed,
and remotely user is informed. The second one is related to power supply. If
energizing source is not permanently available, power consumption is important
because of battery lifetime. The radio, especially the transmitter, consumes more
power when transmission is occurring then when it is in sleep mode. The last
one is related to maintenance cost. In some solutions the cost of transmission
depends on transmission time or data size (i.e. GSM/GPRS), especially when
packet size of useful data is relatively large. All of this leads to the reduction
of transmission time. If transmission speed is fixed, there is one simple way to
diminish it. Useful data can be compressed and selected protocols should be sim-
ple, without control data overload. The FPGA technology mentioned previously
gives an opportunity to use it also in order to compress data very fast and with-
out significant increasing of power consumption. This mechanism is described in
Sect. 4.4.
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Finally, the distant transmission can be integrated with Internet, especially
when CDB is connected to it. If the TCP/IP stack can also operate with an
LPCN, the proper protocol set has to be used, mainly in transport layer. There
are two ways. The UDP protocol uses less control data but transmission is un-
reliable and user has to control transmission from application layer. The TCP
protocol delivers a reliable channel but adds more control data. In order to se-
lect appropriate solution, the analysis of channel has to be performed for each
particular case.

4.2 Main Unit

In a prototype version, the main unit is a computer host station consisting of
elements presented in Fig. 1 and based on any hardware supported by OS. To
evaluate this version, the Virtex-5 FXT FPGA ML507 Evaluation Platform [11]
with PCIE interface is used. The OS platform can be Linux. Linux seems to be
the best choice. Linux is an open source, operating system, developed originally
for home PCs. Today, Linux runs on a variety of CPUs including PowerPC,
MIPS, Alpha, Sparc, M68000 and ARM. The most important criterion of an
embedded system, such as in LPCN case, is timing constraints reliability.

From version 2.6, Linux kernel task can be preempted [8,9]. In the general-
purpose operating systems, the process scheduler during execution of a system
call is forbidden. This possibly leads to the situation when one task may block the
processor until the system call returns, no matter how long that can take. From
version 2.6 the Linux kernel, during the execution of system calls, periodically
tests delays between the preemption point, and then the kernel task can be
interrupted.
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Fig. 1. The components of LPCN main unit
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Embedded applications are customized to solve the problem in an original
way. This requires customizing Linux to support the specific hardware design.
It can be done easier when the system has the modular design with well defined
components and API’s which can be replaced or customized with minimal impact
on other components. Figure 1 also shows the modularity architecture of the
Linux 2.6 kernel design. Porting the system from different hardware is possible
and convenient during moving the application from development to production
platform.

One unquestionable advantage of the Linux is the scalability from the system
that provide exceptionally large resources and high-throughput multiprocessor
to the microcontrollers. Version 2.6 bringing microcontroller support into the
Linux mainstream. It is done mostly by the adoption of the ţClinux distribu-
tion. The original ţClinux was a derivative of Linux 2.0 kernel intended for
microcontrollers without Memory Management Units (MMUs). However, the
Linux/Microcontroller Project has grown both in brand recognition and cover-
age of processor architectures. Today’s ţClinux as an operating system includes
Linux kernel releases for 2.0, 2.4 and 2.6 as well as a collection of user applica-
tions, libraries and tool chains. Thanks to Linux cross-platform mobility, after
preparing the LPCN prototype and running it with the rest of the system, the
LPCN as the SBC (i.e. TS7300 [10]) can be designed together with software and
hardware projects prepared earlier.

4.3 Processing Support

The modules of alarm detection (Fig. 2) will begin the work after detection of
signal informing about the end of collecting a the single package of the measuring
data. This information is passed on to the suitable processing modules, which
executes the operations on the current given measuring. The modules informing
about the crossing of the threshold value for the given measurement will be the
first processing modules. The threshold value should be so well-chosen to be able
to affirm the possibilities of the pronouncement of the threat. On the example,
one can define the threshold value of the pressure of water in soil, from level on
which sliding of the ground can occur.

The second processing module informs about crossing the threshold value of
differences between K of next measurements for the given sensor. In effect, one
can notice violent growth of the signal for the given measuring sensor and inform
that the considerable change of the measurement happened in the given place
in the short period of time. The last processing module informs about crossing
the threshold value of differences between L of measurements from the given
class of measurements. In effect, one can get information about the difference of
the value of measuring signals from all measuring sensors from the given class.
This information will be essential for generating the spatial presentment of the
value of measuring signals in the given time. This will let define in what area
the threat may happen. I.e. in which place and what size a slope may slide.
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As a result of execution of the modules is generation a status word which
informs about alarm pronunciation for a given measurement sensor as well as,
in case of triggering alarm, generation an interrupt for processor.

4.4 Data Compression

There are several streams of data to send over the net in the measuring system.
The data is acquired by sensors (LMN) and transmitted without compression to
a host station (LPCN). In the host station the data is buffered, processed and
transmitted to the main station (CDB). Before the transmission the data should
be compressed using lossless compression method. The gain of that compression
is reducing the amount of the data sent, without loss of any information. It will
reduce the time of the radio activity, the consumed power, and save its batteries.

Let us assume for example, that there are k = 32 sensors, each of them
acquires M = 4 measured values per second using 16-bit resolution (so m =
64 bytes). This gives stream of data k×m = 32×4×16 = 2 kbits/s. This stream
is buffered in a host station and should be sent to the main station CDB, using
one transmission process per hour. It gives 7 Mbits of data to be compressed for
one compression process, so the off-line compression algorithm may be used with
the best possible compression factor.
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The compression algorithm must be implemented in FPGA, so it should be
simple and not use a lot of memory. The compression process begins when the
compression module receives the signal of completing the data in RAM. The
first step of the compression process is to separate streams of data containing
particular measured values. Those values are physical parameters, for example
temperature, pressure, precipitation, measured periodically, so the consecutive
values of each parameter are self-similar.

Motivated by self-similarity property, the next step is using differential coding
method for decorrelation of the data for every stream. For the given data string
Dn = d1, . . . , dn, the difference between previous and current value is calculated,
for each value. The result is string Wn = d1, w1, . . . , wn−1, where wi = di+1−di.

The next step of the compression process is statistical coding of string Wn.
For simplicity it can be the Huffman algorithm in off-line version [6,7]. The
generator of Huffman codewords makes and writes to the RAM the book of
codewords. Huffman compressor takes symbols from Wn string and codes them
using codewords from RAM. The compressed string is written to RAM and waits
for sending. The scheme of compression in FPGA structure is presented in Fig. 3.

In the case of emergency situation, the data should be sent immediately with-
out buffering and, furthermore, the data may not be in strong correlation. The
solution for the compression in that case is to use some kind of the fast on-line
compression algorithm or send the emergency data without any compression.
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5 Conclusions

The presented idea of a distributed computer system is only a concept. How-
ever, authors have wanted to prove that currently available IT techniques allow
to design and build a comprehensive system, applicable to the area mentioned
above. This article can be a good study for designers. Additionally, in order to
put the idea into effect, more detailed projects and research have to be done.
All of the authors have experience with issues regarding parts of the described
system.

The presented solution is quite cheap, based on common components and
some interesting improvements are involved. Using the FPGA technology gives
a possibility to build a universal, multiplatform coprocessor and achieve high
speed computing with low power consumption. Specialized compression can be
used also between measurement nodes and the host station. However, nodes
should be able to support it. The quite important advantage is that the system
can be integrated with existing devices coming from various producers, both on
a measuring and on a computing level.
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Abstract. Home environment management systems, also known as
smart home systems, become more and more popular subject in recent
days. Such systems can be a support for elder or handicapped people as
well as can save energy and decrease pollution emission. Although dedi-
cated systems have been already presented on the market they are rather
expensive and require major interference in existing building infrastruc-
ture. Therefore easy to use solutions are strongly demanded by modern
home owners. The paper presents general requirements that should be
fulfilled by the network of a smart home system and discusses some as-
pects of the application of wireless networks for that purpose. The main
attention is put on the network operation on the level of the physical
layer. The simulation and measurement results are also presented in or-
der to evaluate usefulness of the proposed wireless approach.

1 Introduction

Smart home system can be defined in many ways, depending on the area of
problem exploration. One of those definitions, appropriate from the network
infrastructure point of view, was formulated by the Intertek, and reads as fol-
lows [1]:

"Smart home is a dwelling incorporating a communications network that con-
nects the key electrical appliances and services, and allows them to be remotely
controlled, monitored or accessed".

Smart home system infrastructure consists of a residential gateway, a control
network and a media network as it is presented in Fig. 1. The control network
interconnects controllers, sensors and actuators for control and security informa-
tion exchange, the media network is in charge of audio and video transmission,
whilst the residential gateway is responsible for joining them to outer services
like e.g. the Internet, the GSM network etc. The networks can be wired or wire-
less as well as specifically standardized for home applications (EIB/KNX, X10)
or adapted for that purpose like the IEEE open standards. The latter are widely
popularized and cost efficient but wired one are difficult to implement in existing
buildings without their severe modernization.

This paper analyzes functionality of the smart home network based on the
wireless IEEE standards. The network requirements, defined in the next section,
help to evaluate the proposed approach. A comprehensive characterization of
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Fig. 1. The network structure of smart home system

the smart network is extensive issue and here it is limited to an analysis of the
primary physical parameters like the transmission range, energy consumption,
interferences and their influence on information rate. The considerations are
supported by the simulations and measurements experiments.

2 The Smart Home Network Requirements

The network infrastructure used for smart home construction should satisfy the
following parameters [2]:

1. Accessibility – access to the network should be provided in the whole house.
In this paper for simulation purposes it is assumed that the house area is
about 225 m2 (15m x 15m).

2. Transmission rate – the network must support rates enough for various
types of services (e.g. command, media transmission etc.). The transmission
rates vary from a few kbit/s up to 27 Mb/s for HDTV (High Definition
Television) or only 4–7 Mb/s for SDTV(Standard Definition Television).

3. Reliability – the entire system has to work continuously. Security and fire
networks are very often connected to fire or police stations, hence they should
not give false alarms.

4. Availability – the system components should be easily available on the
market to avoid situation when some unique products (devices) are used.

5. Safety – transmission should be coded to protect against eavesdropping and
hacking.

6. Flexibility – the network solution must be universal so that it would be
possible to implement such network in every house. It should be easy to
modify and configure such network.

7. Maintenance – the system should be as maintenance free as possible. For
instance if the sensors were supplied with batteries, they should work at least
one year.

Above mentioned requirements have to coexist with the quality parameters
demanded by end users. For example some QoS (Quality of Service) factors,
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which have strong impact on service realization are defined in the ITU-T G.1010
standard. One of them, the bandwidth, has been already mentioned in the above
list as transmission rate. The next relevant parameters are as follows [3]:

1. Delay – time taken to establish service, from user’s request to reception
requested response.

2. One-way delay – time needed for a packet to reach its destination.
3. Delay variation (jitter) – difference between packets arrival times (caused

by queuing) Jitter reduction is performed by buffering and internal delays.
4. Information loss – each application has a limit of lost packets or bits. If

this limit is exceeded then information cannot be decoded correctly.

The presented conditions have meaning of guidelines for design and analysis
of smart home network solutions. But their definitions give only some limited
insight into the discussed problem, which is especially helpful for the system
evaluation on the lowest, physical layer. The complete characterization should
take account of different network layers demands and peculiarities. It is necessary
to notice that fulfillment all those requirements on different network layers is very
complex task. Therefore in this paper the attention is mainly put on primary
transmission problems over wireless media.

3 The Networks Selection

Smart building needs two types of the network functionalities in order to realize
control and media purposes, as it was presented in Fig. 1. From the integration
and the maintenance viewpoint it would be desirable that only one network
infrastructure carried out all necessary tasks. Connection to the outer network,
like Internet, points to use of the IP network. However, the possible integration
on higher system level does not always mean the same opportunity in the lowest
layers, especially on the physical one.

Taking into account FLEXIBILITY requirement, a wireless medium seems to
be a correct choice for the whole smart network infrastructure, because it requires
only a minor influence on building structure. Moreover, almost all new devices
like palmtops, laptops, cameras, etc. are equipped with the wireless standards,
for instance Bluetooth or IEEE 802.11b/g. But hostile nature of the wireless
environment (channel fluctuations, interferences) requires knowledge about the
propagation characteristics in order for suitable placements of the network nodes.
Those considerations are important from ACCESSIBILITY viewpoint. On the
other hand the obvious differences between media and control transmission jus-
tify a distinct approach to design these specific networks.

3.1 High Throughput Network

The network for media purposes does not have to cover the whole house area.
Building corners, specific rooms etc. can be out of range of the media services
such as high quality media streaming (voice and video transmission) and the
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broadband Internet access. The most demanding HD (High Definition) video
transmission requires data rate at least 27 Mb/s.

The following standards can meet those demands: IEEE 802.15.3 [4], IEEE
802.11 [5], ECMA-368 [6]. The first one works in the ISM band (Industrial, Sci-
entific, Medical), but it is the least popular although it has built in some QoS
capabilities in the MAC layer and was designed for streaming media purposes.
Lack of the devices supporting that standard contradicts AVAILABILITY con-
dition. Another IEEE specification, IEEE 802.11, although more suitable for
asynchronous access (Internet), can be also adapted for streaming media. Possi-
bility of the operation in 5 GHz band is the additional advantage. Also ECMA-
368 adopted by WiMedia Aliance for the UWB (UltraWide Band) transmission
does not work in the overcrowded ISM band and can utilize the target spectrum
from 3.1 GHz to 10.3 GHz, and supports the transmission rates up to 480 Mb/s.
It is a promising approach but currently UWB equipment can be bought mainly
on the US market and they operate in the lowest bands of the UWB spectrum.
For European users it is not too useful solution, especially as on the basic of the
European Union commission decision that frequency band is permitted for the
UWB transmission only until December 2010. Concluding, IEEE 802.11, also
known as WiFi (Wireless Fidelity), seems to be the interesting choice for the
physical layer of the High Throughput Network at present.

3.2 Low Throughput Network

What about control network? Is not WiFi suitable choice for it? What are nec-
essary data rates? Smart home can be equipped with many sensors like tem-
perature, noise level, presence, fire, security, light, humidity etc. The number of
sensors can vary from a few up to a few hundreds. Their number depends on
a system complexity, functionality etc. According to QoS, low data rates with
high reliability and 100% coverage are sufficient for control purposes. Appli-
cation of IEEE 802.11 for the control network can ensure those requirements
but all the network nodes have to be supplied with energy from the electrical
grid. It is highly disadvantageous owing to energy consumption as well as lack
of the clear differences to wired control network. Those reasons preclude use of
the WiFi infrastructure to exchange control information. But among the IEEE
standards there is powerful candidate marked as IEEE 802.15.4. It belongs to
WPAN (Wireless Personal Area Networks) alike well known Bluetooth (also
adopted as the IEEE 802.15.1). But as opposed to Bluetooth, IEEE 802.15.4
has much better energy management and can support network with dozens of
nodes [7].

The ZigBee specification is the extension of the IEEE 802.15.4 PHY (PHYs-
ical) and MAC (Media Access Control)layers. Two new layers was added: Net-
work/Security Level and Application Framework [7]. This type of network is
suggested to form Low Throughput Network in smart home. Zigbee devices
should work in so called beacon mode because in that case they know the ex-
act transmission time and can be put into power down mode. The power saving
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mechanism can prolog battery life up to several years, which makes nodes almost
MAINTENANCE free.

ZigBee network topology permits data and control messages to be send be-
tween nodes through multiple paths. It allows to achieve a high connection
RELIABILITY and to build networks on the larger scale (ACCESSIBILITY).
Additionally ZigBee offers a access control lists and 128 bit encryption which
ensure a SAFE transmission.

4 Analyses of the PHY Layers

The section discusses the simulations and measurements results provided to eval-
uate to what extent working conditions of the above selected standards meet
smart home requirements. Some parameters of the wireless communication link
and the energy consumption of the low rate devices were examined. The ob-
tained results are the average over 100 second of the simulation run and one
measurement trial.

4.1 Transmission Range and Data Rates

Received power and that follows transmission range are strictly connected with
used frequency band. Both, the high and low throughput networks can work in
the ISM band, and from signal propagation viewpoint they operate similarly.

The link simulations are performed using the ns-2 network simulator and
next they were compared with the measurements of WiFi network, which were
done for two different APs (Access Point) 3com and Edimax and the building
layout presented in Fig. 2. The transmitted power equaled 16 dBm. The average
received power values were obtained by the Network Stumbler, the software run
on the personal computer.

The power measurements were done in the building where walls were made
from bricks. In order to explore the worst situation (the largest distance between
two WiFi node in the building) the AP is in the corner and the received power
of the client device was measured in the points placed on diagonal (the circle
marks in Fig. 2). The results are presented in Fig. 3. In the same figure the
simulation results for shadowing model [8] with the path loss exponential β = 4
is also depicted.

The β value was selected in order to represent the worst case of the measure-
ment results.

According to the IEEE 802.11g specification the raw rate of 54 Mb/s is
achieved for the received power at least −70 dBm, whilst the lowest rate for
−86 dBm [5]. It necessary to notice that the raw rate on PHY layer does not
include influence of packet retransmission, IP and TCP headers, etc. on effective
information rate.

Table 1 presents the effective information rates for TCP and UDP protocols
if the maximum raw data rate is possible. It can be noticed that enabling hand-
shake in MAC layer reduces achievable rates in TCP by 11% and in UDP by 17%.
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Fig. 2. The measurement scenario and the building layout
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Fig. 3. The received power vs. distance from the AP

Table 1. Transmission data rates

Measured TCP Measured UDP Simulated TCP Simulated UDP
RTS/CTS off 21.1 Mb/s 22.2 Mb/s 22.3 Mb/s 31.0 Mb/s
RTS/CTS on 20.9 Mb/s 22.1 Mb/s 19.8 Mb/s 25.6 Mb/s

However, the real measurements do not confirm that. Although the simulations
provided by ns-2 show that UDP transport protocol can support transmission
of the HDTV signal (27 Mb/s), the measurements prove that such high rates are
out of reach in the real environment. The only way is to use better video coding
with lower resolution.
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4.2 Interferences

Due to the fact that APs can operate on adjacent channels, co-channel inter-
ferences can occur. Also transmissions on the same channel occur very often,
because in most cases the devices use default assigned channel. The measure-
ment carried out in the suburbs of Warsaw confirmed this rule. For 16 available
networks, only 4 used different channel number other than no. 11. In case of
sharing the same channel the networks performance can strongly decrease. Us-
ing ns-2 it is possible to check what happens if two APs start using the same
channel. The simulation scenario consists of two separate pair of nodes that are
able to interfere each other. The distance between nodes in the given pair would
allowed to reach maximum data rate of 22.4 Mb/s if neighbouring transmission
were not presented. Otherwise the effective information rate is only 10.3 Mb/s.

Distortion from home appliances creates the additional problem. Especially
microwave ovens working in the ISM band are the most problematic. The results
in Table 2 show their influence on information transmission. The measurement
scenario assumed 1 m separation of the wireless devices but 2 m far from the
client, the microwave oven was switched on. Data rates were measured for three
cases, in each case the devices operated on the different channel. Among exam-
ined channels, transmission on channel no. 6 was the most sensitive to microwave
oven distortion. Channel 13 is the most resistant to these interferences. The re-
sults show that dynamic channel assignment could be a solution to increase of
the network performance.

Table 2. Average information data rate in the presence of microwave oven interference

Channel no 1 Channel no 6 Channel no 13
15.6 Mb/s 8.75 Mb/s 16.1 Mb/s

4.3 Energy Consumption

In the case of the low throughput networks with even dozens of nodes the prob-
lem of energy consumption becomes crucial especially if they are supplied with
batteries. Simulation shows the possibility of energy adjustment when devices
working in beacon-enable mode in star topology with one AP (only connected
to mains). For small home areas it is useful and simple topology [2]. Table 3
presents maximum time in which one node can have constant connections under
certain superframe settings (simulation time equaled 3600 second).

The raw transmission rate was set to maximum 250 kb/s. The superframe
parameters, which indicate among others the period of time between two con-
secutive superframes and also time when nodes are in power down mode, are
the reason of reduction of the effective data rate. Simulation shows that with
suitable configuration parameters, constant connection can last almost one year
and a half.
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Table 3. Average information data rate vs. predicted battery lifetime

Data rate Lifetime
3.97 kb/s 2866 hours
0.98 kb/s 11476 hours

5 Conclusions

Few years ago a computer implemented in a car was something new, extraor-
dinary. Nowadays, it is the common practice. The same situation can happen
with houses. But unfortunately, today progress in the smart home field is slowed
down by high costs. The answer can be a solution based on available universal
standards just like the IEEE 802.15.4 and the IEEE 802.11g.

This paper defines requirements that smart home network should meet and
tries to answer on the base of the simulation and measurements how wireless
standards meet them from physical layer viewpoint. Streaming media can work
in some extent under proposed high throughput network but it is suggested to
separate them form Internet connection distributed in home by using another
AP, which works on different channel. The use of UWB transmission could be a
solution but currently it is less popular. Interference are another crucial problem
because all the networks work in the same ISM band.

The results of the considerations show that wireless smart home network
can be promising approach, which is especially important for existing buildings.
Still a lot of questions remain without answer therefore further investigations
(with extensive statistical analysis) are strongly needed to determine the best
configurations parameters.
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Abstract. The graphic conception of description of scheduling question
with help of rough sets give us the possibility of looking on the mutual,
relative location the parameters of tasks. It is the way on synthesis of
results got with help of different algorithms scheduling also. Thanks to
the graphic illustrations we can easily emphasize the general feature of
group of scheduling tasks and assigned to the processors, such the bottom
level of positive area, border and upper level of zone of upper probabil-
ity. Graphic illustration of probabilities of conception takes into account
the effects of integration of results ranking got for file of algorithms
simultaneously.

1 Introduction

The problem of scheduling tasks has the wide uses both in computer science in
distribution of tasks in multiprocessor structures [6] and in connected with op-
timization of organization questions [5], the sequent decision, the management
the complex enterprises [11] , the recourses [1] and the projects. The practical
utilization the methods of scheduling tasks reaches the questions of organization
of production, systems of mass service ( the use in management the arrivals and
take-offs of airplanes [2]), the management the realization of investment [3], the
assignment of recourses in projects [2], the packing the boxes [4], the ranking
on parallel machines the problems etc. The utilization disjunction network [9]
and determine methodologies have usually combinatorial character. Polynomial
method hardly ever give exact or optimal solution . In many works was presented
discussion and analysis of efficiency end complexity of scheduling tasks methods.
Conception depends on synthesis of results of categorization with help of chosen
algorithms to scheduling independent tasks [10]. We should treat this kind of
date as needing additional analysis taking into account interval, fuzzy or prob-
abilistic its character [7]. The probabilistic analysis can be treated as the most
objective, because it depends exclusively only of degree of utilization of data,
but not experts’ subjective opinions [8]. The graphic conception of description of
scheduling question with help of rough sets give the possibility of looking on the
mutual, relative location the parameters of tasks. This is the way on synthesis of
results got with help of different scheduling algorithms. Thanks to the graphic
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illustrations we can more easily emphasize the general feature of scheduled and
assignment to processors task, such the bottom level of positive area, border and
upper level of zone of upper probability.

2 The Conception of Structuralization of Rough Sets in
Reference to Tasks

We are far from description of theory of rough sets [11] but want to come up to
its describing the areas of probabilities part. Three areas are specified : positive
zone Pos(O) (bottom probability Lower(O)), negative zone Upper(O) (upper
probability Neg(O)) and border Bnd(O):

Lower(O) = Pos(O) =
⋃

e(i)⊆O

{e(i)}

Upper(O) =
⋃

e(i)∩O �=0

{e(i)}

Neg(O) = O − Pos(O)
Bnd(O) = Upper(O) − Lower(O) (1)

where:

O – set of objects
e(i) – i-th object

The graphic interpretation of areas of objects would can for example look as in
Fig. 1.

Fig. 1. Zones (areas) of probability of objects sets

In situation, when the tasks are the objects, we want to assign to individual
processors (to scheduling), graphic scene of such objects we can divide on indi-
vidual processors and consider the order of assignment of tasks in following way
(Fig. 2).

The majority of effective algorithms of scheduling are based on not growing
ordered times distances of realization tasks. Processors play less essential role,
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Fig. 2. Probability of tasks sets in processors-tasks space

Fig. 3. Graphic way of registration the areas of probability of realization of next as-
signments (introduced in dynamic spread in time of reorganization of structure areas
form), n – number of tasks, t, t + 1, t + 2, . . . – moments of assignment of next tasks

final role rely on define sequence of choice tasks from the list [6]. In such situation
the areas (zones) respond to probabilities of realization the conception “assign
task” we can put on rank list. We can do it in dynamic, changing in time, version
of realization next tasks assignments (Fig. 3) or in static version by simultaneous
creating all areas for individual assignments (Fig. 4 and Fig. 5).

The next phase of assigning the tasks with list were presented on Fig. 3. For
every of phase was showed the full structure of areas of probability of realization
conception “assign task” in reference to tasks with lists. The next phases were
marked by sequence of moments of assigning problems: t, t+1, t+2 . . .. All areas
on Fig. 3 were marked, with negative area inclusive, which begins appearing
after assigning first problem and expand with the moment of distribution of
next tasks. Only positive area after assigning the last problem stays obviously.

On Fig. 4 were left only positive areas but they are distributed only on full ba-
sic list. However not always it is successful in such way unambiguously to qualify
individual ranges, which overlap on each other and can to be also disjoint (its de-
pends from which algorithm we are reaching to list’s elements). It will be the more
precise way the graphic system of description, which give us possibility to refer to
every position from list by fourfold structure of areas of probability (Fig. 5).
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Fig. 4. Distribution of positive areas on base list for successive assignments

Fig. 5. Distribution of areas for successive four conceptions “assign task”. Succeeding
four rectangles refer to characteristic areas.

3 The Integration of Results from Different Algorithms
in Reference to of Rough Sets Structuralization

We dispose, in majority of algorithms of scheduling the independent tasks, fun-
damentally one not growing ordered list of tasks according to times of realization
[8]. If every of chosen algorithms lets different sequent of assigning problems we
can use with categorization leaning on synthesis of those results. For example if
we will use four algorithms of scheduling and with their help we will get several
sequents of ranking we can obtain the synthesis sequent on base of categoriza-
tion. Instead of categories for concrete task we can add up their participation in
sets of proposal till given moment of assignment. To graphical present the effects
of synthesis the results of scheduling with utility four algorithms for individual
assignments, with showing the probability of conception of choice the task, we
can rescale these results in reference to maximum added up categories in current
stage of assigning the tasks (number of assignment) (Table 1).

We can now attempt to create graphic method for qualifying the individual
zones for all assignments of tasks (Fig. 6).
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Table 1. Example-probability of conception “assign the task” (zi) in next stages of
distribution of tasks: p(zi, np); where np – number of assignment

no
assignm. z1 z2 z3 z4 z5 z6 z7 z8 z9 z10

1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000
2 0.250 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.750 0.000
3 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000
4 0.432 0.189 0.000 0.000 0.000 0.000 0.378 0.000 0.000 0.000
5 0.000 0.684 0.000 0.000 0.000 0.316 0.000 0.000 0.000 0.000
6 0.000 0.000 0.667 0.000 0.333 0.000 0.000 0.000 0.000 0.000
7 0.000 0.000 0.000 0.118 0.265 0.000 0.618 0.000 0.000 0.000
8 0.000 0.000 0.000 0.526 0.000 0.474 0.000 0.000 0.000 0.000
9 0.000 0.000 0.000 0.000 0.500 0.500 0.000 0.000 0.000 0.000
10 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000

Fig. 6. Effects of synthesis of results of four algorithms of scheduling according to
assignments

The graphic illustration of division on areas of probabilities of assignment the
tasks introduced in amassed form (for all stages of assignment of tasks) is not al-
ways unambiguously in relation to effects of choice of tasks. On Fig. 6 number of
series responds to the number of task. For example the eight assignment to pos-
itive area we will classify both the problem z4 and z6 (p(z4, 8) > br_ar_pos =
0.4 and p(z6, 8) > br_ar_pos = 0.4; where br_ar_pos – low border of positive
area). We can also present tasks, which were assigned to group of processors
(Fig. 7). In this case we can also to define the zones of probability, and next
series refer to next assignments directly.

As a low border of positive area we can mark level under which contain all
settlement relating to the choice of conception “assign task” characterizing with
maximum value of probability. It is visible on Fig. 6 and Fig. 7.
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Fig. 7. Effects of synthesis of results scheduling by 4 algorithms according to tasks

br_ar_pos = (entier(n ∗ min
1≤np≤lp

{ max
1≤i≤n

p(z_i, np)}))/n

= entier(4.32)/10 = 0.4 (2)

where:

entier – after cuting of fractional part,
np – number of assignment,
i – task number,
lp = n – the number of assignments levels equals the number of tasks.

As upper border of upper probability we can mark the level of probability
which exceed the lowest quotations of categorization but not more than on con-
ventional graduation (1/n):

br_prob_up = (entier(n ∗ min
1≤np≤lp

{ max
1≤i≤n

p(z_i, np)} + 1))/n

= entier(2.18)/10 = 0.2 (3)

4 The Algorithms of Categorization of Data and
Results Characterizing the Scheduled Tasks (General
Presentation)

We prepare date for algorithms of scheduling on base of uncertain information
about times of their realization. For example for ten-degree scale it can be fol-
lowing set of time categories of tasks:

z1 estimated time t(z1) = 3.32u.t. time category kt(z1) = 4
z2 estimated time t(z1) = 4.92u.t. time category kt(z1) = 5
z3 estimated time t(z1) = 9.25u.t. time category kt(z1) = 10
z4 estimated time t(z1) = 0.66u.t. time category kt(z1) = 1
z5 estimated time t(z1) = 1.12u.t. time category kt(z1) = 2
z6 estimated time t(z1) = 7.81u.t. time category kt(z1) = 8
z7 estimated time t(z1) = 2.51u.t. time category kt(z1) = 3
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Table 2. The list according to category of time of realization tasks

algorithm CMM
3 z k_t(z 3) = 10
6 z k_t(z 6) = 8
2 z k_t(z 2) = 5
1 z k_t(z 1) = 4
7 z k_t(z 7) = 3
5 z k_t(z 5) = 2
4 z k_t(z 4) = 1

The not growing ordered list of tasks for algorithm CMM [5,7] looks as in Table 2.
In categorization algorithm, moving along the ranges of categories (in direc-

tion from the highest category to the bottom) we study, which from estimated (in
approximate way) times of realization of tasks were founded in zone of current
category. The code or number of this category will be the determinant of cate-
gory the tasks, which were found in this zone. Categorized and well ordered the
list of problems can be used by different algorithms of scheduling in different way
[11]. The next stage is the integration of results got with help of different algo-
rithms. General algorithm of such integration consist on estimating the integrated
weight (on base of weight component refer to successive assignments of tasks with
omission the tasks, which were assigned already). The methods of getting of inte-
grated weight can be diverse also, which in consequence leads to different levels of
probability of conception “assign task”. In algorithm of integration of results cat-
egorization tasks by la algorithms for every assignment we accumulate weight for
every category, which be considered in studied interval. We skip categories tasks
obviously, which were already assigned. We choose maximum accumulated weight
r(i) and we designate to assignment task which responds to this weight z r(i)−1.
This problem receives status assigned. Next algorithm will estimate the proba-
bilities of conception “assign task” as well as it defined areas of probabilities of
this conception (in generalized on all assignments).Presented algorithms use with
widened information about chosen problems by group of algorithms. In this case
qualification “widened” means respond to utilization by algorithms all tasks and
not only these chosen. We read in accumulated category for every assignment and
every problem. We make the standardization the accumulated categories in every
stage of assignment in reference to the sum of all accumulated categories then.
Maximum accumulated category in concrete assignment indicate on choice of con-
ception “assign task”. The minimum value is from among maximum accumulated
categories the bottom border of positive area for all assignments.

5 Conclusions

Graphic illustration basing on described in matrix and vectorial structures data
permits on global estimation the ranges of probability of conception individual
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assignments. Graphic illustration of probabilities of conception takes into account
the effects of integration of results ranking got for file of algorithms simultaneously.
These effects were we can present in reference to numbers of assignments or in
reference to codes of concrete tasks. The global treating the borders of areas is
the effective variant of classify the concrete conception “assign task” as preferred
or rejected groups of scheduling problems.
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Abstract. One of the fundamental questions in the business activity of
service providers is how to allocate existing resources in a WAN com-
puter network in order to meet customers’ requirements and manage the
bandwidth effectively. The aim of the current paper is to compare the
effectiveness of software and hardware-based bandwidth allocation so-
lutions in real-life situations. In Sect. 1, bandwidth allocation solutions
selected for the test are introduced. Section 2 addresses costs that an
internet provider had to sustain in order to implement individual solu-
tions. Section 3 summarizes installation and configuration issues. In Sect.
4 performance levels achieved are assessed, while in Sect. 5 – additional
capabilities and statistics are discussed. The article is concluded with a
tabular comparison of discussed approaches.

1 Introduction

One of the fundamental questions in the activity of a service providers is how to
allocate existing resources within a WAN computer network in order to meet cus-
tomers’ requirements and manage bandwidth effectively. The aim of the current
paper is to compare the effectiveness of software and hardware-based bandwidth
allocation solutions.

It was Trustix Secure Linux, along with bandwidth allocation scripts devel-
oped by Intrux, that was the software solution selected for the test. Hardware
solutions were represented by the STM-1550 Standalone Traffic Manager from
Archer’s EtherWerX platform, a high-end carrier-class bandwidth allocation de-
vice. The scripts mentioned are intended to filter the traffic on the 7th layer of
the ISO/OSI model. For a comparison, the software solution was implemented
on two different machines:

– a HP ProLiant ML 150 G3 server with an Intel Xeon 5110 Dual Core
1.60 GHz processor, 1 GB of RAM memory, a 160 GB hard disk and two
NICs, one built-in and the other the Intel FastEthernet 10/100S;

– s standard PC, acting as a server, with a 2 GHz AMD processor installed on
an Asrock motherboard, 512 MB of RAM memory, a 40 GB hard disk and
Realtek 8139-based NICs.

A. Kwiecień, P. Gaj, and P. Stera (Eds.): CN 2009, CCIS 39, pp. 318–324, 2009.
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The STM-1550 Standalone Traffic Manager hardware-based bandwidth allo-
cation solution enabled 2nd ISO/OSI layer traffic to be filtered. Such devices are
suitable both for small (up to 100 hosts) and relatively large (more than 10,000
hosts) computer networks.

The survey conducted took into account not only technical effectiveness, but
also such factors as quality-to-price ratio, reliability, scalability and flexibility
of configuration. Survey infrastructure was based on a 10-Mbps symmetrical
connection with over 300 hosts online. The scope of the test included monitoring
the following:

– the processor overhead of all the devices taking part in the bandwidth-
sharing activity;

– the effectiveness of bandwidth sharing and its optimal use;
– the amount of work necessary to modify and implement different network

configurations;
– additional functionality, such as user-banning capability or http-based noti-

fications on a selected host;
– statistics concerning the network connection and system usage level provided

by both solutions.

2 Costs of Selected Solutions’ Implementation

As mentioned before, the survey was conducted using a 10-Mbps symmetrical
connection with more than 300 hosts online. Such scale of implementation may
be classified as typical when small enterprises – offering services on bounded
geographical areas (such as housing estates) – are in discussion. For a small
enterprise, and its not particularly impressive budget, cost of initial investment
in a selected bandwidth allocation solution has a critical meaning.

As a rule, software solutions are cheaper than hardware ones. Such factors
as server cost, operating system cost and bandwidth allocation scripts have to
be taken into account in a calculation. It is installing an open source operating
system that is among the most common practices. Variety of Linux distributions
provide full support for software solutions.

First of options compared represented a software solution based on a PC-
class computer with 2 GHz AMD processor that was available for not more than
1,500 PLN. Secure Trustix Linux distribution installed is based on a GPL license,
and therefore it is free of charge. Professional bandwidth allocation scripts pre-
pared by Intrux cost only 50 PLN, what makes a total cost of 1,550 PLN more
than attractive from a small company’s point of view.

The second software option, incorporating a typical HP ProLiant ML 150 G3
server with an Intel Xeon 5110 Dual Core 1.6 GHz processor, is a more reliable
but also significantly more expensive one. Obtaining such a machine required a
budget of 4,100 PLN while carrying out the survey. Along with the Intrux scripts
budget summarizes with 4,150 PLN.
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Hardware solution incorporates a professional Standalone Traffic Manager
device (STM-1550 model to be exact) along with a dedicated EwxOS R© operating
system. STM-1550 is a member of EtherWerX platform developed by Archer.
The net value of the device itself reached 1,649¤ (about 7,850 PLN with tax
included) while conducting the survey. User is allowed to connect up to 100
hosts without a charge. For each 100 additional hosts in a LAN that is up-linked
to the Internet, a license is required. Such a license costs 299¤ (about 1,420 PLN
with tax included). Assuming that the scale of a computer network managed by
a typical company exceeds 300 users, total cost of the hardware solution along
with licenses is no less than 12,110 PLN. Moreover, the cost of a network server
that is supposed to host such services as NAT/PAT, DHCP, WWW and DNS
ought to be included. Since listed services do not require sophisticated hardware,
keeping in mind the scale of the enterprise, low-end machine may be purchased
(about 1,000 PLN). Budget should therefore be increased to 13,110 PLN.

Summing up the costs of selected solutions’ implementation, software solutions
are indeed more attractive in this aspect. This fact itself practically disqualifies
hardware solutions in the initial stages of company’s development. Difference in
price per user is not significant enough though to compensate contingent relevant
weaknesses that may be revealed while testing other aspects of the presented
solutions.

3 Installation and Configuration

The process of operating system installation along with implementation of band-
width allocation scripts is the same for both software solutions. The activity
occupies system administrator for over an hour, given that the administrator
is at least moderately proficient in Linux installation and management. While
conducting the test, authors did not come across any issues within installation
process – in either of the cases. Thanks to the Intrux manual (PDF format, 11
pages) explaining bandwidth allocation scripts as well as other supported ser-
vices usage, both initializing network and implementing configuration changes
are relatively easy. In each of the files provided, every configuration parameter
is supplemented with a detailed synopsis, what reduces the duration of config-
uration activity. Total implementation time, aside from equipment connection,
sums up to about 2 hours.

When hardware solution is in discussion, STM-1550 device is shipped with
EwxOS R© operating system pre-installed. The system is dedicated to support
exclusively the device, and – if buyer wishes so – may be properly configured by
the vendor. Thanks to that, the equipment is ready to use just after finishing
physical connection.

STM-1550 parameters may be intuitively modified, but in order to achieve
that, the system administrator must become familiar with extensive manual,
explaining possible values of individual properties. As more than 220 pages are
contained in the manual, significant amount of time should be reserved.
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4 Performance Levels

It is performance that is one of the key factors in the selection of optimal
bandwidth allocation solution for providing Internet access in a computer net-
work. In most cases, analysis of overall performance is followed by preparing a
performance-to-price ratio and using it for comparison.

In the analysis performed, the first option (which was a PC-class computer
with 2 GHz AMD processor and 512 MB of Random Access Memory) proved to
be highly unsatisfactory when performance is in discussion. Slightly more than
300 connected hosts caused a processor overhead between 85% and 100% in the
peek hours. Consequently, some system processes were disabled from time to time
and provided services were out of order and back again. Average transfer rates
dropped as well. After reducing the number of connected hosts to 200, processor
overhead did not exceed 50% and the system became stable. All provided services
were online all the time. Said so, implementing this option in more complex
networks is definitely not recommended.

HP server as a subject of testing achieved much better results. With all 300+
hosts online, the processor overhead remained between 15% and 20%. Naturally,
such a level caused no side effects. The system was perfectly stable and had a
lot of computing power in reserve for additional services and/or hosts. Described
solution was adequate for the assumed network scale. When only 200 hosts were
using the services provided by the server, monitored processor overhead did not
exceed 10%, being close to 5% most of the time.

Hardware solution, i.e. STM-1550, used between 20% and 25% of its comput-
ing power to manage a 300+ hosts network. Although the result is similar to the
HP server, hardware device was designed to manage bandwidth allocation only,
so additional required services had to be transferred to the other machine (PC or
server). In the test performed, the same AMD computer, as in the first case, was
used. As a result of transferring bandwidth management to a dedicated STM-
1550 device, PC’s processor overhead was about 30%. Said so, hardware solution
is highly scalable, allowing a radical increase in number of host connected to the
Internet.

The quality of the data transfer and bandwidth allocation efficiency was gen-
erally comparable between all solutions. It should be noted though that the
processor overhead of the PC that was used for testing the first option caused
a random interruptions in service operation. Despite the fact that the very idea
of software solutions (traffic filtering based on 7th ISO/OSI layer information)
is definitely different from hardware solutions (based on 2nd layer), individual
users were unable to tell which solution was online at the moment. That is be-
cause individual connections’ properties were equally good no matter which of
the solutions was implemented at the moment. Bandwidth is allocated fair and
square depending on the current Internet uplink load. Each host had a maximum
download and upload speed set to 2 Mbps, while minimal guaranteed speed was
not configured (this option was set to ”auto”, what results in smooth adjustment
of the speeds of individual hosts links to the current traffic in the network. Host
download speed was measured by downloading a 100 MB file from the chosen
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testing website, http://noc.gts.pl. In the peek hours, both hardware solution
and software solution based on the HP server acquired a download speed of
600–800 kbps. Relatively high download speeds result from the diversity of used
network services (WWW, e-mailing, VoIP, P2P). Not all of the mentioned ser-
vices use connection in the continuous manner, WWW for instance generates
traffic mainly while opening a new website. Speeds measured for standard PC-
based software solution, with 85%–100% processor overhead, varied drastically,
ranking 200–400 kbps average.

5 Additional Capabilities and Statistics

In the test performed, additional capabilities and statistics offered both by scripts
and STM-1550 operating system were taken into account for comparison. Service
provider’s everyday practice indicated that the administrator is frequently forced
to use a certain set of options and tools. The hybrid of Trustix Secure Linux
operating system and bandwidth allocation scripts was found to be the most
flexible basis for administrative tasks. Such set allows performing a wide range
of activities. Among them were:

– banning individual users with immediate display of the configured message
on their machines (lack of payment for instance);

– periodical display of the chosen message on the users’ Internet browsers;
– mapping public IP address with one or more private IP addresses;
– blocking certain ports.

Mentioned set includes not only bandwidth allocation service, but also a firewall
that protects the local area network. Such functionality not necessarily could be
expected in a bandwidthmanager software, but itmakes a veryfine addition.Broad
functionality of a tool set is what matters for a small enterprise, and a software
firewall would have to be obtained and implemented on the server anyway.

All kinds of statistical tools had to be installed additionally in TSL operating
system. Therefore the statistics are not discussed and assessed, because such
functionality is fully dependant on software provider. EtherWerX STM-1550
bandwidth manager introduces basic statistical capabilities, encompassing cur-
rent total transfer rate as well as upload/download per host. EwxOS R© provides
statistics concerning each user and system load via SNMP protocol. Thanks to
data obtained via SNMP, graphical charts may be generated. Exemplary charts
include:

– each link load,
– each channel load,
– temporary system load caused by each user,
– number of active users in a given time frame,
– processor overhead,
– system resources usage,
– temporary load resulting from the number of transmitted packets.
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On the other hand, acquiring SNMP protocol data requires obtaining ade-
quate MIB database from the vendor as well as performing advanced configura-
tion activities.

6 Summary

After performing analysis of all the test components, authors suggest consid-
ering high-end software solutions while selecting bandwidth allocation mecha-
nisms. Such solutions are more flexible, easier to support, require smaller budget
and finally – are not necessarily less effective than hardware solutions based on
EtherWerX STM-1550 bandwidth manager. It is finding the appropriate server
properties that is one of the key activities in the initial implementation stage.
One should also take into account solution scalability – slight upsizing is justified.
Brief comparison of discussed solutions is summed up in Table 1.

Table 1. Comparison of selected software and hardware bandwidth allocation solutions

Standard PC with HP ProLiant ML 150 G3 STM-1550
AMD 2 GHz processor + Intrux scripts hardware

+ Intrux scripts solution
Cost [PLN] 1,550 4,150 13,110

Difficulty level of
configuration moderately advanced moderately advanced easy
implementation

Basic configuration about 2 hours about 2 hours none
time (implemented

by the vendor)

Processor overhead 85%–100% 15%–20% 20%–25%
in peak hours

System stability very low high high

Solution high high moderate
functionality

Subjective 1 10 6
weighted rating

Along with computer network growth, migration to hardware solutions may
become inevitable. It is reliability of hardware bandwidth allocation solutions
that is their greatest advantage. In practice, a LAN network ought to radically
exceed the scale of 300 hosts to make such migration well-founded (taking costs
into account).
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Abstract. In this chapter we focused on progressive meshes which are
the way to hierarchically represent 3D objects. We present the Me3d
system developed to process and present digitalized 3D objects. The
distributed transmission of 3D meshes over the communication line is
discussed.

1 Introduction

There are some ways to make the processing and transfer of complex 3D objects
more efficient. In one of the approaches we use hierarchical representation of ob-
ject with several levels of details defined. First, only the basic data is transmitted
just to see the shape of the object. The more detailed model can be transfered on
demand, e.g. when viewer is coming closer. Transmitting a further detailed data
of the mesh over communication line one may obtain the model at the higher
level-of-details [6].

There are many different ways to represent graphical 3D models. In this chap-
ter we focused on progressive meshes which were introduced by Hoppe [3]. We
assume here that the progressive mesh complexity does not depend on viewer
position, it is applied to the whole surface.

In fact meshes are only the polygonal approximations of physical objects, but
thanks to progressive representation they can be stored and transfered with flu-
ently changing accuracy. Detailed meshes are often obtained by scanning physical
objects using range scanning systems. In this case, the resulting complex meshes
are expensive in storing, transmitting and rendering. Progressive representa-
tion solves many practical problems. First of all it simplifies the mesh structure
(mesh simplification). Another improvement is defining approximations for cer-
tain levels-of-details (LOD), so that it is easier to display the more detailed
model when the observation point is getting closer. During transmission over a
communication line the user can choose certain level-of-details and after that
he can decide to enhance the structure transmitting only the additional mesh
� This work was supported by the Ministry of Science and Higher Education of Polish

Government, the research project no N N516 1862 33.
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data. And finally, as the mesh storing is very memory consuming, the progressive
representation may be used to compress meshes.

In the chapter the Me3d system developed in our Institute was described. The
program is used to process and present digitalized objects of cultural heritage.
A module for building and presenting the progressive meshes is its component.
Storing data in the progressive meshes is a way to hierarchically represent 3D
objects. Such approach is being developed and extended in the research project
N N516 1862 33 1 and its aim is to store and virtually distribute objects of
cultural heritage.

2 Mesh Representation

A mesh is the basic representation of 3 dimensional graphical objects [7]. We
focused on triangle meshes where each face is build of 3 vertices. The basis of
the representation is a set of point coordinates (x, y, z). The orientation of faces
as well as storing order of vertices is very important. Therefore the normal vectors
for faces and the ordered vertices are also used to define the mesh properties.

The mesh geometry can be denoted by a tuple (K, V ) [2], where K is a simpli-
cial complex specifying the connectivity of the mesh simplices (the adjacency of
the vertices, edges, and faces), and V = {v1, . . . , vm} is the set of vertex positions
defining the shape of the mesh in R3. More precisely, we construct a parametric
domain |K| ⊂ Rm by identifying each vertex of K with a canonical basis vector
of Rm, and define the mesh as the image φv(|K|) where φv : Rm → R3 is a
linear map.

Besides the geometric positions and topology of its vertices, the mesh structure
has another appearance attributes used to render its surface. These attributes
can be associated with faces of the mesh. A common attribute of this type is
the material identifier which determines the shader function used in rendering
a face of the mesh. Many attributes are often associated with a mesh, including
diffuse colour (r, g, b), normal (nx, ny, nz) and texture coordinates (u, v). These
attributes specify the local parameters of shader functions defined on the mesh
faces. They are associated with vertices of the mesh.

We can further express a mesh as a tuple M = (K, V, D, S), where V specifies
its geometry, D is the set of discrete attributes df associated with the faces
f = {j, k, l} ∈ K, and S is the set of scalar attributes s(v, f) associated with
the corners (v, f) of K.

As many vertices may be connected in one corner with the same attributes, the
intermediate representation called wedge was introduced to save the memory [4].
Each vertex of the mesh is partitioned into a set of one or more wedges, and each
wedge contains one or more face corners. Finally we can define the mesh structure
that contains an array of vertices, an array of wedges, and an array of faces,
where faces refer to wedges, and wedges refer to vertices. Face contains indices
to vertices, additionally this structure contains array of face neighbours (fnei) in
which indices of tree adjacent faces are stored; this information is necessary to
1 http://www.iitis.pl/zksw/vm_project/
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build a progressive mesh. There is nothing said in original papers about order of
vertices and indexes of adjacent faces in Face structure. In our implementation
the counter is stored clockwise and additionally first adjacent face is at first
position as first vertex, so if we cross first edge we find the first neighbour, if we
cross second we find the second, etc.

In many places of this chapter we use the word edges. The edge is a connected
pair of vertices or, in other words, it is a pair of adjacent vertices. There is no
additional list of edges, but the first vertex and the face to which this edge be-
longs are defined instead. Using wedge we can access vertex, even if the adjacent
face does not exist we can define edge. Definition of edges is necessary to sim-
plify meshes, to create progressive meshes as well as to determine which edge
(or vertex) could be collapsed.

2.1 Manifold Surfaces

Surfaces are often, as well as in our approach, assumed to be manifolds. A
manifold [7] is a surface, all of whose points have a neighbourhood which is
topologically equivalent to a disk. A manifold with boundary is a surface all of
whose points have a neighbourhood which is topologically equivalent to either a
disk or a half-disk. A polygonal surface is a manifold (with boundary) if every
edge has exactly two incident faces (except edges on the boundary which must
have exactly one), and the neighbourhood of every vertex consists of a closed
loop of faces (or a single fan of faces on the boundary).

Many surfaces encountered in practice tend to be manifolds, and many surface-
based algorithms require manifold input. It is possible to apply such algorithms
to non-manifold surfaces by cutting the surface into manifold components and
subsequently stitching them back together. However, it can be advantageous for
simplification algorithms to explicitly allow non-manifold surfaces.

2.2 Progressive Mesh

Progressive mesh (PM) [3] is special case of the mesh or rather extension of the
mesh, it makes it possible to build mesh of different level-of-details (LOD) [6].
It also allows us loading base mesh M0, the mesh of lower LOD (explained later
in more details), and then progress loading of the remaining parts of the mesh.
As an input source of loading we may use memory input stream.

In PM form, an arbitrary mesh M̂ is stored as a much coarser mesh M0

together with a sequence of n detail records that indicate how to incrementally
refine M0 exactly back into the original mesh M̂ = Mn. Each of these records
stores the information about a vertex split, an elementary mesh transformation
that adds an additional vertex to the mesh. Thus the PM representation of M̂
defines a continuous sequence of meshes M0, M1, . . .Mn of increasing accuracy,
from which LOD approximations of any desired complexity can be efficiently
retrieved. Moreover, smooth visual transitions (geomorphs) [3] can be efficiently
constructed between any two such meshes. In short, progressive meshes offer
an efficient, lossless, continuous-resolution representation. Progressive meshes
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makes it possible not only to store the geometry of the mesh surface, but, what
is more important, preserve its overall appearance, as defined by the discrete
and scalar attributes associated with the surface.

There are three operations that make it possible to determine the base mesh of
M̂ : edge collapse, vertex split and edge swap. Edge collapse operation is sufficient
to successfully simplified meshes. An edge collapse operation ecol(vs, vt) remove
one edge and instead two vertices vs and vt insert new one vs (see Fig. 1).
Additionally two faces (vt, vs, vl) and (vt, vr, vs) are removed. The initial mesh
M0 can be obtained by applying a sequence of n edge collapse operations to
M̂ = Mn:

(M̂ = Mn)
ecoln−1→ · · · ecol1→ M1 ecol0→ M0

The edge collapse operation is invertible. The inverse transformation is called
vertex split. Vertex split operation adds in place of vertex vs two new vertices vs
and vt and two new faces (vt, vs, vl), (vt, vr, vs) if edge {vs, vt} is boundary then
adds only one face (see Fig. 1). Because edge collapse transformation is invertible
our mesh M̂ can be presented as a simple M0 and sequence of n vsplits records:

M0 vsplit0→ M1 vsplit1→ · · · vsplitn−1→ (M̂ = Mn)

We call (M0, vsplit0, ..., vsplitn−1) a progressive mesh (PM) representation
of M .

Further description of progressive mesh representation and its methods can
be found in [2,3,4]. Our implementation of these structures is described in [5].

3 Strategy of Network Transmission

The mesh data for progressive representation is stored as a special structure
Vsplit. It stores the transition data for operations Vertex Split and Edge Col-
lapse. The class is based on the structure proposed by Hoppe [3] and was ex-
tended by certain elements. Particularly the fields of Vsplit structure are de-
scribed in Fig. 1.

In the structure faces are described by its identifiers, e.g. f11_id (see Fig. 1).
Variables f1_vt_i and f2_vt_i concern faces f1_id and f2_id accordingly.
These are indexes of vertex vt in vertex table for faces f1 or f2, they can assume
values 0, 1 or 2.

A single Vsplit instance takes 80 Bytes. The transmission of Vsplit packets
is proportional to the number of vertices incoming to the structure and must be
followed by some additional information such as number of objects, which only
slightly increase the volume.

The initial transmission of the progressive mesh is arranger as a sequence
of the base mesh M0 and the VSplit records up to the assumed level-of-detail.
Another transmissions include only the VSplit records.
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Fig. 1. Vsplit structure

4 Me3d Framework

Me3D application was designed to process the mesh structures. The application
is built in Visual Studio style. It consists of main window and many dockable
windows – panels (see Fig. 2).

Using the application it is possible to view and process 3D objects stored
in several file formats: stl, obj, ply, vrml. Native xml-like formats (me3d and
me3db) are also defined to store the mesh and point data (also for progressive
representation). Separate 2D views can be also caught and saved to bitmap files.
The opened objects are listed in Project panel. It is also possible to store the
appropriate scene settings (rotation, shift, zoom). There are several operations
that can be performed on object. First of all we can pick the object and then
interactively select its parts (faces, vertices, etc.) using Picking panel. We can
stretch object in every direction (axis x,y,z), move, and rotate around arbitrary
axis (x,y,z) using Apply Transform panel. The most interesting here is rotating
the object around any arbitrary line using Rotate About Given Line panel. The
program makes it possible to display objects in three modes, as: vertices, edges
or triangular faces. Program can work in two modes: Normal or Edit mode. In
the first mode we can view object form any direction, in the second one we
are able only to zoom object and select its parts. UnDo and ReDo operations
are available in Edit menu. Next we can also set the visibility of the additional
useful objects: axes, boundary boxes and the grid. It is also possible to reset
the view.

In Project panel we have the list of open meshes. Each mesh can be visible
and/or active. If the mesh becomes invisible it also becomes inactive. But the
meshes can be also inactive and visible.

Object properties panel informs us whether the object is visible or not, and
the same with active property. The number of faces and vertices in the mesh is
displayed. We can find also the size of the object. Below the properties window
there is a view manager where we can save same interesting views and retrieve
them later.
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Fig. 2. Me3d Framework

There are two panels defining basic object transformations: translation, rota-
tion, scale and also rotation around the given axis. There are three methods of
the rotation around line, they require alternatively : (1) setting two points lying
on the line, (2) setting one point and a vector, (3) setting two planes that are
not parallel and the line of their intersection. Of course in each case we give the
angle of rotation in degrees.

The progressive mesh can be obtained and processed using Build PMesh panel.
There are some steps to be fulfilled. First of all we define the size of the desired
base mesh M0 using edit box Desired Base Mesh Size. We choose the method of
cost function calculation. There are three methods implemented: (1) the shortest
edge, (2) the smallest area and (3) the quadric distance [1] (which gives the best
results). After that the dialog group Progressive Mesh LOD Control will become
active and we can manipulate the complexity of the resultant progressive mesh. It
can be done in two ways: using buttons Ecoll and Vsplit we change the structure
by one step or using track bar.

When we enter Select Faces mode, we can see the selection in Picking panel.
There is only one box there: Picking Both Sides. Using this box we set if we
want to select all faces in the selected area or only the visible faces. In the tree
of the panel we see identifiers of selected faces. We can also see the selected faces
marked in different colour in the working area.

The latest update for the framework makes it possible to display textures and
convert them into face colors of the mesh.
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5 Architecture of Me3d Framework

The architecture of Me3d system is shown in Fig. 3. The system has a modu-
lar structure. Three modules can be distinguished: (1) mesh container, (2) 3D
displaying module and (3) GUI. The first module is responsible for object repre-
sentation, processing and storing. The second module uses OpenGL (TAO) and
Glut libraries to draw the 3D object in the screen. The third module performs
operations on the interface. The system makes it possible to design user plug-
ins in form of dll modules. There is a Plug-in manager included to dynamically
load/unload software modules.

dotNet

(C#)

OpenGl

(C++)

C++

GUI

MESH CONTAINER

Dialog Bowes.Main window, tools, events

Scene drawing, screen shots

Objects storing, input/output

Optimization algorithms,

Progressive Mesh

General algorithms, file loading,

file saving

3D OBJECTS DISPLAING

Fig. 3. Me3d system architecture

The software extensions and libraries used in the project are as follow: (1)
Microsoft Visual Studio 2008 – the development environment, (2) .NET Frame-
work, (3) Tao – OpenGL control library for .NET, (4) Glut – fast and portable
graphical library and (5) Pthread – synchronization library.

6 Tests and Results

Experiments were performed on 3D meshes of digitalized physical objects. In
Fig. 4 we presented the simplification of bowl from archaeological collection of
Museum in Gliwice, Fig. 5 presents the simplification of figure named Sabines
from Art Department of the Museum.

Tests were performed using processor Intel T2130 1.8 GHz, 2 GB RAM and
NVidia graphic card with 256 MB RAM. During tests the volume of packages
at different levels-of-details was checked. The results for the tested meshes are
shown in Table 1.
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Fig. 4. Object – archeological bowl from Museum in Gliwice

Fig. 5. Object – figure of Sabines from Museum in Gliwice

Table 1. Results for the tested meshes

Number Base mesh Difference Pack Vertex split
of faces size [kB] size [kB] size [kB] size [kB]

Bowl
41 400 10 512 836 836 0
20 000 5 078 391 1 227 836
10 000 2 539 195 1 422 1 227
5 000 1 270 98 1 520 1 422
2 500 635 49 1 568 1 520
1 250 269 16 1 585 1 568
828 178 178 1 763 1 585

Sabines
107 682 27 341 2 253 2 253 0
50 000 12 695 977 3 230 2 253
25 000 6 347 488 3 718 3 230
12 500 3 173 244 3 962 3 718
6 250 1 586 186 4 148 3 962
1 500 380 380 4 528 4 148

In Fig. 6a the volume of mesh package for different levels-of details (LOD)
is presented. It was assumed that the base mesh is a first object we download,
a package is a list of vsplits necessary to reconstruct the original object and
difference package is a set of vsplits necessary to reconstruct structure at the
next LOD.

Using our application we obtained a collection of objects with instances of
different LOD. Assuming the fixed speed of network connection we can calculate
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Fig. 6. Comparison of mesh packages at different LODs: (a) volume, (b) transfer time

transfer times of the meshes at different levels-of-details. The results for transfer
speed 512 kb/s are presented in Fig. 6b. Additionally, time necessary to transfer
the structure at the given LOD without prior simplification is shown.
Results of our tests lead to the following conclusions:

– Progressive meshes can significantly speed up loading 3D graphic objects
via network connection, viewer is able to watch object as soon as the base
mesh is loaded, the object may be of very pure quality but will be increased
progressively.

– Bigger package granulation allow us to observe the object rebuilding in real
time, i.e. computer software downloading 3D graphic object performs a set
of VSplit operations and reconstruct object, if, on the other hand, smaller
packages are transferred the object reconstruction is more fluent.

– Progressive mesh is a structure that compresses graphical 3D objects, we
can observe it comparing base mesh size with package necessary to rebuild
mesh.

Techniques described in the chapter may be used to present large graphical
object on websites, it is a very efficient way of transferring object over network.
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Abstract. This chapter contains an analysis of a system for gear control
and diagnosis using Ethernet-based distributed control system. Own-
designed and made test stand was presented along with a concept of the
device protection system operation.

1 Introduction

In order to ensure continuous operation of the machine it is necessary to monitor
its condition. Diagnostic machine models show a common feature of interdepen-
dence between the state parameters and diagnostic signal. Irrespective of the
diagnostic model assumed it is necessary to know the relations between the ob-
ject state parameters and the diagnostic parameters. The relations are usually
determined experimentally by analysing the operation history or carrying out di-
agnostic experiments. An attempt was made to construct a diagnostic station to
monitor the condition of the machine and secure the system in case of emergency
or failure. Whatever the system to be analysed, there are many symptoms which
provide information on the condition of the mating components. They include
noise, vibrations, temperature, change of load, change of ampere-hour efficiency
etc. [3, 4, 5]. The concept of the station constructed consisted in monitoring of
control signals and diagnostic signals (Fig. 1).

The major purpose was to develop a distributed diagnostic system to allow
evaluation of the machinery condition using wide area networks. Control and
signal acquisition algorithms were implemented in a PLC of GE Fanuc. Data
archiving and detailed analysis of symptoms was performed using a PC-class
computer with the use of Ethernet. The solution proposed allows to collect the
object state vector on the controller in real time and send it for further analysis
by the PC. The designed system is characterized by multitasking as it enables
simultaneous analysis of signals supplied by a number of devices. While the
evaluation of a change in temperature, rotational speed and force is possible
on the controller, the analysis of vibrations or noise is impossible to be carried
out in a simple manner as numerical calculations must be performed which
require higher processing capacities. Furthermore, the knowledge base related
to processes occurring during the operation of the machine will e.g. allow to
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Fig. 1. Block scheme: T – temperature [K], M – moment [Nm], ϕ – rotational speed
[s−1], V – vibration

Fig. 2. Operating cycle of a freely programmable controller

schedule periodical maintenance. Experimental verification was conducted on a
cylindrical gear.

The freely programmable PLC controllers, commonly used in control systems,
have to collect signals from an object to obtain the current state of the process,
necessary for the control system [1, 2]. Therefore, it is more and more frequent
that the signals collected by the PLCs are used for diagnostics of the performing
system. Modern, freely programmable controllers have larger and larger pro-
cessing powers, enable real-time recording and analysis of numerous symptoms
occurring during the operation of a machine. Originally PLCs were intended to
replace incorporated logic circuits. Currently, those device are capable of pro-
cessing analogue signals and have many communication possibilities.

In the PLCs the acquisition of variable states from the object and setting
of output states for the performing devices comes down to tasks performed in
cycles. Set of all tasks performed was called a cycle of the freely programmable
controller (Fig. 2). Each task was assigned execution time which impacts the
duration of the controller cycle loop.

TA = TCI + TIN + TEXE + TOUT + TC (1)



336 A. Kwiecień, J. Rysiński, and M. Sidzina

where:

TA – duration of a freely programmable controller’s cycle;
TCI – duration of additional operations such as controller diagnostics;
TIN – time designated for serving of controller inputs;
TEXE – time designated for the execution of user’s application;
TOUT – time designated for serving of controller outputs;
TC – time designated for communication.

The above is, so to say, a basis for conduct when selecting a control system
for various machinery and equipment.

2 Test Stand

A test stand together with control and adjustment system was constructed in
the Laboratory of Mechanical Engineering Fundamentals (of the Department of
Mechanical Engineering Fundamentals of the University of Bielsko-Biala). The
stand allows testing of phenomena occurring during the operation of an motor-
gear system (Fig. 3, 4). An attempt was made to construct a diagnostic stand
based on standard systems used in industrial practice. Parameters measured in
the adjustment system included: torque on the gear input, vibrations of the case
and temperatures at the characteristic points of the gear.

The system comprises: three-phase motor (1) of the power of 5.5 kW powered
via frequency converter (5) including integrated overload-protection system. It
is connected, via coupling (4) with the gear being tested (2) and a current gen-
erator on the output (3), via which the load is set. The adjustment system was

Fig. 3. Diagram of the measuring stand: 1 – three-phase motor, 2 – gear tested,
3 – DC motor, 4 – coupling, 5 – inverter, 6 – controller, 7 – data logger, 8 – force
sensor, 9 – vibration sensor
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Fig. 4. Real test stand

(a) (b) (c)

Fig. 5. Defects in gears: (a) scoring, (b) breaking of gear, (c) pitting

constructed on the basis of a freely programmable controller of GE-Fanuc offer-
ing the possibility to transmit data over Ethernet according to MODBUS/TCP
or SRTP transmission protocols. It allows continuous adjustment of rotational
speed, turning the stand on/off, monitoring of damage symptoms and putting
the device in a safe state in case of emergency.

The basic gear damage symptoms include temperature and vibrations [6, 7].
Operation of the gear results in degradation of side faces of meshing parts such
as gear wheels, bearings etc. which shows itself in vibrations of the case walls
and in the form of noise. For example noise caused by bearings is hardly audi-
ble. However, as the wear of the rolling parts, e.g. raceway, increases the noise
level increases drastically to reduce the comfort of operation. It is, of course, the
first symptom of damage which disables the gear from further operation. The
basic reason for damage of wheels is the manufacturing technology and mechan-
ical working. Noise emitted during the operation of wheels can be perceived as
wailing, blasting or rattling.

In case of a worn gear new vibration causes occur such as: pitting, crumbling
or breaking of teeth, bearing system errors or bearing damage etc (Fig. 5). In
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order to relatively quickly detect a fault it is necessary to have a pattern of
vibrations on the gear case walls recorded for an unworn gear. The essence of
the method is the determination of the frequency of vibrations characteristic
for individual damage types. In case of toothed gears the most characteristic
features include meshing frequency fz (Eq. 2):

fz =
n1 · z1

60
(2)

and rotational frequencies of shafts fw1 (3), fw2 (4):

fw1 =
n1

60
(3)

fw2 =
n2

60
=

n1

60
· z1

z2
. (4)

Damage of rolling bearings manifests itself in vibrations the frequencies of
which depend on the bearing design and the rotational speed of the shaft. For
each bearing there are four characteristic frequencies corresponding to the dam-
age of: outer ring, inner ring, rolling part and bearing cage, respectively defined
in the subject industrial catalogues. One of the basic parameters which has an
impact on the operation of a gear is temperature therefore it is necessary to
record the temperature changes as a function of time. The temperature of mat-
ing parts increases as the load and peripheral speed increase. The basic heat
sources in a gear include temperature on the side face of the mating wheel teeth
and the temperature on the bearing housing. Large quantities of heat is produced
at high speed and pressure which results in lower viscosity of the lubricant and,
thus, thinner oil film or even lack of it. Temperatures are observed on the actual
elementary contact surfaces which lead to softening or even partial melting of
metal. Thermocouples of J-type were used for temperature measurements. They
were connected to the controller via specialized thermocouple module THM 889.
Recording of rotational speed on the shaft was done with the use of incremental
encoder fixed to the motor housing and the fast counter module APU 300. Tests
carried out for some time at the above mentioned stand (Fig. 3) confirm that
the set of signals collected by the control system can prove sufficient to detect
possible damage. The use of such a system may contribute to early damage de-
tection and, consequently, to prevent further deterioration of the machine. Next
stage of development of the control system presented is to use it for diagnosis
of a number of devices where the measuring signals are collected via distributed
control system and transmitted to a PC equipped with implemented diagnostic
algorithms for each of the parts to be diagnosed (Fig. 6).

Acquisition of inputs signals and control over a single stand are performed by
a PLC which is a node in a distributed system. Testing of a distributed system
consists in determination of delays occurred during communication between the
client (PC) and the server (PLC). Determination of delays in a distributed con-
trol system enables to determine the system response time to a hazard present
during operation and it is also required to determine the size of memory buffers
and of the data set being sent, necessary to carry out numerical analysis.
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Fig. 6. Developed control and diagnostic system: 1 – central unit, 2 – Ethernet hub,
3 – Ethernet interface (1 . . . 16), 4 – gear box

(a) (b)

Fig. 7. Configuration for: (a) MODBUS/TCP, (b) SRTP

The subject distributed system uses Ethernet as a basic communication inter-
face and a stack of TCP/IP protocols. It is known that the collision detection and
response mechanism does not guarantee the time determinism. Taking the control
over data exchange in Ethernet by another deterministic transmission protocol
enables to configure the network in such a way that the determinism condition is
met. Two configurations of the communication system for the stand in question
were assumed for the analysis of the solution. First configuration where performed
for MODBUS/TCP protocol and second for SRTP protocol (Fig. 7).

3 Data Exchange Model for MODBUS/TCP Protocol
and SRTP Protocol

The major objective, under the tests carried out, was to determine a communi-
cation system model and its impact on the control system. This chapter presents
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a basic data transaction exchange model for triggered and cyclic exchanges for
SRTP protocol based on Ethernet [8, 9].

The relation (5) describes duration of a single exchange of data reading or
writing

TWW = TZM + TPM + 18 (TPR + TTR + TDR + TAR) + TAS (5)

where:

TWW – time for performance of exchange triggered; query/instruction-response
for Ethernet with SRTP protocol;

TZM – time measured from the moment of reporting the exchange during cycle
stage (TAP ) to the start of communication stage (TK) in CLIENT station;

TAS – duration of SERVER station cycle;
TPM – time from decoding by the CLIENT station co-processor of the piece of

information to its being accepted and used in an application;
TPR – frame preparation time;
TTR – frame transmission time;
TDR – frame detection time;
TAR – frame analysis time;
18 – constant value measured on the basis of own experimental tests which define

the number of messages sent within the network in the form of separate
frames.

The MODBUS/TCP protocol consist four different types of input/output op-
erations: write, read, open port and close port. Each open of port command is
called from application level and consist information about type of device with
which transaction be able. All of communication messages are called from appli-
cation level of Programmable Logic Controllers. If connection with other device
must be done, open of communication port and using of read/write function, is
necessary. After communication process, port must be closed. Time of open port
for MODBUS/TCP protocol, describes relation (6).

TMOP = TZM + TPM + 3 (TPR + TTR + TDR + TAR) (6)

where:

TMOP – time of port opening;
3 – constant value measured on the basis of own experimental tests which define

the number of messages sent within the network in the form of separate
frames.

For closing port:

TMZP = TZM + TPM + 4 (TPR + TTR + TDR + TAR) + TAS (7)

where:

TMZP – time of port closing;
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4 – constant value measured on the basis of own experimental tests which define
the number of messages sent within the network in the form of separate
frames.

For exchange data operations, write/read functions:

TMZO = TZM + TPM + 4 (TPR + TTR + TDR + TAR) + TAS (8)

where:

TMZO – time of read or write transaction.

Total value for all operations – time of full exchange transaction for
MODBUS/TCP protocol, port opening, write or read, closing port:

TWM = TMOP + TMZO + TMZP . (9)

4 Experimental Test

At the beginning of experimental test, decided that control and regulation sys-
tem will be monitored. Monitored system was made on Ethernet networks. During
tests, the measurements of time transaction were made. Transaction time mea-
surement was performed on a stand designed in Client-Server system. Data ex-
change transaction duration was measured for the following exchange scenarios:

– scenario 1
• reading data from client station 1 for MODBUS/TCP,
• writing data to client station 1 for MODBUS/TCP,

– scenario 2
• reading data from client station 1 for SRTP,
• writing data to client station 1 for SRTP.

5 Summary

During experimental tests made a measurements of transactions read/write time,
for two protocols: SRTP and MODBUS/TCP. The measurements were made for
shortest PLC cycle. Thanks that exchange data time was measured for different
data blocks. For each data exchange made 1,000 probes. From all of results, the
maximum and minimum value of time was find. The results are on Fig. 8.

The proposed solutions of control and regulation system can be used for con-
trol and monitoring damages symptoms of mechanical systems. For very fast
diagnosis of damaged element, the registration of typical symptoms is neces-
sary, for compare with good one. Is also necessary make some diagnosis tests for
method verifications and make of data base for diagnostic process of mechanical
devices.
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(a) (b)

(c) (d)

Fig. 8. Reasults of measurements for MODBUS/TCP: (a) read, (b) write; and SRTP:
(c) read, (d) write
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Abstract. From an architectural point of view, a typical industrial pro-
cess monitoring system consists of three main components: a data source
(i.e. process controller), a data store and an intermediary communication
infrastructure. The paper covers monitoring systems where communica-
tion infrastructure is based on a gateway PC. The gateway is running
dedicated communication software to retrieve process data and store it
into the database. An alternative approach is proposed to improve avail-
ability of the monitoring system through using direct database access
and thus avoiding the gateway PC usage.

1 Introduction

In a global economy and strong competition world, enterprises are encouraged
to provide its customers with low cost and high quality goods. In order to
achieve that goal, production processes are continuously monitored for any devia-
tions of process parameters. Monitoring systems allow detecting problems early
before they arise and make possible applying proper preventive or correction
actions.

Furthermore, parameters of some safety-related process operations (e.g. as-
sembling of suspension elements into a car body) or even a whole production
processes (e.g. steel melting) have to be recorded for each produced item. Thus,
when monitoring system is not available, production process either have to be
stopped or produced goods are considered scrap if the process cannot be stopped.
That makes availability a critical factor for these monitoring systems.

Typical process monitoring system (Fig. 1) consists of the following three
main components: a data source (i.e. process controller), an intermediary com-
munication infrastructure and a data store.

In the paper, an availability of an industrial monitoring system is defined as its
readiness to recording data provided by the data source without any data loss.
Thus, data source failure does not affect availability of the monitoring system.
However it does affect the entire process availability, as process controller failure
does likely stop the process.

A. Kwiecień, P. Gaj, and P. Stera (Eds.): CN 2009, CCIS 39, pp. 344–351, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Fig. 1. Architecture of an industrial process monitoring system

2 Industrial Monitoring System Components

2.1 Data Source

Automatic production processes are controlled by various computational devices,
like Programmable Logic Controllers (PLC, e.g. [22]), Distributed Control Sys-
tems (DCS, e.g. [1]) or powerful Programmable Automation Controllers (PAC,
e.g. [5]). These devices are equipped with specialized input/output hardware that
enable both process data acquisition from sensors and process control through
actuators. Process controller is used as a general term to name that kind of
devices through this paper.

Process controllers are devices specifically designed to handle interferences en-
countered in industrial plants, like dust, vibrations, electromagnetic interference
etc. and still function reliable for years. Even higher availability and reliability
is achieved with hardware redundancy that is supported by high-end process
controllers [6,26].

Process controllers are natural data sources for monitoring systems, as all
process data is processed by them. Considering industrial monitoring systems
it is possible that separate devices perform process data acquisition and actual
process control. In such case, the device that performs data acquisition function
is considered a data source.

2.2 Data Store

Data store is a part of the back-end corporate IT infrastructure. Improving
availability and scalability of such infrastructure in business-critical applications
has a long history. Nowadays, multiple products and technologies are commer-
cially available, including database server clustering, connection brokers, load
balancers, application server farms and hardware redundancy, to name just a
few of them. These technologies together with physical security, controlled en-
vironmental conditions and valid operation procedures allow building back-end
systems that fulfils corporate requirements of availability, scalability and perfor-
mance [7,13]. Figure 2 depicts example architecture of such system.
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Fig. 2. Back-end corporate data store designed for high availability, based on [13]

In context of industrial monitoring systems, it shall be considered that raising
data store availability to required level is more a cost-to-benefit problem than
engineering problem.

2.3 Communication Infrastructure

Communication infrastructure in typical monitoring system consists of the fol-
lowing three subcomponents.

1. Industrial network with dedicated communication protocol.
2. Corporate network that provides access to corporate back-end data store

infrastructure mentioned earlier, typically over a fast Ethernet connection.
3. Gateway device that bridges both worlds, execute protocol stacks and per-

form necessary data conversion.

Industrial networks are designed to work reliably in a hard environment where
multiple sources of electromagnetic interference exist. Accordingly many indus-
trial networks use physical layer that is incompatible with standard communica-
tion interfaces available in PC computers (e.g. Profibus [9], CAN [10] or RS-485
[29]) and thus specialized hardware converters must be used. Converters are built
either as stand-alone devices connected with a standard RS-232 or USB serial
port, or as a specialized PC computer extension card. Such an extension card
may have an on-board processor that fulfils industrial network protocol on its
own, especially for fast networks like CAN [2] or Profibus [27].

2.4 The Gateway

Depending of data exchange configuration and underlying communication proto-
col, a process running on the gateway device (Fig. 3) either actively requests, or
gets notified, over the industrial network, about data changes in the monitored
process. Next, gathered data is persisted into the data store using corporate
network and standard protocols, either HTTP-based (SOAP [28], REST [3,4])
or binary (Sybase/Microsoft TDS [14], Oracle SQL*Net, etc.).
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Fig. 3. Logical view of the gateway

Typical gateway device is an industrial-class PC computer, located nearby the
process controller. It is exposed on hard environmental conditions in production
plants, like dust, vibrations, electromagnetic interferences and voltage spikes on
power lines. Comparing to safe environment in air-conditioned server rooms, one
may suppose that even hardened industrial-class gateway PC is subject to hard-
ware failure with relatively high probability. Gateway PCs are also sometimes used
as process visualization devices. That implies continuous user interaction and may
lead to increased probability of failure because of improper operator activities.

Unfortunately, the gateway PC is a single point failure that stops entire moni-
toring system in case of hardware or software error. Although it might be possible
to use redundant gateway devices, such solution ultimately complicates protocol
converter software. When the gateway PC acts as a Master node in Master-Slave
industrial networks, which is a common case, it may be even impossible to detect
a failure and perform switch-over to redundant gateway while time constraints
are still held. On the other hand, redundancy in industrial network protocols
does not come for free, in term of both cost and time [18,19] and thus shall be
avoided when possible.

3 Direct Database Access in Monitoring Systems

Many modern process controllers are equipped with Ethernet interface, simpli-
fying development of industrial monitoring systems, as physical layer converters
are no longer necessary. In such environment, a gateway PC is used mainly as
application layer protocol converter. Avoiding usage of the gateway PC will in-
crease availability of the monitoring system with no additional cost related with
redundancy, as single point of failure is no longer present.
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Industrial network protocols (e.g. Modbus-TCP [15], Ethernet Global Data
[11], Saia S-Bus [25], etc.) are incompatible with data store access protocols
mentioned above (e.g. TDS or HTTP), despite these protocols are all based on
TCP/IP protocol stack.

To achieve interoperability, data store access must be handled inside data
source. The opposite case, i.e. integrating the gateway functionality into the
data store, is likely out of concern, because of operating procedures, corporate
politics or technical problems that will arise, including, but not limited to, the
following:

– hardware platform or operating system incompatibilities,
– additional software development and test complexity and cost associated

with server runtime environment,
– additional workload generated by, possibly multiple, protocol converters,
– tight coupling of Ethernet-based industrial network and corporate network,
– future problems during data store migration to a new platform, as process

control systems lifetime is significantly longer that typical IT infrastructure
lifetime, etc.

Implementing data store access protocols within process controller, the data
store may be considered as a black box accessible by either dedicated binary
protocols or HTTP-based protocols. However, it is required that firmware of
the process controller supports implementing custom protocols by application
software. Such functionality is common in case of serial port communications,
by means of so-called ‘character mode’ [5,22] allowing application software to
directly process data sent and received over a serial port. Unfortunately, in case of
Ethernet port communications, similar functionality is rather uncommon. Saia-
Burgess PCD series PLCs are an example of devices with firmware support of
direct access to TCP or UDP sockets by application software [23]. However, it
shall be expected that future developed devices or firmware updates will bring
that functionality to the market.

Using binary protocols may provide higher performance, however as these
protocols are proprietary and may be protected with patents, application devel-
oper shall be aware of additional costs of licence fees. Moreover, using binary
protocol restricts supported database system to specific vendor and limits future
enhancements of corporate infrastructure.

Using HTTP-based rather than binary protocols to access the data store pro-
vide much more flexibility, and thus shall be preferred. However, implement-
ing HTTP client in process controller application software is not a trivial task,
mainly because commonly used programming languages are designed to process
logic equations and numeric data rather that strings that are extensively used
in HTTP [20].

4 Performance Considerations

In order to estimate execution costs of direct database access over HTTP-
based protocol, a simple HTTP client code was developed for Saia-Burgess
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PCD3.M5540 programmable logic controller using Instruction List programming
language. To avoid confusion it shall be noted that PCD Series Instruction List
[24] and Instruction List defined by IEC 61131-3 [8], while sharing some concepts,
are completely unrelated programming languages, despite the name.

Data store was built on Intel Pentium 4-based PC with 1024 MB of RAM run-
ning Windows 2003 Server Standard Edition Service Pack 2 and Microsoft SQL
Server 2005 Express Edition database server. Microsoft ASP.NET Data Services
Framework (formerly code name ‘Astoria’) [12] was used to provide access to the
database over HTTP protocol with a simple, REST-based programming model
and JSON [21] data encoding. REST and JSON were chosen in order to possibly
reduce required string processing operations.

During the experiment, requests were issued at approximate rate of two to
three requests per second. A request consists of multiple data items contained
within HTTP POST request. HTTP response contains ‘HTTP 201 Created’
success code together with created entity data, and is ignored. Multiple mea-
surements of processing time vs. data item count were taken. JSON serialization
time, HTTP request preparation time and low-level TCP/IP processing time
were measured independently. Results of measurements are shown on Fig. 4.

Fig. 4. Average HTTP-client software processing time

5 Alternatives

OPC Unified Architecture (UA) specification developed by the OPC Foundation
might be seen as an alternative solution to the problem mentioned above. As
described in [16] ‘OPC UA is a platform-independent standard through which
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various kinds of systems and devices can communicate by sending Messages
between Clients and Servers over various types of networks’. OPC UA currently
supports TCP and SOAP over HTTP based communication with either binary
or XML data encoding, to provide flexibility for data transfer ‘from plant floor
PLCs to enterprise servers’ [16].

In the OPC UA environment, achieving high availability is possible by client
and server redundancy. OPC UA specification defines data structures and ser-
vices by which redundancy may be achieved in a standard manner, both for
client redundancy and transparent or non-transparent server redundancy [17].
Such redundancy support may overcome availability problems for the Gateway
PC if both Data Source and Gateway PC support OPC UA.

Unfortunately, wide adoption of OPC UA is a long-term process. Meantime,
proposed direct database access architecture and OPC UA may be seen as com-
plementary technologies, especially for currently available process controllers
that do not support OPC UA directly.

6 Conclusions

Elimination of the gateway PC from industrial monitoring systems as shown on
Fig. 1 seems to be a way to increase monitoring system availability. As typical
industrial network protocols are incompatible with database access protocols, it
is required to implement one within application software of the controller. To
achieve highly flexible and loosely coupled monitoring system architecture, it is
proposed to use HTTP-based communication protocols, as REST or SOAP.

Unfortunately, creating custom communication protocols within application
software for Ethernet-based networks is rarely supported by controller vendors.
Moreover, implementing custom HTTP client encounter difficulties in both code
complexity and execution time because programming languages that are avail-
able are rather inadequate for that task. As a result, application area of the
proposed approach is not as wide as it could be. However, HTTP-based com-
munication is proven to be possible and might be useful is some scenarios.
Above problems shall be resolved by controller vendors, by implementing in
the firmware a fully featured HTTP client besides HTTP server that is often
currently implemented.
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