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and C. Quesada1

1 Miguel Hernández University, Av. de la Universidad, s/n, 03202 Elche
{vgaliano,hmigallon}@umh.es, davidperez@ieee.org,

carlos.quesada@graduado.umh.es
2 Design of Systems on Silicon (DS2), C.R. Darwin, 2, 46980 Paterna, Valencia

marcos.martinez@ds2.es

Abstract. SystemC is a library that facilitates the development of
Transaction Level Models (TLM). These models are composed of both
hardware and software components. This library allows designing and
verifying hardware system components at a high level of abstraction.
This supports the development of complex systems. A real industry Sys-
temC model usually contains a high number of functional blocks which
increase its simulation run time. SystemC executes only one process at
any time, even if the hardware supports execution of concurrent pro-
cesses. In this paper we present a new methodology for distribution of
the simulation of complex models in a parallel computing system. We
apply our own approach in a real industry SystemC model of a Power
Line Communication (PLC) network.

Keywords: SystemC, TLM, Distributed Systems, PDES, PLC, MPI,
Serialization.

1 Introduction

Built on top of C/C++, SystemC[1] allows the full object-oriented power of
the language, while providing constructs to easily describe concurrent hardware
behavior. The major benefits of SystemC include architectural exploration and
performance modeling of complex SoC designs, and the ability to run software
on a virtual model of the hardware platform prior to the availability of Register
Transfer Level (RTL) code. These benefits are enabled by the use of Transaction
Level Modeling (TLM) add-on library.

As the complexity of SystemC models increases, more computational resources
are required by their simulation, which means higher simulation run times. To
speed the simulation run times of complex SystemC models, we propose to ap-
ply principles of Parallel Discrete Event Simulation (PDES)[2]. In this paper
we present a solution to the problem of distributing the simulation of SystemC
models in a parallel computing system. We demonstrate this solution by imple-
menting it on a real industry SystemC model of a PLC network.

The rest of this paper is summarized as follows: Section 2 presents some
background information on distributed SystemC simulation. We briefly discuss
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related work in Section 3. Section 4 describes the SystemC model that will be
distributed in Section 5. Finally, this paper is concluded in Section 6.

2 Background

2.1 Parallel Discrete Event Simulation

Parallel Discrete Event Simulation (PDES), also known as Distributed Simu-
lation, refers to execution of a single discrete event simulation program on a
parallel or distributed computing system. In a discrete event simulation, model
being simulated only changes its state at discrete points in simulated time. Model
jumps from state to state upon the occurrence of events. Concurrent events in the
simulated model are executed in a sequential manner. Subsequently, simulation
of complex systems with a substantial amount of parallelism is an extremely time
consuming task [3]. PDES aroused as a solution to this problem. In a PDES, sim-
ulated model is decomposed into a set of concurrent processes which are executed
in a parallel computer. These processes are known as Logical Processes (LPs).
LPs are essentially autonomous and independent DESs logically connected by
channels, with part of the simulated system state, queues of pending events, and
a local clock. All interactions between processes are modeled as time stamped
event messages between LPs[2].

There are two types of algorithms that deal with the problem of synchroniza-
tion between LPs in PDES systems, conservative and optimistic [2]. Conservative
algorithms process in parallel only those events with the same time stamp. Par-
allel executions must resynchronize before any event with a greater time stamp
can be processed. Optimistic algorithms execute events regardless of their time
stamps, and implement mechanisms to detect and recover from any resulting
causality violation [4].

2.2 System Level Communication Modeling with SystemC

SystemC library provides the implementation of many types of hardware-specific
objects, such as concurrent and hierarchical modules, ports, channels, and clocks.
Structural decomposition of the simulated model is specified with modules, which
are the basic building blocks. The functionality of system is described in pro-
cesses. Interaction between modules can be modeled using channels, interfaces
and ports. Thus, a SystemC description consists of a set of interconnected mod-
ules, which are composed of processes, ports, channels and instances of other
modules.

A channel implements one or more interfaces. An interface consists of a set
of method declarations, but does not implement these methods. A port enables
a module, and hence its processes, to access a channel interface. The interface
method, which is implemented in the channel, is executed in the context of
the process. A port is defined in terms of an interface type, which means that
the port can be used only with channels that implement that interface type [5]
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[6]. Processes usually communicate with other processes through ports bound
to channels by way of interfaces, or through ports bound to another type of
port known as sc_export. sc_export is similar to standard ports in that the
declaration syntax is defined on an interface, but this port differs in connectivity.
It allows to move the channel inside the defining module, and use the port
externally as though it were a channel [7].

3 Related Work

There have been several attempts to distribute SystemC simulations, but it
seems that no one is definitive or used as standard. All of them, to the best of
our knowledge, use conservative algorithms to maintain the consistency of the
simulated model. Optimistic algorithms are harder to implement and require too
many resources [2].

There are basically two strategies to distribute SystemC simulations. Some
authors have tried to parallelize/distribute SystemC by directly modifying its
simulation engine. The other strategy is based on wrapping communications
between LPs using a self-developed communication library that extends system
level modeling capabilities of SystemC. A major drawback of modifying the
SystemC simulation engine is the need to provide a continuous support to follow
future implementations of the SystemC standard. On the other hand, it is a
more customizable approach.

[8] and [9] follow first strategy and propose to customize SystemC simulation
engine. Both proposals use the Message Passing Interface (MPI)[10] standard for
communication between LPs, which are wrapped in a top-level SystemC module.
This strategy obtains reasonable performance results for well-balanced coarse-
grained system models. LPs must be manually defined and mapped into different
processes by the modeler of the simulated system. [8] avoids explicit lookahead
by choosing a robust synchronization algorithm [11][12].

Other approaches, following the previously mentioned second strategy, include
their own communication library that bridges LPs and synchronizes shared sig-
nals between them using explicit lookahead. [13][14][15] and [16] present solutions
that avoid modifying SystemC library source code. [16] uses MPI for communi-
cation and synchronization between LPs, while [13] propose the use of TCP/IP
socket communication. In [13] each LP is mapped into independent executable
pieces due to its communication technique.

There are other authors working on geographically distributed SystemC sim-
ulations [17]. Communications are made over Internet protocols and middleware
such as SOAP, RMI or CORBA. However, their goal is not to obtain a better
performance as well as our work aims [18].

We propose a solution which is based on [13] and [16] proposals. We use a
wrapper SystemC module to communicate and synchronize manually distributed
LPs using the MPI standard. The following sections focus on the distribution of
a real industry SystemC model by using our approach.
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4 SystemC Model of a Power Line Communication
Network

SystemC model that will be distributed in Section 5 is a real industry model of
a PLC network. An overall view of this model is given in Figure 1. The system
comprises a PLC Channel (PLCC), three traffic Flow Generators (FG), and four
Endpoint PLC Nodes (EN). These modules are wrapped in a top-level module
which is used as a test bench for validating the model through simulation. This
module includes instantiation of all other modules that have been defined and
used in the design. Each component is modeled using a complex combination of
high and low levels of abstraction. The main components of the model and the
communication process between them are described next.

FG1 FG2 FG3

EN1 EN2 EN3 EN4

PLC  Channel

Fig. 1. SystemC model of a PLC network

4.1 Components

Flow Generators. The FG modules generate configurable network traffic ac-
cording to several parameters which are set in a configuration file. The network
traffic is injected into a particular EP module in the form of Ethernet frames.

Endpoint Nodes. EN modules communicate with other EN modules by send-
ing and/or receiving Packet Data Units (PDUs) through the PLC Channel. Each
EN module implements a protocol stack (see Figure 2), which divides the net-
work architecture into five layers. These protocol layers are from top to bottom:
Bridge, Convergence, Logical Link Control (LLC), Media Access Control (MAC),
and Physical Layer (Phy).

In the sending process, Bridge Layer of the EN module receives through
an external interface the Ethernet frames generated by the FG module. Nodes
encapsulate these frames downwards to lower layer protocols. The resulting Pro-
tocol Packet Data Units (PPDUs) are broadcast over the PLC channel. The ac-
tion of receiving comprises the opposite operation of reversing the encapsulating
process.
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Bridge Layer

Convergence Layer

LLC Layer

MAC Layer

Physical Layer

Ethernet  frames
from the FG module

PDUs to/from the
PLC Channel

Fig. 2. Protocol stack implemented in EN module

PLC Channel. The physical link is modeled in a separate module. This module
acts as a communication channel amongst the EN modules. It is modeled like
a First-In First-Out (FIFO) queue of Physical Layer PDUs, which is a common
data structure to manage data flows.

4.2 Communication between Endpoint Nodes and PLC Channel

Depending on the network traffic source-destination, PLC network model uses
two different implementations of SystemC communication.

– Endpoint nodes send PPDUs to PLC Channel through a sc_export bound
to a port of the PLC Channel. This type of communication allows to move
the implementation of interfaces inside the PLCC module (see Section 2.1).

– Network traffic from PPLC module to EN modules is done through a Sys-
temC channel. A PLCC module port is bound to the same SystemC channel
as the EN module port. In this case, interfaces are implemented by the Sys-
temC channel.

5 Distributed Model

Following the principles of PDES, we have manually split the PLC network model
described in the previous section into two LPs (see Figure 3). The proposed
partition separates the EN and FG modules from the PLC Channel.

We propose two solutions to deal with the distribution of the two types of
SystemC communication implementations that are used in the sequential model
(see Section 4.2).

As mentioned in Section 4.2, if one module is connected to another one through
a sc_export, interfaces are implemented only in the second module. Both mod-
ules, sender and receiver, need to use these interfaces. In the distributed model,
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PLC  Channel

MPI-Rx MPI-Rx MPI-Rx MPI-Rx

FG1 FG2 FG3

EN1 EN2 EN3 EN4

MPI-Tx MPI-Tx MPI-Tx MPI-Tx

Logical Process 2

Logical Process 1

Fig. 3. Distributed model of a PLC network

sender and receiver are mapped into different LPs. To communicate these mod-
ules we have developed two new SystemC modules, MPITx and MPIRx. MPITx
receives PPDUs from EN module and send them to MPIRx using the MPI stan-
dard, which is located in Logical Process 2 as it can be seen in Figure 3. MPIRx
is connected to the PLCC module through a sc_export (see Figure 4). We have
used Boost.MPI and Boost.Serialization libraries[19] for MPI communication
and serialization of PPDUs.

In the second case, communication between two modules is implemented by
binding sender and receiver ports to the same SystemC channel. In the dis-
tributed model, sender and receiver ports are bound to two instances of the
same type of SystemC channel. We have implemented MPI primitives in the
interfaces used by these ports to send and receive data to/from the channel (see

Process

EN Module

Process

sc_export

PortPLCC  Module

EN Module

MPITx  Module

Process

Process

Port

Port

MPIRx  Module

Process

sc_export
PLCC  Module

Process

Channel

Interfaces:
write()
read()

Interfaces:
write()
read()

Channel

Interfaces:
write()
read()

Non-Distributed Distributed

Fig. 4. Distribution of sc export based communication between modules
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Fig. 5. Distribution of channel based communication between modules

Figure 5). This solution can be applied only if the channel does not implement
any data buffer that should be shared for the communication to work.

6 Conclusion

In this paper, we present a new approach to distribute the simulation of com-
plex systems modeled with SystemC in a parallel computing system. We use this
approach to distribute a real industry SystemC model of a Power Line Commu-
nication (PLC) network.

The previously mentioned PLC network model is composed by several nodes
which communicate with each other through a PLC channel. To distribute this
model, we split the system into Logical Processes (LPs) which exchange complex
Packet Data Units (PDUs). These PDUs are built following a set of network
protocols (Ethernet, MAC, etc.). To implement the communication of structured
data types amongst LPs we used the MPI standard and serialization techniques.

Not many researchers have dealt with the simulation of distributed SystemC
models since the Open SystemC Initiative was announced in 1999. There have
been several SystemC parallelization attempts, but it seems there is no one
definitive or used as standard. We propose a novel solution to the problem of
distributing the simulation of real industry SystemC models. The distribution
of a SystemC realistic model encourages us to continue working on this solution.
Our future work will be focused on implementing a communication library that
could be used in a wider range of distributed SystemC models.
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