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Preface 

This volume presents the set of final accepted papers for the tenth edition of the 
IWANN conference “International Work-Conference on Artificial neural Networks” 
held in Salamanca (Spain) during June 10–12, 2009. 

IWANN is a biennial conference focusing on the foundations, theory, models and 
applications of systems inspired by nature (mainly, neural networks, evolutionary and 
soft-computing systems). Since the first edition in Granada (LNCS 540, 1991), the 
conference has evolved and matured. The list of topics in the successive Call for Pa-
pers has also evolved, resulting in the following list for the present edition: 
 

1. Mathematical and theoretical methods in computational intelligence. Com-
plex and social systems. Evolutionary and genetic algorithms. Fuzzy logic. 
Mathematics for neural networks. RBF structures. Self-organizing networks and 
methods. Support vector machines. 

2. Neurocomputational formulations. Single-neuron modelling. Perceptual mod-
elling. System-level neural modelling. Spiking neurons. Models of biological 
learning. 

3. Learning and adaptation. Adaptive systems. Imitation learning. Reconfigur-
able systems. Supervised, non-supervised, reinforcement and statistical algo-
rithms. 

4. Emulation of cognitive functions. Decision making. Multi-agent systems. Sen-
sor mesh. Natural language. Pattern recognition. Perceptual and motor functions 
(visual, auditory, tactile, virtual reality, etc.). Robotics. Planning motor control. 

5. Bio-inspired systems and neuro-engineering. Embedded intelligent systems. 
Evolvable computing. Evolving hardware. Microelectronics for neural, fuzzy 
and bio-inspired systems. Neural prostheses. Retinomorphic systems. Brain-
computer interfaces (BCI). Nanosystems. Nanocognitive systems. 

6. Ambient intelligence. Unobtrusive hardware. Seamless mobile/fixed communi-
cation and computing infrastructure. Dynamic and massively distributed device 
networks. Human-centric computer interfaces. Dependable and secure systems 
and devices. Ambient-assisted living (AAL). 

7. Applications. Adaptive interfaces. Ambient intelligence. Biomimetic applica-
tions. Data analysis and pre-processing. Data mining. Economy and financial 
engineering. Fuzzy systems for control. Internet. Neural networks for control. 
Power systems. Signal processing. Telecommunication applications. Time se-
ries and prediction. 

 
At the end of the scheduled period, we got more than 230 submitted papers under the 
above topics. A careful peer review process was organized, and, as its main result, we 
are able to offer you the following collection of 167 papers, including 3 invited  
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conferences and a reduced number of tutorial contributions by some of the special 
sessions organizers, on the hot topic of their respective session. 

It must be pointed out that, for the sake of consistency and readability of the book, 
the presented papers are not organized as they were presented in the IWANN sessions, 
but classified under 15 chapters with the listed specific topics: 

1. Theoretical Foundations and Models 
2. Learning and Adaptation 
3. Self-Organizing Networks, Methods and Applications 
4. Fuzzy Systems. 
5. Evolutionary Computation and Genetic Algorithms 
6. Pattern Recognition 
7. Formal Languages in Linguistics 
8. Agents and Multi-agents on Intelligent Systems 
9. Brain-Computer Interfaces (BCI) 

10. Multiobjetive Optimization 
11. Robotics 
12. Bioinformatics 
13. Biomedical Applications 
14. Ambient-Assisted Living (AAL) and Ambient Intelligence (AI) 
15. Other Applications 

 
IWANN 2009 was organized as the main conference, together with four complimen-
tary events (accepted papers have been included in the LNCS 5518  
volume):  

• DCAI 2009 (International Symposium on Distributed Computing and Artificial 
Intelligence), covering artificial intelligence and its applications in distributed 
environments, such as the Internet, electronic commerce, mobile communica-
tions, wireless devices, distributed computing, and so on.  

• IWAAL 2009 (International Workshop of Ambient-Assisted Living), covering 
solutions aimed at increasing the quality of life, safety and health problems of 
elderly and disabled people by means of technology.  

• IWPACBB 2009 (Third International Workshop on Practical Applications of 
Computational Biology and Bioinformatics), covering computational biology 
and bioinformatics as a possibility for knowledge discovery, modelling and op-
timization tasks, aiming at the development of computational models so that 
the response of biological complex systems to any perturbation can be 
 predicted.  

• SOCO 2009 (4th International Workshop on Soft Computing Models in Indus-
trial Applications), covering the implementation of soft computing in industrial 
applications.  

The organizers decided to share the site and some of the plenary conferences and 
social events, trying to facilitate the attendance of delegates to all the conferences and 
workshops.  
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The tenth edition of IWANN was organized by the Universitat Politècnica de Cata-
lunya, the Universidad de Málaga and the Universidad de Granada, together with the 
Universidad de Salamanca as the local manager. We wish to thank to the Spanish 
Ministerio de Ciencia e Innovación, the Universidad de Salamanca, the City Council 
of Salamanca and the Castilla-León Government for their support and grants.  

We would also like to express our gratitude to the members of the different com-
mittees for their support, collaboration and good work. Finally, we want to thank 
Springer, and especially Alfred Hoffman and Anna Kramer for their continuous sup-
port and cooperation. 
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Alexander Perekrestenko, and Manuel Alfonseca

A Hyprolog Parsing Methodology for Property Grammars . . . . . . . . . . . . . 480
Veronica Dahl, Baohua Gu, and Erez Maharshak

Adaptable Grammars for Non-Context-Free Languages . . . . . . . . . . . . . . . 488
Henning Christiansen

β-Reduction and Antecedent–Anaphora Relations in the Language of
Acyclic Recursion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 496

Roussanka Loukanova

Permutation Languages in Formal Linguistics . . . . . . . . . . . . . . . . . . . . . . . . 504
Benedek Nagy

8. Agents and Multi-agent on Intelligent Systems

Thomas: Practical Applications of Agents and Multiagent Systems . . . . . 512
Javier Bajo and Juan M. Corchado

INGENIAS Development Process Assisted with Chains of
Transformations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 514
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Benjamin Blankertz, and Klaus-Robert Müller

The Training Issue in Brain-Computer Interface: A Multi-disciplinary
Field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 666

Ricardo Ron-Angevin, Miguel Angel Lopez, and Francisco Pelayo

A Maxmin Approach to Optimize Spatial Filters for EEG Single-Trial
Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 674

Motoaki Kawanabe, Carmen Vidaurre, Benjamin Blankertz, and
Klaus-Robert Müller

Multiple AM Modulated Visual Stimuli in Brain-Computer Interface . . . 683
M.-A. Lopez, H. Pomares, A. Prieto, and F. Pelayo

A Brain-Computer Interface Based on Steady State Visual Evoked
Potentials for Controlling a Robot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 690

Robert Prueckl and Christoph Guger

Asynchronous Brain-Computer Interface to Navigate in Virtual
Environments Using One Motor Imagery . . . . . . . . . . . . . . . . . . . . . . . . . . . . 698
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Jorge Muñoz, German Gutierrez, and Araceli Sanchis

Multiobjective Algorithms Hybridization to Optimize Broadcasting
Parameters in Mobile Ad-Hoc Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 728
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Daniel Gómez, Eduardo J. Moya, Enrique Baeyens, and
Clemente Cárdenas

Visual Surveillance of Objects Motion Using GNG . . . . . . . . . . . . . . . . . . . 244
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Gustavo A. Casañ and Ma. Asunción Castaño

Verification of the Effectiveness of the Online Tuning System for
Unknown Person in the Awaking Behavior Detection System . . . . . . . . . . 272

Hironobu Satoh and Fumiaki Takeda

9. Models for Soft Computing, Applications and
Advances

An Evolutionary Algorithm for the Surface Structure Problem . . . . . . . . . 280
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Óscar Sanjuan-Mart́ınez, and Rubén González Crespo
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Andrés Alonso Quintanilla, Amelia Bilbao Terol, and
Vı́ctor Castro Amigo

Using Data-Mining for Short-Term Rainfall Forecasting . . . . . . . . . . . . . . . 487
David Mart́ınez Casas, José Ángel Taboada González,
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22. Medical Applications

A Web Based Information System for Managing and Improving Care
Services in Day Centres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 710
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Biometric Access Control System for AAL . . . . . . . . . . . . . . . . . . . . . . . . . . 812
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Irene Zaragozá, Jaime Guixeres, and Mariano Alcañiz
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DynamicFlow: A Client-Side Workflow Management System . . . . . . . . . . . 1101
Pedro Lopes, Joel Arrais, and José Lúıs Oliveira
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Abstract. We propose a general method for estimating the distance
between a compact subspace K of the space L1([0, 1]s) of Lebesgue mea-
surable functions defined on the hypercube [0, 1]s, and the class of func-
tions computed by artificial neural networks using a single hidden layer,
each unit evaluating a sigmoidal activation function. Our lower bounds
are stated in terms of an invariant that measures the oscillations of func-
tions of the space K around the origin. As an application we estimate the
minimal number of neurons required to approximate bounded functions
satisfying uniform Lipschitz conditions of order α with accuracy ε.

Keywords: Mathematics of Neural Networks, Approximation Theory.

1 Introduction

During the last decade a great deal of research in the field of approximation
theory has been done to approximate real valued functions using artificial neural
networks (ANN’s) with one or more hidden layers, each neuron evaluating a
sigmoidal or radial basis function (see [1,2,3,4,5,6,7,8,9]). A typical result in
this context is a density result showing that an ANN can approximate a given
function in a given class to any degree of accuracy provided that enough number
of neurons can be used.

One of the most general results in the core of approximation by ANN’s states
that any continuous function can be approximated to any degree of accuracy by
a single hidden layer ANN having a non-polynomial activation function provided
that sufficiently many hidden units are available ([10]). This powerful statement
extends the seminal theorems by Hornik, Stinchcombe and White([11]) where
approximation by multilayer ANN’s is proven for Lp functions under the Lp

norm and for continuous functions with respect to the uniform norm. Regarding
the single hidden layer case it is also known that ANN’s with a hidden layer are
capable of providing an optimal order of approximation for functions assumed
to admit a given number of derivatives, if the activation functions evaluated by
each principal element satisfy certain technical conditions (see [6]). Under these
conditions it is also possible to construct networks that provide a geometric order
of approximation for analytic target functions.

J. Cabestany et al. (Eds.): IWANN 2009, Part I, LNCS 5517, pp. 1–8, 2009.
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A related important problem is the complexity problem; i. e. to determine the
number of neurons required to guarantee that all functions, assumed to belong
to a certain function class, can be approximated within a prescribed accuracy ε.
For this problem upper and lower bounds are of interest. An upper bound for
the complexity problem is provided by the result of Barron ([1]). He proved that
if the function is assumed to satisfy certain conditions in terms of its Fourier
transform, and each of the neurons evaluates a sigmoidal activation function,
at most O(ε−2) neurons are needed to achieve the order of approximation ε.
A very common assumption about the function class is defined in terms of the
number of derivatives that a function possesses. For example one is interested in
approximating all real valued functions of s real variables having a continuous
gradient. It is shown in [12] that any reasonable scheme to approximate up to
order ε any function of this class must depend upon at least Ω(ε−s) parameters.
If one restricts to functions having r continuous derivatives then the general
results by Devore, Howare and Michelli [12] indicate that the number of neurons
is Ω(ε−

s
r ).

While the complexity problem of approximation by ANN’s has been studied
in depth for classes of functions satisfying certain conditions on the derivatives,
the problem of whether a certain class of integrable functions without assuming
differentiable conditions can be optimally approximated is less known. How-
ever this last problem is of practical interest since very often target functions
coming from real world problems cannot be assumed to possess differentiability
properties.

Through out this paper we focus on the complexity problem for L1 functions,
i.e., given a class of non-polynomial activation functions (like for instance the
sigmoidal function), determine lower bounds for the number of neurons needed
to approximate compact subspaces of Lebesgue measurable functions defined
on hypercubes of the kind [0, 1]s to achieve order of approximation ε. More
concretely, we provide a general method for estimating the distance between
a compact subspace K of L1([0, 1]s) and the class of functions computed by
ANNs using a single hidden layer, each unit evaluating a sigmoidal activation
function. Our lower bounds are stated in terms of an invariant that measures
the oscillations of functions of the space K around the origin. As an application
we estimate the minimal number of neurons required to approximate bounded
continuous functions satisfying an uniform Lipschitz condition of given order α
with accuracy ε. Our lower bound for these functions is of the kind (using the
Big O notation for complexity bounds)

Ω

([
s!

(s+ α) · · · (1 + α)
ε

]− s
α

)
.

The paper is organized as follows. Section 2 describes the mathematical for-
malization of our approximation problem and the statement of the main results.
Section 3 is devoted to explain the main technical details of our method for
computing lower bounds. Section 4 and Section 5 sketch the proofs of the main
result and their applications.
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2 Main Results

Let s, n ≥ 1 be integers. An artificial network N with a single hidden layer
consisting of n neurons with sigmoidal activation function σ evaluates a function
Φ : IRs → IR of the form

Φ(x) =
n∑

k=1

akσ(wk · x+ bk), (1)

where x ∈ IRs, the weights wk are vectors with s real components, the thresholds
bk ∈ IR, the coefficients ak ∈ IR for 1 ≤ k ≤ n, σ : IR → IR, σ(y) = 1

1+e−y , is the
activation function and ‘·’ denotes the inner product. We shall denote by ΠΦ,n,s

the set of functions:

ΠΦ,n,s :=

{
x→

n∑
k=1

akσ(wk · x+ bk) : ak, bk ∈ IR wk ∈ IRs

}
(2)

Let L1([0, 1]s) be the normed linear space of Lebesgue measurable functions on
the hypercube [0, 1]s. We measure the degree of approximation of f ∈ L1([0, 1]s)
by the quantity:

εΦ,n,s(f) := inf
g∈ΠΦ,n,s

{||f − g||}, (3)

where || · || denotes the L1(μ)-norm in L1([0, 1]s), i.e., ||f || =
∫
[0,1]k |f |dμ, and

μ is the Lebesgue measure. Since the target function f is unknown the quantity
of interest is the degree of approximation of subspaces K of L by functions of
ΠΦ,n,s, that is:

εΦ,n,s := sup
f∈K

εΦ,n,s(f) (4)

Our search for lower bounds of εΦ,n,s leads to the following definition.

Definition 1. For any compact subset K of L1([0, 1]s) and any non-negative
integer m, the invariant j(K,m) is defined as the supremum of all real numbers
δ ≥ 0, such that there are points x1, . . . , xm ∈ [0, 1]s satisfying:

1. The morphism eval(f) = (f(x1), . . . , f(xm)), f ∈ K, has S-norm bounded
by 1, where S-norm is defined as ||(x1, . . . , xm)||S =

∑
1≤i≤m |xi|.

2. For every sign sequence s = (s1, . . . , sm) ∈ {−1,+1}m there is f ∈ K such
that sif(xi) ≥ δ for i = 1, . . . ,m.

Next we state our main result.

Theorem 1. There is an integer number p > 0, such that for m big enough
depending only on n and s and for any compact subset K of the normed linear
space L1([0, 1]s) the following holds:

εΦ,n,s(K) ≥ m

p
j(K,m) (5)



4 J.L. Montaña and C.E. Borges

As application of Theorem 1 we have the following result.

Corollary 1. Let || || denotes the Euclidean norm in [0, 1]s. For α ∈ (0, 1] let
Hα,s be the set of real valued functions f on [0, 1]s bounded by 1, satisfying an
uniform Lipschitz condition of order α, i.e., a function f ∈ Hα,s satisfies:

|f(x+ t)− f(x)| ≤ ||t||α (6)

for all x and x+ t in [0, 1]s. Then in L1([0, 1]s) the following holds:

εΦ,n,s(Hα,s) = Ω

(
n−α

s
s!

(s+ α) · · · (1 + α)

)
(7)

Remark 1. Note that from Corollary 1 we immediately obtain a lower bound
for the minimal number of neurons required to approximate within accuracy ε
functions in Hα,s. This bound is of the kind:

Ω

([
s!

(s+ α) · · · (1 + α)
ε

]− s
α

)
,

as it was claimed in the introduction.

3 Partitions of the Space of Parameters

Let x1, . . . , xm ∈ [0, 1]s be a set of m points. Let us consider the set of m
functions given by:

Φi(a, b, w) :=
n∑

k=1

akσ(wk · xi + bk), 1 ≤ i ≤ m, (8)

where a := (a1, . . . , an) ∈ IRn, b := (b1, . . . , bn) ∈ IRn, w := (w1, . . . , wn) with
wk ∈ IRs for all k, 1 ≤ k ≤ n and σ being the sigmoid function. In what follows
for each k, 1 ≤ k ≤ n and for each j, 1 ≤ j ≤ s, the j − th component of vector
wk will be denoted by wkj . Similarly the j − th component of point xi will be
denoted by xij . Our analysis of functions Φi relays in the properties of Pfaffian
functions. We briefly recall this notion (see [13] for a complete exposition of the
theory of Pfaffian functions).

Definition 2. Let U ⊂ IRn be an open domain. A Pfaffian chain of length q ≥ 0
and degree D ≥ 1 in U is a sequence of real analytic functions f1, . . . , fq in U
satisfying differential equations

∂fi

∂yj
= Pi,j(y, f1(y), . . . , fi(y)) (9)

for i = 1, . . . q where Pi,j ∈ [y1, . . . , yn, z1, . . . , zi] are polynomials of degree
≤ D.
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Definition 3. A function f on U is called a Pfaffian function of order q and
degree (D, d) if

f(y) = P (y, f1(y), . . . , fq(y)) (10)

Proposition 1. Functions Φi : IRn(s+2) → IR are Pfaffian of order q = nm and
degree (D, d) = (2, 2)

Proof. For each k, 1 ≤ k ≤ n, for each i, 1 ≤ i ≤ m define the functions
fki : IRn(s+2) → IR as follows.

fki(a, b, w) := σ(wk.xi + bk), (11)

where σ is the sigmoid function. Since the derivative of σ, σ′, satisfies σ′ =
σ(1−σ), functions fki satisfies the following partial differential equations for all
k, i with 1 ≤ k ≤ n 1 ≤ i ≤ m.

∂fki

∂aj
= 0, 1 ≤ j ≤ n (12)

∂fki

∂bj
= fki(1− fki), if k = j (13)

and
∂fki

∂bj
= 0, if k �= j (14)

∂fki

∂wkj
= xijfki(1− fki), if 1 ≤ j ≤ s (15)

∂fki

∂wlj
= 0, if l �= k and 1 ≤ j ≤ s (16)

It follows from Equations 12, 13, 14, 15 and 16 that the family of nm functions
{fki}1≤k≤n,1≤i≤m is a Pfaffian chain of length q = nm of degree bounded by
D = 2. Let y1, . . . , yn be new variables. For 1 ≤ i ≤ n define de degree two
polynomials:

Pi(a, b, w, y1, . . . , yn) :=
∑

1≤k≤n

akyk (17)

It is clear from the definition of functions Φi that for each i, with 1 ≤ i ≤ m,
the following holds.

Φi(a, b, w) = Pi(a, b, w, f1i, . . . , fni) (18)

Next, from Equation 18 we conclude that functions Φi’s are Pfaffian of length
nm and degree (D, d) = (2, 2) as wanted.
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3.1 Counting the Number of Consistent Sign Assignments to
Functions Φi

A non zero sign assignment to a real valued function f is one of the (in)equalities:
f > 0 , f < 0. A non zero sign assignment to a set of m real valued functions is
consistent if all m inequalities can be satisfied simultaneously by some assign-
ment of real numbers to the variables. We state here a bound on the number of
consistent non zero sign assignments to a finite set of m functions {Φi}1≤i≤m as
defined in Equation 8.

Lemma 1. The number of consistent non-zero sign assignments to any subset
of m functions {Φi}1≤i≤m is bounded above by the quantity:

(4em)8n2(s+2)2 (19)

Lemma 1 is now a consequence of Proposition 1 and the following technical
statement. The technical details of the proof are omitted.

Theorem 2. ([14]) Suppose k ≥ r. Let Qi (1 ≤ i ≤ r) be elements of the poly-
nomial ring R[y1, . . . , yk, f1, . . . , fq] of degree at most d where the fi(y1, . . . , yq)
form a Pfaffian chain of length q and degree D ≥ 1. Suppose (ε1, . . . , εr) is a
regular value of Q = (Q1, . . . , Qr) : Rk → Rr (i.e. Q−1(ε1, . . . , εr) is a k − r
dimensional C∞-submanifold of Rk). Then, the number B of connected compo-
nents of Q−1(ε1, . . . , εr) satisfies

B ≤ 2q(q−1)/2dk(k(d+D))k(k2(d+D))q (20)

Corollary 2. Let Φ1(a, b, w), . . . , Φm(a, b, w) as in Equation 8. There is a poly-
nomial function g(n, s) depending only on n and s and a constant p > 0 such
that for each m ≥ g(n, s) there exists a sign sequence (s1, . . . , sm) ∈ {−1, 1}m

which differs in more than m/p places from any sequence of terms +1,−1 taken
on by sign Φ(a, b, w) := (sign Φ1(a, b, w) , . . . , sign Φm(a, b, w)) when (a, b, w) ∈
IR(n(s+2).

Remark 2. The proof of Corollary 2 is a consequence of Lemma 1, Stirling ap-
proximation of k! and some easy combinatorics.

4 Lower Bounds for εΦ,n,s

This section sketches the proof of Theorem 1. Let m be an integer greater than
or equal to g(n, s), where g(n, s) is as in Corollary 2. The case j(K,m) = 0 is
trivial. Otherwise, let δ be any positive number < j(K,m). Choose real numbers
x1, . . . , xm ∈ [0, 1]s satisfying the conditions of Definition 1, that is:

1. The morphism eval(f) := (f(x1), . . . , f(xm)) has S-norm bounded by 1.
2. For every sign sequence s = (s1, . . . , sm) ∈ {−1,+1}m there is f ∈ K such

that sif(xi) ≥ δ i = 1, . . . ,m.
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Let Φ as in Equation 1. Consider the functions Φi(a, b, w) defined in Equa-
tion 8. By Corollary 2 there exists a sign sequence s = (s1, . . . , sm) ∈ {0, 1}m

which differs in more than m/p places from any sequence of terms +1,−1 taken
on by sign Φ(a, b, w) := (sign Φ1(a, b, w), . . . , sign Φm(a, b, w)). Let us take
f ∈ K satisfying condition 2 above. Note that for every (a, b, w) ∈ IRs(n+2),
there is i ∈ {1, . . . ,m} such that |f(xi) − Φi(a, b, w)| ≥ δ. Then define S(f) :=
(f(x1), . . . , f(xm). It is straightforward to check that

||S(f)− (Φ1(a, b, w), . . . , Φm(a, b, w))||S ≥ mδ. (21)

Finally, we have:

εΦ,n,s ≥ εΦ,n,s(f) ≥ ε(S(Φ),n,s)(S(f)) ≥

≥ inf
(a,b,w)∈IRs(n+2)

||S(f)− (Φ1(a, b, w), . . . , Φm(a, b, w))| | ≥ mδ

and Theorem 1 follows.

5 Approximation in the L1 Norm

This section illustrates the application of Theorem 1. We sketch here the proof of
Corollary 1. Let r be the least integer such that rs ≥ g(n, s), where g(n, s) is as
in Corollary 2. Put m = rs and divide I = [0, 1]s into m disjoint cubes Ki each
of side 1/r. Define linear functionals ai(f) :=

∫
Ki
fdμ where μ is the Lebesgue

measure on I. Note that the mapping a(f) := (a1(f), . . . , am(f)) has norm
one with respect to the S-norm on IRm. Given any sign sequence (s1, . . . , sm),
si ∈ {+1,−1}, define h on I by h(x) = si(distance(x, ∂Ki))α, for x in Ki, where
∂Ki denotes the boundary of Ki and distance is Euclidean distance. It is easy
to check that h ∈ Hα,s. For i = 1, . . . ,m,

siai(h) =
∫

Ki

si(distance(x, ∂Ki))α = dμ (22)

2ss!
∫ 1/2r

0

∫ yi

0
· · ·

∫ ys−1

0
yα

s dys · · ·dy1 (23)

m−1r−α2−α s!
(s+ α) . . . (1 + α)

(24)

Thus the invariant j(K,m) introduced in Definition 1 is bounded below by
24. Assuming that r ≥ 2 Equation 7 of Corollary 1 follows from Theorem 1.
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Abstract. In this work we propose the use of the discrete wavelet trans-
form for the detection of multiple encoding rhythms that appear, for
example, in spatio-temporal patterns generated by neuronal activity in
a set of coupled neurons. The method here presented allows a quan-
titative characterization of spatio-temporal patterns and is based on
the behavior of a compression-like scheme. The wavelet-based method
is faster than the two-dimensional spectral methods for finding different
rhythms on spatio-temporal patterns, as it has a computational complex-
ity O(width×height) for each 2D-frame of the spatio-temporal pattern.
The method also provides a easy method for classifying different quali-
tative behaviors of the patterns.

1 Introduction

Spatio-temporal patterns of neuron activity are obtained in many experiments
both from in-vitro registrations of several neural circuits, for example, in mam-
mals [6] and from computer simulations of these real circuits [9]. The role of
many of these circuits is still unclear, but some of them are supposed to play
a role of control and coordination between the intrinsic oscillatory properties of
the neurons and the nature of their connections. These networks produce spatio-
temporal patterns where many rhythms can co-exist, produced both from the
behavior of each individual neuron in the network and from the interactions
between neurons.

The usual tools for detecting rhythms in spatio-temporal patterns are based on
two dimensional spectral methods [3][2]. An important drawback of the spectral
methods is the fact that the coefficients of the transformed pattern are hard
to interpretate and present many artifacts (due mainly to border conditions
and aliasing effects), furthermore, spectral methods are relatively slow when
compared with other methods, as the two dimensional Fourier transform in a
square of side length N requires O(N2logN) floating point operations for the
transform of a single frame of the pattern, even using the Fast Fourier Transform
(FFT).

Wavelet based techniques has proven to be a useful tool for signal analysis
and [7], in particular, for the study of images or sequences of images [8]. For the
study of spatio-temporal patterns (composed of a sequence of images in time)

J. Cabestany et al. (Eds.): IWANN 2009, Part I, LNCS 5517, pp. 9–16, 2009.
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we propose a wavelet based compression scheme. Wavelet based compression
schemes has been used, for example, for one dimensional signal segmentation
through ’wavelet probing’ techniques [5]. The idea under the wavelet based com-
pression scheme is that wavelet coefficients that correspond with parts of the
image that are smooth have a small value. Complex images present a low num-
ber of small parameters of the two dimensional wavelet transform (2DWT) and
their compression ratios are lower. For each image in the pattern the number of
coefficients of the 2DWT that are higher than a given threshold are computed.
This produces a one dimensional signal representing the evolution in the ’com-
plexity’ of each image in the spatio-temporal pattern. Simple observation of this
new signal allows to see more clearly the presence of different rhythmic patterns
generated by network activity. Furthermore, these rhythms can now be easily
calculated by direct use of the one dimensional FFT.

The Wavelet transform is related with multiresolution analysis and presents
a hierarchical structure that is particularly suited for fast numerical algorithms
[4]. The 2DWT algorithm has a computational complexity as low as O(WHt)
where W and H are respectively the image width and height in pixels of each
image and t is the number of images. A similar compression scheme based on
spectral techniques has a computational complexity for the same pattern that is
O(WHmax{log(W ) ∗ log(H)}t).

We use here the above wavelet based scheme to study the behavior of a sim-
ulated network of neurons, with different degree of coupling, and show how the
discrete wavelet transform may be used to analyze the network activity and give
also a quantitative characterization of the spatio-temporal patterns that arise
for different degrees of coupling between the neurons that compose the network.
This characterization can be utterly used, for example, for pattern discrimination
or classification.

2 Wavelet Based Scheme for Rhythms Detection

In general, any function f ∈ L(Rn) (the square summable functions in Rn) can
be expressed in the following way

f =
∑

k

λν0,kψν0,k +
∑

ν≥ν0,k

μν,kψν,k (1)

De wavelet transform of f (WT (f)) is the set of coefficients

WT (f) = {λν0,k} ∪ {μν,k} with k = ...− 1, 0, , 1... and ν ≥ ν0 (2)

where ν0 usually takes the value 0.
The set of functions ψν0,k and ψν,k compose the wavelet basis. Each function

of the basis is obtained by dilation and translation of a single function ψ named
the mother wavelet. If the mother wavelet and the set of dilations/translations is
selected adequately [4], the set of functions obtained form an orthonormal basis
of Rn.
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By the orthonormality of the wavelets basis, each coefficient can be directly
calculated by direct integration, this is.

λν0,k =
∫

Rn

f(x)ψν0,k(x)dx (3)

μν,k =
∫

Rn

f(x)ψν,k(x)dx (4)

For some families of wavelets, a multiresolution process can be performed
[4], this process allows to compute the coefficients of the wavelet transform by
means of the discrete wavelet transform with only O(N) operations, where N is
the number of samples in f .

For most wavelet basis, the coefficients of the Wavelet transform represent
resolution content of the data. In one dimensional signals, spectral methods are
suitable for the detection of the possible rhythms present in the signal, however
in higher dimensions the coefficients produced by the multidimensional Fourier
transform are hard to interpretate and they present a high number or artifacts
not directly related with the behavior of the signal but with sampling (aliasing
effects) or border conditions. On the other hand two dimensional wavelets ba-
sis are easy to generate by direct Cartesian product of one dimensional wavelet
transform. The two dimensional wavelet transform have been used for image
compression, as they present both high compression levels and a low computa-
tional effort.

In difference with the Fourier transform coefficients, where the ’frequency’
content of the signal can not be localized in time (or space), the wavelet trans-
form coefficients {λν0,k}∪{μν,k} are determined both by a resolution component
(ν) and a time (or space) component (k), this is, the coefficients of the wavelet
represents the resolution content at a given portion of the original signal. In
general, wavelet compression techniques are based on the fact that the wavelet
coefficients that correspond to smooth portions of the data become small on the
finer levels of resolution and therefore, smooth portions can be represented only
with a few low resolution components. To represent correctly complex compo-
nents we need both high resolution (details) and low resolution components.

The number of coefficients of the transform that are higher than a given
threshold, or alternatively, the number of coefficients that comprise a given per-
centage of the total energy of the signal, gives an insight of the whole complexity
of the signal. When we have a high number of coefficients higher that the fixed
threshold means that the signal content in the details is high and low compression
can be performed. When the number of coefficients higher than the threshold is
low means that the image is smooth or is composed of smooth components and
high compression can be achieved as coefficients with small values (mainly on
the finer levels) can be set to zero without highly distorting the original data.

The previous idea allows the study in the evolution of a spatio-temporal pat-
tern composed of a succession of images. The method consists in estimating
the compression rate of each image in a spatio-temporal pattern by calculating
the number of coefficients higher than a given threshold for that image. This
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method produces a new one dimensional signal C(t) that at time t represent
the ’complexity’ of the corresponding image of the spatio-temporal pattern at
time t. This one dimensional signal can be now studied with standard statistical
(self-correlation, mean value, etc) or spectral (FFT) methods.

The method can be resumed as follows:

C WaveletAnalysis(pattern, w,h, n,basis,th)

Input

// pattern spatio-temporal pattern

// w width of each frame in pixels

// h height of each frame in pixels

// n number of images

// basis wavelet basis for the transform

// th threshold for wavelet coefficients

Output

// C estimation of compression level

for i = 1 to n

image=pattern(i) // extract image at time i

imagetran = WaveletTransform2D(image,w,h,basis)

C[i]=0

for j= 1 to width

for k= 1 to height

if imagetran[j][k]>th

C[i]=C[i]+1

return C

2.1 Wavelet Analysis of Network Activity

Spatio-temporal patterns of neuron activity are of special interest nowadays.
They have been observed in some in-vitro experiments in networks like the
Inferior Olive (IO) [6], though the inner working of sub-cellular and network
processes that give rise to this phenomena is not yet well understood.

Some numerical simulations have been carried out trying to reproduce the
observed patterns, so that they can be used to study the relevant aspects of
these patterns and the neuron characteristic behavior that may originate them.
In [9], an HH differential equation model is used to reproduce these patterns. In
this work, it is stated the importance of sub-threshold oscillations and spiking
in the generation of spatio-temporal patterns, and they also show how networks
of this kind may encode different coexisting rhythms. We have used the simple
neuron model presented at [1] to reproduce these patterns, this model allows
subthreshold oscillations, bursting and neuron coupling. We have built a two
dimensional network of 50×50 identical neurons, whose behavior is governed by
this model.
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Uncoupled

Coupled

Fig. 1. Spatio-temporal patterns

Each neuron is connected to its 8 closest neighbors in a rectangular grid, with
periodic boundary conditions. Low row of figure 1 shows the kind of patterns
that arise in such a network after the injection of a uniform external current on
a small area of the network; these patterns are very similar to those obtained
in-vivo [6] or with more realistic, and complex, models [9]. In the upper row of
figure 1 we show the result of uncoupling the neurons as happens, for example,
when a synapses inhibitor is injected, so that they behave independently, no
patterns are observed, and every neuron fires at its own.

Following the previous scheme we have used the method presented in section 2
to characterize quantitatively the spatio-temporal patterns of the network. This
measure gives us a better insight than a mere visual inspection of the movies of
the simulations (available under request from the authors).

A two-dimensional basis was generated by direct Cartesian product of the
one-dimensional Haar basis [4]. The generation of a two dimensional basis by
Cartesian product is equivalent to perform a one dimensional wavelet transform
for each row of the image followed by a one dimensional transform for each col-
umn of the image [8]. Figure 2 shows the evolution of the number of coefficients
for two different networks: a network with electrical coupling gij = 0.0075 and
a network without coupling gij = 0. The average higher value or C(n) in the
latter shows a more complex spatial structure, where every neuron behaves in-
dependently, and no patterns are present. The spiky waveform in the evolution
of C(n) in the case of coupled neurons shown in fig. 2 also indicates the presence
of multiple spiking frequencies evoked by the stimuli in the network, and the
periodic evolution of spatial patterns.
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Fig. 2. Wavelet analysis of spatio-temporal patterns
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Fig. 3. Power spectrum of the wavelet analysis of spatio-temporal patterns

The encoding frequencies present in the network can be calculated by means
of the Fourier transform of the wavelet analysis of the network activity. In
figure 3 the Fourier transform of the wavelet analysis for both networks is
presented.
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3 Discussion

The coupled network present a clear set of dominant frequencies in the network
activity that correspond with the different frequencies of the spatio-temporal
patterns present in the network as it is shown in figure 3, on the other hand, the
uncoupled network present a much less spiky distribution of the frequencies spec-
trum due to the absence of spatio-temporal patterns and reflecting exclusively
the periodic behavior of the individual neurons in the network.

4 Conclusions

The discrete wavelet transform may be a useful tool when studying encoding
rhythms that appear in spatio-temporal patterns generated both by in-vitro
recordings and computer simulations of several neural networks. The method
here presented allowed the detection and quantification of this encoding rhythms
and could be useful for the better understanding of the functional role of such
neural networks.

The low computational resources required by the method also could help
as real time tool for discrimination or classification on the behavior of neural
networks under different conditions of coupling or input.
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Abstract. We study the dynamics of a simple bistable system driven
by multiplicative correlated noise. Such system mimics the dynamics of
classical attractor neural networks with an additional source of noise as-
sociated, for instance, with the stochasticity of synaptic transmission.
We found that the multiplicative noise, which performs as a fluctuating
barrier separating the stable solutions, strongly influences the behaviour
of the system, giving rise to complex time series and scale-free distribu-
tions for the escape times of the system. This finding may be of interest
to understand nonlinear phenomena observed in real neural systems and
to design bio-inspired artificial neural networks with convenient complex
characteristics.

Keywords: Bistable systems, switching dynamics, multiplicative
colored noise, neural up and down states.

1 Introduction

Attractor neural networks (ANN) have been a topic of high interest in the last
decades. Most of the paradigmatical approaches in this field consider a number
of bio-inspired elements from biological neural systems and study the computa-
tional properties of the resulting model, leading to hints and developments in
neuroscience and computer algorithm design. One of the most notable models of
ANN is the one proposed by Amari and Hopfield [1,2]. This model assumes a net-
work of N binary neurons linked by connections of certain strength, also called
synapses. By considering a simple learning rule based on neurophysiological data
[3], this network is able to store a certain number P of patterns of activity. After
this learning, the network is able to recover one of these activity patterns from
an initial configuration correlated with this pattern, a property which is called
associative memory. While the behaviour of such models is highly nonlinear, one
can derive analytical solutions [4] which help to reach a better understanding for
simple and hypothetical situations. For instance, if one assumes that the number
of stored patterns does not scale with the size of the network, the previous model

J. Cabestany et al. (Eds.): IWANN 2009, Part I, LNCS 5517, pp. 17–23, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



18 J.F. Mejias et al.

is simplified to a bistable system. This is a common approach employed when
one is interested in the dynamics of the network activity instead on its storing
capacities [5]. It has been employed, for instance, to study the influence of the
network topology [6], or the switching between different patterns of activity due
to short-term synaptic mechanisms [7,8].

In this work, we employ a simplified bistable model, which mimics the dy-
namics of attractor neural networks in the limit of P � N , to study the effect
of multiplicative colored noise in the dynamics of the system. Such noise resem-
bles the stochastic nature of synaptic transmission [9] (which may be relevant
to transmit information through dynamic synapses [10,11]), or other sources of
colored noise which could affect the dynamics in a multiplicative way. We found
that this multiplicative colored noise strongly affects the dynamics of the sys-
tem, giving rise to complex time series and scale-free distributions for the escape
times of the dynamics. Our results could be of interest to understand nonlin-
ear phenomena observed in real neural systems and to design new paradigms in
bio-inspired artificial neural networks.

2 Model and Results

We consider a bistable system characterized by the variable y(t), which repre-
sents the level of activity of the neural network. This variable evolves according
to the following discrete dynamics

y(t+ 1) = tanh[z(t)y(t)] + ξ(t), (1)

Here, the variable z(t) is a Gaussian colored noise with mean one, standard
deviation σ and correlation time τ . It represents a source of correlated noise
associated with the stochasticity of the synaptic transmission, for instance. The
term ξ(t) is an additive Gaussian white noise of zero mean and standard devia-
tion δ. This term takes into account other possible sources of non-multiplicative
noise, and is also employed to prevent the system to be locked in the solution
y = 0, since the fluctuations due to the multiplicative noise cannot influence the
system in this point. In the following, we focus on the role of the correlation time
in the dynamics, and therefore we fix the level of the fluctuations σ = 50 and
δ = 0.1. Similar models of bistable systems driven by multiplicative noise have
been previously studied [12,13,14]. However, a detailed study of the statistics of
the dynamics, which is highly relevant to understand certain collective behaviour
in neural systems, is still lacking. A more complete study of the influence of these
parameters will be published elsewhere [15].

From a mathematical point of view, we can see in Eq. (1) that the variable
z(t) represents the barrier height of our bistable system. For fixed z < 1, our
system can be viewed as a particle in a single well potential in the presence
of fluctuations (given by ξ(t)). Thus, y(t) will be fluctuating around the only
stable solution of the dynamics, y = 0. On the other hand, for fixed z > 1 we
have a particle in a double well potential in the presence of fluctuations (given by
ξ(t)). In this situation, the particle will be jumping, or switching, from one stable
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Fig. 1. (Color online) Several realizations of the time evolution of y(t) and z(t), for
different values of the correlation time τ . The series correspond, from top to bottom,
to τ = 0, τ = 10 and τ = 100, respectively. The mean and variance of z(t) have been
conveniently rescaled in each case for a better visualization (see labels in each plot).

solution to the other in a stochastic manner. The fact that z has not a fixed value
but it is also a fluctuating magnitude introduces a high level of complexity which
is the aim of this study. For instance, we can control the characteristics of the
barrier height by varying the correlation time τ . This variation has a dramatic
effect in the dynamics of y(t), as one can see in figure 1. The three plots in the
figure shows the relation between the dynamics of y(t) and z(t): for z(t) < 1, the
variable y(t) rapidly fluctuates around the solution y = 0, and for z(t) > 1 we
enter in the double well regime and y(t) starts to swith between the symmetric
stable solutions y+ � +1 and y− � −1. The switching dynamics has a strong
dependence with τ , as the figure also shows. For low values of τ the switching
is random and has a high frequency, but when τ is increased, some intervals of
prolonged permanence in a particular solution appear. Concretely, high values
of the correlation time induces drastic modifications in the probability of the
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Fig. 2. Probability distribution of escape times for different values of τ . We can see
that increasing of the correlation time yields the appearance of power-law distributions
in escape times, which reflects the change in the statistics of the dynamics of y(t). The
obtained power-law distribution is defined as P (T ) ∼ T −γ , with the exponent taking
a value of γ � 2.

system to jump between stable solutions after a given interval T , that is, in the
probability distribution of escape times.

A more detailed study of the influence of τ in the escape time probability is
shown in figure 2. One can observe that the probability distribution of the escape
times is an exponential distribution for low values of τ , as it is well known. In
this situation, the variable z(t) behaves approximately as a white noise, and
therefore z(t) is continuously crossing the value z = 1. As a consequence of that,
the double well configuration is only maintained by a very short time, and long
periods of permanence in the solutions y+ or y− are unlikely to occur. However,
when the value of τ is increased, the excursions of the variable z(t) in the region
of z > 1 become longer in time and z(t) can eventually take values which are
far from z = 1. These two factors combined allow the system to eventually stay
in one of the stable solutions y+, y− for long periods of time, as it is shown
in bottom panel of figure 1. These eventually long intervals of permanence in
a double well solution are reflected in the probability distribution of escape
times as a scale-free relationship, which mathematically corresponds to a power-
law function P (T ) ∼ T−γ. We found an approximate value of γ � 2 for the
exponent.
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Fig. 3. The entropy function, as defined in the main text, for different values of the
correlation time τ . We can observe a minimum in the entropy which approximately
corresponds to the value of τ for which scale-free escape times distribution appears.

Finally, to complete the study of the dynamics of the system, we have com-
puted a measure of the irregularity of the time series of y(t), for different values
of the correlation time τ . This measure is defined as an entropy of the form

S ≡ −
∑

x

p(x) log2 p(x) (2)

Here, p(x) is the normalized power spectrum of the time series of y(t) for a
given value of τ . It is worthy to note that this entropy depends strongly on the
dynamics of the system (via the power spectrum), and therefore it is influenced
by the value of τ . In figure 3, we can see that the entropy reaches a minimum
around the value of τ for which the scale-free distributions for the escape times
appear. This is due to the fact that, in this situation, long permanence times
in stable double well solutions are allowed eventually, and such permanence
decreases significatively the complexity of the time series of the system. Thus,
the influence of τ in the dynamics of y(t) is also notorious when studying the
complexity of the dynamics with multiple methods.

3 Conclusions

We have studied the dynamics of a simple bistable system under the influence
of multiplicative colored noise. The results show a high impact of considering
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high values of the correlation time in the dynamics of the system, and some
nonlinear characteristics such as scale-free distributions and minima of entropy
are found. One can think that the consequences of such complex behaviour in
real neural systems, such as populations of cortical neurons connected by highly
fluctuating synapses, could be relevant for different neural protocols of process-
ing and coding of information. It has been experimentally found, for instance,
that a multiplicative modulation of the noise intensity (that is, modulations
in the variance of the noisy input) can be tracked much faster than additive
modulations of noise (that is, modulations in the mean input) by neural popu-
lations [16]. Such fast tracking properties associated with multiplicative noises
could be related with the high stimulus sensitivity present in critical systems
as the one we have analyzed. On the other hand, several studies indicate the
possible existence of criticality in other situations in the brain (see, for instance,
[17]). Further study of these characteristics could also reveal strategies to imple-
ment the benefits obtained with this type of dynamics in bio-inspired computer
algorithms.
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Abstract. It is considered the static and dynamic analysis of an analog electri-
cal circuit having the structure of the Hopfield neural network, the KWTA (K-
Winners-Take-All) network. The mathematics of circuit design and operation is
discussed via two basic tools: the Liapunov function ensuring the gradient like
behavior and the rational choice of the weights that stands for network training
to ensure order-preserving trajectories. Dynamics and behavior at equilibria are
considered in their natural interaction, and some connections to the ideas in gen-
eral dynamical systems of convolution type are suggested.1

1 Introduction and Basic Problems

A. The KWTA (K-Winners-Take-All) artificial neural networks are a special type of
analog electrical circuit that selects K largest elements from a given set of N real num-
bers. Such kind of neural networks (NN) may be subsystems in larger systems of de-
cision taking, pattern recognition, sorting systems, digital processing [1]. As special
applications of KWTA networks we may cite telecommunications - namely control of
data packet switches or analog decoding of the error correcting codes [2,9]. It is men-
tioned there that KWTA networks for telecommunication applications have been real-
ized and implemented as analog VLSI circuits; usual difficulties of analog circuitry such
as circuit noise that “may kill any useful property” are here overcome by the stability,
convergence and robustness properties induced by the high gain approach.

The interconnecting structure of KWTA networks is similarly to analog Hopfield NN
where the “training” of the network is ensured by choosing the network structure and
the weights “once for ever” and by taking advantage of some high gain introduced in
the network.

B. Following [2] we explain the basic principle of such a network on a simple example.
Consider 3 real numbers d1, d2, d3 such that d2 > d3 > d1. The technical problem
is that of designing a circuit with 3 inputs (where the di-s are applied) and 3 outputs
which at equilibrium have to be order-preserving i.e. such that v̄2 > v̄3 > 0 > v̄1;
this inequality chain signifies that d2, d3 are the largest of the sequence and v̄2, v̄3 thus
“won” the competition (see Fig. 1 reproduced after [2]). This is a “2 of 3” WTA net-
work. In the general case, there are given N numbers d1, . . . , dN and the network has

1 This work has been realized within the framework of the Research Project CNCSIS ID-95.

J. Cabestany et al. (Eds.): IWANN 2009, Part I, LNCS 5517, pp. 24–32, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Fig. 1. 2WTA network principle: a. the input; b. the system; c. the output - reproduced after [2]

to select the highest K among them, 1 ≤ K ≤ N − 1. As in Fig.1, a σ-permutation of
the number sequence is applied to the input terminals, the sequence being σ-ordered.

dσ(1) > dσ(2) > . . . > dσ(N) (1)

The network having such a sequence at its inputs 1, . . . , N must provide a
N -dimensional output vector v̄ such that

v̄σ(i) > 0 , i = 1, . . . , K ; v̄σ(i) < 0 , i = K + 1, . . . , N (2)

In fact it is required more, as shows Fig.1c : for v̄σ(i) > 0 it follows that v̄σ(i) ≈ 1− ε
and for v̄σ(i) < 0 it follows that v̄σ(i) ≈ −1 + ε. The equilibria are thus “forced” in the
neighborhood of some binary “point” of the output space with the coordinates 1 and -1:
for instance, the case (2) is associated to the binary sequence {1, . . . , 1︸ ︷︷ ︸

K

,−1, . . . ,−1︸ ︷︷ ︸
N−K

};

in the example above the sequence is {1, 1,−1} - see Fig.1c. In this way the steady state
output variables v̄i are well delimited from 0 and the method achieves some robustness
with respect to the parameter uncertainty or to the circuit noise previously mentioned.

A significant feature of this structure is that only a single equilibrium is associ-
ated to the correct accomplishment of the task - the equilibrium located in some ε-
neighborhood of the binary point corresponding to the ordered sequence of 1 and -1
associated to the input sequence {dσ(i)}i unlike standard situations when the “power”
of a neural network is given by its emergent properties induced by a large number of
equilibria.

C. From the dynamical point of view, the emergent computational properties of the
NN are obtained not only by the existence of a (quite) large number of equilibria but
also by the fact that these equilibria (or at least a subset of them) can be effectively at-
tained i.e. the system has some global asymptotic properties; the best case would be that
of the gradient like property when each transient solution is bounded and approaches
asymptotically some equilibrium.
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We have to point out here a contradiction that has been analyzed in our previous
work [3,4,5,6]: the functionality of the neural network is based on its steady state - more
precisely equilibrium - properties, but this functionality may be effectively implemented
provided the dynamic properties allow it. Usually the network is designed and/or trained
to achieve the steady state property while the dynamical properties as Liapunov stability
of local equilibria and gradient like behavior are checked only a posteriori.

In the present paper, for the KWTA application we shall take a slightly different ap-
proach, namely to ensure the dynamical properties from the beginning. This will result
in a rather simplified “homogeneous” structure where the steady state properties will
be secured also from the dynamics point of view. Here we may remark some similarity
not only to e.g. [2,9] but also to some earlier reference (cited there) such as [8]; the
difference is given by the use of the high gain and of the Liapunov approach rather than
of the first approximation which would send to consideration of a single equilibrium
rather than the entire stationary set. Consequently, the remaining of the paper is orga-
nized as follows: 1) the dynamical properties of the Hopfield like networks are consid-
ered; 2) conditions for order-preserving of the dynamical trajectories are analyzed and
the structure of the weights is obtained in a rational way; 3) the steady state properties
are analyzed by pointing out the role of the high gain and of the low gain (for network
reset) - all this analysis is performed by taking into account all the time the stability
conditions; 4) some conclusions are drawn, including the possibilities of replacing the
high/low gain by an adaptive gain.

2 The Network Structure and Some Dynamical Properties

A. We shall start with the well known differential equations of the analog nonlinear RC
circuit having a Hopfield NN structure

RiCi
dui

dt
= −ui −Ri

N∑
1

wijgj(λuj) + RiIi , i = 1, . . . , N (3)

with N “neurons”: the state variables ui are voltages and the input variables Ii are cur-
rents; Ri are resistances, Ci are capacities hence RiCi are time constants; the weights
wij and the gain λ > 0 are real numbers; obviously the output variables vi = gi(λui)
are currents. The functions gi : R �→ [−1, 1] are sigmoid functions having the following
properties: i) strictly monotonic and continuous; ii) gi(0) = 0, limσ→±∞ gi(σ) = ±1;
iii) Lipschitz, hence differentiable a.e. with integrable derivative. We may denote νij :=
Riwij , bi := RiIi, Ti := RiCi to obtain

Ti
dui

dt
= −ui −

N∑
1

νijgj(λuj) + bi , i = 1, . . . , N (4)

a system of ODE (ordinary differential equations) with absolutely continuous and Lip-
schitz RHS (right hand side). For this system all results of the basic theory are true:
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Theorem 1. For system (4) having each λ > 0 and any initial condition u(0) = u0
there exists a unique solution (state trajectory) which is locally defined on some interval
t0 < 0 < t1 and continuously differentiable on that interval; also this solution is at least
absolutely continuous with respect to λ > 0, uniformly on the definition interval.

B. Another standard result concerns qualitative behavior of the solutions for large values
of t > 0 including asymptotic behavior for t → ∞. The result is based on the associated
“natural” Liapunov function which is of the Cohen-Grossberg type [11]

V (u1, . . . , uN) =
1
2

N∑
1

N∑
1

νijgi(λui)gj(λuj) +
N∑
1

∫ λui

0
(θ − biλ)g′i(θ)dθ (5)

With the standard symmetry assumption for the weights (νij = νji) system (4) appears
to be a gradient system

dui

dt
= − 1

λTig′i(λui)
∂V

∂ui
, i = 1, . . . , N (6)

(since g′(·) are strictly monotonic we have g′(·) �= 0). The derivative function of the
Liapunov function will thus be

W (u1, . . . , uN ) = −
N∑
1

1
λTig′i(λui)

(
∂V

∂ui

)2

(7)

and it vanishes on the equilibria set E only. We need here to recall some definitions [11]

Definition 1. 1o Any constant solution of (4) is called equilibrium. The set of equilib-
ria E is called stationary set. A solution of (4) is called convergent if it approaches
asymptotically some equilibrium: limt→∞ u(t) = ū ∈ E .

A solution is called quasi-convergent if it approaches asymptotically the stationary
set: limt→∞ d(x(t), E) = 0.

2o System (4) is called monostable if every bounded solution is convergent; it is
called quasi-monostable if every bounded solution is quasi-convergent.

3o System (4) is called gradient-like if every solution is convergent; it is called quasi-
gradient-like if every solution is quasi-convergent.

Now we may apply the following Liapunov like results obtained by using the
Barbashin-Krasovskii-La Salle invariance results

Lemma 1. 1o Consider the nonlinear system ẋ = f(x) and assume existence of a
continuous function V : R

n → R that is non increasing along any solution of the
system. If, additionally, a bounded on R

+ solution x(t) for which there exists some τ >
0 such that V (x(τ)) = V (x(0)) is an equilibrium then the system is quasi-monostable.
2o If the assumptions of 1o hold and either V (x) → ∞ for |x| → ∞ or all solutions
of the system are bounded, then the system is quasi-gradient like. 3o If the assumptions
of 2o hold and the set E is discrete (i.e. it consists of isolated equilibria only) then the
system is gradient-like.
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Since all solutions of (4) are bounded, we can apply 2o. From (6) it follows that
system’s equilibria, if they exist, coincide with the critical points of V ; therefore the
local minima are stable while the local maxima and the saddle points are unstable in the
sense of Liapunov. Computing the Hessian matrix of V at the possible critical points
we find

H(V )(ū) = λG′(λū) + (λG′(λū))Γ (λG′(λū)) (8)

where G′(λū) := diag{g′1(λū1), . . . , g′N(λūN )} and Γ is the symmetric matrix of
the weights νij . If Γ is nonnegative definite then H(V )(ū) is positive definite and all
critical points are minima hence stable; if the system is gradient like then the equilibria
are asymptotically stable. All these results may be summarized as follows

Theorem 2. Consider system (4) with the symmetry assumption νij = νji. Then the
system is quasi-gradient like and if the equilibria set E is discrete, it is gradient like.
Moreover, if the matrix of the weights Γ is nonnegative definite (Γ ≥ 0) all equilibria
are Liapunov stable and if E is discrete their stability is also asymptotic.

C. We shall discuss now the problem of the equilibria set E that has to be non-void. The
equilibria are solutions to the system

ui − bi +
N∑
1

νijgj(λuj) = 0 , i = 1, . . . , N (9)

and they are the fixed points of the one parameter family of mappings Fλ : R
N �→ R

N

defined by the N -dimensional vector with the components

Fλ
i (u1, . . . , uN ) = bi −

N∑
1

νijgj(λuj) (10)

We may use the contraction principle on R
N and find that if the contraction condition

λ

(
max

i

N∑
1

|νij |Lj

)
< 1 (11)

is met, then each mapping of the family has a unique fixed point in R
N for fixed λ > 0

satisfying (11). Here Lj are the Lipschitz constants of the sigmoid functions gi and the
norm on R

N is ‖x‖ = maxi |xi| with the induced norm for matrices. Making use of the
properties of gi(·) it is possible to introduce the “swollen” variables λ̄ūi, λ̄ > 1 and to
obtain the contraction condition (11) as

λ

(
max

i

N∑
1

|νij |Lj

)
< λ̄ (12)

which gives existence and uniqueness of the equilibrium in R
N for each λ > 0. Taking

into account also Theorem 2 we may state
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Theorem 3. Consider system (4) under the basic assumptions on the sigmoid functions.
Then there exists for each λ > 0 a unique equilibrium point ūλ ∈ R

N which is globally
asymptotically stable.

With this result and taking into account the restriction for the matrix Γ (Γ ≥ 0) some
important basic functionality conditions are secured and we may proceed to investigate
specific properties of the NN like analog circuit described above.

3 Order-Preserving Properties of the KWTA Circuit

A. The functional properties of the circuit have thus to be ensured by its unique equi-
librium and these properties are first of all order-preserving properties. As described
in Section 1, the equilibrium output should be in some neighborhood of an associated
“corner” (vertex) of the hypercube [−1, 1]N . Obviously the equilibrium output location
closely to a “corner” (vertex) may be ensured by choosing λ > 0 high enough. Since
the equilibrium is reached for t → ∞, due to the sigmoidal properties an output dis-
playing the equilibrium may occur while the circuit is still under transients. In order
to give some robustness to this (very important) order-preserving property, it will be
secured for the transient processes also.

If the sequence {di}i whose ordering has to be recognized is applied through the
input currents, the circuit may be used starting at t = 0 from the “ground state” (corre-
sponding to the zero initial conditions). We have the following

Proposition 1. If the input sequence {di}i is σ-ordered and the corresponding {bi}i

are such that they are also σ-ordered, then for each λ > 0 and t > 0 the trajectory
uλ(0; t) and the equilibrium ūλ are σ-ordered provided all time constants are equal, the
nonlinear functions are identical and the weights νij satisfy the following conditions:
νii = ν0 , ∀i, νij = ν1 , ∀i �= j. The same order-preserving properties are valid also
for the output vλ(0; t) and v̄λ.

The significance of the assumptions is that some “uniformity” of the equations with re-
spect to the Hopfield-like structure is necessary to secure order-preserving for arbitrary
input permutations (i.e. input order). It is easily seen that under these assumptions we
shall have for arbitrary indices i, j

d
dt

(uλ
i − uλ

j ) = − 1
T0

[
uλ

i − uλ
j + (ν0 − ν1)(g(λuλ

i )− g(λuλ
j ))− bi + bj

]
(13)

and denoting ξλ(t) := uλ
i (t)− uλ

j (t) we obtain

d
dt

ξλ = − 1
T0

[
(1 + (ν0 − ν1)λg′(ζ(t)))ξλ − bi + bj

]
(14)

and if the Cauchy formula of the variation of constants is used, then if ξλ(0) = uλ
i (0)−

uλ
i (0) ≤ 0 and bi − bj < 0 it follows that ξλ(t) = uλ

i (t)− uλ
i (t) < 0 for all t > 0.

Before analyzing the new circuit structure it is necessary to check nonnegative def-
initeness for the matrix Γ of the weights under the assumptions of Proposition 1. An
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induction approach over the principal minors of Γ shows that Γ ≥ 0 iff the following
inequalities are true

ν0 > 0 , − ν0

N − 1
≤ ν1 ≤ ν0 (15)

B. We now follow the line of [2] to obtain detailed asymptotic order-preserving. In-
equalities (15) allow the following choices of the parameters and input sequences

i) ν0 > 0 , ν1 < 0 , ν0 > −ν1

ii) 0 < δ < ν0 + ν1 = ν0 − |ν1| , |di| ≤ ν0 + ν1 − δ

iii) bi = di − ν1(N − 2K)
(16)

We may state now

Theorem 4. Assume the choice for Γ as in Proposition 1 with ν0, ν1 satisfying (15)
and such that all options in (16) hold. Let {di}i be σ-ordered. Then, for ε > 0 arbi-
trarily small and λ > 0 sufficiently large the following properties hold: 1) The output
equilibrium v̄λ has its components ordered like those of d - the di’s; moreover

v̄λ
σ(1) > . . . > v̄λ

σ(K) > 1− ε > 0 > −1 + ε > v̄λ
σ(K+1) > . . . > v̄λ

σ(N) (17)

2) The equilibrium ūλ is globally asymptotically stable; 3) There exists some t∗ > 0
such that for t > t∗ the transient output should satisfy

vλ
σ(1)(t) > . . . > vλ

σ(K)(t) > 1− ε > 0 > −1 + ε > vλ
σ(K+1)(t) > . . . > vλ

σ(N)(t)
(18)

while for t = t∗ at least one output equals either 1− ε or −1 + ε.

The significance of the above results is as follows. First of all, the network has the
KWTA property at any time after t∗; this is important since the circuit operation re-
quired a stopping mechanism after all outputs reached 1−ε or−1+ε (quasi-equilibrium
state); this is secured also by order-preserving during transients. The Liapunov like re-
sults of Section 2 ensure only (global) asymptotic stability. Exponential stability (local)
follows from the theorem on stability by the first approximation provided the linearized
system has its eigenvalues with strictly negative real parts. The linearized system is as
follows (see also (13))

T0
dz

dt
= −(I + ΓG′(λū))z (19)

where G′(λū) is the diagonal matrix with g′i(λūi) > 0 as diagonal elements; if Γ ≥ 0,
ΓG′(λū) is such (the proof is straightforward) hence I + ΓG′(λū) ≥ I and has its
eigenvalues real, positive and larger than 1; therefore all eigenvalues of (19) are real
and lower than −1/T0. Global exponential stability is more difficult to prove : the task
may be accomplished based on the estimates given by the Liapunov function and the
theorems called “of Persidskii type” in stability theory.

Worth mentioning that stability is valid for all λ > 0 - see (9) - hence the equilib-
rium at the origin, corresponding to the network reset after some input processing, is
also globally asymptotically stable. Consequently no gain reset is necessary in network
operation.
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4 Conclusions and Future Research

The set of results concerning the KWTA neural network contains several design condi-
tions ensuring functionality; their feature is a rational interaction between equilibrium
functional conditions and dynamical ones deduced from a naturally associated Lia-
punov function while in the standard approaches these aspects are discussed separately.

The static and dynamical “uniformity” of the KWTA circuit gave to (4) a structure
almost identical to the “model system” of [10] which reads

dz

dt
+ z + Ph(z) + f(t) = 0 (20)

where h : R
N �→ R

N has as components the sigmoid like functions hi(zi), P is a
symmetric positive definite matrix. The paper [10] is a pioneering one concerning the
qualitative behavior of the systems with several equilibria, but neural networks are never
mentioned. As a counterpart, the paper is developing a comparison of the properties of
the model system (which is finite dimensional) and those of a convolution system

x(t) + P

∫ t

0
G(t− τ)h(x(τ))dτ + f(t) = 0 (21)

with G a diagonal and bounded kernel. For the dynamics of the neural networks these
comparison results may be useful for robustness analysis with respect to the time de-
lays occurring on network interconnections. In general such transfer of concepts among
various fields is only fruitful in pure and applied research. This final remark could be
true also for another methodological hint: replace high gain by adaptive gain since they
produce similar transient properties being thus equivalent in some sense [7].
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Abstract. Connectionist language models offer many advantages over
their statistical counterparts, but they also have some drawbacks like a
much more expensive computational cost. This paper describes a novel
method to overcome this problem. A set of normalization values asso-
ciated to the most frequent n-grams is pre-computed and the model
is smoothed with lower n-gram connectionist or statistical models. The
proposed approach is favourably compared to standard connectionist lan-
guage models and with statistical back-off language models.

1 Introduction

Language modeling is the attempt to characterize, capture and exploit regular-
ities in natural language. In problems such as automatic speech or handwritten
text recognition, machine translation, text classification or other pattern recog-
nition tasks, language models (LM) are useful to adequately guide the search for
the optimal response and to increase the success rate of the system.

Under the statistical framework to language modeling [1,2], n-grams are the
most popular LM [3]. They are simple and robust models which adequately
capture local restrictions between words. Their parameters are learned from
text corpora using the occurrence frequencies of subsequences of n word units.
Deciding a value for n is a trade-off: larger values of n can capture longer-term
dependencies between words; however, the number of different n-grams grows
very fast (exponentially) with n, and more parameters requires more training
data to estimate them reliably. To alleviate this problem, some techniques can
be applied, such as smoothing or clustering techniques, class n-grams, integrated
models, etc. (for a review, see [2]).

We have worked in a different line to solve the above problem by applying
neural networks (NN) to language modeling [4,5,6]. Despite their theoretical ad-
vantages, these LM are more expensive to compute. This paper is structured
as follows: The connectionist approach to language modeling is introduced in
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Section 2. A novel technique to speedup the computation of connectionist lan-
guage models is presented in Section 3. Learning n-gram models with feed-
forward neural networks is described in Section 4, along with some results and
analysis of their performance with the LOB corpus. The evaluation of the pro-
posed approach to speedup the evaluation of such language models is presented
in Section 5. Finally, we draw some conclusions and propose new directions in
connectionist language modeling in Section 6.

2 Connectionist Language Models

Under a statistical framework, a language model is used to assign to every pos-
sible word sequence S an estimation of the a priori probability of being the
correct system response p(S) = p(s1 . . . s|S|). Statistical language models are
usually based on the prediction of each linguistic unit in the sequence given the
preceding ones [1,2]:

p(s1 . . . s|S|) = p(s1) · . . . · p(s|S||s1 . . . s|S|−1) =
|S|∏
i=1

p(si|hi) , (1)

where hi = s1 . . . si−1 denotes the history from which unit si has to be predicted.
The number of parameters to estimate becomes intractable as the length of the
sentence increases. n-gram models [1] are the most extended method to reduce
this number approximating the probability of a word as if only the last n−1
words have influence:

p(s1 . . . s|S|) ≈
|S|∏
i=1

p(si|si−n+1 . . . si−1) . (2)

A Neural Network Language Model (NN LM) is a statistical LM which follows
the same equation (2) as n-grams and where the probabilities that appear in that
expression are estimated with a NN [4,5,6]. The model naturally fits under the
probabilistic interpretation of the outputs of the NNs: if a NN, in this case a
Multilayer Perceptron (MLP), is trained as a classifier, the outputs associated to
each class are estimations of the posterior probabilities of the defined classes [7].

The training set for a LM is a sequence s1s2 . . . s|S| of words from a vocab-
ulary Ω. In order to train a NN to predict the next word given a history of
length n − 1, each input word must be encoded. A natural representation is a
local encoding following a “1-of-|Ω|” scheme. The problem of this encoding for
tasks with large vocabularies (as is typically the case) is the huge size of the
resulting NN. We have solved this problem following the ideas of [4,6], learning
a distributed representation for each word. Figure 1 illustrates the architecture
of the feed-forward NN used to estimate the NN LM:

– The input is composed of words si−n+1, . . . , si−1 of equation (2). Each word
is represented using a local encoding.

– P is the projection layer of the input words, formed by Pi−n+1, . . . , Pi−1
subsets of projection units. The subset of projection units Pj represents the
distributed encoding of input word sj . The weights of this projection layer
are linked, that is, the weights from each local encoding of input word sj to
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Fig. 1. Architecture of the continuous space NN LM. The input words are si−n+1,
. . . , si−1 (in this example, the input words are si−3, si−2, and si−1 for a 4-gram). I , P ,
H and O are the input, projection, hidden and output layer, respectively, of the MLP.

the corresponding subset of projection units Pj are the same for all input
words j. After training, the codification layer is removed from the network
by pre-computing a table of size |Ω| which serves as a distributed encoding.

– H denotes the hidden layer.
– The output layer O has |Ω| units, one for each word of the vocabulary.

This NN predicts the posterior probability of each word of the vocabulary
given the history, i.e., p(si|si−n+1 . . . si−1) is computed by feeding the encoded
input words si−n+1, . . . , si−1 to the input layer. A single forward pass of the
MLP gives p(ω|si−n+1 . . . si−1) for every word ω ∈ Ω.

The advantages of the connectionist approach to language modeling are due
to their automatic estimation (as with statistical LM), the lowest (in general)
number of parameters of the obtained models and the automatic smoothing
performed by the neural networks estimators. Estimation of NN LM in ambitious
tasks is needed in order to fulfill these advantages. This is not trivial: the larger
the lexicon is, the larger the number of parameters the neural network needs. We
think that the use of a distributed representation for each word of the vocabulary
(as in [4]) can be a successful approach for tasks with large lexica, but the high
cost of using NN LMs remains a problem.

3 Fast Evaluation of NNLMs

Despite the theoretical advantages of connectionist language models, some diffi-
culties appear when they are used in practice. In order to compute the language
model probability of a given sentence, the number of n-gram conditional proba-
bilities to be computed is roughly the length (in words) of the sentence. However,
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when the same language model is used in speech or handwritten recognition or
in translation tasks, the number of language model lookups is typically huge
since there are many different hypotheses to be considered.

The activation function of the hidden neurons is usually the logistic or the
hyperbolic tangent. The output units can use the logistic or the softmax acti-
vation function whose values lie between zero and one. The softmax activation
function [7] ensures also that the output values sum to one:

oi =
exp(ai)∑

j=1,...,|Ω| exp(aj)
, (3)

being ai the activation value of the i-th output unit and oi is its output value.
The softmax gives much better results in term of perplexity than the logistic

function, but requires the computation of every output value, even though only
some of them are used, due to the normalization term of equation (3). The
computation of the output layer dominates the cost of the forward pass in a
typical NN LM topology. This problem has been noticed before in the literature
and two solutions are proposed to this regard [6]:

– To decrease the size of the output layer by removing less frequent words.
This sort list approach requires smoothing language modeling techniques to
estimate the conditional probability of rare words.

– To collect and to group together all the n-grams which share a common n−1
prefix, since all of them require the same forward pass. Note that this can
also be useful when other activation functions are used because the number
of hidden layers computations is anyway reduced. Unfortunately, this is not
always possible in some online systems.

The proposed approach consists on pre-computing and storing the softmax
normalization constants most probably needed during the LM evaluation, since
the cost of retrieving this value from a table is negligible compared with the cost
of computing it. A space/time trade-off has to be considered: the more space is
dedicated to store pre-computed softmax normalization constants, the more time
reduction can be obtained. When a given normalization constant is not found,
it can be computed on-the-fly or some kind of smoothing must be applied. We
have followed the latter idea: when a softmax normalization constant is not
found, another simpler model (for instance, a lower order NN LM or statistical
n-gram model) is used.1 An experimental evaluation is needed to study how
the combined language model behaves and how it is affected by the number of
pre-computed normalization constants.

4 Estimation of the NNLMs

In order to test the proposed technique, experiments with the LOB text corpus [8]
have been conducted. The whole corpus consists of 53 694 sentences comprising
1 Note that storing the softmax normalization constants for a bigram NN LM only

needs a |Ω|-sized table.
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Table 1. Number of weights of the NN LMs configurations. The first column shows
the size of the projection of each word and the second column shows the size of the
hidden layer. Following, the number of weights from the projection layer to the hidden
layer for bigram, trigram and 4-gram NN LMs are shown and, finally, the number of
weights from the hidden layer to the output layer.

Configuration # weights PH # weights HO
Proj H Bigram Trigram 4-gram

80 128 10 368 20 608 30 848 387 258
128 192 24 768 49 344 73 920 579 386
192 192 37 056 73 920 110 789 579 386

more than one million word instances. A subcorpus with a lexicon of 3 000 words
has been built as follows: from a random ordering of the sentences, we have
selected those whose lexicon lies in the first different 3 000 words. This subcorpus
was partitioned into three sets:

– Training 4 303 sentences with 37 606 running words.
– Validation 600 sentences with 5 348 running words.
– Test 600 sentences with 5 455 running words.

We have estimated bigrams, trigrams and 4-gram NN LMs for the subcorpus.
In order to select a good configuration for each NN LM, scanning of the network
topology and other parameters has been performed using the validation set.
Three different topologies have been tested, as shown in Table 1, which also
shows the number of weights of the trained NN LMs.

The hyperbolic tangent function was used in the hidden layer and the softmax
function was chosen for the output units. Training has been performed with
one of the most standard methods to train MLPs, the back-propagation with
momentum algorithm [9]. The stochastic version with weight-decay version of
this algorithm has been used using the April toolkit [10], developed for neural
networks and pattern recognition tasks by the authors. Every NN LM has been
trained during 50 to 80 epochs using the mean square error on the validation set
as stopping criteria.

The measure of the quality of a estimated LM is usually the perplexity of a test
set which can be intuitively interpreted as the geometric mean of the branch-out
factor of the language [2,11]: a language with perplexity x has roughly the same
difficulty as another language in which every word can be followed by x different
words with equal probabilities. Thus, the lower the perplexity of a language
model, the better the language model is.

The perplexity of the bigram, trigram and 4-gram NN LMs on the validation
sets are shown in Table 2. For every n-gram, a mixed NN LM has been built by
linearly combining the NN LMs models. The coefficients have been obtained by
using the SRI Language Modeling Toolkit [12] with the “Compute Best Mix” op-
tion. Note that the best perplexities with the validation set are always obtained
with the Mixed NN LM. Therefore, test set perplexities have been computed for
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Table 2. Validation set perplexity for the estimated NN LMs

Language Model Bigram Trigram 4gram
NN LM 80–128 82.17 73.62 74.07
NN LM 128–192 82.52 73.30 72.50
NN LM 192–192 80.01 71.90 71.91
Mixed NN LM 78.92 71.34 70.63

Table 3. Test set perplexity of the best NN LMs and SRI

Language Model Bigram Trigram 4-gram
Mixed NN LM 88.72 80.94 79.90

SRI 88.29 83.19 87.05

the Mixed NN LM and conventional n-grams estimated with the SRI Toolkit
using the modified Kneser-Ney backoff smoothing (see Table 3). As can be ob-
served, for trigrams and 4-grams, the Mixed NN LM outperform the statistical
LMs, but for bigrams the resulting NN LM and SRI models are the equivalent.

5 Evaluation of the Proposed Approach

We have tested the constants pre-computation and smoothing approach pre-
sented in Section 3. The procedure is as follows:

1. Choose a hierarchy of models, from higher order n-grams downto bigrams.
2. Pre-compute the softmax normalization constants for the K more frequent

(n− 1)-grams in the training set for each n-gram NN LM bigger than bi-
gram. Store the constants in a table.

3. Pre-compute every softmax normalization constants for every word of the
lexicon using the bigram NN LM. Store the constants in a |Ω|-sized table.

4. During the test evaluation, for each token: search the softmax pre-computed
constant associated to the (n− 1)-length prefix of the token in the table. If
the constant is in the table, calculate the probability; otherwise, switch to
the inmediately inferior NN LM.

Figure 2 (left) shows the test set perplexities for different number of pre-
computed softmax normalization constants. The test set perplexity of the 4-gram
Mixed NN LM is 79.90 (Table 3) and the best smoothed perplexity obtained with
our approach is 80.78 (Figure 2 (left)).

Afterwards, we have tested another smoothed model using the statistical bi-
gram which gives better perplexity than the best bigram NN LM, and the re-
sulting perplexity, varying the number of pre-computed softmax normalization
constants, is shown in Figure 2 (right). As can be observed, a better perplexity,
79.02, is obtained with this new LM.
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Fig. 2. Influence of the number of pre-computed softmax normalization constants in
the test set perplexity of the proposed approach for the Mixed NN LMs (left), and the
Mixed NN LMs and statistical bigram (right)

In both cases (using only NN LM or combining with statistical n-grams),
the time needed to compute NN LM lookups is 1.94 × 10−4 seconds per token,
versus the original NN LM which requires 6.43 × 10−3 seconds per token, that
is, a speedup of 33 times faster has been obtained.

In order to study the efficience of the smoothed model, we have measured the
time which is needed for each processed token if we only use the true NN LM.
With this non-smoothing approach, when a softmax normalized constant is not
in the pre-computed table, a full forward-pass of the NN LM is done in order
to calculate it. The best time achieved, when 24 000 pre-computed softmax nor-
malization constants are used, is 1.82× 10−3 seconds per token for the 4-gram
Mixed NN LM, one order of magnitude bigger than with the smoothed model.
The non-smoothed 3-gram Mixed NN LM needs 9.68 × 10−4 seconds per to-
ken, five times more than the corresponding smoothed model. The effect of the
number of pre-computed softmax normalization constants of this non-smoothing
approach can be observed in Figure 3. Notice that in this case the perplexity of
the NN LMs is not affected (see Table 3).

Fig. 3. Influence of the number of pre-computed softmax normalization constants in
the evaluation time of the non-smoothed approach for the 4-gram Mixed NN LMs
(left), and for the 3-gram Mixed NN LMs (right)
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6 Discussion and Conclusions

A novel method to allow fast evaluation of connectionist language models has
been presented. A set of normalization values associated to the most frequent
n-grams is pre-computed and the model is smoothed with lower n-gram connec-
tionist or statistical models. The proposed approach has been tested by training
a 4-gram NN LM in a 3 000-vocabulary task from the LOB corpus. The best per-
plexity is obtained by combining the Mixed NN LM with a statistical bigram. A
speedup of 33 times faster is achieved with this lexicon size. Nevertheless, higher
speedups would be achieved for bigger lexicon sizes. Our next goal is to train
more complex NN LMs and to integrate them in a recognition or translation
systems.
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Álvarez, J.R. (eds.) IWINAC 2007. LNCS, vol. 4527, pp. 327–336. Springer, Hei-
delberg (2007)

11. Rosenfeld, R.: Adaptative statistical language modeling: A maximum entropy ap-
proach. PhD thesis, Carnegie Mellon University (1994)

12. Stolcke, A.: SRILM: an extensible language modeling toolkit. In: Proceedings of
the Int. Conf. on Spoken Language Processing, pp. 901–904 (2002)



J. Cabestany et al. (Eds.): IWANN 2009, Part I, LNCS 5517, pp. 41–48, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Improving the Consistency of AHP Matrices Using a 
Multi-layer Perceptron-Based Model 

Jose Antonio Gomez-Ruiz1, Marcelo Karanik2, and José Ignacio Peláez1 

1 Department of Computer Science and Artificial Intelligence, University of Málaga,  
29071 Málaga - Spain 

2 Artificial Intelligence Research Group, National Technological University,  
3500 Resistencia - Argentina 

{janto,jignacio}@lcc.uma.es, marcelo@frre.utn.edu.ar 

Abstract. The Analytic Hierarchy Process (AHP) uses hierarchical structures to 
arrange comparing criteria and alternatives in order to give support in decision 
making tasks. The comparisons are realized using pairwise matrices which are 
filled according to the decision maker criterion. Then, matrix consistency is 
tested and priorities of alternatives are obtained. If a pairwise matrix is 
incomplete, two procedures must be realized: first, to complete the matrix with 
adequate values for missing entries and, second, to improve the consistency 
matrix to an acceptable level. In this paper a model based on Multi-layer 
Perceptron (MLP) neural networks is presented. This model is capable of 
completing missing values in AHP pairwise matrices and improving its 
consistency at the same time. 

Keywords: AHP, decision support systems, pairwise matrix reconstruction, 
multi-layer perceptron, neural networks. 

1   Introduction 

In decision theory area, many methods are used to give support in order to select an 
alternative based on a set of preferences, points of view, viability aspects, etc. One of 
these methods is the Analytic Hierarchy Process (AHP) [1] which compares and ranks 
alternatives according to a set of criteria and sub-criteria arranged in a hierarchical 
structure. The preference between different criteria is expressed in natural language 
using a predetermined scale and then it is translated into numerical preference values. 
At each level of the hierarchy, the criteria are compared in pairs using pairwise 
matrices. The criteria are used to label rows and columns of the pairwise matrix and 
the intersection between them is filled with a numerical preference value. The 
pairwise matrix consistency is a relevant factor in AHP and, to calculate it, it is 
necessary that the pairwise matrix is complete. If a pairwise matrix is incomplete, the 
missing entries must be filled with values that maintain adequate levels in the matrix 
consistency. Finally, the principal eigenvector of the matrix is calculated and the sum 
of their elements is normalized, obtaining the relative preference for the alternatives. 
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There are several methods that complete missing values in pairwise matrices [2-4] 
and others that improve the matrix consistency [2], [5-6], however, it is not possible 
to use them simultaneously because improving methods work with complete matrices. 

If a pairwise matrix with missing elements is considered to be a pattern distorted to 
recognize, the correct pattern associated will be the most similar complete and 
consistent pairwise matrix that can be related using a generalization tool. In this sense, 
neural networks are a proven generalization method used in artificial intelligence and 
they can be trained to associate these incomplete patterns to more similar correct 
ones. A Multi-layer Perceptron (MLP) based model which completes missing values 
in pairwise matrices and, at the same time, is able to improve its consistency, is 
described and tested with matrices with different levels of inconsistency. In section 2, 
the Analytic Hierarchy Process, the calculation of priorities and the concept of matrix 
consistency are briefly explicated; in section 3, matrix reconstruction using MLP-
based model is explained; simulations are shown in section 4; and, finally, 
conclusions are presented in section 5. 

2   AHP Description 

In AHP [1], the problem is represented using a hierarchy which is an abstraction of 
the whole problem. The main goal is placed at the root of the hierarchical tree where 
the alternatives derive from it. The basic idea of AHP is to arrange goals, attributes 
and issues in a hierarchic structure in order to raise two objectives: to obtain a 
complete view of relationships inherent in the situation and to provide a comparison 
mechanism at each level that uses the same order of magnitude [7]. Entities are 
arranged in levels in such way that entities of the same level do not have a connection 
with each other but they are thoroughly connected with entities of adjacent levels. 
These relations determine the hierarchy structure of criteria and alternatives to 
evaluate. 

The comparison begins from the criteria levels to alternative levels using pairwise 
matrices in which the decision maker fills each upper diagonal element with a value 
obtained from a scale of verbal judgments [1]: (equal, moderately more, strongly 
more, very strongly more, extremely more). This scale has associated numerical 
judgments (1, 3, 5, 7, 9) and compromises (2, 4, 6, 8) between these values. The 
inferior triangle portion of the matrix is completed with the reciprocal judgment 
values in the top triangle portion, obtaining a reciprocal matrix (considering the 
axioms of reciprocal, homogeneity, dependence and expectation defined by Saaty 
[8]). The priorities from criteria pairwise matrices are obtained by calculating the 
principal eigenvector (using, for example, the power method [9-10]). Then, the 
eigenvector values must be normalized before using them in the next level.  

The whole process refers to matrix algebra calculations but there is an important 
issue to consider: the consistency of pairwise matrices. For example, suppose that the 
decision maker says “I strongly prefer A over B and I very strongly prefer B over C”. 
If he also says “I strongly prefer C over A”, this last judgment is inconsistent and it 
must be corrected before using it. Clearly, the consistency of judgments in the 
decision making is a factor to consider carefully. For instance, Saaty [1] proposes a 
multiplicative reciprocity between the elements of pairwise matrices while other 
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authors define a consistency ratio based on percentiles [5], or analyze the matrix 
consistency based on the characteristic polynomial of a positive reciprocal matrix [4]. 
In this paper the consistency ratio based on the multiplicative reciprocity is used (this 
ratio is frequently used for testing the consistency on matrix reconstruction [2], [11]).  

In a reciprocal positive matrix, the largest eigenvalue is greater than or equal to its 
order. A reciprocal matrix A is perfectly consistent if its largest eigenvalue is equal to 
the matrix order [1]. The consistency index (CI) is defined as:  

1-

-λ
=CI max

n

n
 (1) 

where λmax is the largest eigenvalue of matrix A and n its order. 
Then, the consistency ratio (CR) is calculated in the following way:  

RI
CI

=CR  (2) 

where RI is the Random Index obtained from 500 positive reciprocal matrices 
randomly created with Saaty’s scale values (see Table 1).  

Table 1. Values of RI 

n 3 4 5 6 7 8 
RI 0.58 0.9 1.12 1.24 1.32 1.41 

 
If the CR is small, about 10% or less, the eigenvector, w, associated to the largest 

eigenvalue of A is accepted. In other words, to determine if a pairwise matrix is 
consistent, its CR must be under 0.1 [1]. This ratio represents approximately 25% of 
matrices with order 3 but this percentage decreases drastically when the matrix order 
grows [12]. This implies that it is hard to obtain large order consistent matrices.  

3   Matrix Reconstruction 

Before using AHP, missing values in pairwise matrices must be completed and its 
consistency must be acceptable. Most reconstruction methods take an incomplete 
pairwise matrix and fill the missing values using diverse strategies [2] and the CR is 
used to evaluate the performance of methods because it synthesizes the matrix 
consistency in just one value. After that, if the matrix CR is not under 0.1, some 
values must be modified using improving consistency methods [6], [13]. This clearly 
implies that two kinds of methods must be required in order to obtain adequate 
pairwise matrices.  

On the other hand, we propose a MLP-based model that is able to complete 
missing entries and to improve the matrix CR at the same time, without extra 
calculations. It was compared with the Revised Geometric Mean [3] and the 
Connecting Path [14] methods showing that it is able to fill missing values in AHP 
pairwise matrices with similar performance. 
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Basically, the proposed model uses a MLP neural network [15]. In the learning 
process, the MLP adapts the connection weights attempting to minimize the 
difference between the network outputs and the desired outputs. When an acceptable 
average training error is reached, the network is capable of recognizing incomplete 
patterns.  

The MLP architecture receives the top triangular portion of a pairwise matrix, 
including missing elements (represented by -1), and returns the estimate missing and 
non missing elements, i.e. it returns all estimated values of the top triangular portion 
of the matrix. The number of input and output neurons is equal to the number of 
elements of the top triangular portion of the matrix. Therefore, if n is the pairwise 
matrix order, the MLP have n(n – 1)/2 inputs and outputs neurons. We propose to use 
only one hidden layer with thirty neurons. These parameters were selected after 
several tests whose results did not improve if more hidden layers or more hidden 
neurons were used. For example, the following reciprocal matrix of order 4, A, with 
two missing elements (represented with ‘–’ character): 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

−
−−

−

=

1/1/1/1

1/1

1

1

342414

3413

24

1413

aaa

aa

a

aa

A  

 

has associated an MLP architecture with six input neurons, thirty hidden neurons and 
six output neurons. This configuration is shown in Figure 1.  

(Missing) a12

a13

a14

(Missing) a23

a24

a34

a12

a13

a14

a23

a24

a34

Input Layer Hidden Layer Output Layer

(Estimated)

(Estimated)

(Estimated)

(Estimated)

(Estimated)

(Estimated)

 

Fig. 1. MLP Architecture 

The neurons in hidden and output layers use hyperbolic tangent transfer function 
because a better performance in the learning process is revealed. Due to the fact that 
hyperbolic tangent transfer function is defined in the interval [-1, 1], training patterns 
(inputs and desired outputs) must be normalized in that interval before being 
presented to network. To do that, the interval [-1, 1] is divided into seventeen uniform 
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spaced values creating a correspondence between these values and the Saaty’s scale 
values. In this way, the normalization process consists of replacing every matrix value 
for its corresponding normalized value. 

The main idea is that the MLP learns distinct configurations of consistent matrices 
and it can relate an incomplete pairwise matrix with the most similar of them. To 
reach this objective, the MLP uses random reciprocal pairwise matrices with low CR 
(under 0.1) for training process.  

When the training process has finished, the network is ready to recognize 
incomplete pairwise matrices. Nevertheless, it is not possible to use the pairwise 
matrix with Saaty’s scale values directly because the network only recognizes 
normalized values into interval [-1, 1]. For this reason, inputs must be previously 
normalized following the same criteria used with training data. Finally, the obtained 
results are transformed into their original form and the missing value positions are 
filled with the corresponding transformed network outputs.  

Once the values are obtained, there are two possibilities: (1) to complete only the 
missing entries, maintaining the non missing matrix values unchanged; (2) to 
complete the missing entries as well as modify some non missing matrix values in 
order to improve the matrix consistency.  

In the first alternative, missing values positions are identified and replaced by the 
transformed network output values in those positions. The remaining elements of the 
matrix are not changed. In the second alternative, the same substitution previously 
mentioned is made, but also some non missing values are changed attempting to 
improve the CR. To realize this modification, it is necessary to define a measure 
capable of controlling the magnitude of these changes. In this sense, it is defined the 
Saaty’s Scale Distance (SSD) as the absolute difference between two values position 
in that scale.  Specifically, given the Saaty’s scale [1/9, 1/8, 1/7, 1/6, 1/5, 1/4, 1/3, 1/2, 
1, 2, 3, 4, 5, 6, 7, 8, 9] and the corresponding positions for those values defined from 
1 to 17, the SSD between two values, v1 and v2, is defined by:  

( ) ( )11, vposvposSSD −=v2v1  (3) 

where v1 and v2 belong to the Saaty’s scale. 
Notice that the possible values for SSDv1v2 are integers between 0 and 16, being 0 if 

the network output coincides with the original value. This mechanism permits to 
modify original values (missing and non missing) having control over changes. If it is 
necessary to complete only the missing values in a pairwise matrix, then SSDv1v2 is set 
to zero. Otherwise, a fixed distance must be selected (between 1 and 16). In Figure 2, 
the summarized process is shown. 

 

 
 

Fig. 2. Matrix Reconstruction Process 
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4   Simulations 

Simulations were realized using random reciprocal pairwise matrices with orders 
between 4 and 8, and between 1 and 4 missing values (1000 matrices for each matrix 
order and different sets for each quantity of missing values). Before training the MLP, 
some parameters must be set. The following parameters were selected after 
comparing the performance of different training simulations: Levenberg-Marquardt 
training algorithm (to improve the convergence of backpropagation algorithm); 100 
training epochs; learning rate equal to 0.3 and minimum acceptable average error 
equal to 0.005. 

After training, the proposed model was tested using the same type of random 
reciprocal pairwise matrices that had been used in the training process (1000 matrices 
for each matrix order and different sets for each quantity of missing values). All these 
matrices contained values belonging to Saaty’s scale and they were created with low, 
medium and high levels of inconsistency in order to evaluate the reconstruction 
performance in all possible cases. In the simulations, the MLP proposed model was 
used in order to improve the CR with different values of SSDv1v2.  

The main idea is, first, to fill in missing entries and, second, to replace some of the 
non missing matrix values with values obtained by the neural network with an 
increasing SSDv1v2 (from one to sixteen) or with a decreasing SSDv1v2 (from sixteen to 
one) in order to evaluate the CR evolution (type of replacement, see Figure 2). For 
example, fixing SSDv1v2=8, in an increasing way, means that an original non missing 
value is replaced if the distance between this and the value obtained by the neural 
network is smaller than or equal to 8. On the other hand when using decrements, non 
missing values are changed by their correspondent network outputs if the distance 
between them is bigger than or equal to 8. This test was realized for matrices with 
high, medium and low CR values.  

Results of simulations are summarized in Figures 3, 4 and 5 in which median 
values of CR are plotted using matrix orders between 4 and 8.  

For high level of inconsistency (Figures 3(a) and 3(b)), it is possible to reach 
acceptable CR values for all matrix orders, except for order 8. In Figure 3(a), it can be 
observed that, using increments of SSDv1v2 values, the average CR is gradually 
reduced for every increment and it tends to stabilize for distances further than 9. With 
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Fig. 3. CR Variation in Matrices with High Level of Inconsistency 
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Fig. 4. CR Variation in Matrices with Medium Level of Inconsistency 

decrements of SSDv1v2 (Figure 3(b)) there are not significant CR variations for bigger 
distance values but, from SSDv1v2 lower than 9, CR is considerably reduced to reach 
acceptable consistency levels. 

For medium level of inconsistency (Figures 4(a) and 4(b)), the behavior is very 
similar to the observed for high levels, and the same tendency in maintained. In both 
cases, acceptable CR values are reached for all matrix orders (also for order 8). 

For low level of inconsistency, a different behavior is observed (Figures 5(a) and 
5(b)). When using SSDv1v2 increments (Figure 5(a)) the CR grows for small distance 
values and it is maintained for big ones. Consequently, in Figure 5(b), the CR does 
not change for big distances and it is increased using small SSDv1v2 values. 
Nevertheless, even if the MLP does not improve the matrix consistency for any 
matrix order, the obtained CR is sensibly under 0.1. 
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Fig. 5. CR Variation in Matrices with Low Level of Inconsistency 

5   Conclusions 

Using the MLP-based model, it is possible to improve the matrix consistency 
obtaining acceptable consistency ratios by changing some of the non missing values 
with their corresponding neural network outputs. This can be done using the Saaty’s 
Scale Distance (SSDv1v2) between the original and the estimated values. Since the 
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network outputs are very similar to original values, a better performance in 
consistency improvement is observed if values of SSDv1v2 between 3 and 6 are used.  

With the MLP-based model, the decision maker can complete those judgments 
which he considers relevant and let the neural network suggest the values for empty 
matrix positions. Also, if all pairwise matrix elements were completed beforehand, 
the proposed model could be used to indicate which values must be changed in order 
to improve the matrix consistency. In the latter case, the decision maker may take his 
experience or preferences into account to change specific values. 
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Abstract. In the problem of modelling Input/Output data using neuro-fuzzy sys-
tems, the performance of the global model is normally the only objective opti-
mized, and this might cause a misleading performance of the local models. This
work presents a modified radial basis function network that maintains the opti-
mization properties of the local sub-models whereas the model is globally op-
timized, thanks to a special partitioning of the input space in the hidden layer
performed to carry out those objectives. The advantage of the methodology pro-
posed is that due to those properties, the global and the local models are both
directly optimized. A learning methodology adapted to the proposed model is
used in the simulations, consisting of a clustering algorithm for the initialization
of the centers and a local search technique.

1 Introduction

When modelling input/output data, it is intended that the obtained system faithfully
represents the real phenomenon that is being addressed, that is, that the system is accu-
rate, and at the same time that it expresses its behavior in a comprehensible way, that
is, that the system is interpretable. Neuro-fuzzy systems then have to combine these
two contradictory requirements to the obtained model, the first more inherent to neural
networks, and the second more inherent to fuzzy systems [1] [2]. These systems can
approximate a nonlinear mapping using a relatively low number of neurons, that we
may call sub-models. Each one of these sub-models, that constitutes the neuro-fuzzy
system, performs the approximation of a part of the input space and jointly collaborates
to globally approximate the subjacent model from this set of I/O data.

Radial Basis Function (RBF) networks [3] [4] are a widely used neuro-fuzzy
paradigm, whose main characteristic is their ability to provide a high accurate model.
An additional advantage of this type of models is that there’s the possibility to perform a
rule extraction procedure from the RBF network, transforming it into a Takagi-Sugeno-
Kang (TSK) set of interpretable fuzzy rules that can keep the accuracy of the original
system [5], [6].

This work will consider RBF networks using linear weights, so-called RBF net-
works with regression weights [7]. This type of networks present the advantage that the
flexibility of the local models is increased, leading to networks with a much lower
number of neurons [8]. The output of a RBF network with regression weights can be
expressed as:

J. Cabestany et al. (Eds.): IWANN 2009, Part I, LNCS 5517, pp. 49–56, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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F (x) =

K∑
k=1

μk(x)Y k(x)

K∑
k=1

μk(x)
(1)

where K is the number of neurons in the hidden layer, Y k(x) = ak+
n∑

i=1
bki ∗xi are their

linear output weights of the neurons, and the μk(x) =
∏n

i=1 μ
k
i (xi) are the activations

of the hidden neurons, that when using Gaussian kernels can be expressed as:

μk
i (xi) = e

− (xi−ck
i )2

2σk
i
2

, (2)

being cki and σk
i the center and radius of the Gaussian function of neuron k at dimen-

sion i.
When dealing with the optimization of RBF networks, global accuracy is usually

the single objective to optimize, and the problem of local model optimization is barely
addressed [9], [10], [11]. Nevertheless, some works have studied multiobjective op-
timization formulations of neuro-fuzzy systems, that deal with both local and global
modelling [12]. Multi-modelling is another important area of research dealing with
local and global optimization [13].

This work presents modified RBF model whose main characteristic is its ability to
perform a global model approximation, whereas preserving the interpretation of the lo-
cal sub-models. These characteristics are possible thanks to an special partitioning of
the input space by means of a modified calculation of the final normalized activation
of the neurons, which controls their overlapping and thus allows us to perform an un-
constrained training. The learning methodology for this model used in the simulations
section consists of a clustering algorithm especially suited to function approximation
problems and a local search technique.

2 Modified Radial Basis Function Network for Local and Global
Modelling

The way to obtain the desired characteristic is adapted from previous approaches for
fuzzy systems [14] [15]. The local modelling will be achieved through the use of the
Taylor series expansion of a function around a point. The intention is that the polyno-
mial weights of the RBF network represent the Taylor series expansion of the system
output around the neuron centres, thus verifying the local modelling properties of the
neurons. Two properties will be required in the RBF network with regression weights
so that these properties are obtained:

1. The weights have the general form of a centred polynomial around a point which
resembles a truncated Taylor series expansion. The Taylor Theorem states that if a
continuous function f(x) defined in an interval (c−r, c+r) is l times differentiable,
it can be approximated around the point x = c as its Taylor series expansion

f(x) � f(c) + (x− c)T [∇(c)] + 1
2 (x− c)TW (x− c) + . . . (3)
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Given the general RBF output function formulation, the linear weights of the RBF
network can be easily modified to resemble a truncated form of equation 3 (the
constant and linear term in the summation).

2. The input partitioning caused by the Radial Basis Functions in the hidden layer fol-
low a structure that allows such local modelling. This implies a twofold condition.
First, the model output should be continuous and differentiable, so that the Tay-
lor Theorem can be applied. Second, the overlapping degree of all the RBF nodes
activations should vanish at each neuron centre. This way, every point of the n-
dimensional space ck identified by the centre of a neuron k, is only affected by its
respective Radial Basis Function in the global system output function. Moreover,
the linear weights Y k(x) will contain the information on the function f(x) in ck,
as well as information about its behavior around that point (its derivatives).

In [14] a special membership function type was presented for grid-partitioned fuzzy
systems, that carries out those conditions about the overlapping of the input space par-
titioning and the continuity and differentiability of the global model output. However,
the overlapping degree among the different local models in the neurons can not nev-
ertheless be directly controlled through the use of a specific radial basis function type.
The activation functions are not organized along each dimension separately, but rather
they are “randomly” distributed (scattered) according to the distribution of the neuron
centres along the n-dimensional input space.

Traditionally the output of a normalized RBF network is obtained through weighted
average aggregation of the hidden neuron outputs, in which the final normalized activa-
tion of a neuron depends on the relative activation of the rest of the neurons as seen in
equation 1. The proposal in this work is to modify this final neuron activation, so that it
is adapted to the overlapping and continuity requirements imposed to the RBF network.
For the sake of simplicity, we next first explain how to perform this modification in the
process for a one-dimensional case. Later it will be extrapolated to the general case.

Let us assume the simple case of a one-dimensional space with domain [0,1] with
two gaussian neurons centred for example in c1 = 0.2 and c2 = 0.8 with σ = 0.3 (see
figure 1.(a)). In this case, there is a moderated overlapping between the two neurons’
activations. In order to comply with the afore-mentioned overlapping conditions we
will allow the domain of the first neuron activation μ1(x) to be limited by the function
1−μ2(x). That is, when the activation value of the opposite neuron is 1, the first neuron
activation will be forced to take the value 0. That is, the final activation value for any
point in the network neurons using normalization would be

μ1∗(x) = μ1(x)
(
1− μ2(x)

)
, μ̂1∗(x) =

μ1∗(x)
μ1∗(x) + μ2∗(x)

(4)

μ2∗(x) = μ2(x)
(
1− μ1(x)

)
, μ̂2∗(x) =

μ2∗(x)
μ1∗(x) + μ2∗(x)

(5)

Generalizing to the n-dimensional case, the activation value of the k-th neuron is
obtained by the following equation

μk∗(x) = μk(x)
K∏

j=1;
j �=k

(
1− μj(x)

)
(6)
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(a) (b)

Fig. 1. a) Original μ1 and μ2 MFs for the one-dimensional example. b) Normalized final neurons
activations using the modified calculation μ̂1∗ and μ̂2∗.

Therefore, for any given number of neurons K , the general expression for the RBF
network output, using normalization (which forces the activation value of the neurons
to sum up to one in every point) can be calculated as follows

F (x) =
K∑

k=1
μ̂k∗(x)Y k(x) =

K∑
k=1

μk∗(x)Y k(x)

K∑
k=1

μk∗(x)
=

K∑
k=1

⎛
⎜⎝μk(x)

K∏
j=1;
j �=k

(1−μj(x))

⎞
⎟⎠Y k(x)

K∑
k=1

⎛
⎜⎝μk(x)

K∏
j=1;
j �=k

(1−μj(x))

⎞
⎟⎠

(7)

where μ̂k∗(x) = μk∗(x)/
K∑

j=1
μj∗(x) is the normalized activation value for neuron k.

With this new formulation of the system’s output given in equation 7, the final nor-
malized neuron activations are modified so that they consider the relative positioning of
each neuron with respect to the others. Moreover, the output function of the proposed
model is continuous and differentiable, since it is a linear composition of continuous
and differentiable functions.

It is immediate to deduce that the following properties hold, due to the continuity of
the gaussian function:

μ̂2∗(c1) = 0; μ̂1∗(c1) = 1;⇒ F (c1) = Y 1(c1) = a1

μ̂1∗(c2) = 0; μ̂2∗(c2) = 1;⇒ F (c2) = Y 2(c2) = a2 (8)

moreover, due to the differentiability properties of those functions, it holds that

∂μ̂1∗

∂x (c1) = 0 ∧ ∂μ̂2∗

∂x (c1) = 0 ⇒ ∂F
∂x (c1) = ∂Y 1

∂x (c1) = b1

∂μ̂2∗

∂x (c2) = 0 ∧ ∂μ̂1∗

∂x (c2) = 0 ⇒ ∂F
∂x (c2) = ∂Y 2

∂x (c2) = b2
(9)

Note that those properties are hold thanks to the use of the designed partitioning and
to the use of truncated Taylor series-shaped polynomial consequents. Thus, according
to equations 8 and 9, it holds that the weights Y k(x) of the neurons, can be interpreted
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as the first-order truncated Taylor series expansion of the model output around the re-
spective neuron centre. Those results can directly be extrapolated to the n-dimensional
case, thanks to the continuity and differentiability of the compounded functions.

3 Learning Methodology

A typical learning procedure for RBF networks can be summarized as follows [16]

– initialization of the neuron centres and radii
– calculation of the optimal weights of every neuron using LSE
– local search minimization to optimize centres and other MF parameters

The learning algorithm we propose is based on this scheme due to the lower com-
putational cost that it entails, and to its effectiveness in finding good solutions. In the
simulations, the learning methodology will make use of the ICFA algorithm [16] (Im-
proved Clustering for Function Approximation) for an appropriate initialization of the
centres in order to obtain optimal accurate models. This algorithm use the information
provided by the output values of the function to approximate, so that it places more
centres where the output variability is higher, instead of where there is a higher number
of input vectors.

Since the model output function (Eq. 1) is linear with respect to all the neuron
weights parameters, given a set ofM input/output dataD = (x1, y1), ..., (xm, ym) of a
modelling problem, it is possible to optimally obtain these parameters through the use of
a wide range of mathematical methods. In this work we will use the Least Square Error
(LSE) approach for the optimization of the neuro-fuzzy linear coefficients, and Singu-
lar Value Decomposition (SVD) to solve the linear equation system constructed. The
objective is to minimize the mean square error function J =

∑
m∈D (F (xm)− ym)2.

Once an initial configuration of the centres and radii is obtained, thanks to the avail-
ability of a direct method to obtain the optimal consequents coefficients and the con-
tinuity and differentiability properties of the proposed model with respect to any of
its parameters, any local search procedure could be used in order to find an optimal
configuration of the parameters defining every weight. Using a local search procedure,
both centres and radii can be optimized to obtain a more accurate system according
to the error function J . In this work we have optimized the neuron centres using the
Levenberg-Marquardt algorithm, estimating for the sake of simplicity the radii accord-
ing to the minimum distance among them [17].

4 Simulations

This section presents a significant example of the application of the model modified
RBF network methodology to function approximation problems. Given the y function
that is expressed as (see reference [18])

y(x1, x2) = 0.5 ∗ (1 + sin(2 ∗ π ∗ x1) ∗ cos(2 ∗ π ∗ x2) (10)

400 samples were generated randomly distributed as training dataset. Another set of
400 samples was generated as test set. As an example of execution, 10 centres were
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Fig. 2. a) Original function y. b) Activations of the 10 neurons of the modified RBF network
obtained after the complete learning algorithm for the function example y.
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Fig. 3. Joint representation of the model output, together with the linear weights of the 10 network
neurons in the area surrounding the corresponding centre

initialized using the ICFA algorithm [16]. The radius of every node of the model was au-
tomatically initialized according to the minimum distance among them [17].
Figure 2.(a) shows the shape of the original function y.

The local search procedure readjusts the radial basis functions parameters (centres
and radius) according to the performance obtained in the optimization of the linear con-
sequents using LSE, so that the error function J is minimized. The training Normalized
Root Mean Square Error (NRMSE [14]) of the modified RBF network is 0.095, whereas
the test NRMSE obtained is 0.1.
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Figure 2.(b) shows the activations of the 10 neurons of the RBF network, according
to the modified final normalized neuron activation designed. This figure shows the dis-
tribution of the centres obtained after the execution of the algorithm; it is obtained a
distribution of the neurons activations that is intuitive and in which no neuron has effect
in the rest of the neurons centres, being each neuron activation limited by the location
of the rest of centres in the n-dimensional input space.

The effect of this partitioning in the model is observed in figure 3, which shows the
representation of the local and global modelling performed by the proposed modified
RBF model having ten neurons. It can be observed that the weights bring the informa-
tion about the exact function value at the neuron centre, as well as the behavior of the
model output function in the area around that neuron centre. Each polynomial defines a
plane that indicates the model output slope value around the neuron centre. Moreover,
the global model output approximates the subjacent function given in the training data
set for this example. Given this modified RBF model, the extraction of the set of rules
from the network would be immediate, according to the well-known equivalence of this
model with a TSK fuzzy system [4] [19] [14].

5 Conclusions

In this paper we have presented a modified Radial Basis Function model, that due
to a special partitioning of the input space provides a simultaneous optimization of
the global model and of the local sub-models. In order to show the properties of the
proposed modified RBF model, we have used a learning methodology consisting of a
clustering algorithm especially suited to function approximation problems and a local
search technique. The example performed has shown that it is able to obtain a good
global approximation, and moreover the obtained local models provide the information
about the behavior of the model in the areas of the input space around the neuron cen-
tres, and therefore of the behavior of the subjacent system being approximated. More-
over due to the equivalency between TSK fuzzy models and RBF networks, there is the
possibility to perform a rule extraction procedure to obtain an equivalent TSK fuzzy
system with rules having the same global-local approximation capabilities.
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Abstract. In many real classification problems the data are imbalanced,
i.e., the number of instances for some classes are much higher than that of
the other classes. Solving a classification task using such an imbalanced
data-set is difficult due to the bias of the training towards the major-
ity classes. The aim of this contribution is to analyse the performance
of CO2RBFN, a cooperative-competitive evolutionary model for the de-
sign of RBFNs applied to classification problems on imbalanced domains
and to study the cooperation of a well known preprocessing method, the
“Synthetic Minority Over-sampling Technique” (SMOTE) with our algo-
rithm. The good performance of CO2RBFN is shown through an experi-
mental study carried out over a large collection of imbalanced data-sets.

Keywords: Neural Networks, Radial Basis Functions, Genetic Algo-
rithms, Imbalanced Data-Sets.

1 Introduction

Radial Basis Function Networks (RBFNs) are one of the most important Arti-
ficial Neural Network (ANN) paradigms in the machine design field. An RBFN
is a feed-forward ANN with a single layer of hidden units, called radial basis
functions (RBFs) [5,19]. The overall efficiency of RBFNs has been proved in
many areas such as pattern classification [6], function approximation [24], time
series prediction [28] and multiple specific applications such as credit assessment
[16], process control [14], medical diagnosis [17], and time series forecasting [27]
among others. In most of these areas, the data-sets have a common and very
usual characteristic: they are imbalanced data-sets [7].

The imbalance data-set problem occurs when the number of instances of one
class overwhelms the others. To solve it there are two main types of solutions:
solutions at the data level which is achieved balancing the class distribution and
solutions at the algorithmic level, for example adjusting the cost per class.

An important paradigm for RBFN design is the Evolutionary Computation
[12]. There are different proposals in this area with different scheme representa-
tions: Pittsburgh [13], where each individual is a whole RBFN, and cooperative-
competitive [28], where an individual represents an RBF.
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In this work we study the performance of CO2RBFN [25] in the framework of
imbalanced data-sets and analyse the cooperation of a well known preprocess-
ing method, the “Synthetic Minority Over-sampling Technique” (SMOTE) [8]
with our algorithm. To do so, in Section 2 a brief description of the imbalanced
data-sets in classification and the solutions provided for them in the specialized
bibliography is shown. The cooperative-competitive evolutionary model for the
design of RBFNs applied to classification problems, CO2RBNF, is described in
Section 3. The analysis of the experiments and the conclusions are shown in
Sections 4 and 5.

2 Imbalanced Data-Sets in Classification

The problem of imbalanced data-sets in classification [7] occurs when the number
of instances of one class is much lower than the instances of the other classes. This
problem is implicit in most real world applications including, but not limited to
telecommunications, finance, biology and medicine.

In this work, we focus on binary imbalanced data-sets, where there is only one
positive and one negative class. Furthermore, we use the imbalance ratio (IR)
[22], defined as the ratio of the number of instances of the majority class and
the minority class, to organize the different data-sets.

In classification, the class imbalance problem will cause a bias on the training
of classifiers and will result in the lower sensitivity of detecting the minority
class examples. For this reason, a large number of approaches have been previ-
ously proposed to deal with it. These approaches can be categorized into two
groups: the internal approaches that create new algorithms or modify existing
ones to take the class imbalance problem into consideration [3,30] and external
approaches that preprocess the data in order to diminish the effect caused by
their class imbalance [4,10].

For RBFNs there are some proposals for the use of a cost function in the
training process to compensate imbalance class and strategies to reduce the im-
pact of the cost function in the data probability distribution [1]. With respect
to external approaches, different studies have been done to assess the effect of
the size of the training data-set on the accuracy [2]. In [20], the authors study
three different ANN architectures, multilayered back propagation, RBFNs and
Fuzzy ARTMAP, with the use of random oversampling and the snowball train-
ing methods. In [23], the over-sampling method SMOTE [8], has been used with
RBFNs showing a good behaviour. According to this, we employ in this contri-
bution the SMOTE algorithm in order to deal with the problem of imbalanced
data-sets.

The SMOTE method (detailed in [8]) tries to form new minority class exam-
ples by interpolating between several minority class examples that lie together.
Thus, the overfitting problem is avoided and causes the decision boundaries for
the minority class to spread further into the majority class space.

With respect to the evaluation in imbalanced domains the most used empirical
measure, accuracy, does not distinguish between the number of correct labels of
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different classes, which in the framework of imbalanced problems may lead to
erroneous conclusions. The metric used in this work is the geometric mean of
the true rates [3], defined as

GM =

√
TP

TP + FN

˙TN
FP + TN

(1)

where TP ,TN ,FP and FN stand for True Positives, True Negatives, False Pos-
itives and False Negatives respectively. This metric attempts to maximize the
accuracy of each one of the two classes with a good balance.

3 CO2RBFN: An Evolutionary Cooperative-Competitive
Hybrid Algorithm for RBFN Design

CO2RBFN [25], is an evolutionary cooperative-competitive hybrid algorithm for
the design of RBFNs. In this algorithm each individual of the population repre-
sents, with a real representation, an RBF and the entire population is responsible
for the final solution. The individuals cooperate towards a definitive solution, but
they must also compete for survival. In this environment, in which the solution
depends on the behaviour of many components, the fitness of each individual
is known as credit assignment. In order to measure the credit assignment of an
individual, three factors have been proposed: the RBF contribution to the net-
work output, the error in the basis function radius, and the degree of overlapping
among RBFs.

The application of the operators is determined by a Fuzzy Rule-Based System.
The inputs of this system are the three parameters used for credit assignment
and the outputs are the operators’ application probability.

The main steps of CO2RBFN, explained in the following subsections, are
shown in the pseudocode in Figure 1.

1. Initialize RBFN
2. Train RBFN
3. Evaluate RBFs
4. Apply operators to RBFs
5. Substitute the eliminated RBFs
6. Select the best RBFs
7. If the stop condition is not

verified go to step 2

Fig. 1. Main steps of CO2RBFN

RBFN initialization. To define the initial network a specified number m of
neurons (i.e. the size of population) is randomly allocated among the different
patterns of the training set. To do so, each RBF centre, ci , is randomly estab-
lished to a pattern of the training set. The RBF widths, di, will be set to half
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the average distance between the centres. Finally, the RBF weights, wij , are set
to zero.

RBFN training. The Least Mean Square algorithm [29] has been used to
calculate the RBF weights. This technique exploits the local information that
can be obtained from the behaviour of the RBFs.

RBF evaluation. A credit assignment mechanism is required in order to eval-
uate the role of each RBF φi in the cooperative-competitive environment. For
an RBF, three parameters, ai ,ei ,oi are defined:

– The contribution, ai, of the RBF φi, i = 1 . . .m, is determined by considering
the weight, wi, and the number of patterns of the training set inside its width,
pii. An RBF with a low weight and few patterns inside its width will have a
low contribution:

ai =
{

|wi| if pii > q
|wi| ∗ (pii/q) otherwise

(2)

where q is the average of the pii values minus the standard deviation of the
pii values.

– The error measure, ei, for each RBF φi, is obtained by counting the wrongly
classified patterns inside its radius:

ei =
pibci
pii

(3)

where pibci and pii are the number of wrongly classified patterns and the
number of all patterns inside the RBF width respectively. It must be noted
that this error measure does not consider the imbalance among classes.

– The overlapping of the RBF φi and the other RBFs is quantified by using
the parameter oi. This parameter is computed by taking into account the
fitness sharing methodology [12], whose aim is to maintain the diversity in
the population. This factor is expressed as:

oi =
m∑

j=1

oij (4)

where oij measures the overlapping of the RBF φi y φj j = 1 . . .m.

Applying operators to RBFs. In CO2RBFN four operators have been defined
in order to be applied to the RBFs:

– Operator Remove: eliminates an RBF.
– Operator Random Mutation: modifies the centre and width of an RBF in a

percentage below 50% of the old width.
– Operator Biased Mutation: modifies the width and all coordinates of the

centre using local information of the RBF environment. The centre is varied
in order to approximate it to the average of the patterns belonging to the
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Table 1. Fuzzy rule base representing expert knowledge in the design of RBFNs

Antecedents Consequents Antecedents Consequents
va ve vo premove prm pbm pnull va ve vo premove prm pbm pnull

R1 L M-H M-H L L R6 H M-H M-H L L
R2 M M-L M-H M-L M-L R7 L L M-H M-H M-H
R3 H L M-H M-H M-H R8 M M-L M-H M-L M-L
R4 L L M-H M-H M-H R9 H M-H M-H L L
R5 M M-L M-H M-L M-L

RBF class and inside its RBF width. The objective of the width training is
that most of the patterns belonging to the RBF class will be inside the RBF
width.

– Operator Null: in this case all the parameters of the RBF are maintained.

The operators are applied to the whole population of RBFs. The probabil-
ity for choosing an operator is determined by means of a Mandani-type fuzzy
rule based system [18] which represents expert knowledge about the operator
application in order to obtain a simple and accurate RBFN. The inputs of this
system are parameters ai, ei and oi used for defining the credit assignment of
the RBF φi. These inputs are considered as linguistic variables vai, vei and voi.
The outputs, premove, prm, pbm and pnull, represent the probability of applying
Remove, Random Mutation, Biased Mutation and Null operators, respectively.

Table 1 shows the rule base used to relate the described antecedents and
consequents. In the table each row represents one rule. For example, the inter-
pretation of the first rule is: If the contribution of an RBF is Low Then the
probability of applying the operator Remove is Medium-High, the probability
of applying the operator Random Mutation is Medium-High, the probability of
applying the operator Biased Mutation is Low and the probability of applying
the operator null is Low.

Introduction of new RBFs. In this step, the eliminated RBFs are substituted
by new RBFs. The new RBF is located in the centre of the area with maximum
error or in a randomly chosen pattern with a probability of 0.5 respectively.

The width of the new RBF will be set to the average of the RBFs in the
population plus half of the minimum distance to the nearest RBF. Its weights
are set to zero.

Replacement strategy. The replacement scheme determines which new RBFs
(obtained before the mutation) will be included in the new population. To do
so, the role of the mutated RBF in the net is compared with the original one
to determine the RBF with the best behaviour in order to include it in the
population.

4 Experimentation and Results

In this study our algorithm is applied to eight data-sets with two different degrees
of imbalance and compared with four different soft-computing methods [11],
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Table 2. Experimentation Results

CO2RBFN C4.5 Chi Ishibuchi05
IR data-set CO2RBFN E-Algorithm +SMOTE +SMOTE +SMOTE +SMOTE

3.19 Glass0123vs456 92.27 ± 3.27 82.09 ± 6.96 93.78 ± 3.28 90.13 ± 3.17 85.83 ± 3.04 88.56 ± 5.18
4.92 New-thyroid2 98.40 ± 3.72 88.57 ± 3.82 98.46 ± 2.22 96.51 ± 4.87 89.81 ± 10.77 94.21 ± 4.23
5.14 New-thyrid1 98.02 ± 3.05 88.52 ± 8.79 98.01 ±2.79 97.98 ± 3.79 87.44 ± 8.11 89.02 ± 13.52
5.46 Ecoli2 92.02 ± 3.40 70.35 ± 15.36 93.14 ± 4.50 91.60 ± 4.86 88.01 ± 5.45 87.00 ± 4.43

16.68 Abalone9vs18 75.70 ± 9.52 32.29 ± 20.61 75.34 ± 10.34 53.19 ± 8.25 63.93 ± 11.00 65.78 ± 9.23
23.10 Yeast2vs8 71.88 ± 14.13 72.83 ± 14.97 77.31 ± 12.23 78.23 ± 13.05 72.75 ± 14.99 72.83 ± 14.97
32.78 Yeast5 94.12 ± 4.40 88.17 ± 7.04 94.03 ± 4.58 92.04 ± 4.99 93.41 ± 5.35 94.94 ± 0.38

128.87 Abalone19 50.12 ± 21.81 0.00 ± 0.00 70.18 ± 11.77 15.58 ± 21.36 62.96 ± 8.27 66.09 ± 9.40

where SMOTE method has been used to pre-process the datasets. In order to
estimate the precision we use five fold cross validation approach.

Table 2, columns 3 and 5 show the GM measure obtained with CO2RBFN
applied to data-sets with and without SMOTE pre-processing respectively. In
column 4, the GM results for the E-algorithm [30] are described (which does
not use pre-processed data due to it does not need to change the original class
distribution). Columns 6, 7 and 8 describes the GM results for C4.5 [26], Chi [9]
and Ishibuchi [15] with the data-sets preprocessed by SMOTE. The analysis of
the results shows that when CO2RBFN is applied to the data-sets with an IR
lower than 20, there is no need for preprocessing since our algorithm outperforms
all the other considered data mining methods, i.e., E-algorithm, C4.5 + SMOTE,
Chi + SMOTE and Ishibuchi+SMOTE.

Regarding CO2RBFN in data-sets with the higher degree of imbalance, we
observe the necessity to preprocess the data, as the results are improved con-
sidering the application of SMOTE. Furthermore, CO2RBFN is the method
with the best GM results for five of the eight data-sets. For the other data-sets,
CO2RBFN + SMOTE is the second best choice.

In summary, CO2RBFN presents a good behavior with the imbalanced data-
sets, even when it is applied to data-sets without pre-processing method.

The good performance of CO2RBFN in classification imbalanced tasks, is due
to the definition proposed for the credit assignment of individuals. In this way
and in order to evaluate an individual only one of the three parameters takes into
account the accuracy of the RBF. The other ones are dedicated for distributing,
exploring and optimizing the RBFs in the dataset space definition.

5 Concluding Remarks

In this contribution, we analyze CO2RBFN, a hybrid evolutionary cooperative-
competitive algorithm for the RBFN design applied to the classification of im-
balanced data-sets with medium and high IR.

We study the effect of a preprocessing stage in the performance of CO2RBFN
by contrasting the results obtained using the original data-sets against the ones
obtained with the SMOTE algorithm. Furthermore, we include in our experi-
mental study some well-known data mining methods for comparison.
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CO2RBFN (without pre-processing) has a robust performance with imbal-
anced data-sets with IR less than 20, obtaining the best GM results. The per-
formance of CO2RBFN + SMOTE is suitable with a higher IR.

As future work, we will focus our studies in the framework of high imbalanced
data-sets, analysing the improvement of CO2RBFN considering a precision factor
in the credit assignment.
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Abstract. This work proposes the use of maximal variation analysis for
feature selection within least squares support vector machines for sur-
vival analysis. Instead of selecting a subset of variables with forward or
backward feature selection procedures, we modify the loss function in
such a way that the maximal variation for each covariate is minimized,
resulting in models which have sparse dependence on the features. Ex-
periments on artificial data illustrate the ability of the maximal variation
method to recover relevant variables from the given ones. A real life study
concentrates on a breast cancer dataset containing clinical variables. The
results indicate a better performance for the proposed method compared
to Cox regression with an L1 regularization scheme.

Keywords: failure time data, feature selection, ls-svm.

1 Introduction

Survival analysis studies the time until a certain event is observed. A typical
problem within these studies is the presence of censored data, or data for which
the exact failure time is not observed exactly. The most common censoring
scheme is right censoring. In this case the event time is known to be later than
the last time for which information is available. A second type of censoring is left
censoring, occurring in cases where it is known that the failure occurred before
a certain time. Another type of censoring is interval censoring, a combination
of left and right censoring. This type is often seen in clinical studies in which
patients are scheduled for regular check-ups.

An important goal within the analysis of survival data is the construction of
prognostic indices. A prognostic index is a scoring function indicating the risk of
each patient (in medical studies) or component (in electrical studies). The con-
struction of a prognostic index is associated with a financial cost and effort de-
pending on the number of covariates used within the index and the difficulty of
obtaining that covariate. By selecting the most relevant variables, this cost can be
� Research supported by GOA-AMBioRICS, CoE EF/05/006, FWO G.0407.02 and

G.0302.07, IWT, IUAP P6/04, eTUMOUR (FP6-2002-LIFESCIHEALTH 503094).
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reduced. Due to this fact and the increasing availability of high dimensional data,
as there are genomics and proteomics data [1], feature selection becomes more
and more an issue in current data analysis. Different feature selection procedures
have been proposed [2,3,4,5], and can be categorized as filter or wrapper methods
[6]. Filter methods select variables independent to the predictor, whereas wrapper
methods are methods for which the selection procedure is related to the predictor
performance. Most feature selection methods are based on forward selection or
backward elimination processes. Forward selection starts with the most relevant
feature and adds the best feature in each step. The subset of features is no longer
extended once the addition of an extra feature does not improve the performance.
In backward selection the search is started with the largest set of variables and
the least promising one is eliminated in each step. Disadvantages of these meth-
ods are the need to train the model for each subset of selected variables and their
large variability: small changes in the data can result in the selection of different
subsets of variables. An alternative approach to reveal the most relevant feature is
found in lasso [2], which shrinks some coefficients and sets others to 0. To obtain
zeros for certain coefficients the sum of the absolute values of the coefficients is
constrained to be less than a certain constant.

In this paper we select variables as proposed in [7,8] and investigate it for a
model in survival analysis. Instead of constraining the sum of the coefficients,
the maximal variation of each component is minimized. The reason for this is
that non-relevant variables will result in very small maximal variations, whereas
the variation for relevant variables will remain large. The goal of this paper is to
combine the above feature selection procedure with least squares support vector
machines (ls-svm) [9,10] designed for survival analysis [11], resulting in a convex
quadratical optimization (QP) problem.

This work is organized as follows. In Section 2 we summarize the principle
of survival ls-svm. Afterwards this model is adapted towards feature selection.
Section 3 describes results obtained on artificial and clinical datasets. Section 4
concludes this work.

2 Additive Survival Least Squares LS-SVM

In previous work we presented a Least Squares Support Vector Machine (ls-
svm) as a flexible, non-linear, kernel based model for survival analysis [11], which
builds further on the work presented in [12,13]. The model is built from the idea
that in practice one is interested in the ranking of samples according to their
risk on experiencing the event. The final goal is to create a model for which
the predicted risk u(x) correlates with the observed failure times t. To measure
the concordance between the estimated risk and the observed failure time, the
concordance index (c-index) [14] is used:

CI(u) =

nt∑
i=1

∑
j 
=i

Δ(xi, ti, δi; xj , tj , δj)I[(u(xj)− u(xi))(tj − ti) > 0]

nt∑
i=1

∑
j 
=i

Δ(xi, ti, δi; xj , tj , δj)

, (1)
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where nt is the number of test points, xi, ti and δi are the covariate vec-
tor, failure time and censoring indicator (1 for an observed event and zero for
right censored data) of sample i and I[z] = 1 if z > 0, and zero otherwise.
Δ(xi, ti, δi; xj , tj , δj) indicates whether the observations i and j are comparable
and depends on the censoring mechanism present in the data. Without censor-
ing Δ(xi, ti, δi; xj , tj , δj) equals 1. For right censoring Δ(xi, ti, δi; xj , tj , δj) equals
zero if ti < tj & δi = 1 or tj < ti & δj = 1, and zero otherwise.

2.1 Pairwise Kernel Machine

A possible approach for maximizing the c-index with regard to u(x) is as
follows [11]:

P1 min
w,ξij

1
2wT w + 1

2γ

n∑
i=1

n∑
j=1

Δijξ
2
ij

s.t. wT ϕ(xj)− wT ϕ(xi) = 1 + ξij , ∀ i, j = 1, . . . , n ,

(2)

where xi ∈ R
d represents the feature vector for the ith datapoint, w ∈ R

nϕ is
an unknown vector for the model u(x) = wT ϕ(x), with ϕ(·) : R

d → R
nϕ . n is

the number of datapoints, γ > 0 a regularization constant, ξij slack variables
allowing for incorrect rankings and Δij = Δ(xi, ti, δi; xj , tj, δj). Here it is as-
sumed that tj > ti for j > i and the 1 at the right hand side is used as a target
value. To visualize the effect of one covariate on the estimated risk, it can be
shown how risk changes when varying a single covariate while keeping the rest
constant. However, this only gives information on the effect of the covariate on
the ranking of the failure time and not on the failure time itself. To obtain the
latter information, an extra constraint is added and a componentwise kernel is
used [11]:

P2 min
w,ξ,b,χ

1
2

∑d
p=1 wT

p wp + 1
2γ

n∑
i=1

n∑
j=1

Δijξ
2
ij +

1
2
μ

n∑
j=1

χ2
j

s.t.

{∑d
p=1 wT

p ϕp(xj(p))−
∑d

p=1 wT
p ϕp(xi(p)) = 1 + ξij , ∀ i, j = 1, . . . , n

δjtj = δj(
∑d

p=1 wT
p ϕp(xj(p)) + b)− χj , ∀ j = 1, . . . , n ,

(3)
where xi(p) represents the pth covariate of the ith datapoint, d is the number of
covariates, wp ∈ Rnϕp represents the unknown vector of the pth covariate in the
model and ϕp(x(p))(·) : R → R

nϕp represents the feature map corresponding to
the pth covariate x(p). γ > 0 and μ > 0 are two regularization constants and ξij

and χj are slack variables allowing for incorrect rankings and regression errors,
respectively.

In [11] we proposed to use the above method to estimate functional forms of
covariates in a univariate setting and to combine these terms linearly in order to
obtain an interpretable utility function (Figure 1(a)). However, certain covariates
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Fig. 1. Illustration of the training phase. (a) In previous work we proposed to use
model P2 to estimate functional forms of covariates in a first layer and to combine these
estimated linearly in a second layer with model P1. (b) To select relevant features a
third layer is introduced, in which a new model (P3) is used for feature selection. The
training of the final prognostic index u(x) is then done only incorporating the selected
features.

used in this model, are possibly of little or no importance to the development of
an optimal utility function. The model is therefore adapted to incorporate the
selection of relevant variables, as illustrated in Figure 1(b).

2.2 Feature Selection

The approach proposed in [7] uses a componentwise model (as we do, see equa-
tion (3)) and additionally penalizes large variations for each component. This
results in variations which are very low for non-relevant variables and larger for
relevant variables. In the methodology followed in our previous work [11] we use
model P2 with a polynomial kernel K(x, z) = (ν + xT z)d, ν ≥ 0, in a compo-
nentwise way, to estimate the functional form for each covariate in a first step
(Figure 1). In a second step, model P1 with a linear kernel is used to create the
prognostic index as a linear combination of the estimated functional forms. This
work concentrates on the adaptation of this second layer, where we not only
want to produce a prognostic index, but we want to do so with a small subset
of covariates. Therefore the sum of the maximal variations of all components is
added to the loss function. Additional constraints indicate the restriction on the
componentwise maximal variations. The model formulation then becomes:

P3 min
w,ξ,m

1
2

∑d
p=1 wT

p wp + 1
2γ

n∑
i=1

n∑
j=1

Δijξ
2
ij + μ

d∑
p=1

mp

s.t.

{∑d
p=1 wT

p (ϕp(xj) − ϕp(xi)) = 1 + ξij , ∀ i, j = 1, . . . , n

−mp ≤ wT
p ϕp(xi(p)) ≤ mp, ∀ i = 1, . . . , n, ∀ p = 1, . . . , d ,

(4)
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where mp is the variation of the pth covariate. The prognostic index for a data-
point with covariates x is defined as u(x) =

∑d
p=1 wT

p ϕp(x(p)), where ϕp(x(p)) =
x(p) for a linear kernel.

This problem is a quadratic programming problem and can therefore be solved
efficiently. In our application, model P3 is used in a linear setting, since all
non-linear effects are estimated in the first layer of the model. However, the
formulation can be solved in the dual form for applications with other kernels.

3 Results

This section summarizes results on artificial and clinical datasets. The artifi-
cial data shows a clear difference in maximal variation for relevant versus non-
relevant variables. Applying this approach to a dataset with clinical features
[15] on breast cancer results in a better prognostic index then when using L1
regularization with Cox’ proportional hazard model [16]. Model selection was
performed using 10-fold cross-validation. The model selection criterion was the
concordance of new samples relative to the training samples, as defined in equa-
tion (1). The tuning parameters γ(P1), γ(P2), γ(P3), μ(P2) and μ(P3) where
found using 10-fold cross-validation combined with a grid search, where CIu was
used as model selection criterion.

3.1 Artificial Data

In a first example we generated 100 datasets, each containing 100 training points,
100 test points and 20 variables of which only 4 contributed to the survival time.
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Fig. 2. (a) Frequency of selection for each variable in an artificial example where
only the first 4 covariates contribute to the failure time (Weibull distributed). 100
models were trained with randomly chosen weights for the first 4 covariates. Variables
with a maximal variation larger than one fifth of the largest maximal variation were
selected. The relevant features are selected in most models, whereas the non-relevant
features are only sporadically selected. (b) Additional 10-fold cross-validation: features
selected in more than 8 folds were retained. On all 100 models, the relevant features
were significantly more often selected.
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Fig. 3. Feature selection with surlssvm. (a) Influence of μ on the maximal variation
for each component, for optimal γ. At the optimal value of μ (vertical line) hormonal
treatment and the number of positive lymph nodes are selected as relevant variables.
(b) Comparison of performances of Cox and surlssvm(P2-P1), CoxL1 and model
surlssvm maximal variation (P2-P3-P3). The models with all variables performs best.
The lssvm-based model with a subset of variables performs better than CoxL1.

All covariates were normally distributed and the survival time was Weibull dis-
tributed, depending on the covariates as

∑20
p=1 wpx(p) where wp was a randomly

chosen value for p = 1, . . . , 4 and 0 otherwise. Conditional independent censoring
is added as follows: the censoring time is distributed exponentially, dependent
on the first covariate. A point is considered to be censored in case the survival
time was higher than the censoring time.

When only considering model P3, Figure 2(a) shows the frequency at which
variables were selected for each of the 100 models. Features for which the max-
imal variation was larger than one fifth of the largest maximal variation were
selected for each model. We clearly see that the relevant features are selected for
nearly every model. The non-relevant variables are only sporadically selected.
Results are further improved after 10-fold cross-validation (Figure 2(b)).

3.2 Breast Cancer Dataset

This example illustrates the selection of a subset of clinical variables on the
German Breast Cancer Study Group data [15]1, containing information on 686
patients and 8 variables. Available variables are: hormone treatment, age, meno-
pausal status, tumor size, tumor grade, the number of positive lymph nodes,
the progesterone receptor (fmol) and the estrogen receptor (fmol). Two third
of the data were used for training, the rest for testing the models. 299 (43.6%)
patients had a breast cancer related event within the study time, leaving all
other patients with a right censored failure time.

We compare the selected variables and the performances of our model (P1-P3-
P3) (Figure 1(b)) with an L1 regularization scheme with Cox regression (CoxL1)
1 http://www.blackwellpublishers.com/rss/Volumes/A162p1.htm

http://www.blackwellpublishers.com/rss/Volumes/A162p1.htm
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and the Nottingham Prognostic Index (NPI), a linear prognostic model used in
clinical practice. Figure 3(a) illustrates how the variation of the parameter μ
influences the maximal variation for the different components. The vertical line
indicates the optimal value of this parameter. A clear difference in variation be-
tween the black and gray variables is noted at this point. According to our model
the number of positive lymph nodes and whether the patient received hormonal
treatment or not, are relevant features. When using CoxL1, the variables with
a non-zero coefficient are the number of positive lymph nodes, the progesterone
receptor and the grade of the tumor. The NPI on the other hand considers the
tumor size, grade and the number of positive lymph nodes as relevant variables.
All kernel-based models used a polynomial kernel to fit non-linearities. Figure
3(b) compares performance of different models: Cox (Cox) and a two layer model
(P2-P1) (Figure 1(a)) (surlssvm) using all covariates, CoxL1 and our presented
model (P2-P3-P1) (surlssvm maximal variation). The models with all variables
performs best. The lssvm-based model with a subset of variables performs better
than CoxL1.

4 Conclusions

In this work we presented a method to select relevant features in survival anal-
ysis within an ls-svm based model. Results on an artificial dataset show the
selection of relevant variables and the rejection of non-relevant variables. In the
clinical dataset used in this paper, the proposed method performs better than
Cox regression with L1 norm and the the NPI, which is used in clinical practice.
Both the NPI and Cox-L1 use three different variables, whereas our method
selected only two variables. Although further research is necessary, these prelim-
inary results are promising.
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Abstract. Shevade’s et al. Modification 2 is one of the most widely used
algorithms to build Support Vector Regression (SVR) models. It selects
as a size 2 working set the index pair giving the maximum KKT violation
and combines it with the updating heuristics of Smola and Schölkopf en-
forcing at each training iteration a αiα

∗
i = 0 condition. In this work we

shall present an alternative, much simpler procedure that selects the up-
dating indices as those giving a maximum gain in the SVR dual function.
While we do not try to enforce the αiα

∗
i = 0 condition, we show that it

will hold at each iteration provided it does so at the starting multipliers.
We will numerically show that the proposed procedure requires essen-
tially the same number of iterations than Modification 2 having thus the
same time performance while being much simpler to code.

1 Introduction

Given a sample {(Xi, ti) : 1 ≤ i ≤ N} and a tolerance ε, standard ε–insensitive
Support Vector Regression (SVR) [1,2] tries to adjust a linear model W ·X + b
so that |W · Xi + b − ti| ≤ ε and ‖W‖ is minimal. In other words, the problem
SVR tries to solve is

min
1
2
‖W‖2 s.t. −ε ≤ W ·Xi + b− ti ≤ ε.

However, in practical problems, the previous restrictions have to be relaxed intro-
ducing extra slack terms and become W ·Xi+b−ti ≥ −ε−ξi, W ·Xi+b−ti ≤ ε+ξ∗i ,
ξi, ξ

∗
j ≥ 0. The function to be minimized is now J(W, b, ξ, ξ∗) = ‖W‖2/2 +

C
∑

(ξi + ξ∗i ) where C is a properly chosen penalty factor. Obviously, minimiz-
ing J(W, b, ξ, ξ∗) is equivalent to minimizing

∑
i [ti −W ·Xi − b]ε + λ‖W‖2, for

λ = 1/2C and where [z]ε = max(0, |z|−ε). Thus, SVR can be seen as a modeling
problem where errors are measured in terms of the [·]ε function and a regular-
ization term λ‖W‖2 is added. In practice, however, the problem actually solved
is the simpler dual of the previous one, namely, to minimize
� With partial support of Spain’s TIN 2007–66862 and Cátedra UAM–IIC en Modelado

y Predicción. The first author is supported by the FPU–MEC grant AP2006–02285.
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f(α, α∗) =
1
2

∑
(αi − α∗

i )(αj − α∗
j )Xi ·Xj −

∑
(αi − α∗

i )ti +

ε
∑

(αi + α∗
i ) (1)

subject to 0 ≤ αi, α
∗
i ≤ C and

∑
αi =

∑
α∗

i . We point out that it is easy to
prove that the optimal αo

i , (α∗)o
i coefficients must verify αo

i (α
∗)o

i = 0.
SVR is a powerful modeling and prediction tool and good implementations are

available such as LibSVM [3] or Weka. On the other hand, the same usefulness
of SVR makes it often necessary to provide independent, stand–alone imple-
mentations because of functional specifications or intellectual property rights
considerations. This makes desirable the availability of simple, easy to program
algorithms. Since (1) is a quadratic programming (QP) problem, using a general
QP solver could be an option. However, their coding can be quite complicated
as they may involve expensive matrix computation techniques or require that
the quadratic matrix is stored in memory, something that may not be possible
in SVR, as the matrix dimension coincides with the sample size.

Among the algorithmic approaches to SVR giving a best performance is the
one proposed of Shevade et al. [4] that has a SMO–like character. It first selects
two updating indices l, u that most violate the Karush–Kuhn–Tucker (KKT)
conditions at the present multipliers α, leading to four possible multiplier pairs,
(αl, αu), (α∗

l , αu), (αl, α
∗
u), (α∗

l , α
∗
u). The final pair is chosen along the lines

proposed by Smola and Schölkopf in [1] that take into account the pair’s effect
in the dual function and ensure that αiα

∗
i = 0 also hold after the update.

Here we shall propose a very simple alternative to SVR training in which a two
multiplier working set is directly selected in such a way that it gives an approx-
imately maximum gain to the objective function. Moreover, while we do not ex-
plicitly try to enforce the extra constraints αiα

∗
i = 0, it turns out that they will

automaticallyholdprovided theydo so for the initialmultipliers. As a consequence,
our procedure essentially arrives at the same optimal multipliers than the one in
[4] and requires basically the same number of iterations and time performance. On
the other hand, it is much simpler and, therefore, easier to code.

The paper is organized as follows. In section 2 we shall briefly review Shevade’s
et al. approach, while in section 3 we will present our maximum gain algorithm.
We shall compare both procedures in section 4 and the paper will end with a
short discussion section.

2 Shevade et al. SVR Algorithm

We shall give a simplified description of the approach in [4]. As said before,
it combines the selection of two updating indices based on an analysis of the
KKT conditions for SVR and a second choice of the concrete multiplier pair to
be updated according to the heuristics suggested in [1] Starting with the index
selection, the following sets are considered first:
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Table 1. Boundaries for the new α
(∗)
u value, so that the SVR dual constraints still hold

after the update if α
(∗)
u ∈ [L, U ]

αl α∗
l

αu L = max(0, γ − C), H = min(C, γ) L = max(0, γ), H = min(C, C + γ)
α∗

u L = max(0, −γ), H = min(C, −γ + C) L = max(0, −γ − C), H = min(C, −γ)

I0a = {i : 0 < αi < C}, I0b = {i : 0 < α∗
i < C}, I0 = I0a ∪ I0b,

I1 = {i : αi = 0, α∗
i = 0},

I2 = {i : αi = 0, α∗
i = C}, I3 = {i : αi = C, α∗

i = 0}. (2)

Writing Fi = ti −W ·Xi, we define next

F̃i = Fi + ε if i ∈ I0b ∪ I2,

= Fi − ε if i ∈ I0a ∪ I1,

F̄i = Fi − ε if i ∈ I0a ∪ I3,

= Fi + ε if i ∈ I0b ∪ I1.

With this notation, a careful analysis of the KKT conditions for SVR implies [4]
that if they hold at a given (W, b), the following inequalities must also be true:

b ≥ F̃i ∀ i ∈ I0 ∪ I1 ∪ I2, b ≤ F̄i ∀ i ∈ I0 ∪ I1 ∪ I3.

Whether this holds can be very easily checked, for if we define

bup = min
{
F̄i : i ∈ I0 ∪ I1 ∪ I3

}
, blow = max

{
F̃i : i ∈ I0 ∪ I1 ∪ I2

}
, (3)

we should have blow ≤ bup if we are at an optimum. Conversely, if blow > bup

the optimum has not been reached yet. In this second case, the indices ilow, iup

used to compute blow and bup define a maximal KKT–violating pair and the so–
called Modification 2 in [4] suggests to use them as a first step in the updating
procedure. For convenience, we shall use the notations l, u instead of ilow, iup in
what follows.

Once these indices have been chosen, we have to decide which one of the four
possible combinations of the αl, αu, α∗

l , α
∗
u has to be updated. Since we also want

to enforce the αjα
∗
j = 0 restriction, we have to decide among the following four

cases:

1 : update αu, αl; set α∗
u = α∗

l = 0; 2 : update αu, α∗
l , set α∗

u = αl = 0;
3 : update α∗

u, αl, set αu = α∗
l = 0; 4 : update α∗

u, α∗
l , set αu = αl = 0.
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Algorithm 1. Shevade et al. SMO Modification 2 for SVR
1. initialize α ;

2. while (stopping condition == FALSE) do

3. find (blow, bup), u = iup and l = ilow using (3) ;

4. pick a valid case;

5. repeat

6. find the optimum value for α
(∗)
u ;

7. constrain the value found using the boundaries in table 1;

if α(∗) = 0, select adjacent case;

8. until optimum case found

9. update α
(∗)
u , α

(∗)
l with their computed values ;

10. set the two complementary coefficients to 0 ;

11. end while

To select the best pair, Smola and Schölkopf use the dual constraint
∑

αi =∑
α∗

i to write down explicitly the gains f(α′, (α∗)′) − f(α, α∗) that correspond
to each pair and the updates that lead to them, which are the following:

Case 1 : α′
u = αu + (ψu − ψl)/‖Zl,u‖2;

Case 2 : α′
u = αu + (ψu − ψl − 2ε)/‖Zl,u‖2;

Case 3 : (α∗)′u = α∗
u − (ψu − ψl + 2ε)/‖Zl,u‖2;

Case 4 : (α∗)′u = α∗
u − (ψu − ψl)/‖Zl,u‖2.

We write ψi = ti − W · Xi − b and Zi,j = Xi − Xj . Note that the b term
cancels out in the ψu − ψl differences and, hence, there is no need to compute
it. Once the desired α′

u or (α∗)′u has been computed, the new value for the
corresponding α′

l or (α∗)′u can be then obtained by observing that we must have
α′

u − (α∗)′u + α′
l − (α∗)′l = αu − α∗

u + αl − α∗
l ; we shall denote this common

quantity as γ.
We have to take care of the box constraints 0 ≤ α′

i, (α
∗)′i ≤ C, which may

result in having to clip some of the previous choices. It turns out that the new
α′

l, α
′
u, (α∗)′l, (α

∗)′u must lie between a high bound H and a low one L; table 1
gives these H , L values for the four updating cases. Finally, we explore the four
feasible cases settling in the pair giving a maximum gain overall. As usual in
SVM training, starting at some feasible multiplier vector, one iteratively selects
the working sets and performs the preceding steps to obtain the new multipliers.
Moreover, the procedure is easily kernelizable, as dot products are the only vector
operations.

While sensible and fast, the full procedure is slightly cumbersome. We show
next how to derive a much simpler alternative which, as we shall see, requires
essentially the same number of iterations.

3 Maximum Gain SVR

The dual formulation of SVR can be expressed in a more compact form if we
“double” the number of vectors X and targets t by defining Xi = Xi−N and
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ti = ti−N for i = N +1, . . . , 2N ; we shall slightly change our multiplier notation,
writing now αi, i = N +1, . . . , 2N for the α∗

i−N multipliers. We also introduce a
set of yi = ±1 labels, with yi = 1 for i = 1, . . . , N , yi = −1 for i = N +1, . . . , 2N
and write t̃i = ti − yiε. The dual function can be now written as

f(α) =
1
2

2N∑
1

αiαjyiyjXi ·Xj −
2N∑
1

αyyit̃i =
1
2
‖W‖2 −

2N∑
1

αiyi t̃i (4)

subject to 0 ≤ αi ≤ C and
∑

yiαi = 0 and where we write W =
∑

αiyiXi.
Assume now an W update of the form α′

L = αL+δL, α′
U = αU +δU , α′

i = αi for
other i. From

∑
yiα

′
i = 0 it follows that δLyL+δUyU = 0; that is, δU = −yUyLδL.

Therefore, if W ′ =
∑

α′
iyiXi, we have W ′ = W + δLyLXL + δUyUXU = W +

δLyL(XL −XU ) = W + δLyLZ, with Z = ZL,U = XL −XU . Writing δ = δL, we
have

f(α′) =
1
2
‖W ′‖2 −

2N∑
1

α′
iyit̃i

=
1
2
‖W‖2 + δLyLW · Z +

δ2

2
‖Z‖2 −

2N∑
1

αiyit̃i − yLδLt̃L − yUδU t̃U

= f(α) + δyLW · Z +
δ2

2
‖Z‖2 − yLδ(t̃L − t̃U ) = Φ(δ).

Now we have Φ′(δ) = yL(W · Z − (t̃L − t̃U )) + δ‖Z‖2 and solving Φ′(δ) = 0 we
arrive at an extreme δ given by

δ = −yL(W · (XL −XU )− (t̃L − t̃U ))
‖Z‖2 = yL

Δ

‖Z‖2 = yLλ, (5)

where we write Δ = W · XU − t̃U − (W · XL − t̃L) and λ = Δ
‖Z‖2 . The gain

f(α′)− f(α) achieved by this δ value is then

f(α′)− f(α) = − (yLΔ)2

‖Z‖2 = − Δ2

‖Z‖2 ,

which in principle can be approximately minimized not paying attention to the
‖Z‖2 denominator and choosing

U = arg maxi{W ·Xi − t̃i}; L = arg mini{W ·Xi − t̃i}.

Notice then that we have Δ ≥ 0 and also λ ≥ 0. On the other hand, we must
met the restrictions 0 ≤ α′

i ≤ C. They are automatic for i �= L, U . Since α′
L =

αL + δL = αL + yLλ, we must have αL < C if yL = 1 and αL > 0 if yL = −1.
Similarly, since α′

U = αU + δU = αU − yUλ, we must have αU < C if yU = −1
and αU > 0 if yU = 1. Thus, we must refine our previous L, U choices to

L = arg mini{W ·Xi − t̃i : (yi = 1, αi < C) ∨ (yi = −1, αi > 0)}.
U = arg maxi{W ·Xi − t̃i : (yi = 1, αi > 0) ∨ (yi = −1, αi < C)}. (6)
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Algorithm 2. Maximum Gain Algorithm
1. initialize α ;

2. while (stopping condition == FALSE) do

3. select L, U by (6) ;

4. compute δ∗ by (5) and clip it as in (9) ;

5. set αL+ = yLδ∗, αU− = yLδ∗ ;

6. update di = W · Xi using (10) ;

7. end while

Reverting to the notation in section 2, we show next that if αiα
∗
i = 0, then

α′
i(α

∗)′i = 0 for 1 ≤ i ≤ N . We will consider the following index sets L+ = {i :
αi < C}, L− = {i : α∗

i > 0}, U+ = {i : αi > 0}, U− = {i : α∗
i < C}. Then, the

L, U choices in (6 ) can be written as

L = arg mini{W ·Xi − ti + ε : i ∈ L+} ∪ {W ·Xi − ti − ε : i ∈ L−}, (7)
U = arg maxi{W ·Xi − ti + ε : i ∈ U+} ∪ {W ·Xi − ti − ε : i ∈ U−}. (8)

By our assumption, α∗
i > 0 implies αi = 0 and also αi > 0 implies α∗

i = 0.
Thus, if L is taken from L− we will automatically have α′

L = αL = 0. Similarly,
if U is taken from U+ we will have (α∗)′U = α∗

U = 0. On the other hand, since
W ·Xi− ti + ε > W ·Xi− ti− ε, the only option to choose L from the L+ subset
is that α∗

L = 0. Similarly, the only option to choose U from the U− subset is
that αU = 0. Therefore, if these other subsets provide the choices of L and U ,
we will also have either (α∗)′L = α∗

L = 0 or α′
U = αU = 0 automatically. As a

consequence, in all cases, the constraints α′
i(α

∗)′i = 0 will also hold for the new
α′. Finally, to keep the box constraints, we must restrict the λ choices as follows

if yL = 1 : λ∗ = min{λ, C − αL}; if yL = −1 : λ∗ = min{λ, αL};
if yU = 1 : λ∗ = min{λ, αU}; if yU = −1 : λ∗ = min{λ, C − αU}. (9)

We shall call this procedure the Maximum Gain (MG) algorithm. Since its only
vector operations are dot products, it can be easily applied in a kernel setting.
To speed up the L, U choices we may cache the values di = W ·Xi. Clearly

d′i = W ·Xi + λ∗yL(XL −XU ) ·Xi = di + λ∗yL(XL ·Xi −XU ·Xi), (10)

and it is clear that MG will require 2N kernel operations per iteration, as it is
also the case of Shevade’s et al. method.

4 Numerical Experiments

To assess the performance of our proposed Maximum Gain algorithm we have
benchmarked its fitting ability (measured in mean squared error, mse) and num-
ber of training iterations over six regression datasets. We have also run Shevade’s
et al. Modification 2 in the same scenarios for comparison purposes. All the
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Table 2. Total number of patterns N , training set sizes n and input dimensions d of
the studied datasets

Name abalone bodyfat housing mg mpg space

N 2846 252 506 1385 297 3107
n 1000 100 200 600 200 1000
d 8 14 13 6 7 6

Table 3. Averages and standard deviations MSE values for both models and number
of iterations (in thousands) for Modification 2 and MG procedures

Dataset MSE # Iters. Modif. 2 # Iters. Max. Gain

abalone 0.404 ± 0.034 27.84 ± 9.03 27.87 ± 9.07
bodyfat 0.068 ± 0.024 7.27 ± 1.17 7.27 ± 1.18
housing 0.190 ± 0.047 11.43 ± 3.00 11.43 ± 3.00
mg 0.341 ± 0.023 11.33 ± 3.46 11.33 ± 3.45
mpg 0.116 ± 0.028 10.00 ± 3.67 10.01 ± 3.68
space 0.365 ± 0.045 22.49 ± 10.03 22.51 ± 10.00

datasets used were obtained from the LIBSVM online repository [5], and their
characteristics are presented in table 2. Note that missing values are present in
some of the patterns of several datasets: those patterns were discarded from our
experiments. For each of the six datasets we have randomly generated 100 in-
dependent train–test splits of the complete sample to test the models obtained.
The size of the training subsets are also given in table 2.

In all these cases we have used the Gaussian kernel K(x, x′) = exp ‖x−x′‖2

2σ2

with 2σ2 = 50, penalty parameter C = 10 and insensibility parameter ε = 0.025.
As very often done in SVM settings, we will stop both algorithms when Δ =
W ·XU− t̃U−(W ·XL− t̃L) < τ for some tolerance value τ ; we shall use τ = 10−5

in all our experiments. Table 3 shows for each dataset the average and standard
deviation of the MSE values (column 2), the number of iterations (in thousands)
of Modification 2 (column 3) and that of our MG algorithm (column 4). It is
readily seen that both algorithms behave in a similar fashion. The mse errors are
exactly the same on all datasets up to the fifth significant digit, and the number
of iterations (and, hence, kernel operations) are also similar; in fact, a Wilcoxon
rank test shows no significant difference at the 10% level.

5 Discussion

Shevade’s et al. Modification 2 is one of the fastest first order procedures for
SVR. While conceptually simple, the explicit enforcing of the αiα

∗
i = 0 constraint

results in having to consider separately four possible multiplier choices and to
settle in a single one. This makes the algorithm slightly cumbersome. Here we
have proposed the alternative Maximum Gain procedure, where the updating
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multipliers are directly selected as those giving an approximately maximum gain
to the SVR dual function. The procedure is simpler than Modification 2 as it
does not have to consider several subproblems for the working set selection.
Moreover, while it does not try to explicitly enforce the αiα

∗
i = 0 constraints, it

turns our that MG ensures it holds in all iterations provided it does so for the
initial multipliers.

As we have numerically illustrated, the MG algorithm essentially requires the
same number of iterations and, hence, kernel operations than Modification 2. It
thus provides an algorithm easier to understand and program than Modification
2, one of the state of the art SVR procedures. Finally, if done along the lines of,
for instance, [6], the MG algorithm allows naturally the consideration of possible
second order gains. We are currently studying these and other related questions.
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Abstract. In this work we want to analyse the behaviour of two classic
Artificial Neural Network models respect to a data complexity measures.
In particular, we consider a Radial Basis Function Network and a Multi-
Layer Perceptron. We examine the metrics of data complexity known as
Measures of Separability of Classes over a wide range of data sets built
from real data, and try to extract behaviour patterns from the results. We
obtain rules that describe both good or bad behaviours of the Artificial
Neural Networks mentioned.

With the obtained rules, we try to predict the behaviour of the meth-
ods from the data set complexity metrics prior to its application, and
therefore establish their domains of competence.

Keywords: Artificial Neural Networks, Classification, Data complexity,
Multilayer Perceptron, Radial Basis Function Networks.

1 Introduction

The use of Artificial Neural Networks (ANNs) is very common nowadays, and
they have been applied in several tasks and fields. Due their excellent adjusting
capabilities, they have been successfully applied in the Data Mining ambit and
many others [15], becoming a referent. Particularly, there exist recent contribu-
tion in the field for all the considered models in this work [6,14].

The prediction capabilities of classifiers are strongly dependent on the prob-
lem’s characteristics. Recently has arisen an emergent field that uses a set of
complexity measures applied to the problem to describe its difficulty. These
measures quantify particular aspects of the problem which are considered com-
plicated to the classification task [9]. Studies of data complexity metrics applied
to particular classifications algorithms can be found in [2,3,10,16].

We are interested in analysing the relationship between ANNs and the data
complexity measures based on the separability of classes. We consider two models
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of ANNs, Radial Basis Function Networks (RBFN) and Multi-Layer Preceptron
(MLP).

To perform this study, we have created several binary classification data sets
from real world problems, 438 ones, and computed the value of 2 metrics pro-
posed by Ho and Basu [9]. We have analysed the intervals of the separability of
classes values related to the created data sets, in which ANN methods performs
well or bad, and then formulated a rule for such intervals. The rules try to de-
scribe the ranges where some information and conclusions about the behaviour
of ANN methods can be stated.

This contribution is organised as follows. In Section 2 we describe the ANNs
we have used. In Section 3 the considered complexity measures are described.
Next, in Section 4 we include the experimental setup, the obtained results and
the rules extracted, along their analysis. Finally, in Section 5 some concluding
remarks are pointed out.

2 Preliminaries: Artificial Neural Networks

In this section, we will briefly describe the algorithms used. We have used the
following models of ANNs:

– Multi-Layer Perceptron (MLP) with Backpropagation[12]: Classical model of
a Multi-Layer Perceptron, with its weights adjusted with backpropagation.
This class of networks consists of multiple layers of neurons, interconnected
in a feed-forward way. Each neuron in one layer has directed connections to
the neurons of the subsequent layer. The units of these networks apply a
sigmoid function as an activation function. The parameters are:

• Hidden Layers: 1 hidden layer.
• Number of Neurons: 10 neurons.

– Radial Basis Function Network (RBFN)[5]: A RBF is a function which has
built into a distance criterion with respect to a center. RBF networks have
2 layers of processing: In the first, input is mapped onto each RBF in the
’hidden’ layer. RBF networks have the advantage of not suffering from local
minima in the same way as multi-layer perceptrons. The parameters are:

• Number of Neurons: 50 neurons.

3 Data Complexity Measures Based on the Separability
of Classes

In this section we describe the two metrics we have used in this contribution,
with their correspondent acronym.

For our study, we will examine two measures of separability of classes from
[9] which offer information for the ANN methods. They are described next.

– N1: fraction of points on class boundary. This method constructs a class-
blind minimum spanning tree over the entire data set, and counts the number
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of points incident to an edge going across the two classes. The fraction of
such points over all points in the data set is used as a measure. For two
heavily interleaved classes, a majority of points are located next to the class
boundary. However, the same can be true for a sparsely sampled linearly
separable problem with margins narrower than the distances between points
of the same class.

– N3: error rate of 1-NN classifier. This is simply the error rate of a nearest-
neighbour classifier measured with the training set. The error rate is es-
timated by the leave-one-out method. The measure denotes how close the
examples of different classes are. Low values of this metric indicate that there
is a large gap in the class boundary.

4 Experimental Study: Analysis of the ANNs with Data
Complexity Measures

In this Section we analyse the obtained results for the ANN methods. First,
in Subsection 4.1 we present the experimental framework, with the data sets
generation method, and the global average accuracy of the ANN methods. Next
we determine several rules based on ANNs behaviour in Subsection 4.2. Finally
we analyse the collective evaluation of the set of rules in Subsection 4.3.

4.1 Experimental Framework: Data Sets Generation

We evaluate the ANN methods on a set of 438 binary classification problems.
These problems are generated from pairwise combinations of the classes of 21
problems from the University of California, Irvine (UCI) repository [1]. These
are iris, wine, new-thyroid, solar-flare, led7digit, zoo, yeast, tae, balanced, car,
contraceptive, ecoli, hayes-roth, shuttle, australian, pima, monks, bupa, glass,
haberman and vehicle.

In order to do that, we construct several new data sets with the combination
of the examples from two different classes. This will result in a new data set with
only 2 classes and with the original examples which had two such classes as output.
We perform this process for every possible pairwise combination of classes. If an
obtained data set with this procedure proves to be linearly-separable, we discard
it. The complexity measure L1 from [9] indicates if a problem is linearly-separable.

This method for generating binary data sets is limited by the proper combina-
torics, and we can only obtain over 200 new data sets with the original 20 data
sets with this first approach. In order to obtain more data sets, we group the
classes two by two, that is, we create a new binary data set, and each of its two
classes are the combination of two original classes each. For this second approach
we have used ecoli, glass and flare data sets, since they have a high number of
class labels. Again, those data sets with a L1 value of zero are discarded.

In order to measure the ANNs performance, we have applied a 10 fold-cross
validation scheme. In Table 1 we have summarized the global average Training
and Test accuracy and standard deviation obtained by the ANN methods.
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Table 1. Global Average Training and Test Accuracy for RBFN and MLP

Global % Accuracy Training Global % Accuracy Test
RBFN 93.12% ± 7.99 90.65% ± 10.42
MLP 95.98% ± 5.25 88.39% ± 10.41

4.2 Determination of Rules Based on the ANNs Behaviour

In the following we present the results of the runs over the 438 data sets sum-
marized in Figures 1 to 4.

For each complexity measure, the data sets are sorted by the ascending value
of the corresponding complexity measure, and put altogether in a Figure. In the
X axis we represent the data sets, not the complexity measure value, and the
Y axis depicts the accuracy obtained both in training and test. The reason to
do so is to give each data set the same space in the graphic representation. For
those measures where we can find different ad-hoc intervals which present good
or bad behaviour of the ANNs, we use a vertical line to delimit the interval of
the region of interest.
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Fig. 1. RBFN accuracy in Training/Test
sorted by N1
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Fig. 2. RBFN accuracy in Training/Test
sorted by N3
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Fig. 3. MLP accuracy in Training/Test
sorted by N1
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Fig. 4. MLP accuracy in Training/Test
sorted by N3
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Table 2. Significant intervals

Interval ANNs Behaviour
N1 < 0.08 good behaviour

N3 < 0.029 good behaviour

N1 > 0.25 bad behaviour

N3 > 0.108 bad behaviour

– We understand for good behaviour an average high test accuracy in the in-
terval, as well as the absence of over-fitting.

– By bad behaviour we refer to the presence of over-fitting and/or average low
test accuracy in the interval.

In Table 2 we have summarized the intervals found ad-hoc from Figures 1 to 4.
From these ad-hoc intervals we construct several rules that model the perfor-

mance of the ANNs we have used. In Table 3 we have summarized the rules derived
from Table 2. Given a particular data set X , we get the complexity measure of X
with the notation CM [X ]. Table 3 is organised with the following columns.

– The first column corresponds to the identifier of the rule for further
references.

– The “Rule‘” column presents the rule itself.
– The third column “Support” presents the percentage of data sets which

verifies the antecedent of the rule.
– The column “Neural Network“ identifies the ANN to which this row refers to.
– The column “% Training” shows the average accuracy in training of all the

examples which are covered by the rule.
– The column “Training Diff.” contains the difference between the training

accuracy of the rule and the training accuracy across all 438 data sets.
– The column “% Test” shows the average accuracy in test of all the examples

which are covered by the rule.
– The column “Test Diff.” contains the difference between the test accuracy

of the rule and the test accuracy across all 438 data sets.

The positive rules (denoted with a “+” symbol in their identifier) always show
a positive difference with the global average, both in training and test accuracy.
The negative ones (with a “-” symbol in their identifier) verify the opposite case.
The support of the rules shows us that we can characterize a wide range of data
sets and obtain significant differences in accuracy.

From this set of rules we can state that a low N1 value results in a good
behaviour of the ANN methods. A low N3 value obtains the same good results.
In the other hand, a high value in the N1 metric produces a bad behaviour of
the ANNs considered in our analysis. A high N3 value will also produce a bad
behaviour of both ANN methods.

Although we have obtained some interesting rules, we can extend our study
by considering the combination of these complexity metrics in order to obtain
more precise and descriptive rules.
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Table 3. Rules with one metric obtained from the intervals

Id. Rule Support Neural %Training Training % Test Test
Network Diff. Diff.

R1+ If N1[X] < 0.08 29.22% RBFN 98.03% 4.91% 97.20% 6.55%
then good behaviour MLP 97.67% 1.69% 95.95% 7.56%

R2+ If N3[X] < 0.029 26.71% RBFN 98.18% 5.06% 97.28% 6.63%
then good behaviour MLP 97.31% 1.33% 96.02% 7.63%

R1- If N1[X] > 0.25 24.43% RBFN 83.64% -9.48% 78.22% -12.43%
then bad behaviour MLP 93.68% -2.30% 76.74% -11.65%

R2- If N3[X] > 0.108 31.51% RBFN 85.33% -7.79% 80.64% -10.01%
then bad behaviour MLP 93.80% -2.18% 78.47% -9.92%

Table 4. Disjunction Rules from all simple rules

Id. Rule Support Neural %Training Training % Test Test
Network Diff. Diff.

PRD If R1+ or R2+ 32.65% RBFN 98.16% 5.04% 97.11% 6.46%
then good behaviour MLP 97.17% 1.19% 95.52% 7.13%

NRD If R1- or R2- 31.96% RBFN 85.50% -7.62% 80.81% -9.84%
then bad behaviour MLP 93.86% -2.12% 78.57% -9.82%

uncov- If not PRD and not NRD 35.39% RBFN 95.35% 2.23% 93.59% 2.94%
ered then good behaviour MLP 96.80% 0.82% 90.70% 2.31%

4.3 Collective Evaluation of the Set of Rules

The objective of this section is to analyse the good and bad rules jointly. Thus we
can arrive at a more general description and with wider support of the behaviour
of the ANNs. We perform the disjunctive combination of all the positive rules
to obtain a single rule, and all the negative ones. The new disjunctive rule will
be activated if any of the component rules’ antecedents are verified.

In Table 4 we summarize both disjunctions, and a third rule representing
those data sets which are not charaterised by either disjunction rules.

From the collective rules we can observe that the support has been increased
from the single rules both for the Positive Rule Disjunction (PRD) and Negative
Rule Disjunction (NRD). In the other hand, the Test and Training Accuracy
Differences are similar to the single rules from Table 3. Since there are no data
sets in PRD and NRD simultaneously, we can consider three blocks of data sets
with their respective support, as depicted in Figures 5 and 6(with no particular
data set order within each block):

– The first block (the left-side one) represents the data sets covered by the
PRD rule. They are the data sets recognized as being those in which the
ANNs have good accuracy.

– The second block (the middle one) plots the data sets for the rule NRD,
which are bad data sets for the ANNs methods considered.
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– The third and last block (the right-side one) contains the unclassified data
sets by the previous two rules.

We can see that almost the 65% of the analysed data sets are covered by these
two rules, and hence the good behaviour and bad behaviour consequents represent
well the accuracy of ANN methods.

5 Concluding Remarks

We have performed a study over a set of binary data sets with two ANN methods.
We have computed two data complexity measures of separability of classes for
the data sets in order to obtain intervals of such metrics in which the method’s
performance is significantly good or bad. We have constructed descriptive rules,
and studied the interaction between the intervals and the proper rules.

We have obtained two rules which are simple and precise to describe both good
and bad performance of the ANNs considered in this work. Furthermore, we present
the possibility of determining which data sets RBFN and MLP would perform well
or badly prior to their execution, using the Data Complexity measures.
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We must point out that this is a particular study for two specific methods.
On the other hand, this work presents a new challenge that could be extended
to other ANNs models, to analyse their domains of competence, and to develop
new measures which could give more information on the behaviours of ANNs for
pattern recognition.
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Abstract. This paper presents a method to estimate the reliability of
the output of a (possibly neuro-fuzzy) model by means of an additional
neural network. The proposed technique is most effective when the reli-
ability of the model significantly varies in different areas of input space,
as it often happens in many real-world problems, allowing the user to
predict how reliable is a given model for each specific situation. Alterna-
tively, the proposed technique can be used to analyze particular anoma-
lies of input data set such as the outliers.

Keywords: Data reliability, Industrial databases.

1 Introduction

Neural Networks and Fuzzy Systems are known to be “good approximators” of
any given problem. Unfortunately, the concept of “good’ is necessarily rather
vague as in many cases an error of, say, 1% is negligible, while in other applica-
tions the same error might be tremendously high.

A commonly used estimate of “goodness’ is represented by a number of global
error functions like, for instance, the Root Mean Square Error (RMS) [1]. These
error functions are global in the sense that they give an average or integral
estimate of the error of the neuro-fuzzy (NF) model with respect to the ideal
problem.

In many cases, the amount of approximation error is approximately constant
and independent of the actual input data, therefore the RMS is a good indication
of how reliable is the NF approximation of the given problem in any point of the
universe of discourse.

Yet there is a large amount of problems where either the problem or the NF
system have some criticality concentrated in limited areas of the universe of
discourse. A few examples are:

– strongly non-linear systems, where certain input conditions trigger unsta-
ble, noisy or chaotic conditions such that the output becomes either unpre-
dictable or affected by a strong approximation error;
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c© Springer-Verlag Berlin Heidelberg 2009
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– clusters of data points which are partially overlapped, therefore similar points
should in theory produce very different outputs, which is not possible with
most NF systems;

– data sets with many outliers, that is, data points which have erroneously
been classified and thus produce unpredictable results;

– complex systems which are approximated by NF systems with an insufficient
number of neurons, therefore they cannot learn all the features of the prob-
lem. The NF system tends to be attracted by a subset of features (which are
properly trained) at the expense of other features (associated with different
areas of universe of discourse) which are neglected;

– classifiers trained from a data set with many more negative than positive
cases (or the other way around), in which the NF system tends to learn
nearly only the negative cases (which are usually less relevant) and to have a
large error on the rare positive cases (which are usually the most important
ones).

– problems with one-to-many (therefore, non bijective) input/output charac-
teristic.

In all these cases, the global indication given by the RMS error is meaningless
as it states that a given NF system is, in the average, very good but gives no
indication whether, for instance, the error is concentrated all around the few
relevant and most critical conditions, situation which completely impairs the
validity and reliability of the NF system.

2 The Problem of Evaluating Reliability

Evaluating reliability of a NF system is surely not a trivial problem. This situ-
ation is made even worse by the lack of appropriate and general definitions of
reliability.

The solution we propose is to define reliability by means of a measure of
approximation error which is not global (as RMS error) but local, that is, a
function σ(x) which measures the standard deviation of the NF approximation
error for each point x in the input space.

From this measure the user can infer how reliable is the NF system for each
input condition and, consequently, infer where are the criticalities of either the
problem or the data set(s) and take actions accordingly. For instance, if the error
is concentrated in a specific area of the universe of discourse, the user can analyze
the possible causes of that and, maybe, identify possible outliers (in data set) or
instability (of the problem), or other particular situations.

3 Self-estimation of Reliability through Neural Networks

When applying any kind of model (both neural networks and other kind of
mathematical or statistical models) to a function approximation problem, it is
of utmost importance to evaluate if and how much such model is reliable, i.e. how
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much one can trust in the prediction the model provides. In the case of neural
networks, the goodness and robustness of the prediction is strictly related to
the “quality” of the data that have been used for the training: if such data
are strongly affected by noise and other kind of errors, obviously the model
performance will be poor. Frequently in real-world applications the data quality
is a function of the same input variables that are fed to the model itself. For
instance the sensitivity of a sensor that measures one of the input variables can
vary with the measured quantity; moreover it is well known that the quantization
error affects measurements of low values more than those of great values. Other
problems may be more “difficult” in certain input conditions.

The proposed approach exploits an additional neural network to estimate the
reliability of the prediction provided by a neural network–based model and of
any kind of model whose parameters are tuned by exploiting a database. The
basic idea of this method is illustrated by the block diagram reported in Fig.1.

3.1 Absolute Model Errors and Variance

The rationale behind the proposed idea is to have a user-defined model of the
system (possibly a NF system, yet it can be any other system), which approxi-
mates/predicts a given function ti(xi) by providing an estimate yi as a function
of an input vector xi. For all those points xi in which the model achieves a small
error, the absolute error δi = (yi − ti)2 is small, while for those other points in
which the model output is unreliable (for any of the reasons explained earlier),
the absolute error δi = (yi − ti)2 becomes, in the average, large. The average
(mathematical expectation)

σ2(A) = E (δi) ∀xi ∈ A

represents the statistical variance of NF approximation error for any given region
A of the input space.

If we use an additional NF network to approximate σ2(x) and we train it with
the values δi(x) and, if the size of this additional network is not too large, this
additional network will provide a “smooth” approximation of δi(x), where the
“smoothing” implies that the network will average the values δi for each region
of input space, therefore providing mathematical expectation σ2 = E (δi).

In practice, the model produces an output vector y(x), which is a function
of the input x: any supervised training algorithm exploits a training data set
composed of N pairs (xi,yi) with i = 1 . . .N to make the output y(xi) of the
model as “similar” as possible to ti ∀i. Different “similarity” criteria can be
adopted (for instance, mean square error or normalized square root mean square
error [2] ).

Once the model is trained, for each input pattern in the training set, the
absolute error δi = (y(xi) − ti)2 can be measured. A new training database
is therefore built, which is composed by the pairs (xi, δi) with i = 1 . . .N . A
second feedforward neural networks (which is indicated in Fig. 1 as standard
deviation predictor) is trained by exploiting this latter database, whose aim is
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Fig. 1. Block diagram depicting the proposed approach to reliability estimate

to predict the function σ2(x), which is a measure of the model reliability as a
function of the same input variables which are fed into the model. At the end,
the whole system composed by the model and the reliability predictor is able to
provide not only an estimate of the output vector y but also an indication of
the reliability of such estimate. On the other hand, such reliability can depend
on the kind of model that has been adopted (whose accuracy can be different
in different areas of the input spaces, but also on the accuracy of the data that
were used for training the model.

3.2 Identifying Potential Outliers

A side effect of the proposed technique is to identify potential outliers, by “flag-
ging” all those patterns whose absolute error is larger than a multiple of the
variance (as in the Grubbs test [3]):

O =
{
xi

∣∣δi > kσ2(xi)
}

where O is the set of potential outliers, while k > 1 is an appropriate parameter
defined according to the application. The smaller, the more pattern are flagged
as potential outliers.

4 Numerical Results

The above approach has been tested on two cases study: the first one, that is
described in Sec. 4.1, has been created through simulation and concerns the ap-
proximation of a monodimensional function f(x) of a scalar variable x by means
of a neural network, while the second example is extracted from an industrial
application, where a particular property of metal sheet must be predicted from
a set of input variables related to the metal chemical composition as well as to
the basic parameters of the manufacturing process.
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Fig. 2. a) Training data set that was used for the optimization of RBF network–based.
b) Comparison between the function in eq. (2), the output of the trained RBF network–
based model and the points in the validation data set.

4.1 A Theoretical Case Study

A synthetic database has been created, composed by couples (ti, yi) ∈ �2 where
the ti ∈ [−6, 6] while the output value is obtained according to the following
formula:

ti = f(xi) + νi + μi (1)

where
f(x) = 2e−(x+1)2 + sin(x) (2)

νi is a uniform random variable lying in the range [−a, a] , while μi is a uniform
random variable whose range [μmin(x), μmax(x)] is a function of x. Figure 2.a
depicts an example of training data set composed by about 350 points, that has
been obtained with a = 0.2 and the following assumptions are made:

μmin(x) =

⎧⎨
⎩
−0.5 for −3 < x < 1
−0.7 for 4 ≤ x ≤ 6
0 otherwise

μmax(x) =

⎧⎨
⎩

1.5 for −3 < x < 1
0.3 for 4 ≤ x ≤ 6
0 otherwise

(3)

A validation data set composed by 120 points is also built under the same
hypotheses, to test the trained model performance. The model adopted for the
function approximation task is a Radial Basis Function (RBF) network [4] with
10 hidden neurons all characterized by a spreading factor equal to 0.1. Figure
2.b depicts the performance of the trained model, by comparing the theoretical
function to approximate, that is given by eq.(2), the output provided by the
trained RBF network and the validation data set.

Once the RBF network was trained, the training and validation data sets to
be used in the design of the standard deviation predictor are built. Figure 3.a
depicts an example of such training data set that was built by exploiting the data
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Fig. 3. a) Example of training data set for the standard deviation predictor (δi).
b) Absolute errors (δi; circles), estimated variance (σ2(x); continuous line), potential
outliers (crosses) for the validation set.

set depicted in Fig. 2.a and above-described trained RBF network–based model:
i.e. the depicted samples are obtained as the absolute value of the difference
between model prediction and actual data for each sample point of the training
dataset reported in Fig. 2.a. The standard deviation predictor is realized with a
standard Multi-Layer Perceptron (MLP) [5] with sigmoidal activation functions
characterizing the hidden neurons and one linear output neuron. The dimension
of such MLP has been heuristically determined. Figure 3.b illustrates the output
of the best performing standard deviation predictor (which is characterized by 6
neurons in the hidden layer and was trained through the Levenberg-Marquardt
method [6]), by comparing it with the points of the validation data set. Potential
outliers are also identified with the method proposed above, by having k = 3;
these are identified as crosses in Fig. 3.b.

4.2 A Practical Case Study

The aim of this work, is the prediction of the so-called end–point of an OBM
(from the German Oxygen Bodenblasen Maxhuette ) converter in steel making
industry by exploiting the estimates of the Oxygen content and of the temper-
ature in order to predict the final Carbon content. These three variables are
usually linked by the following approximate mathematical equation:

Log
Pc

[C]n[O]
=
A

T
+B (4)

where [C] and [O] are, respectively, the Carbon and Oxygen content expressed in
wt%, T is the temperature expressed in ◦K, while Pc is a constant pressure value
in the range [1, 1.5] atm, A, and B are constants whose values are, respectively,
A = 1895◦ K and B = 1.6. As far as the n value is concerned, it is commonly
assumed equal to unity, but some literature results provide n � 0.5 for [C] <
0.08% and n � 1 otherwise.
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Fig. 4. a) Comparison between the validation data and the estimates provided by the
NN-based model and the mathematical model of eq.(4). Samples are ordered for an
increasing content of C; abscissa is sample index. b) Standard deviation prediction as
a function of the two input variables (O and T).

Eq. (4) can easily be inverted in order to predict [C] from [O] and T , but
the prediction obtained with the nominal values of the constant parameters is
affected by a considerable error with respect to the [C] measurements contained
in a dataset that has been provided by the steel manufacturer for the particular
steel grades that are produced in the considered plant. On the other hand, a
reliable prediction of the final Carbon content at the end of the refining process
is very important, as it allows to evaluate the process parameters (such as the
amount of inflated oxygen and the duration of the refining process) in order to
achieve some desired results by optimizing the time and cost of the production
process itself. A neural network has been successfully applied to this problem
[7]: an industrial database of about 200 data was exploited to train a two-layer
MLP with 3 neurons in the hidden layer, a quite simple model which however
was sufficient in order to reduce the prediction error of 66 % with respect to the
prediction obtained through eq.(4), as it is shown also in Fig.4.a.

The above described approach for reliability estimate was applied by exploit-
ing a two–layers MLP for standard deviation prediction: the dimension of such
predictor was chosen through experiments, which showed that the best perfor-
mance were obtained with 3 neurons in the hidden layer. The standard deviation
strongly depends on the two input variables, as depicted in Fig. 4.b.

The proposed technique thus showed its capability of pointing out important
features of the model (and of the associated training database) which, at least in
the proposed example, could also be found with a targeted statistical analysis,
but the proposed approach is indeed very simple and can be performed in an easy
and automatic way, without the need for specific measurements and analyses, as
a “by-product” of the model design phase. Moreover, it allowed to identify the
area(s) in the input space where the neural model could be exploited reliably.
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An additional application (not yet tested) is to identify in which input con-
ditions one should choose either of the neural or the mathematical models, by
applying the proposed technique also to the latter and to choose in which con-
dition(s) one performs better than the other.

5 Conclusions and Future Work

A method for estimating the reliability of a model through neural networks has
been presented and discussed. The model whose performance are analyzed is not
necessarily based on neural networks, but surely if neural networks are exploited
also for modeling purposes the effort for designing the additional standard de-
viation estimator is negligible with respect to its potential advantages. Through
this approach, a considerable saving in the pre-processing and analysis phase of
the training data can be achieved. Moreover, it is possible to better understand
the model behavior as well as to exploit models whose average performance is
not particularly good at least in the input areas where they provide reliable es-
timates. On the other hand, the user is advised when the model response is not
very trustable, despite of a good average behavior. The method is also useful in
order to evaluate the overall reliability of the developed predictor, for instance
by computing a performance index that takes into account the relative width of
the portions of the input space where the model reliability is not sufficient and
an eventual weighting mechanism on the input space that takes into account the
possibly different “importance” of each subset of the input space with respect
to the proposed problem.

Future work will concern further tests of the developed technique on other
industrial databases and models, included non-neural models, and a refinement of
the developed software, in order to make the analysis easier and semi-automatic.
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Abstract. Image convolution operations in digital computer systems are usually 
very expensive operations in terms of resource consumption (processor 
resources and processing time) for an efficient Real-Time application. In these 
scenarios the visual information is divided in frames and each one has to be 
completely processed before the next frame arrives. Recently a new method for 
computing convolutions based on the neuro-inspired philosophy of spiking 
systems (Address-Event-Representation systems, AER) is achieving high 
performances. In this paper we present two FPGA implementations of AER-
based convolution processors that are able to work with 64x64 images and 
programmable kernels of up to 11x11 elements. The main difference is the use 
of RAM for integrators in one solution and the absence of integrators in the 
second solution that is based on mapping operations. The maximum equivalent 
operation rate is 163.51 MOPS for 11x11 kernels, in a Xilinx Spartan 3 400 
FPGA with a 50MHz clock. Formulations, hardware architecture, operation 
examples and performance comparison with frame-based convolution 
processors are presented and discussed. 

1   Introduction 

Digital vision systems process sequences of frames from conventional video sources, 
like cameras. For performing complex object recognition algorithms, sequences of 
computational operations are performed for each frame. The computational power and 
speed required makes it difficult to develop a real-time autonomous system. But 
brains perform powerful and fast vision processing using small and slow cells 
working in parallel in a totally different way. Vision sensing and object recognition in 
brains is not processed frame by frame; it is processed in a continuous way, spike by 
spike, in the brain-cortex. 

The visual cortex is composed by a set of layers ([1][2]), starting from the retina. 
The processing starts beginning at the time the information is captured by the retina. 
Although cortex has feedback connections, it is known that a very fast and purely 
feed-forward recognition path exists in the visual cortex [1][3]. 
                                                           
* This work was supported by Spanish grant TEC2006-11730-C03-02 (SAMANTA 2) and by 

the Andalussian Council project BrainSystem (P06-TIC-01417). 



98 A. Linares-Barranco et al. 

In recent years significant progress has been made towards the understanding of 
the computational principles exploited by visual cortex. Many artificial systems that 
implement bio-inspired software models use biological-like (convolution based) 
processing that outperform more conventionally engineered machines [4]. However, 
these systems generally run at extremely low speeds because the models are 
implemented as software programs on conventional computers. For real-time 
solutions direct hardware implementations of these models are required. However, 
hardware engineers face a large hurdle when trying to mimic the bio-inspired layered 
structure and the massive connectivity within and between layers. A growing number 
of research groups world-wide are mapping some of these computational principles 
onto real-time spiking hardware through the development and exploitation of the so-
called AER (Address Event Representation) technology. 

AER was proposed by the Mead lab in 1991 [5] for communicating between 
neuromorphic chips with spikes (Fig. 1). Each time a cell on a sender device 
generates a spike, it communicates with the array periphery and a digital word 
representing a code or address for that pixel is placed on the external inter-chip digital 
bus (the AER bus). Additional handshaking lines (Acknowledge and Request) are 
used for completing the asynchronous communication. In the receiver chip the spikes 
are directed to the pixels whose code or address was on the bus. In this way, cells with 
the same address in the emitter and receiver chips are virtually connected by streams 
of spikes. Arbitration circuits ensure that cells do not access the bus simultaneously. 
Usually, these AER circuits are built using self-timed asynchronous logic [6]. 

There is a growing community of AER protocol users for bio-inspired applications 
in vision, audition systems and robot control, as demonstrated by the success in the 
last years of the AER group at the Neuromorphic Engineering Workshop series [7]. 

 

Fig. 1. Rate-coded AER inter-chip communication scheme 

Table 1. AER Convolution processors comparison 

Integrator based convolutions Mapper based convolutions IF based convolutions [15] 
Poisson output Poisson output Arbitrated output 
From 3x3 to 11x11 kernels 2x2 and 3x3 kernels Up to 32x32 kernels 
64x64 images 64x64 images 32x32 images per chip. Chips 

are scalables 
50MHz clock 50MHz clock 200MHz clock 
Fully digital 8-bit cells on RAM No cells. Results on-the-fly by mappings Analog integrators (capacitors) 
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In this paper we present two FPGA implementations of neuro-cortical inspired 
convolution processors. These circuits are similar from a previous work implemented 
in a VLSI chip [13], but with some differences, presented in table 1. 

Section two explains how to convolve using spiking neurons. A VLSI chip [15] uses 
this mechanism. This paper presents an FPGA implementation with Poisson output 
distribution in section 3. In section 4 a new way of implementing convolutions not 
based on integrators is presented. Then in section 5 implementation details are 
presented. Section 6 discusses the performance of these spike-based convolution 
processors compared to frame-based digital convolution processors implemented on 
FPGA. 

2   Convolutions with Spikes 

a) Description. Complex filtering processing based on AER convolution chips already 
exists [13]. These chips are based on IF neurons. Each time an event is received a 
kernel of convolution is copied in the neighbourhood of the targeted IF neuron. When 
a neuron reaches its threshold, a spike is produced and the neuron is reset. 

Bi-dimensional image convolution is defined mathematically by the following 
equation, being K an nxm kernel matrix of the convolution, X the input image and Y 
the convolved image. 
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Each convolved image pixel Y(i,j) is defined by the corresponding input pixel X(i,j) 
and weighted adjacent pixels, scaled by K coefficients. Therefore an input pixel X(i,j) 
contributes to the value of the output pixel Y(i,j) and their neighbours, multiplied by 
the corresponding kernel coefficients K. 

For implementing convolutions using spikes let’s suppose Y a matrix of integrators 
(capacitors for analog circuits or registers for digital circuits) to store the result of 
applying a kernel of convolution to an input image X that is coded into a stream of 
events through the AER protocol. Each pixel X(i,j) represents a gray value G in the 
original image. Let’s suppose that in the AER bus will be represented, for a fixed 
period of time, an amount of events P·G (proportional to the gray level of the pixel). 
Each event identifies the source pixel by the address on the AER bus. The value of the 
pixel is coded by the frequency of appearance of this address on the bus. For each 
event coming from the continuous visual source (e.g. an AER retina or a synthetic 
AER generator), the neighbourhood of the corresponding pixel address in Y is 
modified by adding the convolution kernel K, stored in a RAM memory and 
previously configured. Thus, each element of Y is modified when an event with the 
address (i,j) arrives with the following equation: 

)dim(,),,(),(),( KbabaKbjaiYbjaiY ∈∀+++=++  

Once all the events of the pixel X(i,j) have been received and calculated, the 
integrator value of the corresponding address Y(i,j) has accumulated 
X(i+a,j+b), ba,∀  (the gray values) times the value of the kernel, so the multiplication 

operation has been reached. 
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The output of the convolution operation, at this point is stored in the matrix of 
integrators Y. This result can be sent out in several ways: (a) scanning all the 
integrators values and sending out an analog or digital signal. Each integrator or 
register is reset after reading. The system is converted into a frame-based output, so 
the neuro-inspired nature is lost. (b) Based on IF neuron, when an integrator reaches a 
threshold a spike is produced and the corresponding AER event is produced. The 
system is totally spike-based, but the output cannot follow a Poisson distribution due 
to the IF neuron [8]. Every time a spike is produced by a neuron, this is reset. This 
solution is used by analog convolution chips [13]. (c) Generate synthetically a stream 
of spikes. Having the result in the Y matrix, a method for synthetic AER generation 
can be used to warranty the Poisson distribution of spikes [10]. Since the AER 
Poisson generation method is accessing randomly Y matrix, this cannot be reset. A 
periodic and parameterized mechanism of forgetting is used instead of reseting cells 
when they spike. Periodically, the convolved matrix Y is accessed for subtracting a 
constant value to each element. 

In [13] the convolution chip is able to receive positive and negative events to 
process signed kernels and therefore, it is also able to produce signed output events. 
This is done by duplicating the number of integrators, having a positive and a 
negative integrator per cell. If the positive integrator reaches the cero and additional 
negative values arrive to the cell, the negative integrator starts to work. The output 
event produced will be signed depending on the integrator used to produce that event. 
 

b) FPGA Implementation I: Integrators on RAM. Figure 2 shows the block diagram of 
the first architecture. It is composed basically by two devices: a FPGA and a 
microcontroller. The FPGA is in charge of the AER-based convolution processor and 
the microcontroller is responsible of the PC interface for configuring all the 
parameters (Kernel matrix, kernel size, forgetting period and forgetting quantity). The 
interface between the microcontroller and the FPGA uses a Serial Peripheral Interface 
(SPI). The circuit in the FPGA can be divided into four parallel blocks:  

• AER event reception and processing. The input traffic AER protocol is managed 
by the “AER input” block. Each received event (i,j) is used to address the Y matrix 
(64x64 cells). Centered on (i,j), the kernel is copied in the Y matrix. The 
neighborhood of the cell (i,j) will modify their values by adding the corresponding 
kernel value. Therefore, Y matrix is always up-to-date with the convolution result. 
Y matrix is implemented using a block of dual-port RAM in the FPGA. Each 
position of the RAM is 8-bit length. The kernel is stored in an 11x11 matrix with 
8-bit resolution. Each kernel value is in the range of -127 to 127. When the kernel 
is added the result stored in the matrix is limited between 0 and 255, because no 
signed events are implemented. 

• Forgetting mechanism. For high AER input bandwidth and / or weighted kernels, 
maximum cell value could be reached quickly and thus, next events are lost. Let’s 
call this situation saturation effect. For this reason, to avoid errors, a configurable 
forgetting circuitry is present in the architecture. The forgetting is based on a 
programmable counter that accesses the Y matrix periodically in order to decrease 
its values by a constant. Forgetting period and quantity are configured through 
USB. Since the saturation effect depends on the AER input bandwidth and the 
kernel values (weight), the forgetting parameters depend on these two. 
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• Poisson like AER output. Y always has the result of the convolution. Thanks to the 
forgetting mechanism, this matrix can be captured at any time with a valid 
convolved result. To warranty the Poisson distribution of output events, the Y 
matrix is accessed by a Random AER synthetic generator [9][10]. 

• Configuration. The controller is in charge of receiving kernel size and values, 
forgetting period and amount to forget. An SPI interface connects a USB 
microcontroller and the FPGA. A computer with MATLAB controls the system. 

 
The system has been developed in hardware in a Spartan 3 FPGA. The testing 

scenario consists on a USB-AER working as Uniform AER generator [9], the output 
is connected to an AER-Robot working as the AER convolution processor; and its 
output is connected to a second USB-AER working as an AER datalogger or 
framegrabber. A laptop is connected to the three boards, to manage all of them from 
MATLAB, through USB.  

Figure 2 (left, top row) shows a source image and its negative version. These 
images are converted into AER using an AER Uniform generator to feed the 
convolution processor. When applying a kernel for edge detection (ON to OFF, see 
figure 2, matrix K), opposite responses are expected. Bottom row shows the 
reconstructed normalized histograms for 512Kevents obtained with the AER 
datalogger [11], from convolution processor output. The middle column images are 
the result of applying a MATLAB conv2() function with the same kernel to the source 
bitmap used by AER generator. 

 

−
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Fig. 2. Right: block diagram of the FPGA AER-based convolution processor. Left: source 
images (top), MATLAB simulation images result (center) and FPGA AER convolution output 
histograms (bottom). 

3   Spike-Based Convolutions with a Probabilistic Mapper 

a) Description. Let’s explain how to implement this using a probabilistic multi-event 
mapper [15]. This mapper is able to send M different events per input event. Let’s 
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suppose that M is the number of elements of a convolution kernel K. Each of these 
mapped events has associated a repetition factor (R) and a probability (P) to be sent or 
not. For each input event (Ini), up to dim(K) output events are generated. 

)dim(,,,, KbaInPROut ibababa ∈∀⋅⋅=  

Thus a projective field of events is generated for each input event. From the receiver 
point of view, the number of events for the same address depends on probability and 
repetition factor of the input events in the neighbourhood. This neighbourhood is 
defined by the kernel size. Therefore, the number of events for a fixed output address 
follows the expression: 
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So, to calculate the repetition and probability, the following equation can be 
applied: 
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For example, for a desired kernel coefficient Ki=1.2, repetition factor is Ri=2 and 
probability is Pi=0.6. 
 
b) Implementation II: Probabilistic Mapper. The identification or address of each 
emitter neuron that is present in the AER bus, is used to index a mapping table in the 
AER mapper. Then, a list of mapped addresses is sent replacing the original one. Each 
mapped address is stored in the mapping table with two parameters: a repetitious 
factor (R) and an output probability (P). A FSM is in charge of sending the list of 
events if the probability function allows it and repeating each mapped event according 
to R (see figure 3, left). 

With this mapper, sophisticated operations can be performed in the AER traffic 
during the transmission time, like small kernel convolutions. As the probability can be 
modified per each mapped event, it is possible to implement a one-to-dim(K) 
 

 

 

Fig. 3. Left: Probabilistic Multi-event mapper block diagram. Right: (a) source image, (b) K1 
convolution histogram, (c) K2 postive output traffic and negative traffic, (d) 
abs(positve+negative) K2 histogram. 
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mapping, where each of these dim(K) events can be modulated with P and R, as 
expressed in previous section. Thus, this architecture is able to send weighted traffic 
to a neighbourhood per each input event. Furthermore, mapped events can be positive 
and negative, so signed events appears in the output AER bus. A receiver must take 
the average between positive and negative events per each address. 

An internal LFSR (Left Feedback Shift Register) is used to generate pseudorandom 
numbers which are compared with the probability in order to decide if the mapped 
event is sent. In this way a Poisson output distribution is obtained [11][12]. 

This architecture has been tested in a USB-AER board that is composed by a 
Spartan II FPGA and 2Mb of SRAM memory (mapping table) [11]. It is able to 
process a one-to-one mapping in 120ns, and a one-to-M effective mapping in 
(60+M·60) ns. If a mapped event is not sent the time consumption decreases in 20ns. 

Figure 3 right shows two examples. The same source image (64x64) in AER 
format, generated by the Uniform AER generator [9], has been used (a). The second 
image is the normalized histogram of collecting AER traffic for 100ms, after applying 
a simple 2x2 kernel convolution K1 (b). The resulting image should be the initial one 
with soft-edges. An added random noise, due to Poisson distribution of mapped 
events, is introduced. 

Images (c) and (d) belong to a second example, where an edge detection kernel 
(K2) is applied. The mapper sends a positive and a negative event per each input 
event with different addresses. Positive and negative (c) normalized histograms are 
shown. The last image (d) shows the absolute value of the combination of positive 
and negative traffic, using an up-down counter per address.  

4   Comparison with Digital Frame-Based Convolution Processors 

Digital frame-based convolution processors implemented in FPGA, GPUs or CPUs 
usually measure their performance by calculating the number of operations per second 
(MOPS). In this way, a frame-based convolution processor has to calculate ADD and 
MULT operations done to apply a kernel of convolution to an input frame. Once all 
the operations are executed for the whole frame, a result frame is obtained and sent to 
another stage. In [16][17] a performance study was presented for different kernel sizes 
and platforms (see table 2). 

A spike-based convolution processor with integrators cells is performing a number 
of ADD operations per each input event, but no MULTs are done because these are 
replaced by an explosion in the number of ADD operations due to the spike-based 
representation of the information. In this case, the number of ADD per input event is 
equal to the kernel size, since the kernel is added to the neighborhood of the pixel 
address of the incoming event. Measuring AER protocol time in the input, it is 
feasible to calculate the MOPS.  

There exist previous works related to convolution solving based on AER, like [13], 
where a 32x32 pixels convolution chip is based on analog Integrate and Fire neurons. 
This chip can process images with a 31x31 kernel. Each input spike needs 330 ns to 
be processed. Therefore, this system yields 31x31/330=2910MOPS. 

FPGA implementation explained in section 3 is accessing sequentially all the 
kernel elements and adding their values to the corresponding cells. As cells are stored 
in RAM memory and this is read cell by cell, time required per each input event 
grows linearly with the kernel size. In this case the hardware implements only one 
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ADD. For example, for 3x3 kernel, the system consumes one cycle for reading the 
cell value and the corresponding kernel position, a second cycle is used for the add 
operation and for writing the result in the internal RAM. Thus 3x3x2 cycles are 
needed per each input event, apart from those needed for the handshake. The 
architecture can be easily improved by having a number of adders equivalent to the 
kernel row size, and allowing the access to the RAM by blocks. Table 2 shows the 
real performance in MOPS for a one ADD architecture, and the simulated 
performance for the N ADD architecture of the NxN kernel convolution processor. 

A spike-based convolution processor based on the probabilistic mapper is not 
calculating neither MULT nor ADD operations. It works by projecting the input 
traffic following a 1 to N2 mapping in a first stage, and then by cancelling negative 
and positive events of the same address in a short period of time. In this way one 
possible equivalent number of operations can be the number of mappings per each 
input event. Table 2 shows the results. 

 

Table 2. Mega Operations per Second for frame and spike-based convolution processors 

MOPS 
Digital frame based 2D convolutions 

[16][17] 
Spike-based 2D Convolutions 

By mapping By RAM integrators By analog 
caps [13] 

Kernel
size

(NxN) 

Pentium 4 
3GHz
CPU

6800
ultra
GPU 

Spartan 3 Virtex II-
Pro

Spartan II 
(100MHz) 

Spartan 3 
(real) 1 sum

(50MHz) 

Spartan 3 
(sim) N sum 

(50 MHz) 

VLSI 
0,35um 

(200MHz) 
2x2 14 1070 190 221 18,2 - - - 
3x3 9,7 278 139 202 22,5 20,45 34,61 - 
5x5 5,1 54 112 162 - 23,14 65,78 - 
7x7 2,6 22 90 110 - 24,01 98,00 - 
9x9 1,6 9 73 61 - 24,39 130,00 - 
11x11 1,2 4,7 23 48 - 24,59 163,51 - 
31x31 - - - - - - 495,00 2910  

5   Conclusions 

Two neuro-cortical layers of 64x64 cells with NxN convolution kernel hardware 
implementation on FPGA have been presented. One can work with kernels of up to 
N=11 (~500Ksynapses), with 8-bit integrator cells, and the other with N=3 
(~37Ksynapses), with no integrator cells. The AER output of both follows a Poisson 
distribution since LFSR are used. Both are compared with VLSI analog implementation 
and tested for image edge detection filtering. Poisson output distribution of events and 
low cost are the main differences and strongest contributions of this approach. A 
performance study is presented comparing frame-based digital convolution processors 
and VLSI analog-integrators spike-based convolution processors. Digital frame-based 
architectures are limited by the number of parallel ADDs and MULTs so their 
performance decreases while the kernel size increases. Digital RAM-cell spike-based 
architecture is limited by RAM access. When parallelizing the number of ADDs, the 
performance increases with the kernel size. Spike-based Mapper architecture avoids 
ADD operations since the operations consist in projecting inputs events with weighted 
and signed events and then averaging them in short periods of time. The performance of 
these systems depends on SRAM access time. Kernel sizes are limited by the mapping 
table capacity. 
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Abstract. We present a method to estimate the probability density function of 
multivariate distributions. Standard Parzen window approaches use the sample 
mean and the sample covariance matrix around every input vector. This choice 
yields poor robustness for real input datasets. We propose to use the L1-median 
to estimate the local mean and covariance matrix with a low sensitivity to 
outliers. In addition to this, a smoothing phase is considered, which improves 
the estimation by integrating the information from several local clusters. Hence, 
a specific mixture component is learned for each local cluster. This leads to 
outperform other proposals where the local kernel is not as robust and/or there 
are no smoothing strategies, like the manifold Parzen windows. 

Keywords: Probability density estimation, nonparametric modeling, median 
estimation, soft clustering, Parzen windows, robust statistics. 

1   Introduction 

The estimation of the unknown probability density function (PDF) of a continuous 
distribution from a set of input data forming a representative sample drawn from the 
underlying density is a problem of fundamental importance to all aspects of machine 
learning and pattern recognition (see [2] and [14]).  

Parametric methods make a priori assumptions about the unknown distribution. 
They consider a particular functional form for the PDF and reduce the problem to the 
estimation of the required functional parameters. On the other hand, nonparametric 
approaches make less rigid assumptions. Popular nonparametric methods include the 
histogram, kernel estimation, nearest neighbor methods and restricted maximum 
likelihood methods, as can be found in [8], [9] and [6].   

The kernel density estimator, also commonly referred as the Parzen window 
estimator [12], places a local Gaussian kernel on each data point of the training set. 
Parzen windows estimates are usually built using a ‘spherical Gaussian’ with a single 
scalar variance parameter 2σ . This drawback is partially solved in Manifold Parzen 
Windows algorithm [15], where a different covariance matrix is calculated for each 
component. The mean and the covariance matrix are estimated by considering a hard 
neighborhood of each input sample, and the sample mean is used for this purpose. 
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The sample mean is known to be very sensitive to outliers [3]. More robust 
location estimators have been developed [4]. In particular, the L1-median has an 
efficient learning algorithm [7] and has been proven to experience little degradation 
when outliers are present [5]. We propose in Section 2 to use the L1-median as an 
estimator of the mean vector, which is also used to estimate the covariance matrix. 

In Section 3 we apply the smoothing technique presented in [10] to build soft 
clusters which share the information among local neighborhoods. This leads to further 
filtering of the input noise by smoothing the estimated parameters. 

The asymptotical convergence of the proposed method is formally proven in 
Section 4. We show some experimental results in section 5, where our method 
produces more precise density estimations than the Manifold Parzen Windows and 
other approaches. Finally, Section 6 is devoted to conclusions. 

2   Robust Location Estimation 

Let x be an D-dimensional random variable and p() an arbitrary probability density 
function over x which is unknown and we want to estimate. The training set of the 
algorithm is formed by N samples of the random variable. For each training sample xi 
we build a hard Q-neighborhood Hi with the Q nearest neighbours of xi, including 
itself. Hence Hi is interpreted as a random event which happens iff the input belongs 
to that neighborhood. The knowledge about the local structure of the distribution 
around xi is obtained when we calculate the mean vector μ, the covariance matrix C 
and the correlation matrix R. The mean vector is estimated as the L1-median of Hi: 
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where the minimization is carried out by the algorithm considered in [7]. This 
multivariate median has a breakdown point of 1/2, i.e. when just under 50% of the 
data is moved to infinity, the median remains in the vicinity of the majority of the 
data. Note that the sample mean has a breakdown point of 1/Q, because only one 
input sample at infinity makes it go to infinity too. The correlation matrix R and the 
covariance matrix C are also estimated with the help of the L1-median: 
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3   Smoothing 

3.1   Soft Clustering 

Now we present a smoothing procedure to merge the information from different hard 
neighborhoods. We define a soft cluster i by a random event Si which verifies when 
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the input belongs to cluster i. Each hard neighborhood Hj contributes to Si with a 
weight wij: 

]|[ ijij SHPw =  (4) 
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where the number of soft clusters M may be different from the number of hard 
neighborhoods N. We can infer the structure of the soft cluster by merging the 
information from the hard neighborhoods: 
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Finally, we need a method to determine the merging weights wij. We use the two 
approaches considered in [10]: 

a) If M=N, we can perform the smoothing by replacing the ‘hard’ model at the data 
sample xi by a weighted average of its neighbours ranked by their distance to xi. 

b) We may use the fuzzy c-means algorithm [1] to perform a soft clustering. This 
algorithm partitions the set of training data into M clusters so it minimizes the 
distance within the cluster.  

3.2   Probability Density Function Estimation 

Once we have the estimations of the mean vectors μ(Si) and covariance matrices C(Si) 
for each soft cluster Si, it is needed to obtain a Gaussian distribution from them which 
is both accurate and small sized. A variable number, Ki, of eigenvalues of C(Si) and 
their corresponding eigenvectors to be kept which is computed independently for each 
cluster Si. The method ensures that a minimum amount of variance is conserved in 
order to satisfy the level of accuracy, [0,1]α ∈ , chosen by the user: 
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(9) 

A second level of automated adaptation to the data will be added by means of a 
parameter γ. This parameter enables the method to select the right noise level. We 
propose to select the noise variance parameter 2σ  as follows: 
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( )2 iK
i iSσ γ λ= ⋅  (10) 

where [0,1]γ ∈  and iK
iλ is the last of the preserved eigenvalues of C(Si), i.e. the 

smallest of the first Ki largest eigenvalues. The estimated noise variance σ2(Si) is 
added to the Ki largest eigenvalues to yield the estimated variances of the Ki principal 
directions, while the D–Ki trailing directions have estimated variances of σ2(Si). 

The generated estimator will be formed by a mixture of M Gaussians, one for each 
soft cluster: 
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where p
iu is the eigenvector corresponding to the p-th largest eigenvalue of C(Si). 

3.3   Summary 

The training algorithm can be summarized as follows: 

1. For each training sample, compute the mean vector μ(Hi), the covariance 
matrix C(Hi), and the correlation matrix R(Hi) of its hard neighborhood Hi 
with equations (1), (2) and (3). 

2. Estimate the merging weights wij either by the distance method or the fuzzy 
c-means algorithm (see Subsection 3.1). 

3. Compute the mean vectors μ(Si) and covariance matrices C(Si) of each soft 
cluster Si following (6) and (8). 

4. Extract the eigenvalues and eigenvectors from C(Si) and estimate the 
dimensionality of the underlying manifold Ki, by means of (9). 

5. Use (10) to calculate σ2(Si), the noise variance for the discarded directions. 

4   Convergence Proof 

In this section we prove that our estimator ( )p̂ converges to the true density function 

p() in the limit N→∞ and M→∞.  

Lemma 1. Every local Gaussian kernel Ki(x) tends to the D-dimensional Dirac delta 
function δ(x–μ(Si)) as N→∞ and M→∞. 
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Proof. In the limit N→∞ and M→∞ the clusters Hi and Si reduce their volume to zero, 
since the L1-median tends to the mean. This means that p

iλ →0 for all i and p, where 
p

iλ  is the p-th eigenvalue of the covariance matrix C(Si). Hence the kernels Ki(x) are 

confined to a shrinking volume centered at μ(Si), because the variances in each 
direction are p

iλ , but they continue to integrate to 1. So, we have Ki(x) → δ(x–μ(Si)).  

Theorem 1. The expected value of the proposed estimation tends to the true 
probability density function as N→∞ and M→∞. 

Proof. This theorem is proven from Lemma 1 by following the reasoning in [10]. 

Theorem 2. The variance of the proposed estimation tends to zero as N→∞ and 
M→∞. 

Proof. This theorem is proven from Theorem 1 by following the reasoning in [10]. 

5   Experimental Results 

This section shows some experiments we have designed in order to study the quality 
of the density estimation achieved by our method. We call it MedianDist when the 
distance weighting is used, and MedianFuzzy when we use fuzzy c-means. Vincent 
and Bengio’s method [15] is referred as MParzen, the original Parzen windows 
method [12] (with isotropic Gaussian kernels) is called OParzen, and finally the 
Mixtures of Probabilistic PCA model of Tipping and Bishop [13] is called MPPCA. A 
standard performance measure is the average negative log likelihood 

1

1
ˆlog ( )

T

i
i

ANLL p
T =

= − ∑ x   
(14) 

where ˆ ()p  is the estimator, and the test dataset is formed by T samples xi. 

5.1   Experiment on 2D Artificial Data 

We have considered two artificial 2D datasets. The first dataset consists of a training 
set of 100 points, a validation set of 100 points and a test set of 10000 points, which 
are generated from the following distribution of two dimensional (x,y) points: 

0.04 sin( ) , 0.04 cos( )x yx t t y t tε ε= + = +  (15) 

where (3,15), (0,0.01), (0,0.01), ( , )x yt U N N U a bε ε∼ ∼ ∼  is uniform in the interval 

(a,b) and ( , )N μ σ  is a normal density. The second dataset is a capital letter ‘S’. 

We have optimized separately all the parameters of the five competing models with 
disjoint training and validation sets. The tuning of our parameters α and γ of 
MedianDist and MedianFuzzy has not needed much computation time, since they are 
robust against small changes in their values. The performance of the optimized 
models has been computed by 10-fold cross-validation, and the results are shown in 
Table 1, with the best result marked in bold. It can be seen that our models 
outperform the other three in density distribution estimation (note that lower is better). 
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Table 1. Quantitative results on the artificial datasets (standard deviations in parentheses) 

Method ANLL on test set (spiral) ANLL on test set (capital ‘S’) 
MedianDist –1.7781 (1.1521) –2.0452 (0.4281) 

MedianFuzzy –1.6891 (0.8712) –1.9950 (0.5781) 
OParzen 1.0817 (1.3357) –0.6929 (0.4003) 
MParzen –0.9505 (0.3301) –1.0956 (0.0657) 
MPPCA 0.2473 (0.0818) –0.1751 (0.6204) 

 

 

 

Fig. 1. Density estimation for the 2D spiral dataset. From left to right and from top to bottom: 
MedianDist, MedianFuzzy, OParzen, MParzen and MPPCA. 

Figures 1 and 2 show density distribution plots corresponding to the five models. 
Darker areas represent zones with high density mass and lighter ones indicate the 
estimator has detected a low density area. 

We can see in the plots that our models have less density holes (light areas) and 
less ‘bumpiness’. This means that our model represents more accurately the true 
distribution, which has no holes and is completely smooth. We can see that the 
quantitative ANLL results agree with the plots, because the lowest values of ANLL 
match the best-looking plots. So, our model outperforms clearly the other three 
considered approaches. 

5.2   Classification Experiment 

We have selected 7 classification benchmarks from the UCI Repository of Machine 
Learning Databases [11] to perform a classification experiment. We have considered 
Bayesian classifiers which are built by estimating the probability density function of 
each class separately. Then, a test pattern is assigned to the class which yields the 
largest probability density (converts a soft classification to crisp). We have optimized 
the model parameters separately, as in the previous experiment. In this case we have 
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optimized the models independently for each class of each database. The results of the 
10-fold cross-validation are shown in Table 2, and the winning model for each 
database is shown in bold. We can see that our two approaches outperform the other 
three in most databases. As before, we have optimized all the parameters of the five 
competing models with disjoint training and validation sets. The parameters for the 
density estimator of each dataset have been optimized separately. 

 

 

 

Fig. 2. Density estimation for the 2D capital ‘S’ dataset. From left to right and from top to 
bottom: MedianDist, MedianFuzzy, OParzen, MParzen and MPPCA. 

Table 2. Probability of successful classification. The standard deviations are shown in 
parentheses. 

Database MedianDist MedianFuzzy OrigParzen ManifParzen MPPCA 

BalanceScale 0.892 (0.043) 0.887 (0.043) 0.730 (0.040) 0.773 (0.046) 0.735 (0.040) 

Contraceptive 0.337 (0.039) 0.497 (0.037) 0.453 (0.029) 0.481 (0.039) 0.488 (0.029) 

Ionosphere 0.881 (0.070) 0.914 (0.036) 0.899 (0.056) 0.895 (0.053) 0.897 (0.044) 

Liver 0.686 (0.044) 0.590 (0.056) 0.606 (0.079) 0.626 (0.078) 0.592 (0.109) 

Pendigits 0.957 (0.014) 0.980 (0.003) 0.975 (0.004) 0.973 (0.006) 0.977 (0.002) 

Pima 0.651 (0.035) 0.672 (0.033) 0.660 (0.039) 0.620 (0.049) 0.629 (0.056) 

Wine 0.831 (0.077) 0.791 (0.073) 0.656 (0.117) 0.668 (0.079) 0.863 (0.104) 

6   Conclusions 

We have presented a probability density estimation model. It is based in the Parzen 
window approach. Our proposal uses the L1-median to build local models for a hard 
neighborhood of each training sample. Then soft clusters are obtained by merging 
these local models. Computational results show the superior performance of our 
method in density estimation and classification applications. 
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Abstract. Cooperative tasks to be successful in Collaborative Distributed 
Environments (CDE) require from users to be known. Before hard, which users 
are more suitable in the system to cooperate with, as well as which tools are 
needed to achieve the common goal in the system in a cooperative way. On the 
other hand, awareness allows users to be aware of others’ activities each and 
every moment. Information about others’ activities combined with their 
intentions and purposes could be used to improve cooperation in CDEs. This 
paper focuses on associating the concept of awareness with vector quantization 
techniques. It presents a novel non-supervised Artificial Neural Network 
(ANN) based model for CDE named CAwANN, which uses the information of 
awareness collaborations occurring in the environment in order to achieve the 
most suitable awareness-based collaboration / cooperation in the environment. 

Keywords: Awareness, collaboration, distributed environment, artificial neural 
network. 

1   Introduction  

Collaborative Distributed Environments (CDEs) are those in which multiple users in 
remote locations, usually agents, participate in shared activity aiming to achieve a 
common goal. The success of achieving this goal in proper time and/or to obtain the 
higher quality of results in these dynamic and distributed environments depends on 
implementing an appropriate collaboration by means of the most suitable mechanism. 

On the other hand, according to CSCW (Computer Supported Cooperative Work) 
awareness is a useful concept used to achieve cooperation and collaboration in CDE as 
it increases communication opportunities [13]. In this matter, a collaborative process is 
leaded by five processes [9, 11]: co-presence, awareness, communication, collaboration, 
and coordination. Moreover, in CSCL (Computer Supported Collaborative Learning), 
awareness plays an important role as it promotes collaboration opportunities in a natural 
and efficient way [19] and it improves effectiveness of collaborative learning. In this 
matter, Gutwin et al identified the following types of awareness [5]: social, task, 
concept, workspace, and knowledge. 
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By considering the awareness definition previously given as well as associating 
this concept with Vector Quantization (VQ) techniques [8, 10, 16, 17], this paper 
presents a novel non-supervised Artificial Neural Network (ANN) model for CDEs 
named CAwANN. It takes into account the information of awareness collaborations 
occurring in the environment for achieving the most appropriate future awareness 
situations. The paper also presents the way in which a Neural-Gas network (NGAS) 
[12] is used to learn different types of awareness and therefore collaborations. 

The rest of the paper is organized as follows. Section 2 presents some existing 
related work in the area. Background aspects of VQ and NGAS are showed in section 
3. Section 4 presents the CAwANN model proposed in this paper. Details of 
implementation and results of experimental tests are showed in section 4. Finally, 
section 5 exposes paper conclusions and the future work related with this research. 

2   Related Work  

Researches in CSCW have already proposed awareness to: 1) give information on the 
surroundings of the target user [2]; 2) provide common or public space where users 
can gather and meet [3]; 3) simulate informal communicative opportunities in real 
world using computers [14]. Regarding the context of awareness and recognizing the 
current context of a user or device, authors in [15] present an approach based on 
general and heuristic extensions to the growing NGAS algorithm classifier which 
allow its direct application for context recognition.  

On the other hand, an approach for the optimization of the job scheduling in large 
distributed systems, based on a self-organizing neural network is presented in [18]. In 
this approach, the dynamic scheduling system should be seen as adaptive middle layer 
software, aware of current available resources and making the scheduling decisions 
using the past experience. Authors in [1] present an architecture aiming to address the 
problem in a collaborative learning activity to create groups among students. They 
used a neural network algorithm to obtain homogenous groups. 

As far as we know, there is not any non-supervised based model for learning 
cooperation on CDE by using the awareness information originated in this environment. 
Next section presents backgrounds about VQ and NGAS technologies. 

3   Vector Quantization and Neural-Gas  

Vector Quantization (VQ) is the process of quantizing n-dimensional input vectors to 
a limited set of n-dimensional output vectors referred to as code-vectors. The set of 
possible code-vectors is called the codebook. The codebook is usually generated by 
clustering a given set of training vectors (called training set). Clustering can be 
described then, as the process of organizing the codebook into groups whose members 
share similar features in some way.  

Neural-Gas (NGAS) is a VQ technique with soft competition between the units. In 
each training step, the squared Euclidean distances between a randomly selected input 
vector xi from the training set and all code-vectors mk are computed; the vector of 
these distances, expressed in (3.1) is d. Each centre k is assigned a rank rk(d) = 0, …, 
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N-1, where a rank of 0 indicates the closest and a rank of N-1 the most distant centre 
to x. The learning rule is expressed as it is indicated in (3.2). 
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A monotonically decreasing function of the ranking that adapts all the centers, with 
a factor exponentially decreasing with their rank is represented in (3.3). The width of 
this influence is determined by the neighborhood range ρ. Learning rule is also 
affected by a global learning rate ε. Values of ρ and ε decrease exponentially from an 
initial value (ρ(0), ε(0)) to a smaller final value (ρ(T), ε(T)) according to expressions 
(3.4) and (3.5) respectively; t is the time step and T the total number of training steps. 

)/()]0(/)([*)0()( TtTt ρρρρ =  (3.4) 
)/()]0(/)([*)0()( TtTt εεεε =
 

(3.5) 

4   CAwANN: CDE by Means of an Awareness and ANN Model 

4.1   Awareness Representation 

CAwANN has been designed by taking into account the key awareness concepts 
proposed by Herrero et al in [6, 7]. Given a collaborative distributed environment E 
containing a set of n nodes Ni (1 ≤ i ≤ n), where r items can be shared as a 
collaborative mechanism to be shared among different nodes. In CAwANN these 
items are called resources Rj (1 ≤ j ≤ r). The distinction among different resources and 
the particular association of these awareness concepts for each resource is the key to 
distinguish the types of collaboration that exist in the CDE. We have: 

1) Ni.Focus(Rj): It can be interpreted as the subset of the space (environment/ 
medium) on which the user (agent) in Ni has focused his attention aiming of 
interaction/collaboration with it, according to the resource (collaboration item) Rj.  

2) Ni.NimbusState(Rj): Indicates the current grade of collaboration Ni can give over 
Ri. It could have three possible values: Null, Medium or Maximum. If the current 
grade of collaboration Ni that is given about Rj is not high, and Ni could collaborate 
more over Rj, then Ni.NimbusState(Rj) will get the Maximum value. If the current 
grade is high but Ni could collaborate a little more, then Ni.NimbusState(Rj) would be 
Medium. Finally, if Ni is overload, its NimbusState(Rj) would be Null. 

3) Ni.NimbusSpace(Rj): The subset of the space where Ni is currently collaborating 
with Rj.  

4) Rj.AwareInt(Na, Nb): This concept quantifies the degree of collaboration over  Rj 
between a pair of nodes Na and Nb. Following the awareness classification introduced 
by Greenhalgh in [4], it could be Full, Peripheral or Null according to (4.1). 
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(4.1) 

5) Ni.RequiredTask(Rj): Indicates that Ni requires collaboration with Rj.  
6) Ni.TaskResolution(Rj): Determines the score needed for Rj to collaborate in Ni. It 

is represented with a value within [0, 1]. The higher the value is to 1 the higher is the 
complete willingness to collaborate the Rj necessity.   

Based on the concepts previously mentioned, the basic idea is to solve any 
collaborative requested action given by Ni.RequiredTask(Rj) according to the current 
state of the CDE given by Ni.Focus(Rj) and Ni.Nimbus (Rj), and therefore following 
the awareness conditions given by Rj.AwareInt(Na, Nb). To do this it is necessary to 
obtain the Ni.TaskResolution(Rj) for each node associated to Rj, and therefore to 
identify the most suitable node to be collaborating with.  

Also, it is important to emphasize that learning the association (CDE, 
TaskResolution) for any different resource, represents the apprenticeship of different 
types of awareness, and therefore collaborations occurring in the CDE.   

4.2   Learning Awareness in CDE with CAwANN 

Collaborative learning can be defined as the process to learn from the association 
between the situational environment (E) is in a given moment, and the collaboration 
scores for this specific situation (Na.TaskResolution(Rj) for each node). The final goal 
is to identify those nodes (Nb) with which a given a node (Na) could collaborate with, 
based on CDE current conditions and the Nb.RequiredTask(Rj) requirements. 

However, the calculation of the Na.TaskResolution(Rj) depends on several factors 
like the awareness type, the collaboration strategy, the number of nodes, and so on, 
and therefore, these factors make very difficult to define a supervised learning 
strategy to deal with this problem (an example of a supervised learning strategy 
related with the same problem can be consulted in [20]). CAwANN makes use of past 
experiences in the CDE to create a dynamic decision making scheme. A competitive 
learning algorithm is used to cluster correlated information in the multi-dimensional 
input space defined by the parameters describing the CDE. 

The goal of this learning process is 1) to cluster the input data into a set of 
partitions such that the intra-cluster variance which remains small compared with the 
inter-cluster variance, and 2) to estimate the probability density function. This 
clustering scheme seems possible as we expect a strong correlation among the 
awareness information involved. The processes of clustering neurons during the 
learning may be compared with the creation of molecules in a gas. Close neurons are 
connected, and the update procedure for one neuron will also have an influence on the 
neighbors. A neuron connection also has an age, and if the two neurons connected are 
not the closest for a large number of data samples, such a connection will be removed.  

The decision about which nodes should collaborate in future task, should be based 
on identifying the clusters in the total parameter space, identifying which are close to 
the hyper plane defined in the space by means of the current CDE conditions (i.e., the 
winner unit/node). 
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The input vector is defined as follows. Being Nb the node who requires 
collaboration on Rj and therefore who sends the Nb.RequiredTask(Rj), for each Na ≠ Nb 
we have: 1) A value Nst ∈ [0,1] representing Na.NimbusState(Rj); Nst = 1 ⇔ 
Na.NimbusState(Rj) = Maximum, Nst = 0.5 ⇔ Na.NimbusState(Rj) = Medium, or Nst = 
0 ⇔ Na.NimbusState(Rj) = Null; 2) A value AwI ∈ [0,1] representing Rj.AwareInt(Na, 
Nb); AwI = 1 ⇔ Rj.AwareInt(Na, Nb) = Full, AwI = 0.5 ⇔ Rj.AwareInt(Na, Nb) = 
Peripheral, or AwI = 0 ⇔ Rj.AwareInt(Na, Nb) = Null. 

Therefore, the code-vectors for this problem have 2n elements. If Na = Nb then Nst 
= AwI = 0. Patterns for learning are obtained by actual scenarios that have been stored 
during the dynamics of the CDE. 

4.3   Collaboration Process by Using CAwANN 

Any node Na in the CDE is represented by agent who has the corresponding required 
information about E, i.e.: Na.Focus(Rj), Na.NimbusState(Rj) and Na.NimbusSpace(Rj) 
for Rj. All these agents are communicated among each other. When there is a 
collaborative request from any node Nb, a Nb.RequiredTask(Rj) is sent by Nb and it is 
received by the rest of agents (nodes) in the environment. Nb.Focus(Rj), and 
Nb.NimbusSpace(Rj) are included as parameters in the message sent. 

Once the requested info (Nb.RequiredTask(Rj) and parameters) is received, Na 
replies to Nb the corresponding Rj.AwareInt(Na, Nb) and Na.NimbusState(Rj). After 
that, CAwANN is used for Nb to decide the better node to collaborate with it. Fig. 1 
shows a general outline of this collaboration process. 

Next section presents some aspects related with the evaluation of the CAwANN 
model proposed in this paper and previously defined.  
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Fig. 1. General outline of the collaboration process using CAwANN 

5   Evaluation 

CAwANN was implemented using Java. The evaluation of the model was conducted 
in a PC with the following hardware platform: Intel T2600 (2.16 GHz) with 2 GB 
RAM. It was carried out by considering the following aspects: 

1) The NGAS network was trained with T = 40.000 signals (size of the codebook). 
2) The signals for the training process were generated by creating different CDE 

conditions, i.e. to define Na.Focus(Rj), Na.NimbusState(Rj) and Na.NimbusSpace(Rj) 
for each Na (1 ≤ a ≤ n) as well as to define a Nb.RequiredTask(Rj) in a randomly way. 
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3) The parameters used for configuring the ANN are the following: ε(0) = 1.58; 
ε(T) = 0.02; ρ(0) = 5.59; ρ(T) = 0.07. In fact, a genetic program was used to find the 
best configuration to deal with this problem. 

4) After the training, the network was being tested with another 500 signals 
randomly defined. 

5) With the aim of determining the efficiency of the model, i.e. if the winner unit 
Nw given by the NGAS network is the most suitable node to collaborate with, based 
on the CDE current conditions, it was necessary to define a deterministic and 
hypothetic expression for calculating the Na.TaskResolution(Rj). In this regard, the 
expression (5.1) highlight awareness (75 %) compared with the current state of the 
node.  

6) From the CDE scenario as well as the Na.TaskResolution(Rj) scores calculated 
by using (5.1), the most suitable node to collaborate with (hypothetical case) was 
identified by finding the node Nh with the higher score (more than one node can have 
the same high score). A success ξ occurs when Nw and Nh are the same node.  

7) If Nw is equal to Nb (the node who required collaboration) then the answer was 
considered as a fault τ. 

8) Efficiency of the model was calculated then by considering the average of the 
total of success excluding the number of faults, i.e. (ξ - τ) / 100. 

9) The experiment was conducted with different CDE scenarios by changing the 
quantity of nodes from 3 to 18 varying in 3 nodes for each case. Fig. 5.1 shows the 
corresponding efficiency calculated according to (5.1) for each of these cases. Results 
indicate that there is an average efficiency of 46.13%. It was hoped that the increased 
efficiency was achieved with fewer nodes and vice versa. 

),(.75.0)(.25.0)(. bajjaja NNAwareIntRReNimbusStatNRtionTaskResoluN ∗+∗=  (5.1) 

Below an example of the evaluation process with n = 8. The CDE condition, given 
by Na.Focus(Rj), Na.NimbusState(Rj) and Na.NimbusSpace(Rj) is as follows: 

N0.Focus(Rj) = {N0, N1, N3, N5} = [1, 1, 0, 1, 0, 1, 0, 0]   
N1.Focus(Rj) = {N1, N2, N4, N5, N6, N7} = [0, 1, 1, 0, 1, 1, 1, 1] 
N2.Focus(Rj) = {N1, N2, N3, N4, N5, N6, N7} = [0, 1, 1, 1, 1, 1, 1, 1] 
N3.Focus(Rj) = {N0, N1, N2, N3, N5, N6, N7} = [1, 1, 1, 1, 0, 1, 1, 1] 
N4.Focus(Rj) = {N0, N1, N2, N4, N5, N6, N7} = [1, 1, 1, 0, 1, 1, 1, 1] 
N5.Focus(Rj) = {N0, N1, N2, N3, N4, N5, N6, N7} = [1, 1, 1, 1, 1, 1, 1, 1] 
N6.Focus(Rj) = {N0, N2, N3, N5, N6, N7} = [1, 0, 1, 1, 0, 1, 1, 1] 
N7.Focus(Rj) = {N0, N1, N2, N3, N4, N5, N6, N7} = [1, 1, 1, 1, 1, 1, 1, 1] 
N0.NimbusSpace(Rj) = {N0, N1, N3, N5} = [1, 1, 0, 1, 0, 1, 0, 0] 
N1.NimbusSpace(Rj) = {N1, N5, N7} = [0, 1, 0, 0, 0, 1, 0, 1] 
N2.NimbusSpace(Rj) = {N2, N3, N4, N5, N6, N7} = [0, 0, 1, 1, 1, 1, 1, 1] 
N3.NimbusSpace(Rj) = {N1, N2, N3, N5, N6, N7} = [0, 1, 1, 1, 0, 1, 1, 1] 
N4.NimbusSpace(Rj) = {N0, N1, N5} = [1, 1, 0, 0, 0, 1, 0, 0] 
N5.NimbusSpace(Rj) = {N0, N2, N3, N6, N7} = [1, 0, 1, 1, 0, 0, 1, 1] 
N6.NimbusSpace(Rj) = {N0, N2, N5, N6, N7} = [1, 0, 1, 0, 0, 1, 1, 1] 
N7.NimbusSpace(Rj) = {N0, N1, N3, N7} = [1, 1, 0, 1, 0, 0, 0, 1] 
N0.NimbusState(Rj) = Medium = 0.5;  N1.NimbusState(Rj) = Maximum = 1 
N2.NimbusState(Rj) = Maximum = 1;  N3.NimbusState(Rj) = Maximum = 1 
N4.NimbusState(Rj) = Maximum = 1;  N5.NimbusState(Rj) = Null = 0 
N6.NimbusState(Rj) = Medium = 0.5;  N7.NimbusState(Rj) = Maximum = 1 
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By considering the previous CDE as well as the N2.RequiredTask(Rj) (b = 2) 
necessity of collaboration with N2, the corresponding code-vector or signal/pattern 
[…[Nsti, AwIi]…] (1 ≤ i ≤ n) used for training is as follows (see Section 4.2):  

[[0.5, 0], [1, 0.5], [0, 0], [1, 1], [1, 1], [0, 1], [0.5, 1], [1, 1]] 

 

Fig. 2. Efficiency versus CDE scenarios by changing the quantity of nodes 

6   Conclusions and Ongoing Work 

Theoretical aspects of awareness are used in this paper to define a non-supervised 
learning model to improve cooperation/collaboration in distributed collaborative 
environments. This paper presents a novel non-supervised model named CAwANN, 
which has been designed from the beginning to learn from different types of awareness 
as well as from previous collaborations that were carried out in the environment to 
foresee future collaborative/cooperative scenarios. The results obtained show that the 
proposed model has an average efficiency of 46.13%. 

Although this method has not been tested yet in a real Collaborative Distributed 
Environment (CDE), it has been designed to be suitable for real environments. In fact 
the experimentation and validation carried out to present demonstrate that this model 
could be extended to real scenarios in CDE with no problems.  

We are currently working on testing this method in real CDE. We are also working in 
combining non supervised and supervised strategies aiming to improve the quality of 
this learning process. 
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Abstract. The fundamental assumption that training and operational
data come from the same probability distribution, which is the basis of
most learning algorithms, is often not satisfied in practice. Several algo-
rithms have been proposed to cope with classification problems where
the class priors may change after training, but they can show a poor
performance when the class conditional data densities also change. In
this paper, we propose a re-estimation algorithm that makes use of un-
labeled operational data to adapt the classifier behavior to changing
scenarios. We assume that (a) the classes may be decomposed in several
(unknown) subclasses, and (b) the prior subclass probabilities may change
after training. Experimental results with practical applications show an
improvement over an adaptive method based on class priors, while pre-
serving a similar performance when there are no subclass changes.

1 Introduction: Imprecise Operating Environment

A basic assumption of the supervised classification paradigm is that the data
used to design the classifier are representative of the future real-world dis-
tribution from which new data will be drawn. However, in most real classi-
fication problems, such as credit scoring, direct mail marketing or land-cover
mapping [6,5], these assumptions rarely fulfill, either because the environment is
not (space- or time-) stationary or because of the costs of data collection/labeling
are class-dependent. Thus, any mismatch between operational (“real-world”)
data and training data will result in a sub-optimal performance.

The discrepancy between learning and operating conditions has been ad-
dressed in the supervised classification literature from different perspectives,
depending on the nature of the discrepancy. We can categorize two interest-
ing types of distribution changes analyzed in classification scenarios: Situations
where the input data distribution p(x) varies from training to test, but follow
� Supported by the Spanish MEC projects DPI2006-02550 and TEC2008-01348/TEC.
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the same conditional distribution p(y|x), what is commonly referred as covariate
shift [8,10]; and scenarios, where class prior probability p(y) varies from train-
ing to test, but conditional density function p(x|y) does not change [4,9]. This
paper focuses on a generalization of this latter problem which relaxes the basic
assumption (class prior changes) to changes in subclass priors.

Differences in operating conditions imputed to changes in prior class probabil-
ities have been tackled in different ways depending on the knowledge attributed
to the end user. If the end user is expected to know the new priors (uncertain at
the learning stage), the use of ROC curves [6] is shown to be more robust than
traditional metrics. For the case of unknown new priors, several techniques have
been proposed, guided by robustness, such as the minimax approaches [1], or by
adaptivity, such as those based on re-estimating the priors [7].

The approaches that deal with the changes in class distributions, usually
assume that the true and false positive rates will remain invariant under varying
class distributions, or equivalently, that the class conditional density functions
do not change. This is commonly referred in the literature as no ”concept drift”.
[4]. However, in a recent study [9], the authors discuss common circumstances in
real-world applications under which this assumption is not satisfied , but they
do not provide any solution and consider it as an open problem. [4,5,9].

In this paper, we propose an adaptive strategy to deal with changes in data
distributions that is based on the assumption that (a) each class can be decom-
posed in several subclasses, which is a natural assumption in many practical
problems [9], and (b) that operating data may be affected by changes in prior
subclass probabilities. In this way, we provide the classifier a higher flexibility to
cope with changes in the environment where the classifier is deployed, while pre-
serving invariance in subclass conditional densities. Our simulation work shows
that adaptive approaches based on changes in subclass priors can be more effi-
cient than other approaches assuming changes in class priors.

Our proposal is a neural-based approach able to adjust the classifier, without
retraining it, to unknown conditions at application time. We show how to extend
the adaptive approach presented in [7] to a more general scenario, with possible
subclass distribution changes that lead to a concept drift. The new operation
conditions are re-estimated by using the EM algorithm and a model that pro-
vides estimates of class and subclass posterior probabilities, in a supervised and
unsupervised way, respectively.

In this paper, Sect.2 presents the adaptive re-estimation approach and a clas-
sifier that provides class and subclass posterior probability estimates. Sect.3 re-
ports experimental results and the main conclusions are summarized in Sect.4.

2 Re-estimation of New Operating Conditions

We address the problem of training a classifier by using a set of observations
statistically related with a hierarchy of classes and subclasses, and by taking
into account that (1) only class labels are observed, (2) the number of subclasses
per class is unknown, and (3) training and test sets may differ in prior subclass
probabilities as well as in prior class probabilities.
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To be more precise, we will formulate the problem mathematically: we denote
each observation as a vector, x ∈ RN , and each class label as an L-dimensional
vector d ∈ UL = {u0, . . . ,uL−1}, where L is the number of classes. For mathe-
matical convenience, class-i label ui is a unit vector with components uij = δi−j

(i.e. every component is equal to 0, except uii = 1). In addition, we assume
that each class is partitioned into several subclasses: let Mi be the number of
subclasses from class i. The subclass for a given sample x will be represented by
a vector, z, with components zij ∈ {0, 1}, i = 0, . . . , L− 1, j = 1, . . . ,Mi, such
that one and only one of them is equal to 1 and1

di =
Mi∑
j=1

zij , 0 ≤ i ≤ L− 1 . (1)

We assume that training and test sets are given by St = {(xk,dk), k =
1, . . . , Nt} and S′

t = {(x′k,d′k), k = 1, . . . , N ′
t}, where samples in St have been

generated according to an unknown probability model p(x,d|Π) and samples in
S′

t arise from p(x,d|Π′), where Π (with components πij ∈ [0, 1], i = 0, . . . , L−1,
j = 1, . . . ,Mi) and Π′ (with components π′

ij) are the prior subclass probability
vectors, so that

P{zij = 1|Π} = πij ,

P{zij = 1|Π′} = π′
ij . (2)

Additionally, we assume that labels in S′
t are not observed and only the unlabeled

set, S′
u = {x′k, k = 1, . . . , N ′

t}, is known. Our goal is to estimate the posterior
class probabilities P{d = ui|x,Π′} using samples in St and S′

u in order to
minimize the decision error rates on the test set.

2.1 Adjusting Classifier Outputs for New Priors

Our approach to this problem is based on the estimation of posterior subclass
probabilities, P{zij = 1|x,Π′} so that, using Eq. (1), we can write

P{d = ui|x,Π′} =
Mi∑
j=1

P{zij = 1|x,Π′} (3)

Note that the training set has no subclass labels, and thus, in order to estimate
posterior subclass probabilities, we will need (1) a classifier structure able to
compute posterior subclass probabilities, and (2) a learning algorithm able to
work in supervised mode at the class level and unsupervised at the subclass level.
This will be described in the next section. From now on, let us assume that such
estimates of posterior subclass probabilities (based on St) are available, and we
can compute certain estimates

yij ≈ P{zij = 1|x,Π} (4)
1 In spite of the double index in zij , we do not use a matrix but a vector, z, to group

all subclass labels because the number of subclasses may change with the class.
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We will use the posterior subclass probabilities estimated from data in St to
compute the new ones based on the estimated new priors. To do so, it is easy to
see that the posterior subclass probabilities based on priors Π′ can be estimated
from those based on Π through a straightforward transformation:

P{zij = 1|x,Π′} =

π′
ij

πij
P{zij = 1|x,Π}∑L−1

m=0
∑Mm

n=1
π′

mn

πmn
P{zmn = 1|x,Π}

(5)

According to our problem statement, neither the posterior probabilities,
P{zij = 1|x,Π}, nor the priors Π and Π′ are known, and they must be es-
timated from data. In [7], a two step approach to re-estimate posterior class
probabilities based on new priors, is provided. The basic procedure is: (1) esti-
mating the posterior probabilities by using the labeled samples in St, and (2)
re-estimating the test posterior probabilities by using the samples in S′

u and by
adapting the posterior probabilities obtained in step (1) to the new priors, Π′,
from an Expectation-Maximization (EM) algorithm. We propose to extend the
previous method to re-estimate posterior subclass probabilities, as follows:

At initialization, new priors are set equal to the original ones, estimated as2

π
′(0)
ij = πij ≈

1
Nt

Nt∑
l=1

P{zij = 1|xl,Π} (6)

In the k-th iteration, the estimation of the a priori and a posteriori probabil-
ities relative to the operating conditions is given by

π
′(k)
ij =

1
N ′

t

N ′
t∑

l=1

P{zij = 1|x′l,Π′(k−1)} (7)

P{zij = 1|x′l,Π′(k)} =

π
′(k)
ij

πij
P{zij = 1|x′l,Π}∑L−1

m=0
∑Mm

n=1
π

′(k)
mn

πmn
P{zmn = 1|x′l,Π}

(8)

Since each class may have a relatively large number of subclasses, we propose
an alternative in order to accelerate convergence. After each iteration k, where
subclass probabilities are updated and thus, class prior and posterior ones, a
certain number of iterations Ns are carried out but now, exclusively within each
class, what allows to evolve faster to the distribution of subclasses within a class.
This procedure is summarized in Algorithm 1.

2.2 Class and Subclass Posterior Probability Estimation

The re-estimation algorithm proposed in Section 2.1 requires some subclass
posterior probability estimates. We have applied a neural structure comput-
ing a parametric nonlinear mapping f(w, ·) : �N → P from the input space
2 Despite the fact that the posterior probabilities in Eq.(6) depend on Π (which states

a recursive relation), they are not actually required. The posteriors will be estimated
using a classifier, so that Eq.(6) can be used directly to compute the initial priors.
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into probability space P = {p|0 ≤ pij ≤ 1,
∑L−1

i=0
∑Mi

j=1 pij = 1}, where w
is a parameter vector.We assume that the classifier hard decisions are given
by d̂ = arg maxi yi where soft decisions yi are given by yi =

∑Mi

j=1 yij and
yij = fij(w, ·) is the {i, j}−component of the nonlinear mapping, f . In particu-
lar, our experiments are conducted are based on the softmax nonlinearity given

by fij(w,x) =
exp(wT

ijx + wij0)∑L−1
m=0

∑Mm

n=1 exp(wT
mnx + wmn0)

. We will refer to this network

as Generalized Softmax Perceptron (GSP).

Algorithm 1. Subclass-level re-estimation
Inputs:
Data from S′

u = {x′l, l = 1, . . . , N ′
t}.

Intermediate and final outputs: yl
ij , yl

i =
∑Mi

j=1 yl
ij

Training priors (based on St), πij .

Initialize: π
′(0)
ij = πij and Q

(0)
ij (x′l) = P{zij = 1|x′l,Π′(0)} ≈ yl

ij

for k = 1 to K do

π
′(k)
ij =

1
N ′

t

N′
t∑

l=1

Q
(k−1)
ij (x′l)

Q
(k)
ij (x′l) = P{zij = 1|x′l,Π′(k)} ≈

π
′(k)
ij

πij
yl

ij∑L−1
m=0

∑Mm
n=1

π
′(k)
mn

πmn
yl

mn

(9)

for r = 0 to L − 1 do
Initialize π

∗(0)
rj = π

′(k)
rj and Q

∗(0)
rj (x′l) = Q

(k)
rj (x′l), 1 ≤ j ≤ Mr

for s = 1 to Ns do
Compute π

∗(s)
rj = 1

N′
t

∑N′
t

l=1 Q
∗(s−1)
rj (x′l)

Q
∗(s)
rj (x′l) = P{zrj = 1|x′l,Π∗(s)} ≈

π
∗(s)
rj

π
∗(0)
rj

Q
∗(0)
rj

(x′l)

∑Mr
p=1

π
∗(s)
rp

π
∗(0)
rp

Q
∗(0)
rp (x′l)

∑Mr
j=1 Q

∗(0)
rj (x′l)

(10)

end for
end for
Update Q

(k)
ij (x′l) = Q

∗(Ns)
ij (x′l)

end for
Outputs:
Adjusted posterior subclass probabilities: P{zij = 1|x′l, Π′} ≈ Q

(K)
ij (x′l)

Adjusted posterior class probabilities: P{d = ui|x′l, Π′(K)} ≈
∑Mi

j=1 Q
(K)
ij (x′l)
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Since only class labels are available in St the learning algorithm must esti-
mate subclass probabilities in an unsupervised way. Moreover, the number of
subclasses is usually unknown, and it must be estimated from data. To do so,
a learning algorithm, called PPMS (Posteriori Probability Model Selection) is
proposed in [3] that estimates the GSP parameters, and determines the number
of subclasses per class, in an iterative manner from a class-labeled data set. The
parameter estimation rules are derived as an instance of the EM algorithm based
on taking subclass labels zij as hidden variables. In its simplest form, the M step
is replaced by a single step of a stochastic gradient minimization, which leads to
learning rules

w(k)
ij = w(k−1)

ij + μ(k) y
(k)
ij

y
(k)
i

(d(k)
i − y

(k)
i )x(k) (11)

where μ(k) is the learning step at iteration k.3 The number of subclasses is esti-
mated through a combination of pruning, splitting and merging processes4 (see
[3] for more details). In our experiments, learning step μ(k) decreases according
to μ(k) = μ(0)

1+k/η , where η is a decay factor.
The fact that intermediate outputs yij of the GSP can be interpreted as

subclass probabilities provides quite a natural way to cope with the unexplored
problem of uncertainty in subclass distributions as already pointed out by [9].
Nonetheless, both architecture and cost function issues are not the goal of this
paper, but merely illustrative tools.

3 Experimental Results

We first illustrate the proposed re-estimation strategy on two applications from
the UCI and then, we apply it to a real remote sensing application.

Applications from the UCI. The Waveform problem considered derives from
the original application and it has been reformulated as a binary problem where
class-0 contains just data from one wave and class-1 gathers data from the other
two waves. The goal of the Abalone dataset is to discriminate whether the age
of an abalone is lower than 10 (class-0) or not (class-1). For simulation purposes,
two clusters are identified in class-1: instances with age between 10 and 20 and
those older than 20. Training class distribution as well as different test scenarios
(simulated by means of over/down sampling) are shown in Table 15.

Classification is carried out by a GSP neural network with structure auto-
matically configured by the PPMS algorithm (threshold values μprune = 0.01,

3 This rule can also be derived through stochastic minimization of a cross entropy cost
function CE(y,d) = −

∑L−1
i=0 di log yi.

4 Thresholds μprune, μsplit and μmerge are applied to priors in order to activate these
actions.

5 Both classification problems will be assessed in production mode conditions with the
same or different class/subclass distributions to those assumed in learning.



128 R. Alaiz-Rodŕıguez, A. Guerrero-Curieses, and J. Cid-Sueiro

Table 1. Class and subclass distributions for the Waveform and Abalone applications

Class distributions
Class-0 Class-1

Training Π00 Π10 Π11
S0 0.34 0.33 0.33

Distribution Test Π′
00 Π′

10 Π′
11

changes
(a) No changes S1 0.34 0.33 0.33
(b) At class- S2 0.20 0.40 0.40
level S3 0.60 0.20 0.20

S4 0.34 0.05 0.61
(c) At subclass- S5 0.34 0.19 0.47
level S6 0.34 0.61 0.05

S7 0.20 0.05 0.75
S8 0.20 0.225 0.575

(d) At class- and S9 0.20 0.75 0.05
subclass-level S10 0.60 0.05 0.35

S11 0.60 0.275 0.125
S12 0.60 0.35 0.05

μmerge = 0.002 and μsplit = 0.5). Learning rate is set to μ(0) = 0.02 and

μ(0) = 2.1 for the Waveform and Abalone, respectively and η = 20000.
It can be seen in Table 2 (results averaged over 5 runs) that whenever subclass

distributions keep the same as in training ((a) and (b) scenarios), both class
and within-class re-estimation strategies show no differences in performance.
Note also that with no operating changes, (a), the error rate does not increase
because of re-estimation process. On the other hand, in (b), both re-estimation
approaches achieve a significant decrease in error rate: 9% in S2 and 16% in S3
for the Waveform dataset and 11% in S2 and 22% in S3 for the Abalone problem.

However, when there are shifts in subclass distributions (with the same or
different class priors) the class-level re-estimation process is further improved by
the subclass re-estimation approach (cases (c) and (d)). For instance, in Abalone-
S12, error rate is reduced from 17.6% to 15.2%, while for the standard classifier
is 24.8%. Likewise, in Waveform-S12, the subclass re-estimation strategy leads to
8.1% error rate, whereas the class-level one is 8.9%. Note also that the class-level

Table 2. Test error rate (in %) for the Abalone and Waveform datasets

Methods
Standard Class-level re-estimation Subclass-level re-estimation

Scenarios Test set Abalone Waveform Abalone Waveform Abalone Waveform
(a) S1 21.4 8.4 21.5 8.5 21.4 8.4
(b) S2 18.2 7.4 16.1 6.7 16.5 6.8

S3 27.8 9.2 21.6 7.7 21.7 7.8
S4 27.0 7.2 37.4∗ 7.4 27.5 6.1

(c) S5 24.2 7.8 26.7 7.9 24.3 7.8
S6 15.9 9.5 20.1∗ 9.6 14.8 8.1
S7 25.6 6.1 35.8 ∗ 6.4 19.5 5.0
S8 21.9 6.8 21.2 6.5 18.1 6.4

(d) S9 10.8 8.7 15.8 ∗ 7.1 10.6 6.5
S10 30.6 8.6 31.2 6.7 28.6 5.5
S11 26.2 9.4 18.9 8.2 18.6 8.0
S12 24.8 9.8 17.6 8.9 15.2 8.1
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Table 3. Overall error rate in % averaged over 20 runs for a Landsat image dataset

Error rate in different test partitions
Class-level Subclass-level

Training set Standard Re-estimation Re-estimation
45% southern 2.86 2.77 2.55
50% southern 2.72 2.24 2.20
55% southern 2.72 2.12 2.06
60% southern 1.21 1.44 1.19
65% southern 0.90 1.03 0.94

re-estimation approach fails in several scenarios, leading to error rates that are
sometimes close to 50% higher than the standard classifier: in Abalone-S7, the
standard classifier error is 25.6%, and with class-level re-estimation, it increases
to 35.8%. However, re-estimating by considering the subclasses reduces the error
to 19.5%.6. Finally, there are some cases where the subclass re-estimation does
not reduce error rate but it does not either deteriorate performance. Thus, for
Abalone-S9, the standard classifier error is 10.8%, what becomes higher (15.8%)
when re-estimating at class level, while subclass re-estimation yields 10.6%.

Landsat Image. This application dataset (10024 examples, 7 features) be-
longs to a Landsat image that covers an area in the North-West of Spain (the
same used in [2]). For us, the goal is to discriminate between urban and non
urban terrains. Class urban contains data belonging to different subclasses (yet
unknown tag): dense-urban, scattered-urban and industrial. Likewise, class non
urban gathers data belonging to several different subclasses. Learning rate was
initialized to μ(0) = 0.03, decay factor to η = 100000 and the PPMS algorithm
thresholds to μprune = 0.00005, μmerge = 0.0001 and μsplit = 0.5.

Several partitions have been carried out to split the whole dataset into training
and test according to the spatial distribution north-south. The goal is to asses
the performance of the classifier trained with data belonging to a certain region
and afterwards, test it on the remaining region that may not show the same
class and/or subclass distribution. Table 3 shows error rate in the test set when
the classifier is trained with different percentage splits of southern data (from
45% to 65%). Twenty runs were carried out and Table 3 reports the overall error
rate values. We can see that, in two out of the five scenarios, the class-level
adaptive approach fails, leading to an increase in error rate (from 1.21 to 1.44
and from 0.90 to 1.03) whereas the within-class re-estimation approach neither
significantly improves nor deteriorates performance in these two cases. Although
both approaches succeed in the other three scenarios, the subclass re-estimation
strategy achieves higher decrease in the error rate (for instance, 2.55 compared
with 2.77, for the 45% southern split).

Finally, an experiment was run with the two UCI datasets, in which the split
between training data and the test set is carried out by establishing a threshold
in one of the feature variables (which afterwards is removed from the dataset).

6 Note that in Table 2, those test sets where the conventional adaptive process leads
to an unacceptable increase in error rate are highlighted with “∗”.
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We found that the re-estimation process might even deteriorate performance in
these scenarios. Data analysis shows significant correlations between features,
what we believe leads to a drift in the dependence relationship between the class
label (and the estimated subclass) and the feature variables. To guarantee the
success of a re-estimation process a method should be derived, to determine if
the problem we face implies a deeper underlying change in data distribution.

4 Conclusions and Future Work

We have proposed a method to adapt a classifier to changes in prior subclass
probabilities using unlabeled test data. We should make clear that the subclasses
are ”virtual” entities, because both training and reestimation processes are un-
supervised at the subclass level (subclass labels are never used).

Experimental results show that, taking into account the shifting in subclass
distributions allows to get an adaption to the new context better than the class-
level approach that restricts itself to shifts in class distributions. Moreover, it is
been observed that the adaptive method at class level fails (if class conditional
densities change), sometimes significantly worsening the performance of a clas-
sifier that has not been adjusted. Additionally, some preliminary results show
situations of data distribution changes that require further research.
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Abstract. An important problem in learning using gradient descent
algorithms (such as backprop) is the slowdown incurred by temporary
minima (TM). We consider this problem for an artificial neural network
trained to solve the XOR problem. The network is transformed into the
equivalent all permutations fuzzy rule-base which provides a symbolic
representation of the knowledge embedded in the network. We develop
a mathematical model for the evolution of the fuzzy rule-base parame-
ters during learning in the vicinity of TM. We show that the rule-base
becomes singular and tends to remain singular in the vicinity of TM.

Our analysis suggests a simple remedy for overcoming the slowdown in
the learning process incurred by TM. This is based on slightly perturbing
the values of the training examples, so that they are no longer symmetric.
Simulations demonstrate the usefulness of this approach.

1 Introduction

A feedforward artificial neural network (ANN) defines a mapping from its in-
put z ∈ R

m to its output y ∈ R
n. It is possible to express this in closed form

as y = f(z). Yet this usually provides little insight on what the ANN is actually
computing. This black-box character of ANNs is a major shortcoming. Methods
for extracting the knowledge embedded in ANNs are surveyed in [1,2,3,4].

A very different form of knowledge representation is provided by rule-based
systems and, in particular, fuzzy rule-based systems. Here, the knowledge is rep-
resented as a set of If-Then rules, stated using natural language. The system is
thus easy to understand, verify, and, if necessary, refine. Considerable research
effort has been devoted to developing a synergy between the learning-from-
examples ability of ANNs and the white-box character of fuzzy systems [5,6].

The all-permutations fuzzy rule-base (FARB) introduced in [7] admits an
input–output mapping (IOM) that is identical to that of an ANN. More specif-
ically, there exists an invertible mapping T converting an ANN into a FARB
with an identical IOM:

T (ANN) = FARB, T−1(FARB) = ANN. (1)
� Research supported in part by research grants from the Israel Science Founda-
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This provides a bi-directional transformation between ANNs and symbolic
FARBs.

Numerous applications of the ANN-FARB equivalence for extracting and in-
serting symbolic information into ANNs can be found in [8]. Advantages of this
approach include: (a) the FARB is based on standard fuzzy logic tools (rather
than some special operators tailored to fit the ANN functioning); and (b) the
transformation (1) is applicable to a large set of ANN architectures and to any
set of ANN parameters.

Consider an ANN during training. Since the transformation T is valid for any
set of parameters, it can be applied both before and after every learning iteration.
This makes it possible to compare a symbolic representation of the knowledge
embedded in the ANN after each learning iteration, and, more generally, to
study the time evolution of the symbolic FARB parameters, rather than the
ANN weights, during on-line learning.

In this paper, we apply this idea to a simple ANN trained to solve the XOR
problem. We do this to gain new insight into the learning stagnation in the
vicinity of temporary minima (TM) (sometimes referred to as the plateau phe-
nomena). Our analysis shows that one reason for the learning slowdown is the
symmetry of the training examples. This suggests a new and simple approach for
improving the training behavior by slightly perturbing the desired output val-
ues in the training examples so that they are no longer symmetric. Simulations
demonstrate the effectiveness of this approach.

2 Learning in the Vicinity of TM: The XOR Problem

The dynamics of ANNs during training is extremely complicated. It is thus
customary to study this dynamics using simple examples. Following [9,10,11],
we consider a 2-2-1 feedforward ANN trained to realize the XOR function (see
Fig. 1). All neurons use the sigmoid activation function:

σ(y) := (1 + exp (−y))−1 . (2)

Note that differentiating (2) yields: σ′(y) = σ(y)(1 − σ(y)) .

The IOM of the XOR ANN y : R
2 → R is given by

y(z) = σ(wh
1 f1(z) + wh

2f2(z) + wh
0 ) , (3)

where fi(z) := σ(wi
1z1 + wi

2z2 + wi
0) is the output of the ith hidden neuron.

The training examples are pairs in the form ti = (zi; di), with t1 = (1 0 0; 0),
t2 = (1 1 0; 1), t3 = (1 0 1; 1), and t4 = (1 1 1; 0), (the first component in z
is the bias input). The required IOM is that of the XOR function. Training is
performed using the batch version of the backprop (BP) algorithm, i.e. the cost
function is

E :=
1
2

4∑
i=1

(di − yi)2, (4)
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Fig. 1. A 2-2-1 feedforward ANN trained to solve the XOR problem

where yi := y(zi). In the kth learning epoch, weight w is updated according
to w(k + 1) = w(k) − η ∂E

∂w , where η > 0 is the learning rate. It is useful to
approximate this as a continuous-time process, i.e. ẇ(t) ≈ w(k+1)−w(k)

η = −∂E
∂w .

Since BP is a gradient descent algorithm, it may converge to a local minima
of E. Furthermore, the algorithm may require many epochs trying to “escape”
points where the gradient is almost zero. Such points, that are not local minima,
are known as temporary minima. These correspond to almost flat regions, or
plateaus, in the landscape of the cost function.

The XOR ANN was used to analyze the dynamics of learning in the vicinity
of TM [9,10,11]. In this problem no local minima exist, but there do exist four
classes of TM, of which only one is characterized by finite weights [9,10,11]. In
the vicinity of TM, the ANN demonstrates extremely slow learning. For many
epochs of training the change of the weight values and of the error E are close
to zero. Furthermore, when the network is initialized with small weights (which
is customary practice in order to avoid saturation [12]), the dynamics tends
to converge toward a TM. Thus, the very slow learning is by no means a rare
event [13]. Slow learning near TM is a major problem in ANN training, as
training is usually abandoned altogether if the BP algorithm does not converge
after some fixed number of epochs.

Our simulations of the XOR network support this. We implemented BP using
MATLAB with learning rate η = 3.5 for all weight updates. The initial weights
were drawn randomly from the uniform distribution U [−0.2, 0.2]. A typical
response is depicted in Fig. 2. It may be seen that the ANN output hardly
changes for over 2000 epochs. The behavior for the other three possible inputs
is basically similar. After finally breaking away from the TM, learning converges
to a correct set of weights rather quickly. This implies that the minima is indeed
a temporary minima, and not a local one.

2.1 Dynamics of Learning

In this section, we review the analysis of learning in the vicinity of TM described
in [9]. Let z = (1 z1 z2)T . Denote

wi := (wi
0 w

i
1 w

i
2)

T , i = 1, 2,
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Fig. 2. ANN output y for the input z2 = (1, 1, 0)T as a function of learning epochs.
The desired output is d2 = 1. There is almost no change in output for over 2000 epochs.

and

ε := (w1 −w2)/2, ω := (w1 + w2)/2,

u := (wh
1 − wh

2 )/2, v := (wh
1 + wh

2 )/2 . (5)

Note that when ε = 0 and u = 0 the ANN output y in (3) becomes y(z) =
σ(2wh

1 f1(z) + wh
0 ), so the ANN is effectively reduced to a single neuron.

Ampazis et al. [9] derived approximate equations describing the dynamics in
the vicinity of (u = 0, ε = 0), under the additional assumption of small weight
values. We use o(x) to denote functions h(x) that satisfy limx→0

h(x)
x = 0.

Lemma 1. [9] Define

ξi := (di − yi)yi(1− yi) , i = 1, . . . , 4 . (6)

Also define p ∈ R
3, Q ∈ R

3×3, and J ∈ R
4×4 by:

p :=
4∑

i=1

ξiσ(ωT zi)(1 − σ(ωT zi))zi , (7)

Q :=
4∑

i=1

ξiσ(ωT zi)(1− σ(ωT zi))v(1 − 2σ(ωT zi))zi(zi)T , (8)

and J :=
[
0 pT

p Q

]
. Near (u = 0, ε = 0), the learning dynamics is

[
u̇
ε̇

]
= J

[
u
ε

]
+
[

o((εT zp)2)∑4
i=1 ξiz

i(v · o((εT zi)2) + u · o(εT zi))

]
, (9)

v̇ =
4∑

i=1

ξi(σ(wT zi) + o(εT zi)) . (10)

Using a similar approach as in [9] also yields the dynamics for ω.

Lemma 2. Define Q′ ∈ R
3×3 by:

Q′ :=
4∑

i=1

ξiσ(ωT zi)(1 − σ(ωT zi))u(1− 2σ(ωT zi))zi(zi)T .
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Near (u = 0, ε = 0),

ω̇ = vp +Q′ε +
4∑

i=1

ξiz
i(u · o((εT zi)2) + v · o(εT zi)) . (11)

Note that the desired output values di appear in the definition of ξi and thus
have a direct effect on the dynamical equations.

3 Equivalent FARB

In this section, we present a FARB that is equivalent to the 2-2-1 ANN, and de-
rive the mathematical equations describing the FARB dynamics during learning
in the vicinity of TM.

Consider a fuzzy rule-base with inputs x1, x2 and output g described by the
following four rules:

R1 : If (x1 is positive) and (x2 is positive), then σ−1(g) = a0 + a1 + a2,

R2 : If (x1 is positive) and (x2 is negative), then σ−1(g) = a0 + a1 − a2,

R3 : If (x1 is negative) and (x2 is positive), then σ−1(g) = a0 − a1 + a2,

R4 : If (x1 is negative) and (x2 is negative), then σ−1(g) = a0 − a1 − a2,

where ai ∈ R, the and operator is modeled using multiplication, and the verbal
terms positive and negative are defined using the membership functions (MFs):
μpos(x) := σ(x), and μneg(x) := σ(−x). Note that μpos(x) ∈ (0, 1) for all x, and
that limx→−∞ μpos(x) = 0, limx→∞ μpos(x) = 1.

Let Di = Di(x1, x2) denote the degree of firing (DOF) of rule Ri, i.e.

D1 = μpos(x1)μpos(x2), D2 = μpos(x1)μneg(x2),
D3 = μneg(x1)μpos(x2), D4 = μneg(x1)μneg(x2). (12)

Let si denote the output value in the Then-part of rule Ri,

s1 = a0 + a1 + a2, s2 = a0 + a1 − a2,

s3 = a0 − a1 + a2, s4 = a0 − a1 − a2. (13)

Proposition 1. Inferring the four-rule FARB using the center of gravity (COG)
defuzzification method [14] yields:

σ−1(g) = a0 − a1 − a2 + 2a1σ(x1) + 2a2σ(x2). (14)

This result is a special case of the main result in [7]. Eq. (14) suggests that the
IOM of the FARB is very similar to that of an ANN. Indeed, comparing (14)
with (3) immediately yields the following result.

Lemma 3. Consider the ANN with output y(z1, z2) given by (3), and the four-
rule FARB with inputs

xi = (wi)T z , i = 1, 2, (15)
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and parameter values:

a0 = wh
0 + wh

1 /2 + wh
2/2, a1 = wh

1 /2 , a2 = wh
2/2 . (16)

Then inferencing the FARB yields: g(x1, x2) = y(z1, z2).

In other words, the FARB is mathematically equivalent to the ANN, and thus
provides a symbolic representation of what the ANN is actually computing.

4 Learning Dynamics of the FARB

We begin by considering the FARB when the ANN parameters satisfy (u =
0, ε = 0). In this case, Eqs. (15) and (16) yield: x1 = x2, and a1 = a2. This
implies that the FARB output is

σ−1(g) = a0 − 2a1 + 4a1σ(x1). (17)

This is actually equivalent to the output of the two-rule FARB:

R1 : If (x1 is positive), then σ−1(g) = a0 + 2a1,

R2 : If (x1 is negative), then σ−1(g) = a0 − 2a1. (18)

In other words, near the TM, the ANN is reduced to a single neuron, and the
corresponding FARB is reduced to a singular, two-rule FARB. Our main result
in this section describes the dynamics of the FARB in the vicinity of TM. Due to
space limitations, proofs are omitted. These will appear in an extended version
of this paper [15].

Lemma 4. Denote qi := σ(ωT zi), i = 1, . . . , 4. Near (u = 0, ε = 0), the learn-
ing dynamics of the FARB parameters is:

Ḋ1 =
(
ω̇T z − x1(ẇ1)T z/4− x2(ẇ2)T z/4 + o(x2

i )
)
D1,

Ḋ2 =
(
ε̇T z − x1(ẇ1)T z/4− x2(ẇ2)T z/4 + o(x2

i )
)
D2,

Ḋ3 = −
(
ε̇T z + x1(ẇ1)T z/4 + x2(ẇ2)T z/4 + o(x2

i )
)
D3,

Ḋ4 = −
(
ω̇T z + x1(ẇ1)T z/4 + x2(ẇ2)T z/4 + o(x2

i )
)
D4, (19)

where o(x2
i ) stands for o(x2

1) + o(x2
2), and

ṡ1 =
4∑

i=1

ξi(1 + 2qi + o(εT z)) , ṡ2 =
4∑

i=1

ξi(1 + qi + εT ziqi(1− qi) + o(εT z)) ,

ṡ3 =
4∑

i=1

ξi(1 + qi − εT ziqi(1− qi) + o(εT z)) , ṡ4 =
4∑

i=1

ξi . (20)

Note that combining (19), Lemma 1 and the fact that the matrix J has
eigenvalues close to zero [9], implies that the change in Di(t), i = 1, . . . , 4, will
be very small. Thus, the FARB will tend to remain a singular, two-rule FARB.
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5 Simplification of FARB Dynamics

Ampazis et al. [9] showed that for (u ≈ 0, ε ≈ 0) and initial weights that are
close to zero, the ANN output is approximately identical for each of the four
possible inputs, i.e. there exists ȳ ∈ R such that: y1 ≈ · · · ≈ y4 ≈ ȳ. Indeed,
letting neti := wh

1 f1(zi) + wh
2 f2(zi) + wh

0 (the net input to the output neuron)
and using (2) and (3) yields: yi = f(zi) = 1

2 + neti

4 + o(net2i ), so ȳ = 1/2.
To simplify the notation, we will use p ≈ q to denote that p−q includes terms

that are linear (or higher-order) in ωT zi or neti. For example, yi ≈ ȳ.
Similarly, the small weight values imply that q1 ≈ · · · ≈ q4 = q̄, with q̄ = 1/2.

Lemma 5. Near (u = 0, ε = 0):

Ḋi(z) ≈ 0, ṡi ≈ 0, i = 1, . . . , 4. (21)

Analysis of the proof of this lemma shows that many terms in the derivatives
of the parameters vanish because for the XOR problem:

d2 + d4 − 2ȳ = d3 + d4 − 2ȳ = 0 . (22)

In other words, the symmetry of the vector d = (d1, d2, d2, d4)T = (0, 1, 1, 0)T

contributes to the slowdown of learning in the vicinity of TM. This suggests a
simple approach for alleviating this problem, namely, slightly perturb the de-
sired output values so that (22) no longer holds, say, d = (0.1, 1, 0.95, 0)T . Note
that if the mean square error (MSE) during learning converges to zero, then
the final ANN can obviously be said to solve the XOR problem even with this
perturbation.

The fact that (22) does not hold implies that the zero terms in the expression
for the derivatives become non-zero. These terms have small absolute value, but
will have a strong effect on the learning behavior. This is because near TM, the
small values of the derivatives slowly accumulate until a bifurcation takes place,
leading the system away from the TM region [9]. The small non-zero terms
accumulate much faster and thus tend to considerably reduce the number of
epochs spent near TM. The next section demonstrates the effectiveness of this
simple idea.

6 Using a Non-symmetric d

We ran 1000 simulations of BP training for the XOR problem using: (1) d =
(0, 1, 1, 0)T ; and (2) d = (0.1, 1, 0.95, 0)T . All the other parameters (e.g., initial
weight values, learning rate) were identical. Training was stopped when either the
number of training epochs reached 18, 000, or the ANN output y satisfied |di −
yi| ≤ 0.15, for i = 1, . . . , 4.

Table 1 summarizes the results. It may be seen that when the training con-
verges, using a non-symmetric d speeds up learning by a factor of about 4.5.
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Table 1. Training performance in the symmetric and non-symmetric cases

symmetric d non-symmetric d

Mean number of epochs until convergence 1850 415
Standard deviation 1700 260
Failure rate 1.5% 3.7%
Failure reason Weight saturation & Weight saturation

epoch number limit

0 500 1000 1500 2000 2500
0

0.5

epochs

Fig. 3. MSE during learning: symmetric (solid line) and non-symmetric case (dashed)

This is mainly due to reducing the time spent near TM (see Fig. 3 for a typical
example). The non-symmetric case does however increase failure rate. Failure
is always due to saturation and was overcome using the modified BP algorithm
defined in [16], bringing failure rate down to 0.6%. In the symmetric case, failure
is due to both saturation and the slowdown of learning near TM, so the ANN is
still “stuck” on the plateau after 18, 000 learning epochs.

7 Discussion

Amari et al. [13] regard the plateau region as a pseudo-attractor for the learning
dynamics. This highlights the importance of understanding and overcoming the
problem of slow learning in the vicinity of TM.

In this paper, we analyzed this problem for the XOR ANN using the equivalent
FARB. Our analysis led to a new approach for overcoming slow learning which
is based on slightly perturbing the learning examples so that they are no longer
symmetric. This indeed reduces the time needed to traverse the TM region, but
may increase the probability of failure to converge due to saturation.

To overcome this we suggest combining a non symmetric d with learning
using an improved BP algorithm that is designed to overcome weight saturation.
Simulations demonstrate the usefulness of this approach.

Perturbing the training examples to improve learning is not an entirely new
idea. Bishop [17] demonstrated the relationship between training with noise and
Tikhonov regularization. Wang and Principe [18] suggested adding a small ran-
dom noise at each learning step. Our approach is different as it is derived from
an analysis of the evolution of the equivalent FARB when the ANN is in the
vicinity of TM.

More research is needed in order to study the implications of using non-
symmetric training examples in other learning problems. Preliminary experi-
ments in the parity problem for 4, 5, 6, and 7 bits suggest that the approach
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presented here is indeed successful. Furthermore, as the complexity of the learn-
ing problem increases, overcoming the slow learning problem becomes more
important.
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Abstract. This paper presents a study of convergence modalities in a
small adaptive network of conductance-based neurons, receiving input
patterns with different degrees correlation . The models for the neurons,
synapses and plasticity rules (STDP) have a common biophysics basis.
The neural network is simulated using a mixed analog-digital platform,
which performs real-time simulations. We describe the study context,
and the models for the neurons and for the adaptation functions. Then
we present the simulation platform, including analog integrated circuits
to simulate the neurons and a real-time software to simulate the plas-
ticity. We also detail the analysis tools used to evaluate the final state
of the network by the way of its post-adaptation synaptic weights. Fi-
nally, we present experimental results, with a systematic exploration of
the network convergence when varying the input correlation, the initial
weights and the distribution of hardware neurons to simulate the biolog-
ical variability.

Keywords: Neuromorphic Engineering, Silicon Neurons, STDP,
Hodgkin-Huxley Model.

1 Introduction

Since 1949 and the proposition of the plasticity role in behavior and cognitive
skills explanation by Donald Hebb [1], we try to understand humans and animals
high capabilities through the exploration of neural networks activity. Nowadays,
plasticity has been formalized, from physiological observations, into rules related
to synaptic transmission modulation efficacy. These rules link synaptic modifi-
cations to correlations in the firing activity of pre- and postsynaptic neurons.
A mainly used model for describing the adaptation temporal mechanisms is
the spike-timing dependent plasticity rule (STDP) in the cortex [2]. The STDP
model is derived from studies exhibiting Long Term Potentiation (LTP) and
Long Term Depression (LTD) phenomenon [3].

Several models of STDP display enhancement of synaptic efficacy when neu-
rons are synchronized [4]. In parallel, activities visualized with techniques such
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as EEG of fMRI show the result of a synchronized activity of neurons implicated
in a same task. Thus, neurons do receive correlated inputs in situations where
the subject is performing a learning task. Because a cortical neuron receives a
large number of synapses, the set of its inputs can be modeled by a noise input.
Studies have investigated the effect on single cells of the correlation factor of the
noise on synaptic strength convergence driven by STDP [3].

It has been recently shown [5] that in an all-to-all connected small excitatory
neural network, where neurons receive individual correlated noise input patterns,
the convergence of synaptic weights driven by STDP depends on the noise input
correlation. For a low correlation, the weights evolution was confined in a limited
range. When all input patterns are identical (maximum correlation factor), the
convergence becomes bimodal.

In this paper, we will show that if we have in a network two groups of neurons
receiving noise input with two different correlation factors, weights convergence
does not depend only on this factor but also on the direction of the synapse re-
garding to the two groups. The study was realized with a mixed hardware-software
instrumentation tool, where neurons are implemented on analog VLSI circuits [6].

In section 2, we define the models used for neurons, synapses, plasticity and
noise correlation. In section 3, we present the hardware and the method used to
determine biophysical equivalence to the parameters of the hardware parameters.
In section 4, we present the simulation configuration and the analysis tools. In
section 5, we detail the experimental results and their analysis. As a conclusion,
we discuss the results of these experiments.

2 Models

2.1 Neuron and Synapse Models

Neuron. The neuron model is based on the Hodgkin and Huxley formalism des-
cribing the dynamics of neuron’s ionic currents [7]. Four voltage-dependent ionic
currents are implemented in our model: INa+, IK+, ILEAK and IMOD, a modu-
lating slow voltage-dependent potassium current. The modeled neuron is the
glutamate excitatory regular spiking neuron [8], and is characterized by its static

Table 1. Ionic channels parameters for the implemented model relative to a neuron
with a membrane area of 22.10−5cm2

Leak ILEAK = gLEAK(VMEM − ELEAK) with gLEAK = 33nS , ELEAK = −80mV

Na INa = gNam3h(VMEM − ENa) with gNa = 11μS , −ENa = 50mV
m : VOF F SET = −37mV , VSLOPE = 7, 2mV , h : VOF F SET = −42mV

VSLOPE = −4, 6mV , τ (m) = 0, 03ms , τ (h) =
{

3,00ms if VMEM >0
0,25ms if VMEM <0

K IK = gKn4(VMEM − EK) with gK = 1, 1μS ; EK = −100mV
n : VOF F SET = −37mV , VSLOPE = 11, 38mV , τ (n) = 3ms

Mod. IMOD = gMODp(VMEM − EMOD) with gMOD = 10nS , EMOD = −100mV

p : VOF F SET = −35mV , VSLOPE = 11, 4mV , τ (p) =
{

300ms if VMEM <0
8ms if VMEM >0
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parameters as time constants, potential offsets, conductance values (table 1), and
by its functional features as f(I) curves and spike-frequency adaptation.

The neuron model parameters are listed in table 1. m, n, p in case of activation
and h in case of inactivation are state variables (s), describing the state of ionic
channels, defined by equation 1.

τ(VMEM ).
δs

δt
(t) =

1
1 + exp(±VMEM−VOF F

VSLP
)
− s(t) (1)

where VMEM is membrane potential, VOFF and VSLP are the offset and the
slope of the sigmoid. The sign in the exponential is - for activation and + for
inactivation.

Synapse. The synapse conductance-based model used is the kinetic synapse
model presented in [9]. The synaptic current Isyn is given by:

Isyn(t) = gsyn · r(t) · [VMEM − Esyn] with
δr

δt
= α[T ](1− r) − βr (2)

where gsyn is the maximum conductance of the synapse, r ∈ [0 − 1] represents
the part of channels opened by neurotransmitters, VMEM is the postsynaptic
membrane potential, Esyn is the synaptic reversal potential. [T ] is the neuro-
transmitters concentration. α and β are rate constants for transmitters binding.

This model describes the synaptic strength as the duration of postsynaptic
receptors opening (AMPA receptors for excitatory synapses). A pulse length
represents the conductance increase due to the release of transmitters [6]. Pre-
synaptic events are gathered on a single input to generate the synaptic pulses,
applied to the post-synaptic neuron.

2.2 Plasticity: STDP Model

The STDP algorithm implemented for the synaptic adaptation is a biophysical
model [10]. The equation representing the synaptic strength change depending
on spike timing is:

dωji

dt = εjεi

[
(ωji − ωLTP )

∑
k

P [t− t̃j(t)]δ(t − ti,k)

+ (ωji − ωLTD)
∑

l

Q[t− t̃i(t)]δ(t− tj,l)
]

(3)

where ωji is the synaptic strength from neuron j (presynaptic) to i (postsy-
naptic). ti,k and tj,l are respectively the sets of post- and presynaptic spikes
times. P and Q are respectively the amount of LTP (potentiation) and LTD
(depression) change, given by: P (t) = A+ exp(t/τP ) and Q(t) = A exp(t/τQ).
εk are functions taking into account spikes history of a neuron and are given
by εk = 1 − exp[−(t − t̃k(t))/τεk

]. ωLTP and ωLTD are respectively maximal
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and minimal soft bounds. t̃k is the neuron’s k last spike time. Parameters, bio-
inspired, for exponential constants are A+ = 0.1 and A = 0.005. Time constants
are τP = 14.8ms and τQ = 33.8ms. The eligibility ε (influence of previous spikes
of a same neuron), has an exponential time constant for the presynaptic neuron
τεj = 28ms and for the postsynaptic neuron τεi = 88ms [11]. This takes into
account features like frequency dependence and spike triplets.

2.3 Input Correlation

Neurons in the cortical area are connected to thousands of other neurons. Hence,
one neuron is constantly stimulated and its spiking activity can be considered as
randomized with a Poisson rule distribution. The synchrony induced by temporal
coincidence of environmental events can lead some neurons to receive correlated
stimulations. In our experiments we consider the noise input stimulating a neuron
as a unique spike train input pattern. This pattern can be correlated with other
input patterns stimulating neurons in the same network.

The noise patterns P applied to neurons are generated from a Poisson dis-
tribution Y and correlated with a defined factor ε (see (4)). First we generate
a Poisson distribution X: X = {x1, ..xn} / xi = N(0, 1).

√
m− 1/2 + m where

N(0, 1) is a normal distribution, m the average. Then X is converted in an ab-

solute time pattern Y : X → Y = y1, ..yn / yi =
i∑

j=1

xj .

The noise input pattern Pi for neuron i are generated as one event for each Y
event. The time-lap between the event Y and a Pi pattern event is given by ε:

ε = N(0, 1).(α− 1).
T

6
(4)

where N(0, 1) is a normal distribution, T is the average period and α ∈ [0, 1] is
the correlation factor.

3 Material

3.1 System Description

We used a hardware real-time simulation environment for this study. The four
neuron’s ionic currents INa, IK , ILEAK , IMOD are implemented in configurable
analog VLSI circuits. The ionic channels modulate the neuron’s membrane po-
tential, measured on capacitors connected externally to the circuits. The synapse
model is also built in the analog circuits. The neural network connectivity is
driven by a custom hardware-software system [12]. The whole system is embed-
ded in a computer through a PCI interface. The computer is in charge of the
hardware configuration and of the STDP computation; the hardware computes
the ionic and synaptic currents in real-time. The software features are: proces-
sor Intel Pentium 4(R), dual core, 2.6GHz, cache: 512Ko, SDRAM: 1Go. The
operating system is the Ubuntu(R) Linux system.
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In the hardware system, stimulation currents are coded by digital values that
can slightly differ from one neuron to the other to trigger a same spiking fre-
quency. This phenomenon is due to the mismatch and variations in the VLSI
circuits fabrication process. We use the f(I) curves to benchmark the circuits and
tune the stimulation parameters, as well as the VLSI neuron model parameters.
The measured f(I) curves match the software simulations of the corresponding
model. Differences exist concerning origin and scale values for the current range
of the f(I) curves. Spike frequency adaptation shape observed on raster-plots is
consistent with biological data.

3.2 Determining Biophysical Equivalence for the Hardware

Stimulation currents applied to the neurons have to be tuned to set the resting
state of the cells (values in range [0-4095]). Synaptic conductances have also to
be adjusted in range [0-255]. The translation rules for these values between the
VLSI parameters and the models are linear, but can differ between the VLSI
samples. To adjust for each VLSI these translation rules we developed a neuron
model using the software NEURON [13] corresponding to the ideal VLSI neuron
model. The morphology of the neuron is a cylinder section of diameter 96 nm
and length 73 nm. Having equivalent models, we developed a protocol to define
the biophysical equivalent to the digital parameters values used in our hardware
system. With that protocol application, to deduce biophysical values equivalent
to hardware values, we obtained for each neuron, (a, b) and (a′, b′) respectively for
synaptic conductances and stimulation currents equations: ωBIO = a.ωHARD +b
and IBIO = a′.IHARD + b′.

4 Method

4.1 Experiments Configuration

The experiments were done on a neural network of six excitatory regular spiking
neurons, with all-to-all synaptic connections (see A in Fig. 1). All connections
followed the STDP rule defined in § 2.2, with ωLTP fixed in order to avoid any
bursting activity. All noise input patterns were rated at 5Hz. The neurons were
tuned (by applying a sub-firing-threshold constant current) in order to trigger
3Hz oscillations when excited by the noise patterns, applied on the multi-synaptic
inputs of the VLSI circuits. The stimulation currents applied to neurons were
in the range equivalent to [0.4nA-0.5nA] (see § 3.2). Two groups of neurons
were having input noise correlated. Initial synaptic weights were randomized
with two initial states in the range equivalent to [0nS-20nS] (see § 3.2). For
the experiments, we divided the network in 2 groups of varying size, between
2 and 4. We varied the inputs patterns correlations of Group 2 and Group 1
with αGroup1 >= αGroup2 (α from (4)). We also used two different sets of initial
randomized weights. In total, almost 1000 simulations were realized.

The duration of each simulation is 300s, corresponding to 300s of biological
time due to the real-time characteristics of the VLSIs. The data recorded are for
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Fig. 1. A. Network of 6 neurons divided in 2 groups. B. Synapses categories relatively
to the neurons groups.

each neuron the timing of each spike, and the timing and value of each synaptic
weight modified by STDP.

4.2 Analysis Method

Synapse Directions. We consider four categories of synapses relatively to the
2 groups of neurons (see B of Fig. 1). Synapses connecting the neurons of Group
1 to the neurons of Group 2 are named outgoing synapses; those connecting the
neurons of Group 2 to the neurons of Group 1 are named incoming synapses.
Synapses connecting the neurons inside Group 1 are named inside synapses, and
inside Group 2 outside synapses.

Representing Weights Kind of Convergence. To investigate the weight
convergence, we build weights distribution histograms. A such histogram is then

Fig. 2. For each group of plots, left is the normalized weights distribution histogram,
right is the param1 vs param2 plot. A: bimodal convergence, (x, f(x)) tends to (0.5,
0.5). B: minimized convergence, (x, f(x)) tends to (1, 0). C: confined convergence,
(x, f(x)) tends to (0, 0). D: maximized convergence, (x, f(x)) tends to (0,1). The
colored part of each right graph is unreachable.
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converted into a graph representing the kind of distribution using two weighting
parameters param1 (linked to high weight values) and param2 (linked to low
weight values). Indeed, simulations showed four kinds of post-STDP weight dis-
tributions (see Fig. 2, left graphs in A, B, C and D). To analyze several results
in the same time, we want to represent these categories with a single element
such as a point in 2D-graph. We realized two weighted sums of the distribution
to obtain the characteristic point (right graphs in Fig. 2). These graphs are then
added to 3D-graphs showing the kind of convergence depending on the input
correlation (Fig. 3).

5 Results

Figure 3 presents some experimental results when exploring the network
convergence for different correlation values for Group 1 and Group 2. Figure 3
- A, C, E relate to the incoming synapses (from Group 2 to Group 1), Fig. 3
- B, D, F relate to the outgoing synapses. For high correlations of Group 1
noise inputs (αGroup1 >= 0.8), and when the number of neurons of Group 1
is greater than the number for Group 2, convergence is independent of αGroup2
for incoming synapses, weights are close to their minimal values. The outgoing
synapses weights are, at the opposite, close to their maximum. We also observed
that when αGroup1 = αGroup2 >= 0.7, in the case where Group1 was counting
2 neurons (out of 6 neurons in the network), incoming synaptic weights were
converging to their maximum and outgoing synapses to their minimum.

For high values of αGroup2 (note that αGroup1 >= αGroup2) the inside and out-
side synapses weights convergence are bimodal and for weak values of αGroup2

Fig. 3. Synapses convergence when varying αGroup1 and αGroup2. Axis of the plots are:
param1, param2, αGroup1. A and B: αGroup2 = 0; C and D: αGroup2= 0.4; E and F:
αGroup2 = 0.8; Top line is for incoming synapses; bottom line is for outgoing synapses.
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and αGroup1 <= 0.4, weights are confined in a mean range of values. When
αGroup2 growths the convergence tends to minimal weights values for the incom-
ing synapses, to maximal values for the outgoing synapses, and to both extrema
(bimodal convergence) for the inside and outside synapses.

6 Conclusion

In this study, we have considered neurons subject to two independent groups
of correlated random synaptic activity together with STDP at the synapses.
When both amount of neurons and noise input correlation of the Group 1 are
higher than the other group, STDP leads the distribution of weights to minimum
values for incoming synapses, and maximum values for outgoing ones. This shows
the leadership role of the group counting the more neurons and with a more
important correlation in its inputs. Inside the groups, we noticed that when
noise input correlation is important, synapses are discriminated and converge
to extremal values. Otherwise, when the correlation of the group is weak, the
synapses have a weight distribution in a range of mean values. We conclude that
STDP enables the neuron to discriminated correlated groups within its inputs.

The use of analog VLSIs allows a large number of simulations in a real time,
ie. faster than many digital implementation (software or hardware). We prepare
experiments on larger networks, where computation time is clearly an issue.

Acknowledgements. Work supported by the European Community Grant
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Abstract. Programming of Graphics Processing Units (GPUs) has
evolved in a way they can be used to address and speed-up compu-
tation of algorithms exemplified by data-parallel models. In this paper
parallelization of a Fuzzy ART algorithm is described and a detailed
explanation of its implementation under CUDA is given. Experimental
results show the algorithm runs up to 52 times faster on the GPU than
on the CPU for testing and 18 times faster for training under specific
conditions.

1 Introduction

In the last years, GPU (Graphics Processing Unit) programming has become a
natural solution in order to speed-up the execution of different kind of algorithms
[1]. In the beginnings of GPGPU (General Purpose computation on the GPU),
algorithms had to be translated into graphics terms and programs were written
using graphics APIs, such as OpenGL or DirectX and shading languages, such as
Cg or HLSL [2]. Modern GPUs include new hardware resources and new frame-
works like CUDA (Compute Unified Device Architecture) [3] or OpenCL (Open
Computing Language) can be used for writing general purpose applications.

Adaptative Resonance Theory (ART) is a theory on how brain processes infor-
mation. Fuzzy ART is an unsupervised artificial Neural Network (NN) capable
of incremental learning, offering a great level of malleability [4]. It has been
widely used in a universe of applications as medical sciences, economics and
finance, engineering and computer science, or pattern recognition and classifica-
tion. However, execution of Fuzzy ART on CPUs is a very time demanding task,
thus is difficult to apply it for time dependent applications, such as computer
vision.

Several researchers have shown great results in means of performance with
their GPU-based artificial NNs implementations, speeding up execution dozens
of times. Tze-Yui Ho et al. [5], explains the advantages and disadvantages of
using a GPU-based simulation of a cellular neural network (CNN) instead of
other methods such as VLSI circuits. The results show that the GPU-based
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CNN simulator can run 8-17 times faster than a CPU-based CNN simulator,
improving the performance at a low cost. Honghoon Jang et al. [6] designed
an heterogeneous implementation for pattern recognition and image processing
using CUDA for execution on a GPU and OpenMP for execution on a multi-
core CPU. The computational times for an algorithm of text detection showed
about 15 times faster than an implementation using the CPU and about 4 times
faster than an implementation running only on the GPU. In the area of Fuzzy
ART, Martínez-Zarzuela et al. [7] presented the first GPU implementation of
the algorithm using OpenGL, which speeds-up NN testing process.

This article describes how to adapt the original algorithm for data-parallel
programming and optimize its execution under CUDA enabled platforms. Ex-
perimental results show both NN training and testing are faster on the GPU than
on the CPU and a comparison with the aforementioned OpenGL implementa-
tion is included [7]. Section 2 gives a quickly overview of Fuzzy ART algorithm.
In section 3, CUDA language and its main features are introduced. Section 4
focuses in the reformulation of the algorithm for parallel execution and its im-
plementation using CUDA. Section 5, shows the time improvements achieved
with respect to CPU and OpenGL implementations. Finally, section 6 draws the
main conclusions and further researching tasks.

2 Fuzzy ART Networks

Fuzzy ART is a self-organizing neural network capable of incremental learning
[4]. This kind of NN can be used to clusterize a stream of P input patterns into N
different categories, generated during an unsupervised training phase. In Fuzzy
ART systems, the first layer of neurons F1 receives the input pattern and neurons
in the upper layer F2 represent a specific category from those emerged during the
self-organizing training phase. F1 activity vector is denoted by Ip = (I1, · · · , IM )
where each component Ii is within the [0, 1] interval. F2 neurons sinapses are
weighted by long-term memory (LTM) traces denoted by wj = (wj1, · · · , wjM ).
Activity of these neurons is computed as Tj(I) = |I ∧ wj |/(α + |wj |) and the

(a) Sequential training (b) Sequential testing

Fig. 1. Trainining and testing Fuzzy ART NN pseudocodes
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category choice is indexed by J , where TJ = max(Tj : j = 1 · · ·N). The sys-
tem enters in resonance only if the match function meets the vigilance criterion
(|I ∧ wJ |)/|I| ≥ ρ. When this occurs and learning is enabled (β �= 0), associated
wJ is updated wnew

J = β(I ∧ wold
J ) + (1 − β)wold

J . Otherwise, node J is inhib-
ited and the node in F2 with the next higher activity is selected. If no neuron
j is found to meet the vigilance criterion, a new neuron is committed in F2.
Figures 1(a) and 1(b) describe neural network computation on a sequential pro-
cessor as the CPU.

3 Programmable Graphics Hardware Using CUDA

CUDA (Compute Unified Device Architecture) is a parallel computing frame-
work created by NVIDIA for GPUs from the G8X series graphics cards and
higher. C for CUDA includes some extensions to standard ANSI C99 language,
giving access to the native instruction set and memory of the parallel computa-
tional elements in CUDA enabled GPUs. Accelerating an algorithm using CUDA
includes translating it into data-parallel sequences of operations and mapping
computations to the underlying resources to get maximum performance.

GPUs have a parallel many-core multiprocessor architecture. Each core is ca-
pable of running a series of operations (kernel) over several data simultaneously,
delivering computations to thousands of GPU threads. Threads are grouped into
a block of threads, that is executed on the same multiprocessor, thus allowing
data sharing between threads through shared memory. Computations are deliv-
ered into a number of blocks called grid. When calling a GPU kernel from the
CPU, dimensions of the grid and the block have to be specified. The design must
be optimal to exploit hardware resources, being necessary to take into account
aspects like the use of shared memory, coalescence or level of occupancy.

Shared memory is one of the most useful resources available in modern GPUs.
The access to global memory suffers from a bottleneck effect, which can dramat-
ically slow down the performance of an implementation. Shared memory is an
intermediate cache between global memory and stream processors, as fast as reg-
isters. Threads belonging to the same block can store intermediate results of a
kernel without spending a huge amount of time reading from or writing into the
GPU global memory. The amount of shared memory is quite limited and has to
be shared among all the threads of each block. A coallesced reading or writing
performed by various threads simultaneously, can speed up the process, although
it has to be specifically designed depending on the implementation. Designing
the kernel for the execution of more than one block per multiprocessor can also
help hiding latency in global memory loads. Execution of threads belonging to
different blocks can overlap, but only if there are enough hardware resources for
two or more blocks in the multiprocessor.

A synchronization execution point for the threads belonging to the same block
can be needed in specific parts of the code. In reduction operations, for example,
threads collaborate to compute a global operation over the elements of a vector,
such as the maximum or the sum-up of every component. For parallelization,
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different threads compute a small part of the operation in several stages and
algorithm converges on a result on the first position of the vector (figure 5(a)).
Synchronization points between stages guarantees the consistence of the data.

4 Parallel Computation of Fuzzy ART Using CUDA

In this section, we describe how to adapt the Fuzzy ART algorithm for data-
parallel computation. Also, an explanation of main issues to bear in mind when
implementing the code in CUDA is included.

Figure 2(a) contains the Fuzzy ART parallelized version for training. Every
input vector Ip has to be sequentially analyzed, since learning process can modify
the weights associated to previous committed categories. However, it is possible
to simultaneously compute the match criterion and the activity of every output
neuron. The winning neuron is the most fired one that also matches this criterion.
Figure 2(b) describes parallelization of the testing phase. In this case every
input vector Ip can be processed in parallel and the activity of nodes in F2 are
sequentially computed.

The main advantage of using a graphics card is the possibility to execute the
same operation on various vectors simultaneously. In figure 3 data organization
in CUDA is depicted. Single-dimension blocks and grid are used in order to
simplify vector accesses. A grid of blocks is generated to simultaneously deal with
neural network weights on training and with the input patterns on testing, as
described in pseudocodes in figures 2(a) and 2(b). On each block various vectors
are included. Padding with zeros block and grid data might be necessary so
that coalesced readings and coherent reductions can be done during processing.
Dimensions of the grid are dynamically computed during the training, so that
depending on the number of committed categories by the neural network, more
blocks of threads are generated.

Training phase in figure 2(a) is computed in 3 different kernels: labelled κ1,
κ2 and κ3. This division of the training is made because each kernel works with
vectors of different dimension, what means that for an optimal performance it is

(a) Parallel training (b) Parallel testing

Fig. 2. Trainining and testing parallelized Fuzzy ART NN pseudocodes
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Fig. 3. Grid and kernel data organization for training and testing phases

(a) Training (b) Testing

Fig. 4. Vector handling for parallel training and testing operations inside a block

necessary to call the kernels with their respective values of block and grid; but
the real obstacle is that the only way to synchronize all the threads after the
operation performed in the second kernel is calling another kernel, thus algorithm
can not be implemented in a single function call. Testing phase in figure 2(b),
on the other hand, can be computed in a single call to kernel κ4.

Activities vector is declared as a float2 value, which stores activity Tj and
the associated j index. In order to compute the norm of a vector, reductions are
needed in κ1 and κ4. During training, finding TJ involves another reduction in
κ2 to find the neuron in F2 with the largest activity. If TJ = 0, then another
neuron in F2 is generated and dimensions of the grid may change if another
block is needed to store its associated weights. Because of this parallelization,
the number of vectors has to be adapted to fit into the number of blocks defined,
so the last block can work with all its threads. This happens with weight vectors
on training and input vectors on testing and the solution is as easy as adding
vectors filled with 0s until the last block is filled (figure 3).

As various vectors can be stored on a single block, an specialized kind of re-
duction has to be done, in order to compute the norm of every one independently.
This kind of parallel reduction is described in figure 5(b). This way, various re-
ductions can be calculated simultaneously (figure 4). One remarkable technique
which helps speeding-up reductions is unrolling kernel loops [8]. When applied
for reduction operations, the size of the block in each iteration of the algorithm
can be adjusted to the number of needed threads. There are a couple of restric-
tions when using this technique: reductions have to be made on vectors whose
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(a) Reduction over a sin-
gle vector

(b) Reduction over vari-
ous vectors

Fig. 5. Vector handling for reduction operations inside a block

size is a power of two to have a coherent result, because of the continuous halving
in the process. Reductions have to use all the threads of the block; therefore,
the size of the vector to reduce has to be equal to the number of threads. These
two restrictions are easily solved in our program adjusting the size of the vector
with 0s, as it does not alter the result of the operations.

5 Experimental Results

This section includes a performance comparison among the Fuzzy ART imple-
mentation using CUDA, a GPU implementation using OpenGL [7] and a CPU
C++ implementation. Timings were taken on a dual-core 3.2 GHz Pentium
4 with 1GB RAM and different graphics cards belonging to G8X series from
NVIDIA and include times for copying GPU results to the CPU. A synthetic
benchmark comprised of several sets of P patterns was generated. In each set,
dimension of input vectors Ip and the number of expected categories N varies.
In order to guarantee the number of categories that could be committed was not
too much influenced by the length and number of input patterns, a Multivariate
Normal Distribution was used for pattern generation, so that P = NxM , being
M the number of patterns expected to be included in one of N different cate-
gories [7]. Tests have been done for Ip dimensions of 4, 8, 16 and 32. The block
size has been chosen to get the higher occupancy on the GPU. More occupancy
means less idle threads while executing the program. Given the number of reg-
isters and shared memory needed for the kernels in the program, a block size
of 128 is the optimal in most of the cases, and has been chosen for all the tests
presented in this section.

The semi logarithmic plot in figure 6 compares the time needed for training
the network on the CPU and on the GPU for P = NxM patterns of length 32.
Parallelization of the algorithm becomes useful when the number of committed
categories is very large and so is the number of weight vectors. Otherwise, most
of the time there will be a big number of idle threads. The CPU is faster for
less than N = 1500 categories. When N is larger, the relative speed-up achieved
on the GPU becomes exponential. During tests, a maximum speed-up of 18 was
obtained for N = 10000.

Testing, on the other hand, is always much faster on the GPU than on the
CPU, because it is always possible to process in parallel a huge amount of input
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Fig. 6. Training for Ip of size 32

(a) Testing on different platforms for Ip of size 32 (b) Testing on 8800GT

Fig. 7. Performance during testing

vectors. Figure 7(a) shows testing performance under different platforms for pat-
terns of length 32. Worth to mention is that a naïve CUDA implementation, not
using the advanced unrolling technique does not manage to win the OpenGL im-
plementation on a 8800GT GPU equipped graphics card. The speedup achieved
for the best GPU implementation with respect to CPU varies between 37 and
52. In figure 7(b) a performance comparison depending on the dimension of the
input patterns is included.

6 Conclusions and Future Work

In this paper, parallelization of a Fuzzy ART NN algorithm for training and
testing was presented. An implementation of the algorithm on CUDA was de-
tailed and tested against OpenGL [7] and CPU implementations. While a first
naïve CUDA implementation was not as fast as the OpenGL version for test-
ing, final version using unrolling loops technique considerably speed-up CUDA
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implementation. A peak speed-up of x57 is achieved for testing against the se-
quential version of the algorithm running on the CPU. For training, when the
number of categories created in the NN is large enough to take advantage of
all the GPU hardware resources, the relative speed-up between GPU and CPU
grows exponentially.
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Abstract. The Sensitivity-Based Linear Learning Method (SBLLM) is
a learning method for two-layer feedforward neural networks based on
sensitivity analysis, that calculates the weights by solving a linear system
of equations. Therefore, there is an important saving in computational
time which significantly enhances the behavior of this method compared
to other learning algorithms. In this paper a generalization of the SBLLM
that includes a regularization term in the cost function is presented.
The estimation of the regularization parameter is made by means of an
automatic technique. The theoretical basis for the method is given and
its performance is illustrated by comparing the results obtained by the
automatic technique and those obtained manually by cross-validation.

1 Introduction

At present there exists many successful algorithms for training feedforward neu-
ral networks. Most of them are based on the classical gradient descent method
proposed by Rumelhart et al. [1]. For this reason, many of these algorithms have
two main drawbacks: convergence to local minima and slow learning speed. In
[2] the authors described a new learning method that contributes to the solu-
tion of the second problem. The main innovations of this method, called the
Sensitivity-Based Linear Learning Method (SBLLM), are: 1) the cost function
that is minimized is based on the sensitivities of each layer’s parameters with
respect to its inputs and outputs and 2) the weights of each layer of the network
are calculated by solving a linear system of equations. Thus, the method reaches
a minimum error in few epochs of training and exhibits a higher speed when
it is compared to other classical methods as demonstrated in [2]. In general,
this behavior is very suitable in situations that deal with large data sets and
networks. However, when the training set is not representative enough for the
problem being solved, the few iterations employed by the method makes it very
difficult to avoid overtraining by employing techniques like early stopping.

Another usual technique to avoid overfitting, which encourages smoother net-
work mappings, is the regularization technique that consists in adding a penalty
term to the loss function. In this paper, a generalized version of the SBLLM that
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includes a regularization term in the cost function to be minimized is presented.
This term is based on the well-known weight decay regularizer defined as the sum
of squares of all adaptive parameters in the network. Moreover, a regularization
parameter controls the influence of the regularization term in the cost function.
In a previous work [6], the estimation of this parameter was made by means of
a cross-validation method. This technique implies to establish manually a range
of possible values of the regularization parameter (α) and running the algorithm
for each of those different values. Usually, the curve that pictures the validation
error versus the alpha’s values monotonically decreases down to a certain opti-
mum α and after this point the validation error increases due to the excessive
influence of the regularization term in the cost function. Finally, the value of
α that leaves to the minimum validation error will be chosen. This technique
has an important drawback that is the high computational cost. Due to it, we
have investigated different techniques that carry out an automatic estimation
of the optimum value of the regularization parameter. Finally, we selected the
approximation developed by Guo et al. [7]. This approach can be adapted for
its application to the SBLLM in order to obtain a good approximation of α.

2 The Sensitivity Learning Algorithm with Regularization

Consider the feedforward neural network illustrated in Fig.1 where S is the size
of the training data set, with I inputs, xis, and J desired outputs, djs.

The proposed learning method considers this network as composed of two
subnetworks (see Fig. 1). The novelty of the SBLLM is that the weights of
layers 1 and 2 are calculated independently by minimizing for each layer l a loss
function,

Q(l) = L(l) + αR(l), (1)

where α is the regularization parameter that controls the influence of the regu-
larization term in the cost function, and R(l) is the regularization term defined
as R(l) =

∑M
i=0

∑N
j=0 w2

ji, being M and N , respectively, the number of inputs
and outputs of layer l. The term L measures the training error, that is usually

subnetwork  1
subnetwork 2
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w ki
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+
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+

+

+
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z2s

zKs

d1s
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Fig. 1. Two-layer feedforward neural network
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based on the mean squared error. The SBLLM considers L as the sum of squared
errors before the nonlinear activation functions (gk and fj) instead of after them
as it is usually done. Therefore, being zks the desired output for hidden neuron
k and z̄ks = g−1

k (zks), the alternative loss function used for solving subnetwork
1 can be written as

L(1) =
S∑

s=1

K∑
k=1

(
g′k(z̄ks)

(
I∑

i=0

w
(1)
ki xis − z̄ks

))2

, (2)

where g′j(z̄ks) (and f ′
j(d̄js) in equation 3) is a scaling term which weighs the

errors. This term ensures that each error is magnified appropriately according to
the operation point of the nonlinearity at the corresponding value of the desired
data point. Analogously the loss function for the subnetwork 2 is defined,

L(2) =
S∑

s=1

J∑
j=1

(
f ′

j(d̄js)

(
K∑

k=0

w
(2)
jk zks − d̄js

))2

, (3)

where djs is the desired output for output neuron j and d̄js = f−1
j (djs). This

loss function, that measures the error before the nonlinearity, was proposed in
[3,4,5]. In these previous works it was shown that the optimum of this alternative
loss function, up to first order of a Taylor serie, is the same as the one of the
loss function that is obtained when the sum of squared errors after the nonlinear
activation functions is employed. The advantage of the presented loss functions
is that the optimum set of weights, for each layer, can be easily calculated by
solving a system of linear equations that are obtained deriving Q(1) and Q(2)

with respect to the weights and equating to zero. Another problem to be solved
is to select in equation 1, the value of α that achieves the minimum error. We
have investigated different techniques that carry out an automatic estimation
of the optimum value of the regularization parameter. Finally, the approxima-
tion developed by Guo et al. [7] was selected. In this paper, they shown that
one particular case of the system entropy reduces into the first-order Tikhonov
regularizer for feedforward neural networks where the smoothing parameter in
the kernel density function plays the role of the regularization parameter. Based
on this fact, under the framework of the Kullback-Leibler distance, the authors
derived a formula for approximately estimating the regularization parameter of
a neural network using only training data. Considering this theoretical base the
authors obtained an approximate estimation of α by using the sum-square-error
and penalty term that can be applied to any adaptive learning algorithm. At
the beginning of the training processing a small value of α is initalized and used
to evaluate the weights, then it is periodically reestimated during training. The
advantage of this result is that only applying training data is sufficient for es-
timating regularization coefficients, and α can be optimized on-line using the
minimized generalization error. Considering the ideas previously commented,
the proposed learning method is described.
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Step 0: Initialization. Initialize weights and α with small random values. We
assign to the outputs of the intermediate layer the output associated with some
random weights w(1)(0) plus a small random error,

zks = gk

(
I∑

i=0

w
(1)
ki (0)xis

)
+ εks; εks ∼ U(−η, η); k = 1, . . . ,K; s = 1, . . . , S,

where η is a small number.

Step 1: Subproblem solution. The weights of layers 1 and 2 are calcu-
lated independently by minimizing for each layer l the loss function in equation
1, by solving the system of linear equations that are obtained deriving Q(1) and
Q(2) with respect to the weights and equating to zero. That is:

I∑
i=0

A
(1)
pi w

(1)
ki + αw

(1)
kp = b

(1)
pk ; p = 0, 1, . . . , I; k = 1, . . . ,K

K∑
k=0

A
(2)
qk w

(2)
jk + αw

(2)
jq = b

(2)
qj ; q = 0, . . . ,K; j = 1, . . . , J,

where A
(1)
pi =

S∑
s=1

xisxpsg
′2
k (z̄ks); b

(1)
pk =

S∑
s=1

z̄ksxpsg
′2
k (z̄ks); z̄ks = g−1

k (zks)

and A
(2)
qk =

S∑
s=1

zkszqsf
′2
j (d̄js); b

(2)
qj =

S∑
s=1

d̄jszqsf
′2
j (d̄js); d̄js = f−1

j (djs)

Step 2: Evaluate the sum of squared errors. Using the new weights
obtained in the previous step, the MSE is evaluated for the entire network and
also the new cost function defined as,

Q(z) = Q(1)(z) + Q(2)(z)

This cost function measures the global errors of the network as the sum of the
errors of each layer but calculated before the nonlinearities. Later on, based on
this cost function the new values of the z will be obtained.

Step 3: Estimate the value of the regularization parameter α. Us-
ing the MSE of the previous step, the α value is reestimated. The employed
formula is the adaptation of the approach of Guo et al. [7] for the SBLLM,
α = I2

[
1 + (I − 1)2

]
MSE
W 2 where I is the number of inputs, MSE is the sum of

squared errors calculated in step 2, S is the size of the training set and W 2 is
the sum of the square of all the elements of the weight matrices of both layers.

Step 4: Convergence checking. If |Q − Qprevious| < γ or |MSEprevious −
MSE| < γ′ stop and return the weights and the sensitivities. Otherwise, con-
tinue with Step 4. Initially, the values of Qprevious and MSEprevious will be
arbitrary large numbers.
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Step 5: Check improvement of Q. If Q > Qprevious reduce the value of ρ, and
restore the weights, z = zprevious, Q = Qprevious and go to Step 5. Otherwise,
store the values Qprevious = Q, MSEprevious = MSE and zprevious = z and
obtain the sensitivities of the cost function Q respect to the output z of the

hidden layer,
∂Q

∂zks
=

∂Q(1)

∂zks
+

∂Q(2)

∂zks
where,

∂Q(1)

∂zks
is defined as,

− 2

(
g

′
k(z̄ks)(g−1)

′
(zks)

(
I∑

i=0

w
(1)
ki xis − z̄ks

))(
g

′
k(z̄ks) − g

′′
k (z̄ks)

(
I∑

i=0

w
(1)
ki xis − z̄ks

))

and

∂Q(2)

∂zks
= 2

J∑
j=1

(
f

′

j(d̄js)

(
K∑

r=0

w
(2)
jr zrs − d̄js

))
f

′

j(d̄js)w
(2)
jk

being z̄ks = g−1
k (zks), d̄js = f−1(djs), k = 1, . . . ,K, j = 1, . . . , J and z0s = 1, ∀s

Step 6: Update intermediate outputs. Using the Taylor series approxi-
mation,

Q(z + Δz) = Q(z) +
K∑

k=0

S∑
s=1

∂Q(z)
∂zks

Δzks ≈ 0,

the following increments are calculated to update the desired outputs of the hid-

den neurons Δz = −ρ
Q(z)
||∇Q||2∇Q, where ρ is a relaxation factor or step size.

This procedure continues from Step 1 until a convergence condition is achieved.
The complexity of this method is determined by the complexity of Step 1 which
solves a linear system of equations for each network’s layer. Several efficient
methods can be used with a complexity of O(n2). Therefore, the resulting com-
plexity of the proposed learning method is also O(n2), being n the number of
weights of the network.

3 Experimental Results

In this section the proposed method is illustrated by its application to several
regression problems. The Kobe data set was obtained at Time Series Data Li-
brary1, the Dow-Jones index data set from StatLib Datasets Archive2 and finally
the Lorenz data set and the Laser K.U. Leuven time series were taken from the
Eric´s Home page3. The characteristics of these data sets are summarized in
Table 1. Although the data sets include greater number of samples, we have
selected a subgroup of them to verify the effect of overfitting and the regulariza-
tion parameter.
1 Available at http://www.robjhyndman.com/TSDL
2 Available at http://lib.stat.cmu.edu/datasets
3 Available at http://www.cse.ogi.edu/∼ericwan/data.html
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Table 1. Characteristics of the regression data sets

Data Set Samples No. inputs
Kobe (seismograph of the Kobe earthquake, recorded at Tasmania) 100 5
Dow-Jones (Dow Jones Industrial Average closing values) 100 8
Lorenz (chaotic time series generated by code) 500 8
Laser K.U. Leuven (laser time series from Santa Fe Competition) 250 8

In order to check the improvement of the proposed method (regularized SBLLM),
all simulations were carried out using both the original SBLLM and the regu-
larized version presented in this work. Moreover, for the regularized version we
compare the results obtained by employing the automatic estimation of the reg-
ularization parameter α with those obtained manually by cross-validation. In
order to be comparable, all learning algorithms were run under the same follow-
ing conditions:

– The input data set was normalized (mean = 0 and standard deviation = 1).
In addition, random noise ε ∈ N(0, σ) was added to the time series, where
σ corresponds to the standard deviation of every specific data set.

– The logistic and linear functions were used for hidden and output neurons
respectively. Regarding the number of hidden units of the networks it is
important to remark that the aim was not to investigate the optimal one
for each data set, but to check the added value of the regularization term.
Therefore, the topologies were arbitrarily chosen to have a high number
of weights with respect to the number of training samples. Finally, in all
experiments the networks employed 10 hidden neurons.

– Step size equal to 0.2.
– In order to obtain statistically significant results, 20 simulations were per-

formed using for each one a different initial set of values for z, which were ran-
domly generated from a normal distribution N(0.5, 0.01) and subsequently
normalized in the interval [0.05,0.95] to be in the output range of the acti-
vation functions. Also for each simulation the performance was calculated
using 10-fold cross validation for all data sets.

– Finally, statistical tests were performed in order to check whether the differ-
ences in accuracy were significant among the compared algorithms.

In table 2, we present the performance of the method obtained with α = 0 that
is, without regularization. These values will be used as a reference to check the
usefulness of the regularization term. In all cases, the performance is measured
as the mean MSE over the 20 simulations. Table 3 shows the performance ob-
tained by using the optimum value, that is the value of α that produces the
minimum MSE, estimated manually by means of the cross-validation. Finally
table 4 shows the values of α and the performance obtained by employing the
automatic technique.
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Table 2. Mean MSE ± Standard deviation for training and test using α = 0

Data Set Mean Mse Train ± std Mean MSE Test ± std
Kobe 2.64 × 10−2 ± 1.59 × 10−2 1.38 × 10−3 ± 1.40 × 10−2

Dow-Jones 2.31 × 10−2 ± 2.30 × 10−3 2.80 × 10−3 ± 1.02 × 10−2

Lorenz 7.94 × 10−3 ± 1.50 × 10−3 1.45 × 10−4 ± 1.20 × 10−3

Leuven 1.30 × 10−2 ± 2.40 × 10−3 3.52 × 10−4 ± 1.10 × 10−3

Table 3. Mean MSE ± Standard deviation for training and test for regularized SBLLM
(cross-validation)

Data Set Mean Mse Train ± std Mean Mse Test ± std Optimum α
Kobe 2.68 × 10−2 ± 1.59 × 10−4 7.27 × 10−4 ± 3.40 × 10−5 1.43 × 10−3

Dow-Jones 2.38 × 10−2 ± 6.08 × 10−5 5.61 × 10−4 ± 8.33 × 10−6 1.64 × 10−1

Lorenz 7.97 × 10−3 ± 1.20 × 10−4 6.67 × 10−5 ± 9.70 × 10−4 9.59 × 10−4

Leuven 1.35 × 10−2 ± 1.99 × 10−4 4.43 × 10−5 ± 1.65 × 10−5 1.87 × 10−3

Table 4. Mean MSE ± Standard deviation for training and test for regularized SBLLM
(automatic method)

Data Set Mean Mse Train ± std Mean Mse Test ± std Optimum α
Kobe 2.66 × 10−2 ± 1.14 × 10−5 8.66 × 10−4 ± 3.13 × 10−5 1.43 × 10−3

Dow-Jones 2.37 × 10−2 ± 2.23 × 10−5 9.12 × 10−4 ± 4.56 × 10−5 1.29 × 10−1

Lorenz 7.97 × 10−3 ± 1.48 × 10−7 8.62 × 10−5 ± 1.69 × 10−6 4.56 × 10−4

Leuven 1.34 × 10−2 ± 4.03 × 10−6 8.17 × 10−5 ± 3.50 × 10−6 1.98 × 10−3

First, we made a comparative the SBLLM with and without regularization pa-
rameter. As it can be observed, in all cases the use of the regularization method
improves the performance as was demonstrated by applying the Kruskal-Wallis
test [8,9] to check that the differences in the MSE, over the test sets, were
statistically significant. Moreover, when the regularization is applied, the ex-
periments show that the automatically estimated regularization parameter is in
the same order as that estimated manually by cross-validation. Being also the
results obtained by the manual and the automatic methods in the same order,
a remarkable advantage of the automatic method is that it evidently requires
lesser computacional resources.

4 Conclusions

The generalized version of the algorithm, the regularized Sensitivity Based Linear
Learning Method, improves the performance of the original method in those sit-
uations in which the overfitting is possible. However, the estimation of a suitable
value for the regularization term has a high computational cost if it is calculated
by means of cross-validation. For this reason, we have considered an alterna-
tive technique that allows us to obtain a good approach of the regularization
parameter in less time.
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In this paper we presented a new technique for the estimation of the regu-
larization term, which is based on the approximation developed by Guo et al.
[7]. The comparative study carried out allows us to establish that the automatic
method obtains a good approach regarding both the performance and the op-
timum value of the parameter α with an important saving in computational
time.
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Abstract. Topology preserving mappings are great tools for data visualization 
and inspection in large datasets. This research presents a study of the combination 
of different ensemble training techniques with a novel summarization algorithm 
for ensembles of topology preserving models. The aim of these techniques is the 
increase of the truthfulness of the visualization of the dataset obtained by this kind 
of algorithms and, as an extension, the stability conditions of the former. A study 
and comparison of the performance of some novel and classical ensemble 
techniques, using well-known datasets from the UCI repository (Iris and Wine), 
are presented in this paper to test their suitability, in the fields of data visualization 
and topology preservation when combined with one of the most widespread of 
that kind of models such as the Self-Organizing Map. 

Keywords: topology preserving mappings, boosting, bagging, unsupervised 
learning. 

1   Introduction 

From the range of tools that can be used to treat the high amounts of data that industrial 
and business operations processes, one of the most useful is the unsupervised leaning, in 
the field of artificial neural networks (ANNs). For unsupervised learning only the input 
and the network’s internal dynamics are the two elements required. No external 
mechanism is used to obtain the results. The present work is centred on one of the major 
methods of unsupervised learning: competitive learning, where the output neurons of a 
neural network compete among themselves for being the one to be active.  

The Self-Organising Map (SOM) [1] is probably the most widely used algorithm 
making use of this kind of learning. It is based on an adaptive process in which the 
neurons in a neural network gradually become sensitive to different input categories, 
or sets of samples in a specific domain of the input space. The SOM was conceived as 
a visualization tool to enable the representation of high-dimensional datasets on 2-
dimensional maps and thereby facilitating data interpretation tasks for human experts. 

The principal problem of the models based on competitive learning is, as happens 
with all ANNs, their instability. This means that even running the same algorithm 
several times with the same parameters can lead to rather different results. The 
present research is focused on the comparison and study of some novel and classical 
ensemble extension versions of the two competitive learning models based on the 
topology preserving concept. A novel summarization of topology preserving 
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ensembles is presented and included in this comparison. This algorithm aims to obtain 
a more trustful representation of the datasets by combining the best features of several 
trained maps. The summarization algorithms are tested for the SOM model in 
combination with two ensemble techniques such as the Bagging [2] and the AdaBoost 
[3]. The purpose of this comparison is to verify if the performance of these 
unsupervised connectionist models can be improved by means of these ensemble 
meta-algorithms. AdaBoost is applied for the first time in this paper in combination 
with the WeVoS algorithm. 

2   Self-Organizing Maps 

The Self-Organizing Map (SOM) algorithm [4] is based on a type of unsupervised 
learning called competitive learning; an adaptive process in which the neurons in a 
neural network gradually become sensitive to different input categories, sets of 
samples in a specific domain of the input space [5]. Its aim is to produce a low 
dimensional representation of the training samples while preserving the topological 
properties of the input space.  

The main feature of the SOM algorithm is that the neighbours on the lattice are 
also allowed to learn – i.e. to adapt their characteristics to the input - as well as the 
winning neuron. Thus, the neighbouring neurons gradually come to represent similar 
inputs, and their representations become ordered on the map lattice.  

This updating of neighbourhood neurons in SOM can be expressed as: 

( ))()(),,()()()1( twtxtkvttwtw vkk −+=+ ηα  (1) 

where, wk is the weight vector associated with neuron k; )( tα is the learning rate of 
the algorithm; t)k,η(v,  is the neighbourhood function (usually, the Gaussian function 
or a difference of Gaussians), in which v represents the position of the winning neuron 
in the lattice, or the best matching unit (BMU); k, the positions of neighbouring 
neurons and x , the network input. 

3   Quality Measures 

Several quality measures have been proposed in literature to study the reliability of 
the results displayed by topology preserving models in representing the dataset that 
have been trained with [6, 7]. There is not a global and unified one, but rather a set of 
complementary ones, as each of them asses a specific characteristic of the 
performance of the map in different visual representation areas. The three used in this 
study are briefly presented in the following paragraphs.  

Classification Error [8]. Topology preserving models can be easily adapted for 
classification of new samples using a semi-supervised procedure. A high value in the 
classification accuracy rate implies that the units of the map are reacting in a more 
consistent way to the classes of the samples that are presented. As a consequence, the 
map should represent the data distribution more precisely. 
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Topographic Error [9]. It consists on finding the first two best matching units 
(BMU) for each entry of the dataset and testing whether the second is in the direct 
neighbourhood of the first or not. 
Distortion [10, 11]. When using a constant radius for the neighbourhood function of 
the learning phase of a SOM; the algorithm optimizes a particular function. This 
function can be used to quantify in a more trustful way than the previous one, the 
overall topology preservation of a map by means of a measure, called distortion 
measure in this work. 
Goodness of Map [12]. This measure combines two different error measures: the 
square quantization error and the distortion. It takes account of both the distance 
between the input and the BMU and the distance between the first BMU and the 
second BMU in the shortest path between both along the grid map units, calculated 
solely with units that are direct neighbours in the map. 

4   Unsupervised Competitive Learning Ensembles 

The ultimate goal of constructing an ensemble is to improve the performance obtained 
by a single working unit. When talking about classification it is generally accepted that 
the sets of patterns misclassified by the different classifiers would not necessarily 
overlap. This suggests that different classifier designs potentially offer complementary 
information about the patterns to be classified and could be harnessed to improve the 
performance of the selected classifier [13]. Many ensemble models and theories have 
been previously developed and have been applied mainly to models designed 
specifically for classification, especially supervised classifiers [14]. In the present study 
the central idea is to verify the improvements that an ensemble technique can provide in 
the multi-dimensional data visualization [15] field over an unsupervised learning 
process such as the Competitive Learning.  

4.1   Bagging and AdaBoosting 

Boosting meta-algorithms consists on training a simple classifier in several stages by 
incrementally adding new capacities to the current learned function. In the case of the 
present work the decision taken was to begin by implementing simpler boosting 
algorithm to initially study its effect on some topology preserving algorithms. 
Bagging and AdaBoost are the two boosting selected.  

Bagging (or bootstrap aggregating) [2] is one of the simplest techniques for 
ensemble construction. It consists on training each of the classifiers composing the 
ensemble separately using a different subset of the main training dataset. This is 
accomplished by using re-sampling with replacement over the training set. The 
technique provides the ensemble with a balance between variability and similarity.  

The idea of AdaBoost [3] is very similar to that of the Bagging. The difference is 
that it is taken into accounts which of the training samples are not correctly classified 
by the current classifier. When a sample is not well classified its associated 
probability is increased, so there are more chances that it will be presented to the next 
trained classifier as input. That way, the ensemble concentrates in the samples that are 
harder to classify, improving its learning capabilities. There have been proposed two 
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slightly different versions of the algorithm [15]. AdaBoost.M1 is recommended for 
datasets with samples that belong to two different classes while AdaBoost.M2 is 
recommended for dataset with more than two different classes.  

The Adaboost algorithm requires a measure of accuracy of classification of each of 
the components of the ensemble. Therefore, a semi-supervised learning technique [8] 
is applied in this case to enable its use under the frame of topology preserving models. 

4.2   Summarizing Some Applied Ensembles Techniques 

Several algorithms for fusion of maps have been tested and reviewed recently by the 
authors of this work [16, 17]. 

In this case, an algorithm devised by the authors of this work is used to generate 
the final network summarizing the results obtained by the different networks included 
in the ensemble. It is called Weighted Voting Summarization (WeVoS) [18]. As the 
SOM is mainly designed as visualization tools, it is desirable that a combination of 
several of this kind of maps presents a truthful representation of data for visual 
inspection, based in the parts of the maps that were representing that portion of the 
data space the most correctly. The WeVoS tries to achieve this by taking into account 
one of the most important features of these algorithms: topology preservation. To do 
so, it obtains the final units of the map by a weighted voting among the units in the 
same position in the different maps, according to a quality measure. This measure can 
be any of the previously presented or other found in literature, as long as can be 
calculated in a unit by unit basis. 

Algorithm 1. Weighted Voting Superposition (WeVoS) 

1: train several networks by using the bagging (re-sampling with replacement) meta-algorithm 
2: for each map (m) in the ensemble 
3:   for each unit position (p) of the map 
4:     calculate the quality measure/error chosen for the current unit 
5:   end 
6: end 
7: calculate an accumulated quality/error total for each homologous set of units Q(p) in all 

maps 
8: calculate an accumulated total of the number of data entries recognized by an  homologous 

set of units  in all maps D(p) 
9: for each unit position (p) 
10:   initialize the fused map (fus) by calculating the centroid (w’) of the units of all maps in 

that position (p) 
11: end 
12: for each map (m) in the ensemble  
13:   for each unit position (p) of the map 
14:     calculate the vote weight of the neuron (p) in the map (m) by using Eq. 2 
15:     feed the weight vector of the neuron (p), as if it were a network input, into the fused 

map (fus), using the weight of the vote calculated in Eq. 2 as the learning rate and the 
index of that same neuron (p) as the index of the BMU.  
The unit of the composing ensemble (wp) is thereby approximated to the unit of the 
final map (w’) according to its weighting system. 

16:   end 
17: end 
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The voting process used is the one described in Eq. 2:  
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where, Vp,m is the weight of the vote for the unit included in map m of the ensemble, 
in its in position p, M is the total number of maps in the ensemble, bp,m is the binary 
vector used for marking the dataset entries recognized by unit in position p of map m, 
and qp,m is the value of the desired quality measure for unit in position p of map m. 

A detailed pseudo-code of the WeVoS algorithm is presented in Table 1. 

5   Experiment Details 

Several experiments have been performed to check the suitability of using the 
previously described boosting and combining techniques under the frame of the 
mentioned topology preserving models. The datasets selected are Iris and Wine that 
were obtained from the UCI repository [19].  

For all the tests involving this combination of networks the procedure is the same. 
A simple n-fold cross-validation is used in order to employ all data available for 
training and testing the model and having several executions to calculate an average 
of its performance. In each step of the cross-validation first, an ensemble of networks 
must be obtained. The way the ensemble is trained does not affect the way the 
combination is computed. Then the computation of the combination is performed. 
Finally, both the ensemble and the combination generated from it are tested 
employing the test fold.  

Visualization results are displayed in Fig.1 while analytical results appear in Fig.2. 
In Fig. 1 the maps obtained by the different combination of algorithms are displayed. 
Fig. 1 shows the results of applying a different ensemble algorithm to the same 
dataset with the same topology preserving algorithm. Both Adaboost.M1 and 
Adaboost.M2 have been tested for the sake of comparison taking into account that 
first algorithm can be applied also to multi-class datasets, although the second one 
should be more suitable. All SOMs in all ensembles showed where trained using the 
same parameters. Fig. 1(a) displays the map obtained by a single SOM. It contains 
three different classes, one of them (class one, represented by circles) clearly 
separated from the other two. Fig. 1(b) represents the summary obtained by the 
WeVoS algorithm over an ensemble trained using the bagging meta-algorithm. In this 
case, as all dataset entries are considered of the same importance in all iterations a 
smooth map is obtained. It is worth noting that classes are displayed in a more 
compact way than in the single SOM. Class 1 appears more distant to class 2 
(squares) and class 2 and 3 (triangles) are more horizontally separated in the top of the 
image, although this separation is not so clear in the middle-left part of the image. 
Fig. 1(c) represents the map obtained from an ensemble trained on AdaBoost.M1 
algorithm. As this algorithm tries to concentrate in difficult to classify classes, only 
one neuron is used in the final map to represent class 1, which is obviously the most 
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easy to distinguish from the three of them. This can be considered a desired or not so 
desired result, regarding to what the final resultant network is going to be used. In the 
case of intending to use the map for classification purposes, this map can be 
considered more suitable then the single one. In the case of intending to use the map 
for visualization purposes, this could be considered quite the contrary. Finally, the 
result of using the Adaboost.M2 is showed in Fig. 1(d). As this algorithm uses a finer 
granularity for classification than the previous version, it again represents class 1 in a 
greater detail than the AdaBoost.M1 (Fig. 1(c)), but showing a bit more compact 
groups than the single algorithm (Fig. 1(a)) and showing a more clear separation of 
groups than the Bagging algorithm (Fig. 1(b))  does. 

 
 

 

Fig. 1(a). Single SOM 

 

Fig. 1(b). WeVos from an ensemble trained 
using the Bagging algorithm 

 

Fig. 1(c). WeVos from an ensemble trained 
using the AdaBoost.M1 algorithm 

 
Fig. 1(d). WeVos from an ensemble trained 
using the AdaBoost.M2 algorithm 

Fig. 1. This figure shows the 2D maps representing the Iris dataset. Each figure represents a 
map obtained by training the ensemble of SOM algorithms using a different meta-algorithm 
and the applying the WeVoS algorithm to all of them. 
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Fig. 2(a). Classification Error 

 

Fig. 2(b). Topographic Error 

Fig. 2(c). Distortion 

 

Fig. 2(d). Goodness of Approximation 

Fig. 2. Displays the quality of maps measures for each of the ensemble models presented, 
along with the corresponding single model. All models were trained and tested using the 
Wine dataset. The X-axis represents the number of single maps composing each of the 
ensembles and the Y-axis represents the value of each measure. 

Fig. 2 represents the results of the calculation of the different quality measures 
previously described over the different algorithms described. All are error measures, 
so the desired value is always as close to 0 as possible. 

In Fig. 2, the quality measure values obtained from the ensemble algorithms are 
measured from their corresponding WeVoS summarization, while data from single 
models is obviously obtained directly by that model. The WeVoS algorithm has 
previously been compared with other summarization methods (Fusion by Euclidean 
distance [20], Fusion by similarity in Voronoi polygons [21]), showing an 
improvement in its results [18]. The results of those models are not included in this 
work for the sake of brevity. Fig. 2(a) represents the classification error of the 
different variants under study. Obviously, as that is their original purpose, the maps 
obtained through ensemble algorithms outperform the single model. Fig 2(b) 
represents the topographic ordering of the final map. Again, ensemble models obtain 
lower errors than the single one, especially the two variants of AdaBoost. Fig 2(c) 
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measures in a greater detail the topological ordering of the maps and shows a different 
situation than Fig. 2(b) for the AdaBoost algorithm. This points to an overfitting 
problem. Finally, Fig. 2(d) represents a measure combining quantization and 
distortion errors. In this case, the results for the two variants of AdaBoost were 
expected, as the algorithm tries to concentrate not on the whole dataset, but on the 
most difficult to classify samples of it, increasing the distance to other samples. The 
bagging algorithm obtains lower error, although a bit higher than the simple model. 
This is due to the nature of the WeVoS algorithm, which benefits the topology 
preservation of the summary over the quantization side of the model, being the first 
one of the most the characteristic features of the family of models under study. 

6   Conclusions and Future Work 

This study presents an interesting mixture of techniques for representation of multi-
dimensional data in 2-D maps. They are based on the combination of several maps 
trained over slightly different datasets to form an ensemble of networks with self-
organizing capabilities. This idea can be especially useful when a reduced dataset is 
available. The training of the ensemble of networks has been tested by using the 
bagging and boosting techniques for their comparison. As an ensemble of maps is 
impossible to represent, a summarization algorithm is also presented and used.  

These techniques have been tested in two widely known real datasets. Future work 
will include far exhaustive testing of the presented combination of techniques using 
several more complex datasets, as well as adapting the present model to other novel 
boosting meta-algorithms to check if more improvements can be obtained. It is 
reasonable to think that, adapting the AdaBoost algorithm to enhance other 
capabilities of the SOM, such as topology preservation, these results can be improved. 

Also the problem of the overfitting when using the AdaBoost algorithm will be 
subject of further analysis by authors of this paper. 
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Abstract. This paper tests a novel improvement in neural network
training by implementing Metaplasticity Multilayer Perceptron (MMLP)
Neural Networks (NNs), that are based on the biological property of
metaplasticity. Artificial Metaplasticity bases its efficiency in giving more
relevance to the less frequent patterns and subtracting relevance to the
more frequent ones. The statistical distribution of training patterns is
used to quantify how frequent a pattern is. We model this interpretation
in the NNs training phase. Wisconsin breast cancer database (WBCD)
was used to train and test MMLP. Our results were compared to recent
research results on the same database, proving to be superior or at least
an interesting alternative.

1 Introduction

The Multilayer Perceptron (MLP) training has some classical problems in many
applications. Long training sessions are often required in order to find an accept-
able weight solution because of the well known difficulties inherent in gradient
descent optimization [1][2] [3]. For this reason, many new approaches on how
to improve the convergence have been proposed. In [4], Orozco-Monteagudo et
al. applied Cellular Genetic Algorithms (CGA) to train NNs. This method was
implemented as software, CGANN-Trainer, which was used to generate binary
classifiers for recognition of patterns associated with breast cancer images in a
multi-objective optimization problem, improving the accuracy in the patterns
classification. Guijarro-Berdias et al. [5] proposed a learning algorithm that ap-
plies linear-least-squares. Where the estimation of the desired output and the
calculation of the weights are simultaneously obtained, layer by layer, in a back-
ward way. This algorithm improved performance of classical Backpropagation
and getting to low computational cost. Li et al. [6] proposed a Backpropagation
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algorithm that improved based conjugate gradient. In the conjugate gradient
algorithms, a search is performed along conjugate directions, which produces
generally faster convergence than steepest descent directions.

The Metaplasticity as a biological concept is widely known in Biology, Medical
Computer Science, Neuroscience, Physiology, Neurology and others [7][8][9][10].
We simulated the Metaplasticity property in a Multilayer Perceptron (MMLP)
proposed in [13]. In this paper, we test the MMLP Neural Networks on the
cancer images classification.

For a correct understanding of metaplasticity mechanisms, we will start with
an introduction to the synaptic plasticity. In Section 2 we present an introduction
to the regulatory mechanisms of neuronal plasticity, to allow the understand-
ing of the biological metaplasticity mechanisms. In Section 3 we introduce the
neural network computational model that makes use of the neuronal plasticity
properties explained in Section 2. The experimental setup of the simulation in
MATLAB c© is also explained. Section 4 presents the results obtained from the
experiments. Finally, Section 5 compares the experimental results with the lat-
est research results, concluding that the results of the simulation are consistent
proving our method to be an interesting alternative for pattern classification.

2 Metaplasticity Mechanisms

The Metaplasticity is defined by many scientists as the plasticity property of
synaptic plasticity [14] [15]. The prefix “meta”, Greek for “beyond” or “above”, is
used to indicate a higher level of plasticity, expressed as a change or transforma-
tion in the way synaptic efficacy is modified. An understanding of metaplasticity
might yield new insights into how the modification of synapses is regulated and
how information is stored by synapses in the brain. For a correct understanding
of this mechanisms we will start with an introduction to synaptic plasticity.

2.1 Synaptic Plasticity

The Synaptic plasticity refers to the modulation of the efficacy of information
transmission between neurons, being related to the regulation of the number of
ionic channels in synapses. The first model of synaptic plasticity was postulated
by Hebb and it is known as the Hebb rule [16][17].

2.2 Synaptic Metaplasticity

One of the important biological characteristics of the synaptic rule is that it
also models metaplasticity, which is an important homeostatic mechanism of
neurons (because it regulates weight variation, down-regulating weight incre-
ment in synapses with initially-high weights and up-regulating weight incre-
ment in synapses with initially-low weights)[18]. It slows down the process of
weight change, making more difficult for the neuron to become either inactive or
saturated.
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2.3 Intrinsic Plasticity

Although synaptic metaplasticity makes it difficult for synaptic weights to become
either null or saturated, it does not totally preclude either of these two extreme sit-
uations. The homeostatic property intrinsic plasticity was used in order to totally
preclude the possibility of either weight annihilation or saturation [10].

3 MMLPs Neural Network

The artificial metaplasticity is modeled in this paper as the ability to change
the efficiency of artificial plasticity giving more relevance to the less frequent
patterns and resting relevance to the frequent ones [13]. We modeled and trained
the metaplasticity using MLP with the following weight function

f∗
X (x) =

A√
(2π)N

.e
B

N∑
i=1

x2
i

(1)

where N is the number of hidden layers of neural network and A, B are pa-
rameters that will be estimated empirically. Note that we have assumed that
a posteriori probabilities follow a Gaussian distribution. If this diverges from
reality, the training can even not converge [13].

4 Experiments and Results

One real-world dataset was used for empirical comparison of Classical Backpropa-
gation Train MLP and our proposed method. Wisconsin Breast Cancer Database
from UCI Machine Learning Repository [19] is used in the experiments.

4.1 Wisconsin Breast Cancer Database

This breast cancer database was obtained from the University of Wisconsin
Hospital. The database contains 699 examples, where 16 samples have missing
values which are discarded in a pre-processing step, so only 683 were used. Each
sample has one of 2 possible classes: benign or malignant. The dataset contains
444 benign samples (65%) and 239 malignant samples (35%). Each record in the
database has nine attributes.

4.2 Characteristics of the Experiments

The MMLP proposed as the classifier was implemented using MATLAB c© soft-
ware (MATLAB version 7.4, R2007a). The nine attributes detailed in the previ-
ous section (4.1) were used as the inputs of the ANNs.

The ANNs applied are MMLP with the structure of 9 neural inputs, 8 hidden
layers and 1 output, determined empirically (many researchers have proposed



New Artificial Metaplasticity MLP Results on Standard Data Base 177

methodologies to determine the number of ANN layers, but until now none was
100% effective)[11][12]. The activation function is sigmoidal with scalar output
in the range (0,1) and it is the same for all the neurons. All the experiments
were performed on the same training data set and tested with the evaluation
data set. The training set consisted of 450 samples, 225 malignant records and
225 benign records. The testing set consisted of 233 samples with 117 malignant
records and 116 benign records.

For the experiments, we generated 100 MMLP with different weights whose
values were random with normal distribution (mean 0 and variance 1). In each
experiment 100 networks were trained in order to achieve an average result that
does not depend on the initial random value of the weights of the ANN. Two
different criterions were applied to stop the training: in one case it was stopped
when the error reached 0.01 and in other after performing 2000 epochs.

Two different types of experiments were performed. One to determine the de-
gree of accuracy the MMLP algorithm trying with several structures of network,
varying with metaplasticity parameters A and B, until the most efficient struc-
ture was obtained, with the criteria being the smaller number of patterns for the
training and shortest the time of convergence of algorithm. And other experiment
was to compare our algorithm with a classical Backpropagation training.

4.3 The Best Obtained Network

After the tests, the best performing network was obtained. Table 1, shows the
structure of the network, metaplasticity parameters, accuracy and others results.
The Mean Square Error (MSE) of the best network was obtained with only 355
iterations, that is, less than two epochs were needed to reach the 0.01 classifica-
tion error and used only 265 patterns. We can see that the network has a rapid
error evolution to 0.01 value, with a low number of iterations. This allows us
to save time and resources. The results are confirming [13] that the proposed
algorithm and the strategy of training turn out to be very interesting to apply
in the cases where the number of patterns available to perform training of ANN
is low.

Table 1. MMLP results obtained for different network structures and parameters of
metaplasticity algorithm

Network Metaplasticity Numbers Numbers Time Clustering
Structure Parameters of Training of Accuracy (% )
I HL O A B Epochs Patterns Training Training Testing
9 8 1 39 0.5 2000 265 77.5132 seg 99.99 % 99.14 %
9 8 1 41 0.25 2000 282 88.7929 seg 98.89 % 98.71 %
9 7 1 39 0.25 2000 336 75.2212 seg 99.11 % 98.71 %
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5 Comparison

Our MMLP algorithm has been compared with algorithms proposed recently
by other investigators for example: Übeyli in [20] obtained 99.54 % of accuracy
using different Neural Networks. Karabatak and Cevdet in [21] reached 97.4% of
accuracy applying an Association Rule and Neural Network (AR+NN). Guijarro-
Berdias et al. in [5] achieve 98.6 % of accuracy applying a linear learning method
for MLPs using least-squares. In order to determine the performance of MMLPs
and BPNNs used in this research for detection of the breast cancer, the classifi-
cation accuracies on testing sets are presented in Table 2.

Table 2. Clustering accuracy obtained for experiment 100 networks Training and
Testing

Classification Accuracy (%)
Type Network Training Testing Standard

Network Structure Desviation
MMLPNs 9-8-1 99.99 % 99.14 % 0.0037
BPNNs 9-8-1 97.25 % 98.28 % 0.1947

6 Conclusions

The analyzed results allow us to confirm that the proposed MMLP method
performs better than BPNNs and its variants. Our method was validated using
the Wisconsin breast cancer database in order to evaluate the proposed method
performance. The correct classification rate of proposed method for an average
of 100 networks was 99.99 % in training and 99.14 % in testing, superior to
recent results on the same database. The test stage also shows that this method
is an interesting combination of speed, reliability and simplicity and proving to
be an interesting alternative in cases where the number of patterns available to
perform the training of ANN is low, and as well has a low computational cost.
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linear learning method for multilayer perceptrons using least-squares. In: Yin, H.,
Tino, P., Corchado, E., Byrne, W., Yao, X. (eds.) IDEAL 2007. LNCS, vol. 4881,
pp. 365–374. Springer, Heidelberg (2007)

6. Li, J.I., XiaoDong, W., XuShul, Y., ShuShen, L., LianSheng, W.: Backpropagation
network improved by conjugate gradient based on genetic algorithm in qsar study
on endocrine disrupting chemicals. Chinese Science Bulletin 53(1), 33–39 (2008)

7. Jedlicka, P.: Synaptic plasticity, metaplasticidad and bcm theory. Institute of
Pathophysiology, Medical Faculty. Comenius University, Bratislava, Slovakia,
vol. 103(4-5), pp. 137–143 (2002)

8. Kinto, E., Del-Moral-Hernandez, E., Marcano, A., Ropero-Pelaez, J.: A preliminary
neural model for movement direction recognition based on biologically plausible
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Abstract. Self-organizing neural networks are usually focused on prototype 
learning, while the topology is held fixed during the learning process. Here we 
propose a method to adapt the topology of the network so that it reflects the 
internal structure of the input distribution. This leads to a self-organizing graph, 
where each unit is a mixture component of a Mixture of Gaussians (MoG). The 
corresponding update equations are derived from the stochastic approximation 
framework. Experimental results are presented to show the self-organization 
ability of our proposal and its performance when used with multivariate 
datasets. 

Keywords: self-organization, probabilistic mixtures, unsupervised learning, 
multivariate data analysis. 

1   Introduction 

Self-organization is a pervasive concept which seems to explain several neural 
structures of the brain that perform invariant feature detection [1]. The study of these 
structures gave rise to the proposal of computational maps designed to explore 
multidimensional data. The original self-organizing map (SOM) was proposed by 
Kohonen [2], where each neuron had a weight vector to represent a point of the input 
space, and the map topology was kept fixed throughout the learning process. The 
Self-Organizing Dynamic Graph [3] overcame this limitation by learning a topology 
along with the weight vectors. 

Other self-organizing approaches search for topologically correct maps by 
modifying the update rule of the original SOM in order to achieve shape recovery, 
notably the Visual Induced Self-Organizing Map (ViSOM, [4]), and other recent 
approaches inspired in active contours such as the Generalized Topology Preserving 
SOM [5]. Nevertheless, in these methods there is a fixed topology for the neurons, 
and the topology preservation is only related to the units’ weight vectors. 

Here we propose a self-organizing model which is based on a probabilistic mixture 
of multivariate Gaussian components, where each mixture component is associated 
with a ‘unit’ or ‘neuron’. This strategy has been explored in [6] and [7]. Furthermore, 
we use the stochastic approximation framework to learn both the mixture and the 
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network topology. Hence, a self-organizing graph is built, whose topology represents 
the underlying structure of the input data. 

We define the model in Section 2. The stochastic approximation learning method 
for the mixture of multivariate Gaussian distributions and the network topology is 
considered in Section 3. We show some experimental results in section 4, where our 
method produces faithful representations of input distributions, and has more 
classification performance than two well known probabilistic self-organizing models 
([6] and [7]). Finally, Section 5 is devoted to conclusions. 

2   The Model 

Each unit of a Probabilistic Self-Organizing Graph (PSOG) model stores a mixture 
component of a mixture of multivariate Gaussians probability distributions (MoG). 
The observed (input) space dimension is D, and the likelihood of the observed data t 
is modelled by the mixture probability density function: 

( ) ( )∑
=

=
H

i
i ipp

1

|tt π  (1) 

where H is the number of mixture components, and πi are the prior probabilities or 
mixing proportions. The multivariate Gaussian probability density associated with 
each mixture component i is given by  

( ) ( ) ( ) ( ) ⎟
⎠
⎞

⎜
⎝
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1
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where μi and Ci are the mean vector and covariance matrix of mixture component i, 
respectively. 

Along with this probability distribution, there is an adjacency matrix Z of 
dimension H×H, whose components zij are Heskes’ confusion probabilities [8]. Here 
zij is the probability that mixture component j has the maximum posterior probability 

( )t|jP  of having generated an input sample t, while in fact t was generated by 

mixture component i. Adjacency matrix Z represents a topology among the mixture 
components which is adapted to the input data through the learning process, as we see 
in the next section. 

3   Learning by Stochastic Approximation 

When a new sample tn has been presented to the network at time step n, its 
information should be used to update the mixture components. If we want to update 
mixture component i with the information from sample tn, an online learning method 
for a MoG is required. This strategy has been examined by Sato & Ishii [9] for 
general (non self-organizing) Gaussian PCA mixtures. A Bayesian model selection is 
carried out to decide which mixture component has the most probability p(i | tn) of 
having generated the sample. This component is called the winning component j, and  
is computed as follows: 
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Our online method generates the updated values πi(n), μi(n), Ci(n) and Z(n) from 
the old values πi(n–1), μi(n–1), Ci(n–1), Z(n–1) and the new sample tn. The 
application of Robbins-Monro stochastic approximation algorithm (see [10]) yields 
the following update equations for each mixture component i: 
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where mi(n) and Mi(n) are auxiliary variables required to update the model 
parameters, and Rni is the posterior probability of of mixture component i for 
generating the observed sample tn: 
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The rows of Z are subsequently normalized in the 1-norm so that zij are proper 
probabilities. Finally, ε(n) is the step size of the Robbins-Monro algorithm and is 
typically chosen as 

( )
ban

n
+

= 1ε , 0 < a < 1 (11) 

so that it falls smoothly and the method converges. In our experiments we have found 
that selecting ab /1=  often yields good results because the network remains plastic 
long enough, that is, the parameters to not converge too early. So, we have used 
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where ε0 is near to zero because higher values produce an excessive plasticity 
(variability) of the estimations. 
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4   Experimental Results 

4.1   Topology Learning Experiments 

This first set of experiments is designed to show graphically how the PSOG model is 
able to adapt its topology to the underlying structure of the input distribution. We 
have selected four distributions with D=2. These are uniform distributions on regions 
with different shapes. We have drawn 20,000 training samples from each distribution. 
The PSOG models had 16 mixture components, and they were trained during 100,000 
time steps. 

The input distributions and the corresponding PSOG models are shown in Figures 
1 to 4. It must be noted that we have plotted the three strongest adjacencies for each 
unit with straight lines. As in all cases the diagonal of Z has the largest elements, the 
adjacencies zii are represented as small dots in the position of μi. Furthermore, the unit 
 

 

Fig. 1. Bidimensional ‘sand clock’ input distribution (left) and corresponding PSOG network 
(right) 

 

Fig. 2. Bidimensional ‘dumbbell’ input distribution (left) and corresponding PSOG network 
(right) 
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Fig. 3. Bidimensional ‘ring’ input distribution (left) and corresponding PSOG network (right) 

 

Fig. 4. Bidimensional ‘hollow square’ input distribution (left) and corresponding PSOG 
network (right) 

Mahalanobis distance ellipses are shown with a grey level which is proportional to the 
mixing proportions πi (the mixture components with πi≈0 have nearly white ellipses). 

The figures illustrate how the PSOG model is able to develop connectivity among 
its units so that it is coherent with the input distribution at hand. 

4.2   Classification Experiments 

Classification is a typical application of self-organizing map models. Some recent 
developments are [11], [12], [13], [14] and [15]. We have chosen six standard 
classification benchmarks from the UCI Machine Learning Repository [16]. We have 
trained a self-organizing graph for each class of every database, and then the test 
samples tn are assigned to the class corresponding to the map which gives the highest 
probability p(tn). 
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Moschou et al. [17] have proposed a methodology to assess SOM-type algorithms 
in classification. Here we follow their method, which considers six quality measures. 
Among these, the first one is the classification accuracy, i.e. the probability of 
successful classification. 

We have tried PSOG models with 4, 9, 16, 25 and 36 mixture components. They 
were trained during 100,000 time steps. The databases have been also presented to the 
Self-Organizing Mixture Model (SOMM) by Verbeek et al. [7] and the joint entropy 
maximization kernel based topographic maps (KBTM) by Van Hulle [6]. The 
optimized version of SOMM has been used for the tests. Both KBTM and optimized 
SOMM compute mean vectors and isotropic covariance matrices at each unit. We 
have simulated the KBTM for 2,000,000 steps, with parameters ηw=0.01, ησ=10–4ηw. 
We have tested SOMM and KBTM maps with 2×2, 3×3, 4×4, 5×5 and 6×6 square 
topologies. 

We have run 10-fold cross-validations, with disjoint training (90% of the data) and 
test (10%) sets for each model setup. The results of the 10-fold cross-validation for 
the best performing number of units of each proposal are shown in Tables 1-6, with 
the standard deviations in parentheses. Each table corresponds to a quality measure 
considered in [17]. The tables show that PSOG is able to perform classification tasks 
with good results. This is consistent with the fact that the other models do not learn 
the topology of the input distribution, which means that they impose their own 
topology to the input data. Hence, their adaptation capability is lower. 

Table 1. Classification accuracy (higher is better). Standard deviations in parentheses. 

 PSOG SOMM KBTM 
BalanceScale 0.9339 (0.0513) 0.7290 (0.0549) 0.7587 (0.0334) 
Cloud 1.0000 (0.0000) 0.9996 (0.0013) 0.9949 (0.0041) 
Dermatology 0.8861 (0.0898) 0.8510 (0.0826) 0.3965 (0.1035) 
Liver 0.6685 (0.0806) 0.5722 (0.0553) 0.5507 (0.0676) 
Vowel 0.8978 (0.0335) 0.8930 (0.0214) 0.6059 (0.0498) 
Wine 0.9618 (0.0347) 0.7366 (0.1141) 0.7481 (0.1486) 

Table 2. Rand Index (higher is better). Standard deviations in parentheses. 

 PSOG SOMM KBTM 
BalanceScale 0.9170 (0.0593) 0.7549 (0.0427) 0.7626 (0.0335) 
Cloud 1.0000 (0.0000) 0.9991 (0.0027) 0.9899 (0.0082) 
Dermatology 0.9173 (0.0815) 0.9238 (0.0413) 0.6867 (0.0349) 
Liver 0.5538 (0.0510) 0.5018 (0.0220) 0.4977 (0.0122) 
Vowel 0.9641 (0.0107) 0.9641 (0.0065) 0.8976 (0.0121) 
Wine 0.9433 (0.0509) 0.7550 (0.0745) 0.7696 (0.1264) 

Table 3. Hubert’s gamma (higher is better). Standard deviations in parentheses. 

 PSOG SOMM KBTM 
BalanceScale 0.8324 (0.1191) 0.5004 (0.0930) 0.5058 (0.0721) 
Cloud 1.0000 (0.0000) 0.9983 (0.0054) 0.9798 (0.0165) 
Dermatology 0.7808 (0.1906) 0.7509 (0.1456) 0.1249 (0.1062) 
Liver 0.1069 (0.1012) 0.0050 (0.0457) –0.0054 (0.0277) 
Vowel 0.7837 (0.0665) 0.7799 (0.0390) 0.4018 (0.0571) 
Wine 0.8735 (0.1137) 0.4618 (0.1546) 0.5040 (0.2635) 
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Table 4. Overall cluster entropy (lower is better). Standard deviations in parentheses. 

 PSOG SOMM KBTM 
BalanceScale 0.1748 (0.1129) 0.3746 (0.0863) 0.3882 (0.0534) 
Cloud 0.0000 (0.0000) 0.0025 (0.0078) 0.0262 (0.0204) 
Dermatology 0.3002 (0.2289) 0.3009 (0.1444) 1.1353 (0.1811) 
Liver 0.6069 (0.0596) 0.6446 (0.0485) 0.6331 (0.0487) 
Vowel 0.3097 (0.0988) 0.3013 (0.0462) 0.8818 (0.0898) 
Wine 0.1127 (0.1028) 0.4461 (0.1375) 0.4223 (0.1949) 

Table 5. Overall class entropy (lower is better). Standard deviations in parentheses. 

 PSOG SOMM KBTM 
BalanceScale 0.2235 (0.1609) 0.5761 (0.0626) 0.5375 (0.0422) 
Cloud 0.0000 (0.0000) 0.0025 (0.0077) 0.0262 (0.0202) 
Dermatology 0.1752 (0.1294) 0.3151 (0.1624) 0.9835 (0.1515) 
Liver 0.5899 (0.0683) 0.5893 (0.0638) 0.6005 (0.0492) 
Vowel 0.3012 (0.0960) 0.2986 (0.0482) 0.8457 (0.0796) 
Wine 0.1058 (0.0964) 0.4217 (0.1310) 0.3908 (0.1677) 

Table 6. Overall entropy (lower is better). Standard deviations in parentheses. 

 PSOG SOMM KBTM 
BalanceScale 0.1992 (0.1353) 0.4753 (0.0679) 0.4628 (0.0449) 
Cloud 0.0000 (0.0000) 0.0025 (0.0078) 0.0262 (0.0203) 
Dermatology 0.2377 (0.1771) 0.3080 (0.1520) 1.0594 (0.1355) 
Liver 0.5984 (0.0571) 0.6169 (0.0428) 0.6168 (0.0261) 
Vowel 0.3055 (0.0972) 0.2999 (0.0468) 0.8638 (0.0837) 
Wine 0.1093 (0.0986) 0.4339 (0.1303) 0.4065 (0.1764) 

5   Conclusions 

We have presented a new probabilistic self-organizing model which is able to learn 
the topology of the input data, so that a self-organizing graph is built. Hence, the 
underlying structure of the input distribution is revealed by the adjacency matrix of 
the graph, whose components have a probabilistic interpretation. We have shown the 
topology adaptation capabilities of the model, and its performance in standard 
classification benchmarks when compared with two well known probabilistic self-
organizing map models. This reveals that our model is well suited for real 
multidimensional data, where the input structure can not be expected to have a simple 
topology, unlike traditional self-organizing network models assume. 
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Abstract. We present a new model of unsupervised competitive neural 
network, based on spicules. This model is capable of detecting topological 
information of an input space, determining its orientation and, in most case, its 
skeleton.  

Keywords: competitive neural networks, unsupervised learning, shapes 
description. 

1   Introduction 

Neural network models based on self-organizing maps, as proposed by Willshaw and 
von der Malsburg [1], Grossberg [2] and Kohonen [3], generate maps with a 
determinate dimension coming from an input space with larger dimensionality. These 
maps obtain a certain topological structure that preserves a neighborhood relation, 
which have the property of representing the highest density areas of input space. This 
property is interesting in different disciplines like voice recognition [4], combinatorial 
optimization [5], pattern recognition [6] and data compression [7]. 

The fact that similar maps have been found in human and animal brains, denotes that 
this topological preservation is important, at least in “natural processing systems”. 

In Kohonen’s self-organizing maps, it is important to emphasize that both, the 
number of neurons and neighborhood topology between them, must be established 
before the learning process. This fact implies a great limitation, since in many cases 
there is not previous information that indicate us an adequate election of such 
parameters and forces to carry out, therefore, different simulations to determine them. 

Another solution consists of determining these parameters incrementally during the 
learning process. This solution has been adopted and developed by diverse authors, 
proposing different models of neuronal networks included in what is generically 
named as “ontogenic networks” [8]. Within this classification we found the growing 
cell structures, developed by Fritzke [9], and the neuronal networks based on 
competitive hebbian learning, developed by Martinetz [10]. 

The growing cell structures [9] are able to generate dimensionality reducing 
mappings which may be used, for example, for visualization of high-dimensional data 
or for clustering. In contrast to Kohonen’s self-organizing feature maps, which serves 
similar purposes, neither the number of units nor the exact topology has to be 
predefined in this model. Instead, a growth process successively inserts units and 
connections. Moreover, there is no need to define a priori the number of adaptation 
steps, making possible to continue the growth process until a specific network size or 
until an applications-dependent performance criterion is fulfilled.  
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The purpose of the competitive hebbian learning [10] is to distribute a number of 
centers according to some probability distribution (neural gas) and to generate a 
topology among these centers which has a dimensionality which is equal to the local 
dimensionality of the data and may be different in parts of the input space. 

In this line, we present a model of competitive and unsupervised neural network 
based on spicules capable of detecting the topological information of an input space. 

The remainder of this paper is organized as follows. In Section 2, we describe the 
segment based neural network, which is needed for the construction of the new 
model. In Section 3, we present the new spicules-based competitive neural network. 
In sections 4, 5 and 6 the computation dynamics, the learning rule and the learning 
process of this network are respectively explained. In section 7 experimental results 
are shown and, finally, in section 8, the conclusions of this work are presented. 

2   The Segments-Based Neural Network 

The main contribution of the segments-based neural network is that the synaptic 
weights are composed of two reference vectors, which determine the extremes of a 
segment. In other words, every unit of the network has associated a segment that will 
evolve in the learning process. Since the prototype of every unit is a segment, instead 
of a single vector, additional information, for example the predominant direction of 
the classes, can be obtained. 

The topology of the network is similar to the topology of the simple competitive 
neural network. The neural network is composed by N input sensors and K neurons, 
where N is the dimension of input patterns. All input sensors are connected with all 
neurons.  

The synaptic weight of every neuron in the network is determined by a pair of 
vectors (wi1, wi2). The notation is the following: 
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When an input pattern, x, is presented to the network, the synaptic potential 
associated to the i-th neuron is 
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Now, the segment composed by the pair of reference vectors (wi1,wi2) can be 
defined as: 
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This segment is called structural segment and can also be denoted by iS .The 

distance, D, from an input pattern x to a structural segment is evaluated by the 
expression: 
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If αi(x) ∈ (0,1), then the point wi0 =αi(x)wi1+(1-αi(x))wi2 is the point of the 
segment 

21 ii
S ww  nearest to the input pattern x  (see figure 1). 

 

 
 
 
 
 
 

 

 

Fig. 1. Distance from an input pattern x to the segment 
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S ww  

When an input pattern x is presented to the network only one neuron is activated, 
the neuron whose structural segment is nearest to the input pattern x. This neuron r is 
called the winning neuron and satisfies the following expression: 
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In this sense, the neuron activated is the neuron with the highest synaptic potential, 
as is proved by the following theorem: 

Theorem 1 
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Proof: using the structural segment definition we have: 
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so that: 
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Using the expression in (2) for the synaptic potential of the structural segment, the 
following expression is obtained:  
 

( ) i
T

rrrr hww 2)()(  
2

21 −=+− xxxxx αα  
 

Since in hypothesis it is supposed that  hr > hi , then  i
T

r
T hh 2   2 −<− xxxx . That is, 

 

( ) 2
21 )()(  rrrr ww xxx αα +− ( ) 2

21 )()( iiii ww xxx αα +−<  
 

KiriSS ir ,...,2,1   ,    ,  =≠∀−<− xx                                      

3   The Spicules-Based Competitive Neural Network 

We name spherule to a structure constituted by a central point, called nucleus, and a 
set of segments, called spicules, that emanate from it. The nucleus has a synaptic 
weight denoted by w0 and the synaptic weights of peripheral points are denoted by w1, 
w2,…, wL, being L the number of spicules that constitute the spherule. An example of 
spherule with 3 spicules is shown in figure 2. 
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Fig. 2. Spherule with three spicules 

 
 

The topology of the network is similar to the topology of the simple competitive 
neural network: N input sensors and L+1 neurons, where N is the dimension of input 
patterns and L is the number of spicules of the spherule. 

Formally, a spherule E with L spicules is defined by the following set: 
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Due to the fact that spicules are segments, the definition of the synaptic potential, 
hi, of every spicule, ei, is identical to the shown one in the expression (2). The 
distance D from an input pattern x to a spicule ei is evaluated by the expression: 
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Finally, the distance between an input pattern x and a spherule E is given by  
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4   Computation Dynamics 

When an input pattern x is presented to the network, only one spicule is activated, the 
spicule er that is nearest to the input, satisfying the following expression: 
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In this sense, the spicule activated is the one with the highest synaptic potential, as 
is proved by the following theorem: 

Theorem 2 
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Proof: due to the fact that spicules are segments, the proof is identical to the proof of 
theorem 1 in expression (8). 
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5   The Learning Rule 

Let us consider an input space constituted by p patterns (vectors). For the 
determination of the learning rule, we used the principle of the minimum empirical 
risk, given by the following distortion function: 
 

∑∑
= =

−=
p L

i
iidistorsion eME

1 1

2
)(

μ

μμ xx , 
⎪⎩

⎪
⎨
⎧ −=−

= =

caseanother in    0

min    if    1
)( ,...,2,1

j
Lj

i

i

ee
M

xx
xμ  (15)  

where  

  [ ]{ }1,0,)(: 0 ∈∀⋅−+⋅=ℜ∈= ααα i
N

i eee w1w  , Li ,...,2,1  =  (16) 
  

That is, the problem consists of determining the L spicules of the spherule that 
diminish the distortion error expressed in (15). The learning rule is deduced by the 
gradient descent method of a distortion function similar to expression (15), obtaining 
the following: 
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where k is the iteration in course, and )(kη is the learning parameter. This parameter is 
a monotonous decreasing function that depends on the number of iterations. Let us 
consider )(kη as 

   )/1()( 0 Tkk −=ηη ,  k =1,2,...,T (18) 

being T the total number of iterations and 0η ∈ [0,1] the initial value. 
From the learning rule exposed in (17), it can be deduced that when an input 

pattern x is presented to the network, only the end of the winning spicule is modified, 
but, since the nucleus of the spherule is common to all the spicules, it will be always 
modified in every step of the learning process. 

6   The Learning Process 

Similarly to Kohonen’s self-organizing maps [3], the learning process is divided in 
two phases: the ordering phase and the convergence phase: 

-      Ordering phase: during this phase the adaptive process takes place in which 
the nucleus of the spherule is positioned in the gravity centre of input space 
and spicules are distributed according to the topological structure of this 
input space. As much the synaptic weights of the nucleus as all the weights 
of the spicules ends, are modified with the same learning parameter, )(kη . 

-      Convergence phase: this phase is needed to fine-tune the spherule structure 
and, therefore, provide an accurate statistical quantification of the input 
space. The synaptic weights are modified with two different learning 
parameters: )(kaη  for the synaptic weight of the nucleus and )(kbη for the 

synaptic weights of the spicules ends.  



194 J.A. Gómez-Ruiz, J. Muñoz-Perez, and M.A. García-Bernal 

In the ordering phase, the initial value for the learning parameter, 0η , will be near 

to one whereas in the convergence phase, the initial values for the learning 
parameters, 0aη  and 0bη , will be inferior that the previous one, fulfilling in addition 

that 0bη ≥ 0aη . Moreover, the number of necessary iterations for the convergence 

phase must be minor that in the ordering phase. 

7   Experimental Results 

Different shapes in digital images have been considered using, for all of them, the 
same configuration: in order to obtain the input patterns, 800 points have been 
randomly chosen within such figures (p = 800); the ordering phase has 4 iterations 
with 0η  = 0.9 and the convergence phase has 2 iterations with 0aη = 0.1 and 0bη = 0.3. 

In figure 3, the result of the network is shown from three different convex shapes 
(a spherule with 3 spicules for the triangle and with 4 spicules for the rectangle and 
rhombus). It can be appreciated that spicules are topologically organized, allowing 
that the resulting spherule constitutes the skeleton of the different input spaces and, 
therefore, giving very valuable information that could be used for a possible 
automatic recognition of shapes. In figure 4, the results of the network from a circle 
shape with different number of spicules are shown. An interesting result can be 
appreciated, as spicules are added to the spherule, these are organized radially, so that 
the circle is partitioned in portions of similar size. In figure 5, the results from a non-
convex shape are shown. As spicules are added to the network, these are distributed 
along the shape, looking for its topological characteristics.  

 

 
 
 
 
 
 
 
 
 
 
 
 

          Fig. 3. Results from three different convex shapes 
 
 

 
 
 
 
 
 
 
 

Fig. 4. Results from a circle shape with different number of spicules 
 

 
 
 
 
 
 
 
 
 

         
 

Fig. 5. Results from a non-convex shape with different number of spicules 
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In all simulations, it can be observed that the nucleus of spherule is positioned in 
the gravity centre of input spaces, but not necessarily over input patterns like in figure 
5, whereas spicules ends are always distributed over them. 

8   Conclusions 

We present a new model of unsupervised competitive neural network based on 
spicules in which a new hierarchic structure constituted by association of several 
segments is developed. This hierarchic structure is called spherule and it is constituted 
by a central point, called nucleus, and a set of segments, called spicules, that emanate 
from it. As it is presented in experimental results, this model is capable of detecting 
topological information of an input space, determining its orientation and, in most 
case, its skeleton. 

At the moment, we are working in providing to the network, on the one hand, with 
a mechanism that allows to identify the optimal number of spicules and, by another 
one, of a process of replication or multiplication of spherules in the assumption in 
which the input space is constituted by more than one group. 
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Abstract. Self-organizing map (SOM) is a neural network model widely used 
in high dimensional data visualization processes. A trained SOM provides a 
simplified data model as well as a projection of the multidimensional input data 
into a bi-dimensional plane that reflects the relationships involving the training 
patters. Visualization methods based in SOM explore different characteristics 
related to the data learned by the network. It is necessary to find methods to 
determine the goodness of a trained network in order to evaluate the quality of 
the high dimensional data visualizations generated using the SOM simplified 
model. The degree of topology preservation is the most common concept used 
to implement this measure. Several qualitative and quantitative methods have 
been proposed for measuring the degree of SOM topology preservation, in 
particular using Kohonen model. In this work, two measuring topology 
preservation methods for Growing Cell Structures (GCS) model are proposed: 
the topographic function and the topology preserving map. 

Keywords: topology preserving, self-organizing map, growing cell structures, 
visualization methods, Delaunay triangulation. 

1   Introduction 

At present there are multitude of investigation areas in which is necessary to work with 
large volumes of information of high dimension nature. In the last past years, great 
advances have been generated in the development of data mining tools that facilitate this 
work. Data mining first stage usually consist of building simplified global overviews of 
dates sets, generally in graphical form [1]. Self-Organizing Map (SOM) fit well in the 
exploratory data analysis since its main purpose is the visualization and analysis of 
nonlinear relations between multidimensional data [2]. SOM is a model that allows 
obtaining simplified models of data sets, normally of high dimension. In addition, it has 
the characteristic of generating a projection of this high-dimensional input space in a 
two-dimensional one that reflects the existing relations in the training patterns. These 
two characteristics have made SOM an ideal model for exploitation in diverse 
visualization techniques of multidimensional information [3-6]. All of them are based 
on exploring different characteristics related to the data learned by the network. 
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SOM generate a mapping of the input space (data manifold M), usually 
multidimensional, to the two-dimensional plane of the output layer of the network 
(lattice A of N neural units). These networks use an unsupervised learning in which 
the weights of the network are adapted associating each training pattern with a neuron 
of the two-dimensional output map (the one that best matches with the pattern) and 
moving the synaptic vector of this one closer to that input. The aim of this process is 
that similar input patterns are mapped by neighbor output units, as well as neighbor 
output units map only similar input patterns. This is what could be defined informally 
as preservation of the topology [7], which reflects the quality of the simplified model 
as well as the degree of success in the choice of the neighborhood connections 
architecture of the output layer neurons.  

Generally, SOM multidimensional information visualization techniques are based 
on generating graphs of the two-dimensional output layer of the network in which 
knowledge acquired during the learning process is included. If a trained SOM has a 
low degree of topology preservation, the graphs generated using the information of 
the network will not be reliable. Therefore, it is essential to create tools to evaluate the 
quality of trained networks in order to validate the visualizations based on it. 

Several qualitative and quantitative methods have been proposed for measuring the 
degree of SOM topology preservation, in particular using Kohonen model [2, 
8].Many of them are based on an assessment of the position of the neurons in the 
output lattice and, on to other hand, in evaluating the position of their synaptic 
vectors, without considering the data manifold in the measurement. When nonlinear 
data manifold are used, these measures give incorrect results, usually. Several 
methods that explicitly take into account the structure of data manifold have been 
proposed [9-10] and has been proved using Kohonen SOM.  

In Kohonen SOM the lattice of the output layer has to be pre-specified at the 
beginning of the training process and lets static during all the adaptation steps. In 
many cases it is impossible to determine a neighborhood connection architecture a 
priori, that fits well with the structure of the data manifold, thus providing Kohonen 
SOM fails providing perfectly topology preserving maps. Growing Cell Structures 
[11] is a SOM model with a dynamic architecture of the two-dimensional output layer 
(for a neighbor connection factor of k=2), adding and eliminating neurons during 
adaptation process of the network. The two-dimensionality of the output layer offers a 
way to make use of this model in high dimension information visualization techniques 
[12]. The flexibility of the output layer lattice normally provides GCS networks 
obtaining degrees of topology preservation better than Kohonen networks. 

In this work, two measuring topology preservation methods for Growing Cell 
Structures (GCS) are proposed: topographic function and topology preserving map.  

2   The Topographic Function in GCS 

The output layer in GCS network is organized by neurons that exhibit neighborhood 
connections forming k-dimensional structures. Normally, factor k takes value 2, so 
these structures have the shape of a triangle. As in the Kohonen model, each output 
neuron i has associated a synaptic vector, wi, with the same dimension that the input 
patterns (M Rd and wi ∈ Rd) . In a GCS trained network, the synaptic vectors of 

the N output layer neurons (A) are prototype vectors of the training patterns dataset. 
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Each neuron i ∈ A has a receptive field for which is the best matching unit, bmu, 
known as the Voronoi region (Vi), where the synaptic vector wi is the kernel point. 
Each neuron represents those training patterns that are within its Voronoi region. 

The neighborhood connections of the GCS output layer define the connectivity 
matrix Cij

(A) of the A network: 
 

⎩
⎨
⎧

=
.,0
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otherwise

connectedarejandiif
C A

ij
                            (1) 

 

Cij
(A) defines the lattice of A and is used to obtain the matrix DA, that will keep the 

distance between each pair of neurons i and j, understood as the minimum number of 
neighborhood connections that separate i and j according to Cij

(A). As a result of the 
removal of neurons during the weight adaptation process of the network, the 
neighborhood lattice of the output layer in GCS network can result divided in two or 
more isolated meshes. In these cases, when calculating DA, the distance between two 
neurons that belong to two different meshes is theoretically ∞ . 

In addition, using training patterns a new connectivity matrix can be defined based 
on the characteristics of the data manifold. Each input pattern has associated a bmu 
and a second bmu, being this last the neuron of the output layer whose synaptic vector 
is the second most similar to the pattern (using Euclidean distance). With the concept 
of bmu and second bmu a new connectivity matrix Cij

(M) can be generated, that will 
reflect how the output neurons should be connected using the knowledge inherent to 
M: 
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This new connectivity matrix reflects what is known as the induced Delaunay 
triangulation. Cij

(M) matrix is used to calculate DM, which will keep the distance 
between each pair of neurons i and j according to the lattice established by M. 

Using DM y DA distance matrices the topographic function M
AΦ  [9] can be defined 

for GCS network: 
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The expression #{.} denotes de cardinality of the set, and k is defined in the range 
[1..N-1]. A GCS network is perfectly topology preserving if 0)0( =ΦM

A
. In the range of 

positive values of k, M
AΦ  function calculates the mean number of neurons that should 

exhibit a direct neighbor connection in A, but presents a distance greater than k. On 
the other hand, in the range of negative values ok k, M

AΦ  function determines the mean 

number of neurons that are direct neighbors in A, but should be to a distance greater 
than k. The topographic function can be painted in the (-N..N) range, giving a tool of 
fast evaluation to measure the topology preserving quality in a GCS network. 
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3   GCS Topology Preserving Map 

When k=2 architecture factor is used, the GCS output layer neurons are organized in 
groups of interconnected triangles, forming a bi-dimensional mesh that can be 
projected in the plane [11]. The resulting graph is known as topographic map, and can 
be used to implement different visualization methods [12].  

The GCS topographic map and the data manifold can be used to generate a graph 
that reflects the degree of topology preservation, similar to that one proposed in [10] 
for Kohonen networks. This map will reflect the neurons of the output layer that 
should be direct neighbors on A, according to the data manifold structure M, as well 
as the strength of these connections. In order to be able to detect violations of the 
topology preservation, it is necessary in parallel to generate the topographic map of 
the network to visualize the connections that really exist in the lattice A. 

First of all, the cumulative adjacent matrix CADJ is calculated, where CADJ(i,j) 
will keep the number of training patterns for which i is de bmu and j is the second 
bmu. In a second step, the connectivity strength matrix, CONN, can be obtained as 
CONN(i,j) = CADJ(i,j)+CADJ(j,i), that shows how strongly two neurons must be 
connected in the basis of the data manifold structure. 

In GCS topology preserving map neurons are placed in the coordinates calculated 
for the topographic map of the network [12]. Between each pair of neurons i and j 
with CONN(i,j)> 0, a line connecting them in the topology preserving map is 
included. The strength of connections is reflected by the thickness of the line, and is 
calculated as: 
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where µ  represents the mean value and σ the variance of the strengths of all 
connections in CONN. Value 1 is associated with the weak and 4 with the strongest. 
In addition, 5 levels of gray are used that reflect the local strength of the connections 
for each neuron, associating dark tones with high values and clear degrees with the 
low ones. A dark line between two neurons i and j will indicate that exists a high 
volume of data for which i is bmu and j the second bmu or vice versa. 

Lines connecting units in topology preserving map which are not direct neighbors 
in the lattice defined by A are considered topology violations. Usually, local 
violations tend to arise, that is, fine and clear gray lines connecting units that belong 
to the same isolated cluster of neurons. Strong violations will be represented by strong 
end dark lines connecting units of separate clusters according to A. 

4   Experiments and Discussion 

In all the experiments, the modification of the training algorithm for GCS networks 
described in [13] has been used, in order to achieve a feasible interpretation of the 
removal of units learning parameters. In topographic function graphs, a normalization 
of X-axis coordinates has been realized, being range (- N..N) standardized to values in 
the range (-1..1). 
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In this section, the results of applying the visualizations previously described to 
two data sets are exposed. First of them is a data group of simulated bi-dimensional 
points in the plane, distributed in 11 clusters. The second set is a real 
multidimensional group of data selected from a scene registered by the ETM+ sensor 
(Landsat 7). The input signals are defined by the six ETM+ spectral bands with the 
same spatial resolution: ETM+1 to ETM+5, and ETM+7. The input data set has a 
total number of 1800 pixels, 1500 carefully chosen from the original scene and 300 
randomly selected. The input vectors are associated to six land cover categories. 

For both data sets two types of training have been performed: with and without 
removal of neurons. In GCS network without removal, the topology preserving map 
can be analyzed jointly with some of the topographic maps that make available the 
visualization of clusters in the data manifold (for example U-map). With the 
conclusions of this analysis, another GCS network with removal of units can be 
trained, in which the ending condition of the training takes place when it has obtained 
at least a desired number of isolated clusters of neurons. The definition, description 
and values of the common GCS training parameters used in all experiments can be 
obtained in [12]. For GCS networks without removal of units, a neuron removal factor 
μ=0 (relative normalized probability density estimation value) has been used, and 
μ=0.0006 for networks trained with cluster ending condition. 

Fig. 1 shows all the information related to the GCS network trained without 
removal of units using the bi-dimensional data distributed in 11 clusters. This network 
has been trained until obtaining 100 neurons in the output layer. The topology 
preserving map (Fig. 1 e) shows clearly the presence of several clusters (groups of 
dark and heavy lines). U-map (Fig. 1 c) confirms this fact. The topographic function 
(Fig. 1 d) reveal that exists very few neurons that must be direct neighbors and that 
are to a small distance (it quickly falls to 0 for positive values), whereas the 
asymptote that appears for negative values indicates that there are neurons that are 
direct neighbors who never would have to be it (those that does not identify to any 
pattern). The value of the topographic function for k=0 indicates that this network 

  
 

 
 
 
 
 
 
 
 
 
 
 

(b) 

(c) (d) 

56.2)0( =ΦM
A

(a) (e) 

 

Fig. 1. Eleven separate regions in the bi-dimensional plane. GCS network without removal of 
units. (a) Visualization of the input data (gray dots) and the network projection (black dots and 
neighbor connection lines) using the two component values of the synaptic vectors. (b) 
Topographic map. (c) U-map. (d) Topographic function and topology preserving value for k=0. 
(e) Topology preserving map. 
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Fig. 2. Eleven separate regions in the bi-dimensional plane. GCS network with removal of units 
(11 isolated clusters). (a) Visualization of the input data (gray dots) and the network projection 
(black dots and neighbor connection lines) using the two component values of the synaptic 
vectors. (b) Topographic map (left) and topology preserving map (right). (c) Topographic 
function and topology preserving value for k=0. 
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Fig. 3. Multidimensional data of satellite image. GCS network without removal of units. (a) 
Visualization of the input data using the 4, 5, and 6 component values (ETM+4, ETM+5 and 
ETM+7) of patterns. (b). Mean values for the six land cover categories present in data. (c) U-
map. (d) Topographic map (right) and topology preserving map (left). (e) Topographic function 
and topology preserving value for k=0. 

 
does not have a good degree of topology preservation. Fig. 2 shows the results 
obtained with the GCS trained with these data, using removal of neurons. The training 
ending condition was fulfilled when at least 11 clusters of neurons in the output layer 
was otained. In the topology preserving map (Fig 2 b) can be observed that there are 
only a few fine and clear lines (slight topology violations) connecting units that 
belong to different cluster of neurons. This fact is also reflected in the topographic 
function for positive values of k. In this case, the topographic function (Fig. 2 c) also 
reveals that there are very few direct neighbors that must be to a small distance  
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Fig. 4. Multidimensional data of satellite image. GCS network with removal of units (6 isolated 
clusters). (a) Topographic map (left) and topology preserving map (right). (b) Topographic 
function and topology preserving value for k=0. 

(k negative values). Comparing this network with the previous one, the topographic 
function value for k=0 shows a significant improvement. 

Fig. 3 include some representations associated to de GCS network trained using the 
second data set, without removal of neurons. 100 output units in the output layer is the 
ending training condition, again. Topology preserving map (Fig. 3 d) and U-map  
(Fig. 3 c) show the presence of several clusters in the data manifold. Topographic 
function (Fig. 3 e) reveal that exists very few neurons that must be direct neighbors 
and that are to a small distance (it quickly falls to 0 for positive values), whereas the 
asymptote that appears for negative values indicates that there are very few neurons 
that are direct neighbors and never would have to be it (those that identify different 
land cover categories and appear in separate clusters in the bottom of the topology 
preserving map – Fig. 3 d). In this example, the topographic function value for k=0 
has not a good quality grade.  

Fig. 4 shows some results generated using the GCS network trained with the 
second data set, removal of units, and looking for at least 6 isolated clusters of 
neurons in the output layer. In this network, as in the previous data set, the topology 
preserving map and the topographic function display better quality topology 
preservation grade with respect the GCS network trained without removal of units.  

5   Conclusions 

The exposed topology preserving visualization methods for GCS are a powerful tool 
for a quickly evaluation of the trained network quality.  

The topographic function gives a fast idea of the quality of the trained network, 
clearly separating the mean number of neurons that should be neighbors and they are 
not and the mean value of neighbor neurons that should not be. 

On the other hand, topology preserving map used along with the topographic map 
allows distinguish the neurons that are generating violations, as well as the gravity of 
the same. 

GCS network usually presents better topology preservation value when removal of 
units is used, since it eliminates those neurons located in areas of the input space with 
low probability density. 



 Topology Preserving Visualization Methods for Growing SOM 203 

The average evaluation that offers the topographic function along with the detailed 
one of each output neuron of the network displayed in the topology preserving map 
causes that jointly both graphs offer a complete vision of the quality of a network with 
regard to the topology preservation. 
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Abstract. In data clustering, the assessment of learning properties with respect 
to data is important for a reliable classification. However, in standard Self 
Organizing Map (SOM), weight vectors initialization is done randomly, leading 
to a different final feature map each time the initial conditions are changed. To 
cope with this issue, in this paper, we present a behavioral study of the first 
iterations of the learning process in standard SOM. After establishing the 
mathematical foundations of the first passage of input vectors, we show how to 
conclude a better initialization relatively to the data set, leading to the 
generation of a unique feature map. 

Keywords: Clustering, Self Organizing Maps (SOM), Learning process.  

1   Introduction 

Kohonen formulated the Self Organizing Map algorithm as a mathematical model of 
the self-organization of topographic maps, which are found in brains of higher 
animals [1]. The key idea introduced by Kohonen is the concept of neighborhood [2]. 
Each unit has a set of neighbors on the map. After finding the best matching unit 
(BMU) to the input vector, not only its weight is adjusted, but those of its neighbors 
are also changed. SOM accomplishes two things: It reduces dimensions and displays 
similarities [3].  

One of the limitations of the standard Self Organizing Map algorithm is that every 
SOM is different and finds different similarities among the sample vectors each time 
the initial conditions are changed. Thus, the output map provided by standard SOM 
depends highly on the initial conditions and the position of the winning unit on the 
feature map. Consequently, a lot of maps need to be constructed in order to get one 
final good map, which is a tough and time consuming task. 

There are numbers of approaches in the literature which tried to deal with this 
problem [4-7]. 

We believe that a deeper understanding of the learning process, helps avoiding the 
above limitation of standard SOM. 
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In this paper, we present a behavioral study of the feature map, with respect to the 
passage of the different input vectors during the very first iterations of the whole 
process. The resulting mathematical foundations, applied to color classification or 
Breast Cancer Classification, make the resultant mapping invariant to the initial 
conditions. 

2   Behavioral Study of the Learning Process in Standard SOM 

2.1   Observations and Motivation 

The observations of the evolution of the state of the feature map during learning 
progress, iteration by iteration, are plotted in Figure 1. 

     
         Initial state                      t=200                            t=300                            t=400                           t=500 

     
             t=600                           t=700                            t=800                           t=900                          t=1000 

Fig. 1. Network evolution during the first 1000 iterations in standard SOM 

From the above observations, we notice that the feature map, from the very first 
iterations, splits into two regions, one larger than the other. This is attributed to the 
effect of the neighborhood function, Nc, initially big, and its shrinking through time. 

One other important observation is the dominance of the same color on the map. 
We found this change not only fast, but also presenting a big contrast with respect to 
the initial state. 

The above observations are general for all simulations we’ve run. Only the 
partition of the two regions and their proportions are different from one simulation to 
another. 

This leads us to conclude that the very first steps of learning are of big importance 
to the fate of the feature map. In order to well understand the “hows” of the inside 
mechanism of learning, especially the evolution of the very first steps of it, we 
suggest to perform a mathematical study of the phenomenon. 

2.2   Mathematical Foundations 

In the following, we consider the first time epoch of the learning process. We remind 
the reader that one epoch is the time during which all sample vectors are fed into the 
network. 



206 S.B. Chikha and K. Marzouki 

For a unit i of the network, we traced its weight modifications due to the passage of 
each sample vector of the input space. 

Unit i will see its weight modified according to Kohonen learning rule as follow: 
 

Wi (t) = Wi (t-1)+α(t-1) [x(t) - Wi (t-1)]  

Wi (t) = (1- α(t-1)) Wi (t-1) + α(t-1) x(t) (1) 

 
where Wi (t) is the newly updated weight vector of the unit i, α(t) is learning rate, x(t) 
is the input vector and t is the current time epoch. 
 

We introduce j to represent the input vector rank. Thus (1) becomes: 
 

Wi
j (t) = (1- α(t-1)) Wi

j-1 (t-1) + α(t-1) xj(t) (2) 

 
where Wi 

j (t) is the weight vector of unit i after the passage of the jth input vector xj(t) 
during time epoch t. 

For the first time epoch, t=1, α(t-1) = α(0) = α0 and the first sample vector j=1, (2) 
becomes: 

 

Wi
1 (1) =  (1- α0) Wi

0 (0)+α0 x
1(1)  

 
where Wi

0 (0) is the initial value of the weight vector of unit i. Since input vectors are 
the same during all time epochs of the learning, xj(t) can be changed to xj. Thus the 
last equation becomes. 

 

Wi
1 (1) =  (1- α0) Wi

0 (0)+α0 x
1  

 
Let S1= (1-α0) and p0= α0 

 

Wi
1(1) = S1  Wi

0 (0)+p0 x
1 (2’) 

 
After the passage of the second sample vector (2) becomes: 

 

Wi
2 (1) = (1- α0)Wi

1 (1)+ α0 x
2 = (1-α0) S1 Wi

0 (0)+ (1-α0) p0x
1 + α0 x

2  

 
Let  S2= (1-α0) S1 and p1= (1-α0) p0 

 

Wi
2 (1) = S2  Wi

0 (0) + p1 x
1 + p0 x

2 (2") 
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After the passage of the third sample vector (2) becomes: 
 

Wi
3 (1) =(1-α0)Wi

2(1)+α0 x
3=(1-α0) S2Wi

0 (0) + (1-α0)p1 x
1 +(1-α0)p0 x

2
 + α0 x

3  

 
Let  S3= (1-α0) S2 and p2= (1-α0) p1 

 

Wi
3 (1)   = S3 Wi

0 (0) + p2 x
1 + p1 x

2+ p0 x
3 (2"') 

 
From equations (2'), (2") and (2"'), we notice that each time we feed an input 

vector xj to the network, unit i will see its weight vector modified in a geometric 
progression-like manner.  

At this point, it is crucial and very important to point out that we are not trying to 
reduce the learning process to a simple mathematical geometric progression as in [8] 
where they involve Markov chain, but we are just trying to understand the evolution 
of the weight vectors during the first time epoch of training. 

Let GP1 be a geometric progression with initial value S0=1 and common ratio 
q=(1-α0) with general form:   

 

Sn+1= (1-α0) Sn  (3) 

 
Also, let GP2 be a geometric progression with initial value p0= α0 and with the 

same common ratio q=(1-α0) with general form: 
 

pn+1=(1-α0) pn (4) 

 
After the learning of all the vectors of the dataset the weight vector of a unit i will 

be: 
 

Wi
n (1) = Sn Wi

0 (0)+ pn-1 x
1 + … +pn-i x

i+ … +p2 x
n-2+ p1 x

n-1 + p0 x
n (5) 

 
As GP1 and GP2 are geometrical progressions with the same common ratio    

|q=(1-α0)| < 1, the different terms of the progressions converge to 0. 
As n is the number of the training dataset, which is usually large, and as in any 

geometric progression, we assume that the (n-3) first terms converge to zero, and only 
the three last ones are significant. Thus, equation (5) reduces to:  

 

Wini = p2 x
n-2+ p1 x

n-1 + p0 x
n (6) 
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That is, during the first time epoch, where Nc still big and covers all the unit 
space, and after feeding all input vectors to the network, only the combination of the 
last three ones will affect the weight vector of unit i, which explains the appearance of 
the feature map on figure 1 during the very first time epochs. 

In fact, this observation is also true for all time epochs till the end of training, but 
the degree of the influence of the last three training vectors gets minor from one 
epoch to another with respect to the evolution of the network. 

Inspired from the above observations, and in order to eliminate the dependency of 
the final feature map on the initial conditions, we assume that it would be better to 
initialize the network according to equation (6), which depends on the training data 
set. Moreover, proceeding this way, we also may be able to gain on the training time.  

2.3   Experimental Results 

For a matter of clarity, the first chosen application to test the new algorithm consists 
of color mapping. As SOM produces a mapping of classified data, it is then easy to 
evaluate how good a map is and how strong the similarities between objects are. In 
the case of color classification, it is very easy to check the resulted map and make 
comparisons. 

Simulations were performed with different network topologies with different 
number of training data and different iteration numbers. The training data and initial 
states were three-dimensional vectors on the RGB scale having the form 
X1=(R1,G1,B1), X2=(R2,G2,B2)… XN=(Rn,Gn,Bn), where Rm ∈  [0,255], Gm ∈  [0,255] 
and Bm ∈  [0,255].  

The shown results were performed on a 10x10 net lattice using 1000 training data 
for 5000 iterations. Representative examples of the used initial data sets are 
represented in Figure 2.  

The modified initial state makes the resultant mapping invariant to the initial 
conditions. 

 

Fig. 2. Used different  distributions of the training data set 

 

We’ve run two series of simulations. In the first one, standard SOM, initial states 
were drawn randomly. In the second one, the initial states were drawn according to 
equation (6), deduced from the training dataset, separating thus, the dependency of the 
final result from the initial conditions as we assumed in section 2.2. 

Final results are shown Figure 3 below. 
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(a) (b) (c) 

   
(d) (e) (f) 

 

Fig. 3. Color Classification simulation: Results by the standard SOM (d) and (e) with the initial 
state (a) and (b), the same result obtained (f) with the introduced initial state (c) 

As expected, standard SOM gave different results each time we changed the initial 
conditions. 

Simulations in which initial states were drawn according equation (6), gave a 
unique final feature map. In the case of Figure 3, we obtained the same final state as 
in standard SOM. 

Adopting the equation (6) to draw the initial state we succeeded to separate the 
final result from the initial conditions. The introduced initial state was established 
according to the study of the internal progression of the learning process. It is very 
important to point out that learning is processed exactly like in standard SOM, and 
only initialization is different. 

The main goal of the second cased study is to find out if our approach still working 
with high dimensional input vectors. For this purpose, we chose to perform breast 
cancer classification. The used datasets contains several numerical attributes and a 
single categorical attribute (class). An example of such dataset is the Wisconsin 
Breast Cancer (WBC) [9] dataset available from the UCI Machine Learning 
Repository. We first give brief introduction to WBC dataset. The WBC dataset has 10 
numerical non-class attributes and one categorical class attribute. The class attribute 
has two categorical values, “1” and “10”. Out of 10 numerical attributes we consider 
only nine excluding ID. The 9 numerical attributes are: clump thickness, uniformity 
of cell size, uniformity of cell shape, marginal adhesion, single epithelial cell size, 
bare nuclei, bland chromatin, normal nucleoli, and mitosis. Each of these attributes 
draws an integer value from the range 1 to 10 inclusive. Each sample is either benign 
or malignant. The training data and initial states were 10-dimensional vectors having 
the form Xm=(x1,x2,…,xi,…, x10 ), where xi ∈  [1,10]. 
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We’ve run two series of simulations as in the first case study. After the learning 
process we color each neuron according with each component value in the code 
vector. Therefore, we will take a colored SOM for each variable (using grey scale) 
(Fig 4). 
 

 

    
(a) SOM initial state (b) CP0 (c) CP7 (d) CP9 

    
(e) Initial state (f) CP0 (g) CP7 (h) CP9  

Fig. 4. Breast Cancer Classification simulation: Components planes for the attributes 1,7 and 9 
of the weight vector. Results by the standard SOM (b),(c) and (d) with the initial state (a), the 
same result obtained (f), (g) and (h) with the introduced initial state (e). 

Through these components planes (CP) we can realize emerging patterns of data 
distribution on SOM's grid, detect correlations among variables and the contribution 
of each one to the SOM differentiation only viewing the colored pattern for each 
Component Plane. Analyzing that map we identify that the attribute 0 is influent and 
that the last one do not define a cluster. 

Finally, as expected, standard SOM gave different results each time we changed 
the initial conditions. 

Simulations in which initial states were drawn according equation (6), gave a 
unique final feature map. In the case of Fig. 4, we obtained the same final state as 
standard SOM. 

Moreover, proceeding this way, we could realize about 20% gain on the training 
time comparing to standard SOM, which is very considerable.  

3   Conclusion 

This paper addresses one of the limitations of standard SOM, that is, the dependency 
of the resulting feature map on the initial conditions.  

We developed the mathematical foundations of the first time epoch of the learning 
process in standard SOM. We could express the update of the weight vectors in a 
form of a geometric progression. We found out that only the three last fed input 
vectors (training data set) dominate the update.   
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In order to make the final map independent from the initial conditions, we 
assumed that if we draw the initial conditions accordingly, the resulting map will be 
invariant.   

For a matter of visualization, experiments were performed on an RGB color 
classification. Then, to find out if our approach still working with high dimensional 
input vectors, experiments were performed on breast cancer classification (10-
dimensional vectors). 

The obtained results were according our hypothesis. The resulting final feature 
map is unique and does not depend on the initial conditions. Moreover, proceeding 
this way, we could gain about 20% of the training time, which is considerable. 

Finally, the results were according to our hypothesis but we still looking after an 
explanation of the observed phenomenon.  
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Abstract. The adaptation of a neural gas algorithm to local principal
component analysis (NG-LPCA) is a useful technique in data compres-
sion, pattern recognition, classification or even in data estimation. How-
ever, the batch NG-LPCA becomes unfeasible when dealing with high
dimensional data. In this paper, a regularization method is described in
detail to prevent the batch NG-LPCA approach from instability. The
proposed method is tested and the results seem to prove that it is a suit-
able tool for classifying tasks avoiding instability with high dimensional
datasets.

1 Introduction

Principal component analysis (PCA) is a well known technique for dimension
reduction by means of the first principal eigenvectors of the data covariance
matrix. However, applying PCA to a whole data set will be inefficient since it is
a linear method and the non-linear relationships between the variables are not
taken into account. This can be corrected using a local PCA approach, where
the whole dataset can be described by a set of locally linear models. In this way,
non-linear data distributions can be represented [1].

Neural gas (NG) algorithm [2] is an unsupervised learning algorithm that
considers the cooperation-competition computation. Both cooperation and com-
petition between the map units allow the algorithm to be prevented from local
minima problems [1]. In addition, the batch NG allows fast training so that the
convergence is achieved in a small number of epochs [3].

There are several combinations of these two techniques (or using Self Orga-
nizing Map instead of NG) in the literature. The most similar techniques to this
proposal are [4,5]. A combination of normalized Mahalanobis distance and the
squared reconstruction error is used as a metric in [5]. Standard NG approaches
are based on the Euclidean distance implying that the clusters defined by the
prototypes are spherical. Ellipsoidal clusters can be searched using a normalized
Mahalanobis distance instead of the Euclidean metric.

J. Cabestany et al. (Eds.): IWANN 2009, Part I, LNCS 5517, pp. 212–219, 2009.
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The complexity of this batch neural gas algorithm extended to work as local
PCA method is to ensure the inversion of the covariance matrix. It is necessary
that this matrix should have at least m linearly independent vectors, where m is
the data dimensionality. Low dimensional data will not entail instability trouble.
However, the datasets are usually composed of a high amount of variables and
this fact can imply serious problems of numerical instability. In [5] a Gram-
Schmidt step is employed to avoid the collapse of orthogonality, but [4] do not
deal with the numerical instability problems.

In this paper, we expose in detail a regularization method based on [4,5] to
prevent the batch NG-LPCA approach from matrix singularity. The computation
assigns the same eigenvalue to all the minor principal components making a
uniform partition of the variance in those minor directions.

The paper contains the learning rules of the batch NG-LPCA algorithm in
Section 2, the procedure for training the network in order to be applied in clas-
sification tasks in Section 3 and the metric to evaluate the classifier in Section
4. The proposed technique is tested in Section 5.

2 Batch NG-LPCA Algorithm

The formulation of the Batch NG-LPCA algorithm appears in [4]. A neigh-
borhood function (1) is necessary to implement the algorithm. In this case,
there are no topological restrictions as in SOM algorithm [6]. Rank function
k(v,wi) ∈ 0, ..., n− 1 represents the rank distance between prototype wi and
data vector v. The minimum distance takes the value 0 and the rank for the
maximum distance is equal to n − 1, where n is the number of map units or
prototypes and σ(t) is the neighborhood radius .

hσ(v,wi) = exp
(
−k(v,wi)

σ(t)

)
(1)

The neighborhood radius σ(t) was chosen to decrease exponentially according
to (2). The decrease goes from an initial positive value σt0 to a smaller final
positive value σtmax .

σ(t) = σt0 ·
(σtmax

σt0

)t/tmax

, (2)

where t is the epoch step and tmax is the maximum number of epochs. In all the
datasets, σt0 was chosen as the half number of map units. Also σtmax = 0.001
for all the datasets.

The generalized metric to measure the distance dΛi between the data vector
v and the prototype vector wi searching ellipsoidal clusters is chosen as the
Mahalanobis distance in (3)

dΛ(v,wi) = (v,wi) · Λi · (v,wi)
t, (3)

where Λi ∈ �m×m is a symmetric positive definite matrix with detΛi = 1 and m
is the data dimensionality. The Euclidean metric implies Λi equal to the identity
matrix.
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The energy cost function ENG according to the chosen metric is written in
(4). The updating rules for the prototypes vectors and the matrices appear in
(5) and (6), respectively. They are obtained in [4] by means of derivation of the
energy function ENG with respect to the prototype vectors

(
∂ENG
∂wi

= 0
)

and to

the matrix Λi

(
∂ENG

∂Λi
= 0

)
.

ENG =
∑
ij

hσ(vj ,wi) · dΛ(vj ,wi), (4)

wi =

∑
j hσ(vj ,wi) · vj∑

j hσ(vj ,wi)
(5)

Λi = S−1
i · (detSi)1/m, (6)

where matrix Si is calculated in (7) and corresponds to the correlation of the
data centered at prototype vector wi and weighted by means of its distance from
the prototype according to the neighborhood function (1).

Si =
∑

j

hσ(vj ,wi) · (vj − wi)t · (vj − wi) (7)

Since matrix Si must be invertible, there must be m linearly independent
vectors vj − wi. The main complexity of the algorithm is the requirement to
update the matrix Λi. Low dimensional datasets usually do not produce inver-
sion problems of Si, but numerical instabilities arise with high dimensional data
since the variance can become very small in the minor principal components of
the data. This means that some eigenvalues of Si exactly 0 should be avoided.
The eigenvalues are contained in the diagonal matrix D and the corresponding
eigenvectors in the columns of the m×m matrix Ω related to Si by (8).

Si = Ω ·D ·Ωt (8)

Using the algorithm with high dimensional data and full matrix adaptation,
i.e., searching the eigenvalues in all the dimensions, can cause instabilities and
the execution can become unfeasible. For this reason, a regularization scheme
to reduce numerical instabilities is advisable. The approach computes only k
major principal components and it scales all remaining dimensions uniformly.
An estimation of the variance in the remaining m− k directions is given by (9)
in [5]. In this way, only k principal components need to be computed explicitely.

σ2
n−k =

∑
j

(hσ(vj ,wi) · (vj − wi) · (vj − wi)t (9)

−hσ(vj ,wi) · (vj − wi) ·Ωk ·Ωt
k · (vj − wi)t),

where Ωk is a m × k matrix containing the first k principal eigenvectors in its
columns. The residual variance is evenly distributed to all the minor directions
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according to (9). In this way, the eigenvalue λ∗ is the same for all the minor
components.

λ∗ =
σ2

n−k

m− k
(10)

For each iteration, matrix Si can be recalculated using (8) by means of sub-
stitution of the new eigenvalues λ∗ in the minor components of the matrix D.
Finally, matrix Λi is computed according to (6).

3 Proposal of Algorithm Training

The initialization is randomly choosing values from a uniform distribution on
the interval (0–1). The class variable is referred to the class label that defines
the membership of a data vector v to a certain class and is available for all the
datasets. Obviously, that information will not be present for the test datasets
and, for this reason, the class variable will be removed from the k principal
components.

begin initialize randomly the prototypes vectors wi

initialize the matrices Λi as the identity matrix
do for each epoch

determine the ranks of the prototypes k(v,wi)
update all the prototypes wi according to (5)
do for each i unit

determine Si and its eigenvalues by means of (7) and (8), respectively
if the class variable belongs to the k principal components

then

⎧⎪⎪⎨
⎪⎪⎩
• the minor component with the highest eigenvalue

becomes a principal component
• the class variable is removed from the k major

components and is considered as a minor component
determine the variance in the remaining m− k directions by (9)
calculate λ∗ using (10)
replace the old eigenvalues of the minor components by λ∗ in D
compute the new Si according to (8)
update matrix Λi using (6)

until all the units are updated
until the maximum number of epochs
end

4 Classifier Evaluation

The prototypes must be assigned to a certain class since the algorithm has an
unsupervised learning. The component that corresponds to the class variable
determines the membership of each prototype to a certain class.

The m×m matrix Λi, which is trained using the training dataset, is reduced
to a (m−1)×m−1) matrix to be able to operate with the test data vectors. The
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Table 1. Datasets used for experimental testing

Negative Positive Negative Positive
Dataset Variables samples samples samples samples % Oversampling

(training) (training) (test) (test)
glass7 9 130 21 55 8 400

hepatitis 18 66 14 27 5 200
cancer 9 311 168 133 71 100
vowel0 12 630 63 270 27 800
vehicle1 18 444 149 190 63 200
diabetes 8 350 188 150 80 200

dimensionality of these vectors is m − 1 because the class variable is removed
from them to correctly test the algorithm. Then, matrix Λi is normalized in
order to obtain detΛi = 1.

The classification of the samples is according the g-means metric [7] defined as
g =

√
acc+ · acc−, where acc+ = TP/(TP + FN) and acc− = TN/(TN + FP )

are commonly known as sensitivity and specificity, respectively. The sensitivity
is related to the accuracy on the positive classes, whereas the specificity shows
the accuracy on the estimation of the negative classes. TP and TN are the cases
where the classification is correct dealing with positive and negative samples,
respectively. FN is the case of a sample which is estimated as negative when it
is actually positive. Following the same reasoning, FP corresponds to the case
of an actual negative sample which is predicted as positive. The aim of g-means
metric is to maximize the accuracy on each of the two classes by means of keeping
them well balanced.

5 Experimental Testing

Six datasets were used to check the algorithm and all of them were extracted
from UCI repository of machine learning databases [8]. In all the cases, the
comparison was according to the g-means metric.

All the datasets have been randomly divided into two subsets, training and
testing data. 70% of the original samples are reserved for the training dataset
and the rest of them (30%) belong to the testing dataset. The imbalance ratio of
each dataset (ratio of negative to positive samples) has been preserved in both
training and testing sets. Table 1 shows all these details. The number after the
dataset name indicates the class considered as positive in those datasets that
have more than 2 classes. An oversampling of the positive class was made in
order to keep the sensitivity of the classifier well balanced.

The original data vectors v were normalized according vnj = (vj − μj)/σj to
obtain a normalized set of data vectors vn; where vj , μj , σj are the original data,
the mean value and the standard deviation of variable j, respectively. This data
transformation leads to a normalized distribution with zero mean and unitary
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Table 2. The results indicate the average of the g-means and the standard deviation
over 10 runs. The training was for 50 epochs and the number of prototypes was equal
to 2 units

Dataset Principal G-means Dataset Principal G-means
components components

glass7 0 0.927±0.000 vowel0 0 0.637±0.087
glass7 1 0.947±0.032 vowel0 1 0.501±0.364
glass7 2 0.968±0.042 vowel0 2 0.429±0.309
glass7 3 0.877±0.308 vowel0 3 0.070±0.222
glass7 4 0.867±0.308 vowel0 4 0.247±0.334
glass7 5 0.899±0.045 vowel0 5 0.135±0.297
glass7 6 0.897±0.081 vowel0 6 0.113±0.238
glass7 7 0.839±0.301 vowel0 7 0.312±0.342
glass7 8 0.811±0.291
glass7 9 0.527±0.369 diabetes 0 0.651±0.025

diabetes 1 0.668±0.023
hepatitis 0 0.699±0.246 diabetes 2 0.685±0.019
hepatitis 1 0.844±0.029 diabetes 3 0.668±0.021
hepatitis 2 0.737±0.263 diabetes 4 0.676±0.022
hepatitis 3 0.821±0.035 diabetes 5 0.651±0.024
hepatitis 4 0.588±0.407 diabetes 6 0.567±0.201
hepatitis 5 0.759±0.271 diabetes 7 0.558±0.198
hepatitis 6 0.847±0.016 diabetes 8 0.491±0.268
hepatitis 7 0.762±0.271
hepatitis 8 0.681±0.360 vehicle1 0 0.619±0.000
hepatitis 9 0.597±0.415 vehicle1 1 0.623±0.006
hepatitis 10 0.684±0.362 vehicle1 2 0.622±0.002
hepatitis 11 0.499±0.431 vehicle1 3 0.623±0.006
hepatitis 12 0.607±0.328 vehicle1 4 0.627±0.003
hepatitis 13 0.385±0.412 vehicle1 5 0.628±0.002
hepatitis 14 0.297±0.386 vehicle1 6 0.629±0.004
hepatitis 15 0.238±0.384 vehicle1 7 0.629±0.005

vehicle1 8 0.630±0.005
cancer 0 0.968±0.000 vehicle1 9 0.628±0.005
cancer 1 0.975±0.000 vehicle1 10 0.628±0.008
cancer 2 0.975±0.000 vehicle1 11 0.624±0.002
cancer 3 0.975±0.000 vehicle1 12 0.616±0.010
cancer 4 0.975±0.000 vehicle1 13 0.615±0.024
cancer 5 0.975±0.000 vehicle1 14 0.494±0.261
cancer 6 0.975±0.000 vehicle1 15 0.503±0.267
cancer 7 0.943±0.029 vehicle1 16 0.571±0.201
cancer 8 0.906±0.030 vehicle1 17 0.442±0.306

vehicle1 18 0.320±0.338

variance. In this way, all the variables are treated by the neural network with
the same importance.

The results are presented in Table 2. The algorithm is evaluated according
to g-means metric. The results without principal components correspond to a
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Euclidean metric. The approach has a higher g-means metric computing with
principal components in all the datasets, except for vowel0 dataset. As the num-
ber of principal components rise, the instability appears.

Moreover, good results were achieved in three datasets (glass7, hepatitis and
cancer). In these datasets, the g-means is equal or greater than in similar works
with supervised algorithms for classification of imbalanced datasets [9,10,11].
Although results using more than two map units are not shown, the same con-
clusions can be made for them as above.

6 Conclusions

Batch NG-LPCA can improve the clustering performance compared to standard
approaches which rely on the Euclidean metric searching hyperspherical clusters.
The improvement is well known and corroborated by several works of the topic
literature. However, the algorithm becomes unfeasible dealing with high dimen-
sional data and serious problems of numerical instability can take place. The
complexity is to ensure the inversion of the covariance matrix. Although adding
a small value to the diagonal elements of the covariance matrix is a standard
method for preventing singularities, it does not guarantee the stability of the
algorithm according to our experiments.

In this paper, a regularization method based on [4,5] is described in detail to
prevent the batch NG-LPCA approach from matrix singularity. The computa-
tion assigns the same eigenvalue to all the minor principal components making
a uniform partition of the variance in those minor directions. The proposed
method is tested and the results seem to prove that instability is avoided. More-
over, it seems to be a suitable tool for classification tasks and good results were
achieved in several datasets, even outperforming some supervised algorithms for
classification of imbalanced datasets.
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Abstract. Cluster analysis is a technique used in a variety of fields. There are 
currently various algorithms used for grouping elements that are based on 
different methods including partitional, hierarchical, density studies, probabilistic, 
etc. This article will present the SODTNN, which can perform clustering by 
integrating hierarchical and density-based methods. The network incorporates the 
behavior of self-organizing maps and does not specify the number of existing 
clusters in order to create the various groups. 

Keywords: Clustering, SOM, hierarchical clustering, PAM, Dendrogram. 

1   Introduction 

The assignment of a set of objects into clusters is a widely spread problem that has 
been the object of investigation in various scientific branches including 
bioinformatics [10], surveillance [15], [16], [17]. Although occasionally the number 
of groups is known beforehand, clustering data requires an additional step for 
identifying the existing groups. There are currently different methods for creating 
clusters, most notably those based on partitioning, such as k-means [11],  and PAM 
[9] (Partition around medoids), which work by minimizing the error function. Other 
widely accepted methods are the hierarchical methods which include dendrograms 
[7], agnes [9], and Diana [9]. In addition to the hierarchical methods, there are others 
that use density-based models, or probabilistic-based models such as EM [8] 
(Expectation-maximization) and fanny [9].   

This research presents the new Self Organized Dynamic tree neural network which 
allows data to be grouped automatically, without having to specify the number of 
existing clusters. The SODTNN uses algorithms to detect low density zones and 
graph theory procedures in order to establish a connection between elements. This 
would allow connections to be established dynamically, thus avoiding the need for the 
network to expand and adjust the data surface. Additionally, the connections would 
continue to adapt throughout the learning process, reducing the high density neuron 
areas and separating them from the low density areas. 

The SODTNN integrates techniques from hierarchical and density-based models 
that allow the grouping and division of clusters according to the changes in the 
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densities that are detected. The hierarchical process is based on the Kruskal algorithm 
that creates a minimum spanning tree containing data for the problem at hand. Based 
on the information obtained from the minimum spanning tree, low density areas are 
detected by using a distance matrix for each cluster. The low density areas will allow 
the clusters to be separated iteratively. Furthermore, the minimum spanning tree 
determines the network structure and connections so that learning can take place 
according to the tree’s distribution. 

This article is divided as follows: section 2 describes different clustering alternatives, 
section 3 describes the SODTNN, and section 4 presents the results and conclusions. 

2   Clustering Techniques 

The problem of clustering is far reaching, and there have been various proposals for 
its resolution: i) Partition based methods have the disadvantage of requiring the 
number of clusters up front [8]. The k-means algorithm presents problems with 
atypical points. The PAM method resolves this problem by assigning an existing 
element as the centroid. ii) Hierarchical methods such as dendrograms [7] do not 
require a number of clusters up front since they use a graphical representation to 
determine the number. iii) Probability based methods such as EM define an algorithm 
of probabilities that determines the probability that a point belongs to a cluster. iv) 
Finally, there are the methods that use changes in density in order to separate clusters. 
Included in these methods are the artificial neural networks (ANN) [18], [19], which 
estimate the surface of the point distribution by using a mesh of neurons that can be 
automatically adjusted to the surface. There are also other networks such as ART [5] 
(Adaptive Resonance Theory) that can form clusters, although it does not function 
based on meshes. Our research will concentrate on the mesh-based neural networks. 

The self-organized Kohonen maps (SOM) [2], have variants of learning methods 
that base their behaviour on methods similar to the Neural Gas (NG) [4]. They create 
a mesh that is adjusted automatically to a specific area. The greatest disadvantage, 
however, is that both the number of neurons that are distributed over the surface and 
the degree of proximity are set beforehand. Growing Cell Structure (GCS) [3] do not 
set the number of neurons or the degree of connectivity, but they do establish the 
dimensionality of each mesh. This complicates the separation phase between groups 
once it is distributed evenly across the surface. There are other ANN such as SOINN 
[6] and ESOINN [1] (Enhanced self-organizing incremental neural network). Unlike 
the SOINN, ESOINN consists of a single layer, so it is not necessary to determine the 
manner in which the training of the first layer changes to the second. 

3   SODTNN 

This study proposes the SODTNN, which can detect the number of existing groups or 
classes and, by using the Kruskal algorithm [12], create clusters based on the 
connections taken from the minimum spanning tree. As opposed to the ESOINN or 
GCS networks, the SODTNN does not distinguish between the original data and the 
neurons—during the initial training phase, the latter correspond to the position for 
each element. This makes it possible to eliminate the expansion phase for a NG to 
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Fig. 1. Algorithm for the SODTNN 

adjust to the surface. As each neuron is updated, it can draw closer to neighboring 
neurons, thus facilitating the detection of clusters and the separation from other 
elements. The learning phase for the network is illustrated in Figure 1: the main loop 
of the learning phase is shown in the center, block 2 is the algorithm that updates the 
position of the neurons, and block 3 is in charge of locating the low density areas and 
separating the clusters in order to create new groups. 

The following sections describe the steps that are carried out during the learning 
phase for the ANN. The nomenclature defines T as the set of neurons to be classified, 
A as the minimum spanning tree that contains all of the nodes from T where matrix C 
defines the connections between the nodes where element cij=1 if node i є T is 
connected with element j є T., D the distance matrix for T. 

3.1   Density: Block 3 

One of the main problems when assigning individuals into groups is knowing which 
divisions cause a significant rise in the density of the resulting clusters. ANN such as 
SOINN or ESOINN study the length of the links in order to determine if the length is 
different within the subgroup for each individual. This process requires the creation of 
subclasses within each cluster, which is done by using a set of functions that 
determines the threshold on which the creation of the subclasses is based. The 
SODTNN searches for cut-off points in areas that produce a significant rise in 
density. It does so by using the relationship between the total distance calculated from 
the distance matrix, and the distance from the minimum spanning tree.  

1. Distance from tree ∑ ∈∈==
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ij
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,

 

3. Calculate the final density ),(/)(),( DCfDfDCf ATD =  
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3.2   Average Distance: Block 3 

Selecting the links for finding low density areas can be done by considering the 
distance of one neuron with respect to its parent in tree A, and the average distance 
surrounding the neuron. The calculation of the latter distance is based on the distance 
that exists for each link of the subtree, where the depth is equal to the surrounding 
distance and centered on the neuron in question, and the number of neurons that exist 
in the subtree. Figure 2 illustrates the subtree, highlighted in gray to indicate the 
neuron that falls within 2 links. 

 

 

Fig. 2. Subtree for neuron falling within 2 links 

The algorithm is described as follows: 

1. Given ai is the neuron for the tree for which the average distance needs to be 

calculated, with i є T. where )( i
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3.3   Division Algorithm: Block 3 

The division algorithm is responsible for finding the connections between the low 
density neurons in order to separate the cluster. It considers the distance between the 
neurons and the resulting changes in density for the potential divisions. The process is 
described as follows: 
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1. Determine the cut-off point for the elements α , and the cut-off points for 

distance β   

2. Initiate 1=i  

3. Select the greatest distance i for  1/ =∈ jkjk cDd  and remove the node from 

the tree Aak ∈  

4. Given 1A , 2A  are the remaining trees alter eliminating ka
 
and the connection 

with the parent node )( k
p af  where }/{ 11 AaTsT s ∈∈=  and 

}/{ 22 AaTsT s ∈∈=  with 21 TTT ∪= , φ=∩ 21 TT , 1C , 2C , 1D , 

2D  for the corresponding link and distance matrixes. 

5. If TT /## 1  or TT /## 2  is less than α  go to step 13 

6. Calculate the average distance from the node for the tree ka
 
following the 

average distance algorithm ),( DAfd e
a

mm
a ik

=  

7. Determine if the distance from tree node ka  and its parent is less than the 

average distance β⋅≤ m
ask k

dd  where Ts ∈  and )( k
p

s afa =  go to step 

13 

8. the density for T , 1T  and 2T  following the density algorithm ),( DCf D , 

),( 11 DCf D , ),( 22 DCf D  

9. Calculate the new density threshold ),(),()1( 2211 DCfDCft DD +=+δ  

and the previous ),()( DCft D=δ  

10.  If the value ))1(/)0(/(1)1(/)( ρδδδδ ⋅<+tt  where ρ  is constant, go to 

12 
11.  Finish  
12.  Re-establish the connection ak with its parent node 
13.  If Ti #<  calculate the value of 1+= ii  and go to step 2 

3.4   Update Algorithm: Block 2 

The neurons from the network that define the clusters are periodically updated in a 
way similar to the kohonen SOM. By updating automatically, the positions and 
connections of the neurons can be readjusted in order complete the division of the 
clusters. The network randomly selects an initial neuron and brings neighboring 
neurons closer in. The neuron is updated according to the hierarchy of the tree. The 
arrows in figure 2 indicate the direction and strength with which the neurons are 
brought closer to the selected neuron. The magnitude of the vector and the direction 
depend on the distance and neighborhood as indicated in the following algorithm: 
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1. Given Tk ∈  with Aak ∈  is the selected neuron, set the value of the 

neighboring radius r   

2. Begin 1=i , ks aa =  

3. Calculate the parent node from the current node )( s
p

t afa = , obtain all the 

sons from ta  which are defined as 
1

taA  

4. For each instance 
1

taj Aa ∈  update the coordinates for the neuron by following 

the equation for self-organizing maps 

))()((),()()()1( txtxtigttxtx jsjj −⋅⋅+=+ η  

Where ),( tig  represents the neighboring function )(tη  the learning rate [13]. 
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Where t  is the iteration, N  the number of elements from group A# , n  is the 

dimension of the coordinates, ijx  coordinate j  for the neuron Ti ∈ , with 

Aai ∈ , λ  and β  the constants established for 1 and 5 respectively. 

5. If ri <  set ts aa =  and increase i  

6. Use the same procedure to update the descendents Aak ∈  until reading depth 

r , 
1

kaA …
r
ak

A  

4   Results and Conclusions 

In order to conclude the tests, both real data and fictional self-generating data were 
used. Additionally, graphic representations are in 2D in order to facilitate the 
interpretation of the results. In order to confirm that the proposed SODTNN 
functioned properly, the clustering process was compared with other statistical 
techniques traditionally use for unsupervised clustering.  In the first case, we selected 
a test case generated with fictional data. Figure 3 illustrates the classification process 
that was carried out for the given test. We can see the data and the sequence of the 
divisions in different colors that were made with the SODTNN  until the algorithm 
finalize, where the last image shows the results obtained after implementing the 
algorithm. 
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Fig. 3. Sequence of clusters generated by the ANN. Total number of points 774. Each colour 
represents a different cluster that was found. 

 

Fig. 4. Sequence of clusters generated by PAM, dendrograms, k-means, fanny, agnes, dian in 
this order 

Figure 4 illustrates the final classification obtained by the PAM, dendograms, k-
means, fanny, agnes and diana clustering methods. For each of these methods, it was 
necessary to determine the number of clusters that we wanted to obtain, for which it 
was necessary to provide more information than with the SODTNN.  Additionally, it 
is easy to see how only the PAM method is capable of obtaining results comparable to 
our network, although the green group includes elements from other clusters. The rest 
of the processes generate classifications that could be considered as erroneous given 
the distribution of the data.  

Secondly, we studied a real case from the UC Irvine Machine Learning Repository 
[14] regarding data for wines. The data within the range [0-1] was normalized in order 
to eliminate the scale factor and units. The classification process was then carried out. 
The percentage of success was as follows: 91,01%,  90,45%, 93,26%, 94.94%, 
33.71%, 71.35% for the SODTNN, PAM, dendrogram, k-means, agnes and diana 
respectively.  Fanny did not produce any results since it included data approaching 0. 
As we can see, the network provided results similar to the PAM, dendograms and k-
means methods, while the others provided worse results. In order to analyze the 
elements that the ANN and PAM classified incorrectly as compared to the 
dendograms and k-means, we created a 3D representation and applied a 
multidimensional scaling process to reduce the dimensionality. The results 
demonstrated that the errors were atypical elements that were located outside of both 
clusters that would have been eliminated with a filtering phase. 

The results obtained with the SODTNN are promising. Nevertheless, we have 
detected several deficiencies in the case of elements that are distributed along very 
close parallel lines. Occasionally, the SODTNN is incapable of calculating the correct 
cut-off point for dividing clusters, thus functioning as a hierarchical algorithm for 
which the user must interpret the results.  The results can be interpreted according to 
the distances from the cut-off points and the changes in density. In order to resolve 
this problem, we are working on defining criteria for a cut-off point based on the 
calculation of the densities of the clusters. 
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Abstract. We present an evolving neural network model in which
synapses appear and disappear stochastically according to bio-inspired
probabilities. These are in general nonlinear functions of the local fields
felt by neurons—akin to electrical stimulation—and of the global average
field—representing total energy consumption. We find that initial de-
gree distributions then evolve towards stationary states which can either
be fairly homogeneous or highly heterogeneous, depending on parame-
ters. The critical cases—which can result in scale-free distributions—are
shown to correspond, under a mean-field approximation, to nonlinear
drift-diffusion equations. We show how appropriate choices of param-
eters yield good quantitative agreement with published experimental
data concerning synaptic densities during brain development (synaptic
pruning).

Keywords: Neural networks, Brain development, synaptic pruning.

1 Introduction

Neural systems, whether natural or artificial, are paradigmatic cases of com-
plex systems consisting of many interacting dynamical elements [1,2]. The phe-
nomenology that ensues depends not only on the nature of the neurons and
synapses [3], but also on the topology of the underlying network, with the result
that structure influences function [4]. In the case of biological neural networks,
the inverse also appears to be true: topology is dynamic and related to neural
activity. This relation is probably very complex; however, we will try to account
for the some of main mechanisms described in the biological literature that lead
to the forming or elimination of synapses.

One of the most striking features of brain development is the systematic and
relatively rapid net reduction in the density of synapses undergone as of a very
early age—resulting, in humans, in adult brains with about half the synaptic
density of newborns [5]. Another interesting feature is synaptogenesis, which
has been related to various interacting local influences such as the concentration
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of different neurotransmitters and electrical stimulation [6,7]. On the other hand,
synapses can suffer atrophy and die, probably if not potentiated enough by use.

Chechik et al. have proposed a model for synaptic pruning based on Hebbian
learning in which the weakest synapses are systematically removed [8,9], and
show how this scheme allows for a reduction in synaptic density while preserving
near-optimal properties. However, this research is not concerned with topological
aspects of network evolution. Meanwhile, in the field of complex networks, many
authors have studied a variety of evolving network models (for a review, see for
example Boccaletti et al. [10]), in which nodes and/or edges appear or disappear
according to local rules such as preferential attachment. In line with this, we here
endeavour to show how a rather general evolving network model which mimics
biological mechanisms can result in topological features which are in good accord
with experimental data.

2 The Model

We consider a neural network with N neurons. The adjacency matrix εij =
{1, 0} defines whether there is some form of synaptic interaction between neurons
i and j (if εij = 1, we say i and j are neighbours). Each neuron can then
be characterised by its degree, ki =

∑
j εij . The strength of the interaction is

determined by the weights ωij which typically will store information via the
application of some learning rule [11,12]. The state of neuron i is described at
each time t by its activity si, which for concreteness we will consider to be a
binary variable as in a Hopfield model [1]. The dynamics for the activity of
neuron i responds to the total incoming field hi ≡

∑
j εijωijsj it receives at each

time from its neighbours. One can then assume particular transition rates for
the activities, si, as functions of the fields, hi. However, for the purposes of this
study we need not assume any particular form for this dependence, since the
conclusions are valid independently of the rates used.

The adjacency matrix also has a dynamics, based on a combination of local
and global rules for the emergence and disappearance of edges—representing,
for example, growth and death of synapses. Initially, we will have a random
network where the degrees ki follow some distribution p(k, t = 0)—i.e., edges are
placed randomly among the nodes until this distribution is achieved, implying
a total of 〈k〉N/2 edges, where 〈·〉 ≡ N−1 ∑

i(·) stands for an average over
neurons. Every time step, each neuron has a probability, to be defined, of gaining
a new synapse, P

gain
i , to a random neuron. It also has a probability of loosing

a (randomly chosen) synapse, P lose
i . To define these probabilities, we will take

into account the two mechanisms which are widely thought to define synaptic
growth and death in biological neural networks. Firstly, Chechik et al. [8,9] have
proposed that the phenomenon known as synaptic pruning, whereby the mean
synaptic density in the brain during development drops considerably, could be
related to energy conservation requirements. In our model, the total energy E
(or total current) can be identified with the mean value of the field, E =

∑
i hi.

The second mechanism is that by which synaptic growth is stimulated by local
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electrical activity [6,7]. This would correspond here, for a given neuron i, to the
field it feels, hi. Taking both these consiedrations into account, we will assume
that the probabilities factorise as follows:

P
gain
i = u(E)π(hi)

and
P lose

i = d(E)σ(hi),

where both E and hi are time-dependent, although for clarity this is not explici-
tated. The functions π(hi) and σ(hi) can be any (in general, nonlinear) functions
of the field of neuron i. The terms u(E) and d(E) can also be arbitrary functions.

In a mean-field approximation, we can treat the dynamics for the synapses
independently of the activity, and therefore render our results very general, sim-
ply by assuming that the field of a node is proportional to its degree. This can
be derived formally as follows. The expected value of the adjacency matrix for
a network in the configuration ensemble1 is [εij ] = kikj/(〈k〉N), where the ex-
pected value operator [·] can be interpreted as an average over all configurations
in the ensemble. Inserting this value in the definition of hi yields hi = kiμi,
where for large networks the term μi ≡ (〈k〉N)−1 ∑

j ωijkjsj can be considered
independent of i as long as the weights ωij are statistically independent of ki

and kj [4]. By the same reasoning, the total energy is proportional to the mean
degree of the network, E ∝ 〈k〉 (though see note2).

Under this approximation, we can now write the probabilities for growth and
death as

P
gain
i = u(〈k〉)π(ki)

and
P lose

i = d(〈k〉)σ(ki),
The local probabilities π(k) and σ(k) correspond to preferential attachment and
detachment, similar to those used by Barabási and Albert for their evolving
network model [13] and later implemented in many models. For example, we
have already studied the case of nonlinear preferential rewiring of one edge at
a time [14] while maintaining the number of nodes and edges in the network
fixed (equivalent, over large enough times, to keeping P

gain
i = P lose

i = 1). Here
we report on the main results concerning this more general scenario. A more
detailed and extensive analysis is underway [15].

3 General Results

The probabilities P
gain
i and P lose

i a given neuron i has, at each time step, of
increasing or decreasing its degree can be interpreted as transition probabili-
ties between states. Furthermore, for each synapse that is withdrawn form the
1 This is the collection of all possible network configurations which respect a given

degree sequence {k1, ...kN} but are otherwise randomly wired.
2 Note that this is possible because we are considering N to remain constant. It is

known that in reality neurons can die and also be replenished. However, in this
simplified model we are neglecting this effect.
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network, two neurons decrease in degree. One is neuron i chosen according to
σ(ki), the other, say neuron j, is a random neighbour of i’s; therefore, there is an
added effective probability of loss kj/(〈k〉N). Similarly, for each synapse placed
in the network, not only neuron l chosen according to π(kl) increases its degree;
a random neuron m will also gain, with the consequent effective probability of
(approximately) N−1. Thus, by summing over all these probabilities, we can
obtain an equation for the expected value of the increment in a given p(k, t) at
each time step, Δp(k, t), which we will equate with a temporal partial derivative:

∂p(k, t)
∂t

=

u(〈k〉)
[
π(k − 1) +

1
N

]
p(k − 1, t) + d(〈k〉)

[
σ(k + 1) +

k + 1
〈k〉N

]
p(k + 1, t)−

−
{
u(〈k〉)

[
π(k) +

1
N

]
+ d(〈k〉)

[
σ(k) +

k

〈k〉N

]}
p(k, t)(1)

Assuming that p(k, t) evolves towards a stationary distribution, pst(k), we can
set Eq. (1) equal to zero and, after again substituting a difference for a partial
derivative, obtain a condition for stationarity:

∂pst(k)
∂k

=
u(〈k〉)
d(〈k〉)

[
π(k) + 1

N

σ(k + 1) + k+1
〈k〉N

− 1

]
pst(k). (2)

In fact, pst(k) must also be such that u(〈k〉) = d(〈k〉) (since the total number of
synapses must then be conserved) with 〈k〉 =

∑
k kpst(k). From Eq. (2) we can

see that pst(k) will have an extremum at some value ke if it satisfies π(ke)+ 1
N =

σ(ke +1)+ ke+1
〈k〉N . Assuming, for example, that there is one and only one such ke,

then, depending on the concavity of pst(k) at this point, it will correspond to a
maximum (implying a relatively homogeneous distribution) or a minimum (with
the result that pst(k) will be split in two, and therefore highly heterogeneous).
The critical case separating these two regimes occurs when π(k) and σ(k) are
such that π(k) + N−1 = σ(k) + k/(〈k〉N), ∀k. For this critical choice, Eq. (1)
can be shown [15] to reduce to a nonlinear drift-diffusion equation, with a non-
uniform velocity c = u(〈k〉)− d(〈k〉) in the increasing k direction.

To the best of our knowledge, this is the first dynamic network model to
be proposed and studied in which the rewiring actions respond to completely
general nonlinear functions of local degrees and the global mean degree.

4 The Effects of Drift: Application to Synaptic Pruning

Let us define 〈k〉 ≡ κ(t) and assume the following linear forms for u(〈k〉) and
d(〈k〉):

u(t) =
n

N

(
1− κ(t)

κm

)
, (3)
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Fig. 1. Synaptic pruning in cortical layer 2 of the human auditory cortex. Experimental
data from Huttenlocher and Dabholkar [5]. The line follows the best fit to Eq. (6),
where parameters are ρ(0) = 81.93 and ν = 0.0107, measured in synapses/μm3 and
synapses/μm3/day, respectively. Correlation was r2 = 0.906. Data pertaining to the
rapid overgrowth of the first year after conception were omitted from the fit, as were
those measured at days 4700, 5000 7300—which, for unknown reasons, fall abnormally
far below the line marking the general tendency. These data points are plotted with
smaller squares than the rest.

d(t) =
n

N

κ(t)
κm

, (4)

where the parameter n can be interpreted as the expected value of the number
of additions and deletions of synapses per MCS and κm is the maximum value
the mean degree can have. This choice describes a situation in which the higher
the density of synapses, the less likely new synapses are to “sprout” and the
more likely existing synapses are to “atrophy“. The increment in κ(t) is

dκ(t)
dt

= 2[u(t)− d(t)] =
2n
N

[
1− 2κ(t)

κm

]
, (5)

where the factor 2 after the first equality appears because for each addition
or deletion of a synapse, the degrees of two neurons are modified. We have,
therefore, that temporal evolution of the mean degree will increase or decrease
exponentially from κ(0) to κm/2. Defining the mean synaptic density in some
volume V , ρ(t) ≡ κ(t)N/(2V ) (which is the magnitude usually measured ex-
perimentally), and assuming for simplicity that κ(0) = κm (or ρ(0) = ρm), the
solution of Eq. (5) is
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ρ(t) =
1
2
ρ(0)

[
1 + exp

(
− 2ν

ρ(0)
t

)]
. (6)

where ν ≡ n/V (the only parameter) is the number of synapses modified (added
plus deleted) per unit volume per unit time.

This equation is fitted to experimental data on layer 2 of the human auditory
cortex, obtained by Huttenlocher and Dabholkar [5], and shown in Fig. 1. Time is
measured in days since conception and synaptic density is in synapses per cubic
micron. We assume that the initial overgrowth is governed by other factors and
use Eq. (6) only as of the onset of synaptic pruning. In this way we can estimate
a value of ν � 0.01 synapses per μ3 per day. The data for three particular days
does not seem to fit the general tendency very well. We do not know what the
source of these deviations is, but it is unlikely that densities actually fluctuate
to that extent within one individual. Rather, it seems more probable that they
correspond to data from subjects with inherently lower synaptic density (it is
important to note that data points corresponding to different times were taken
from different subjects).

5 The Effects of Diffusion: Heterogeneous Topologies

Figure 2 shows typical stationary degree distributions obtained in the three
regimes that emerge: in the subcritical regime, the distribution remains rela-
tively homogeneous; in the supercritical regime, a phenomenon akin to gelation
in polymers occurs, in which a small number of neurons is connected to most of
the network. In the critical case, p(k) is seen to evolve towards a scale-free sta-
tionary state, pst(k) ∼ k−2, as is characteristic of second order phase transitions.
Interestingly, the functional topology, as defined by correlated activity between
clusters of neurons, in the human cortex during cognitive tasks has also been
found to acquire a scale-free distribution with exponent γ � −2 [16]. The same
authors have argued that the reason for this is that the brain maximises its per-
formance in a complex world by becoming critical. Recent theoretical work [4]
also suggests that random topologies with distribution pst(k) ∼ k−2 can result
in optimal performance for neural networks executing dynamical tasks.

It is still not clear what kind of degree distribution the structural topology of
the brain follows. However, it seems that function reflects structure at least to
some extent [17]. Furthermore, it has been suggested, based on indirect methods,
that the structural connectivity of cat and macaque brains, at the level of brain
areas, may indeed be scale free [18] — and in any case displays significantly
higher heterogeneity than that of, say, Erdős-Rényi random graphs.

6 Discussion

We have presented a very general evolving neural network model in which local
and global rules for synaptic growth and death are coupled to the local fields and
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Fig. 2. Stationary distributions pst(k) obtained from MC simulations of the model
after 105 MCS. The networks all started as regular random graphs with κ(0) = 20.
Local probabilities were σ(k) = k/(〈k〉N) in all cases and π(k) = σ(k), π(k) = 2σ(k)−
N−1 and π(k) = k1.5/(〈k1.5〉N) for the subcritical (triangles), critical (circles) and
supercritical (squares) cases, respectively. Global probabilities u(〈k〉) and d(〈k〉) were
as in the example in the main text, with n = 10 and κm = 20. N = 1000.

total energy consumption, respectively. Under a mean-field approximation, the
situation can be reduced to a nonlinear preferential rewiring model, similar to
the one studied in Ref. [14] but more general. We derive analytical expressions
which can be compared to experimental data. In particular, our results are in
good quantitative agreement with results for synaptic pruning. Furthermore,
they show how scale-free stationary degree distributions can be obtained with
biologically inspired mechanisms. To the best of our knowledge, this is the first
attempt to model emergent topological properties of the brain from this kind of
microscopic considerations.

Acknowledgements. We wish to thank V.M. Egúıluz for comments concern-
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16. Egúıluz, V.M., Chialvo, D.R., Cecchi, G.A., Baliki, M., Apkarian, A.V.: Scale-free
brain functional networks. Phys. Rev. Lett. 94, 018102 (2005)

17. Zhou, C., Zemanova, L., Zamora, G., Hilgetag, C.C., Kurths, J.: Hierarchical or-
ganization unveiled by functional connectivity in complex brain networks. Phys.
Rev. Lett. 97, 238103 (2006)

18. Kaiser, M., Martin, R., Andras, P., Young, M.P.: Simulation of robustness against
lesions of cortical networks. Eur. J. Neurosci. 25 (2007)



Fuzzy Logic, Soft Computing, and Applications�

Inma P. Cabrera, Pablo Cordero, and Manuel Ojeda-Aciego
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Abstract. We survey on the theoretical and practical developments of
the theory of fuzzy logic and soft computing. Specifically, we briefly re-
view the history and main milestones of fuzzy logic (in the wide sense),
the more recent development of soft computing, and finalise by present-
ing a panoramic view of applications: from the most abstract to the most
practical ones.

1 Fuzzy Logic

Although there are authors that establish the origin of Fuzzy Logic in the in-
troduction of multiple-valued logics by Jan �Lukasiewicz in 1920, it is commonly
accepted that it emerged from the theory of fuzzy sets introduced by Lotfi Zadeh
in [49]. In this paper, fuzzy subsets were used as a formalization of vagueness (in
the sense of a predicate that applies to a certain degree, not in absolute terms),
with the underlying notion of soft membership, in which objects might neither
belong nor not belong to a set and that there may be borderline cases.

Joseph Goguen also participated in the initial developments of fuzzy logic
with his “logic of inexact concepts.” Since then, the theory of fuzzy logic has
been constantly growing and, moreover, has been applied to very diverse fields
from control theory to artificial intelligence. Although statisticians tend to pre-
fer probabilistic logic, and control engineers prefer traditional two valued logic,
nowadays, it cannot be discussed that fuzziness has become a mainstream theory
and, as we will notice in next section, a mainstay of Soft Computing.

Now, two important question arise: what is really fuzzy logic? and what is
not fuzzy logic? Related to these questions, Zadeh recently [52] wrote

Fuzzy logic is not fuzzy. Basically, fuzzy logic is a precise logic of impreci-
sion and approximate reasoning [ . . . ] Paradoxically, one of the principal
contributions of fuzzy logic is its high power of precisiation of what is
imprecise. This capability of fuzzy logic suggests that it may find impor-
tant applications in the realms of economics, linguistics, law and other
human-centric fields.

A typical source of confusion is the duality of meaning of the term fuzzy logic. In
a wide sense, it is much more than a logical system, and different branches can
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be observed: (i) Logical systems aiming at formalizing approximate reasoning,
that is fuzzy logic in narrow sense, mathematical fuzzy logic systems such as
those in the monographs [5, 16, 18, 39] have become standard in this research
line; (ii) General theories of fuzzy sets such as L-fuzzy sets, bipolar fuzzy sets,
intuitionistic fuzzy sets, research on t-norms and/or copulas as adequate exten-
sions of the intersection of fuzzy sets; (iii) The epistemic approach, knowledge
representation and reasoning using fuzzy logic, natural language, information
systems, fuzzy databases, etc. [11]; (iv) The relational approach, or the study
of fuzzy relations and, more generally, fuzzy dependencies [48, 2]. This aspect
focuses on the representation and manipulation of imprecisely defined functions
and relations. It is this facet of fuzzy logic that plays a pivotal role in its appli-
cations to system analysis and control.

Several notions in crisp mathematics can be translated into the correspond-
ing notions in fuzzy mathematics in a uniform way by Zadeh Extension Prin-
ciple [50]. A natural question is: Given a crisp deduction rule, does there exist
a canonical way to extend it in a fuzzy context? Deduction in fuzzy logic is
governed by a collection of rules of deduction which, in the main, are rules that
govern propagation and counterpropagation of imprecise constraints. The prin-
cipal rule is the compositional rule of inference [14]. Concerning reasoning and
knowledge representation, it is worth to refer to the several generalizations of
logic programming to a fuzzy framework, such as [17, 36, 35,7,27, 34].

2 Soft Computing

Most of the attempts for defining the evolving term Soft Computing coincide in
that it is a collection of techniques which uses the human mind as a model and
aims at formalizing our cognitive processes. These methods are meant to operate
in an environment that is subject to uncertainty and imprecision. The objective
is to study, model and analyse complex phenomena for which more conventional
methods have not yielded low cost, analytic, and complete solutions. According
to Zadeh [51] the guiding principle of soft computing is to exploit the tolerance for
imprecision and uncertainty to achieve tractability, robustness, and low solution
cost. The notion soft computing is to computational intelligence as traditional
hard computing is to artificial intelligence, and usually is viewed as a foundation
component for the emerging field of conceptual intelligence.

Soft computing replaces the traditional time-consuming and complex tech-
niques of hard computing with more intelligent processing techniques. The key
aspect for moving from hard to soft computing is the observation that the com-
putational effort required by conventional approaches which makes in many cases
the problem almost infeasible, is a cost paid to gain a precision that in many
applications is not really needed or, at least, can be relaxed without a significant
effect on the solution. A basic difference between perceptions and measurements
is that, in general, measurements are crisp whereas perceptions are fuzzy.

According to scientific folklore, the name Computational Intelligence is cho-
sen to indicate the link to and the difference with Artificial Intelligence. Arti-
ficial Intelligence techniques are top-down whereas Computational Intelligence
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techniques are generally bottom-up, with order and structure emerging from an
unstructured beginning.

It is widely accepted that the main components of Soft Computing are Fuzzy
Logic, Probabilistic Reasoning, Neural Computing and Genetic Algorithms. This
four constituents share common features and they are considered complementary
instead of competitive. The mentioned technologies can be combined in models
which exploit their best characteristics. As an important consequence, some
real problems can be solved most effectively by using hybrid systems what is
increasing the interest on them. The first and probably the most successful hybrid
approach till now are the so-called neurofuzzy systems [43], although some other
hybridations are being developed with great success as, for instance, the genetic
fuzzy systems [6].

In the partnership of the mentioned collection of computational techniques
that compose soft computing, fuzzy logic, which has been widely referred in
previous section, is concerned with imprecision, approximate reasoning and rep-
resentation of aspects that are only qualitatively known; Probabilistic Reasoning
such as Bayesian Belief Networks, with uncertainty and belief propagation; the
main characteristic is its ability to update previous outcome estimates by condi-
tioning them with newly available evidence [41]; Neural Computing focuses on
the understanding of neural networks and learning systems, self-organising struc-
tures, and the implementation of models from available data [44, 15]; last but
not least, Genetic and Evolutionary Computing [19, 45, 13] provide approaches
to computing based on analogues of natural selection, such as, the optimisation
methods based on ant colonies [10,46] or on particle swarms [25,42].

3 Applications

The new wave of theoretical contributions and practical applications that fol-
lowed the seminal works by Zadeh has had a remarkable inspirational effect on
numerous disciplines. Activities in soft computing have increased since the field
started. They do not only focus on theoretical descriptions, but also provide a
collection of real-world problems and techniques that are used to solve them.

Industry has benefited from adopting these techniques to address a variety
of problems that can be seen also by the diverse range of products developed.
Lately, it has been noticed that publications tend to combine the different sub-
fields which seems to indicate that there are much more applications to come.

Last but not least, it is important to note the number of books and special
issues of journal dedicated to applications of fuzzy logic and soft computing that
have been recently published [3,28,26,20,38,22,47,8, 12,4, 9, 1, 30,21].

The applications range from the purely theoretical ones, those which develop
new lines in abstract mathematics or logic, passing across the areas of multi-
media, preference modelling, information retrieval, hybrid intelligent systems,
image processing, etc., to practical applications domains such as robotics and
manufacturing, actuarial science, nuclear or medical engineering.
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Pure and Applied Mathematics. Theoretical foundations of soft computing tech-
niques stem from purely mathematical concepts. The basic mathematical
formalisms of fuzzy logic and soft computing have triggered a renewed inter-
est in some old theories, such as that of residuated lattices or the theory of
t-norms and copulas, and have initiated a complete redesign of well-established
areas such as the theory of differential equations (with the addition of fuzziness),
topology (including similarity spaces, tolerance spaces, approximation spaces),
development and algebraic study of new logical systems for dealing with vague-
ness, imprecision and uncertainty, etc [33].

Extended tools for fuzzy and similarity-based reasoning. Existing tools for knowl-
edge representation and reasoning, such as Prolog-based implementations, are
being extended to the framework of fuzzy logic or, even, lattice-valued logics.
In this sense, we can cite the works [37,24]. Some other approaches also include
the adaptation of enhancements and specific optimization methods, such as the
tabulation (or tabling) methods for logic programming.

Case-based reasoning. This model of reasoning incorporates problem solving,
understanding and learning, and integrates all of them with memory processes.
It involves adapting old solutions to meet new demands, using old cases to ex-
plain new situations or to justify new solutions, and reasoning from precedents
to interpret a new situation. Recent research is demonstrating the role of soft
computing tools, both individually and in combination, for performing different
tasks of case based reasoning with real life applications [32].

Multimedia processing. Due to their strong learning and cognitive ability, soft
computing techniques have found applications in multimedia processing and,
nowadays, there is a wide range of research areas of soft computing in multimedia
processing including video sequence, color quantization, image retrieval, meeting
video, document image analysis, image segmentation and biometric application.
The increased possibilities to capture and analyze images have contributed to
create the new scientific field of image processing that has numerous commercial,
scientific, industrial and military applications [29].

Preference modelling and decision making. Although standard approaches to
decision-making problems assumed by default that all the information is ex-
pressed in the same preference representation format, in real practice this is
hardly possible. As a result, new fuzzy approaches to integrating different pref-
erence representation formats in decision-making are of great importance. More-
over, missing information poses additional difficulties that have to be addressed
when dealing with real decision-making problems, which leads to topics that are
naturally included within the boundaries of fuzzy logic and soft computing. In
this respect, theoretical studies on areas such as extensions of fuzzy sets (type-2
fuzzy sets, L-fuzzy sets, interval-valued fuzzy sets, fuzzy rough sets) or aggrega-
tion operators (fuzzy measures, linguistic aggregators, inter-valued aggregators)
are specially useful. Some specific application domains of preferences modelling
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are the following: data-base theory, classification and data mining, information
retrieval, non-monotonic reasoning, recommendation systems, etc [23].

Knowledge engineering applications. With the advent of artificial intelligence,
the emphasis on knowledge engineering moved from social and philosophical
concepts to the problem of knowledge representation in computers. The inher-
ent synergy of the different methods of soft computing allows to incorporate
human knowledge effectively, deal with imprecision and uncertainty, and learn
to adapt to unknown or changing environments for better performance. One
can see applications to several areas related to management of knowledge, such
as knowledge representation, knowledge acquisition, knowledge-based inference,
modeling and developing knowledge-based systems, knowledge integration, and
knowledge discovery.

Ontologies and the semantic web. When analysing information on the web one
has to note the difference between information produced primarily for human
consumption and that produced mainly for machines; on the other hand, one
has to keep track of information uncertainty. The increasing interest in ontology-
based, standard representations of belief-based, possibilistic and probabilistic
information, as well as other types of uncertainty, is bringing soft computing
techniques for uncertainty representation and processing to the forefront of se-
mantic web research. In the last few years, a number of seminal workshops and
seminars have spread the interest for these issues within both the Semantic Web
and the fuzzy logic or soft computing communities. Fuzzy logic has been used
to bridge the gap among intuitive knowledge and machine-readable knowledge
systems. Much research is also being done on techniques for extracting incom-
plete, partial or uncertain knowledge, as well as on handling uncertainty when
representing extracted information using ontologies, e.g. to achieve semantic in-
teroperability among heterogeneous systems. Semantic Web demands the man-
agement of large amounts of fuzzy data and the extraction of fuzzy information.
Therefore, automatic tools for reasoning about fuzzy dependencies are necessary,
in this line we can cite [40].

Business and economics. Soft computing methods can be used in an uncertain
economic decision environment to deal with the vagueness of human thought
and the difficulties in estimating inputs. There is a plethora of applications of
soft computing in business and economics, which range from marketing (analysis
of customer’s purchasing attitudes, fraud detection, service quality), to finance
(stock market predicting schemes, portfolio selection, risk management, loan
assessment systems), electronic business (e-commerce decisions, personalization,
risk analysis in e-commerce), etc.

Medical engineering. Successful diagnoses and surgical outcomes depend on the
experience and skill of examiners and surgeons, but dependence on the subjective
abilities of these healthcare professionals carries with it the risk of failure. Teach-
ing these feelings to beginners is a very difficult task, because the skill of diagnose
the feelings is based on subjective evaluation. Thus, the medical industry re-
quires new engineering technologies, such as soft computing techniques, to assess
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information objectively. While recent developments in medical engineering have
been achieved by state-of-the-art of intelligent computing techniques, includ-
ing computer-aided diagnosis, computer-aided radiography, computer-assisted
surgery, developments in soft computing, including information processing, sig-
nal/image processing, and data mining seems to be specially promising in this
field.

Information retrieval. Information retrieval aims at defining systems able to
provide a fast and effective content-based access to a large amount of stored
information. Currently, soft computing techniques are being used to model sub-
jectivity and partiality in order to provide a adaptative environment of informa-
tion retrieval, one which learns the user’s concept of relevance. The modelling
is performed by the knowledge representation components of SC such as fuzzy
logic, probabilistic reasoning, and rough sets. This way, the application of soft
computing techniques can be of help to obtain greater flexibility in IR systems.

Fuzzy control applications. The first application of fuzzy logic to control systems
was the design of a fuzzy algorithm for regulating a steam engine by given Mam-
dani and Assilian [31]. After this starting point, the research and applications of
fuzzy control progressed rapidly. Hard computing methodologies are not useful
for the construction of the robot control systems of acceptable cost, it is the use
of soft computing techniques what allows to overcome the problem of complexity
of control systems and, in addition, provides them with abilities of tolerance for
imprecise data, and high efficiency and performance.

Robotics. This field has a number of subareas which can profit from soft com-
puting techniques. For instance, the drive control of a robot is often performed
by a neuro-fuzzy system that generates action commands to the motors, the
input of this systems comes from the surrounding information, in terms of data
obtained by the vision subsystem and the goal identifying device. Then, fuzzy
inference mechanisms are usually provided by neural networks. Moreover, the
systems are taught how to behave by means of adjusting its knowledge base by
a neural network learning technique.

4 Conclusions

We have briefly recalled the basics of fuzzy logic and soft computing, and have
surveyed a range of applications of these fields ranging from the purely theoretical
to the most practical ones.
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Abstract. Bousi∼Prolog is an extension of the standard Prolog language
with an operational semantics which is an adaptation of the SLD reso-
lution principle where classical unification has been replaced by a fuzzy
unification algorithm based on proximity relations defined on a syntactic
domain. In this paper we present the structure and main features of a low
level implementation for Bousi∼Prolog. It consists in a compiler and an
extension of the Warren Abstract Machine (WAM) able to incorporate
fuzzy unification.
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1 Introduction

The programming language we call Bousi∼Prolog (BPL for short) [4] is an ex-
tension of the standard Prolog language with an operational semantics which is a
variant of the SLD resolution procedure where the classical unification algorithm
has been replaced by a weak unification algorithm based on proximity relations
(fuzzy relations that fulfill the reflexive and symmetric properties). Hence, the
operational mechanism is a generalization of the similarity-based SLD resolution
principle [9]. Informally, this weak unification algorithm states that two terms
f(t1, . . . , tn) and g(s1, . . . , sn) weakly unify if the root symbols f and g are ap-
proximate and each of their arguments ti and si weakly unify. Therefore, the
weak unification algorithm does not produce a failure when there is a clash of
two syntactical distinct symbols, whenever they are approximate, but a success
with a certain approximation degree. Hence, Bousi∼Prolog computes answers as
well as approximation degrees.

The syntax of BPL is mainly the Prolog syntax but enriched with a built-in
symbol “∼” used for describing proximity/similarity relations by means of sim-
ilarity equations of the form: <symbol> ~ <symbol> = <degree>. Although, a
similarity equation represents an arbitrary fuzzy binary relation, its intuitive
reading is that two constants, n-ary function symbols or n-ary predicate symbols
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are approximate or similar with a certain degree. That is, a similarity equation
a ∼ b = α can be understood in both directions: a is approximate/similar to b
and b is approximate/similar to a with degree α. Therefore, a Bousi∼Prolog pro-
gram is a sequence of Prolog facts and rules followed by a sequence of similarity
equations.

Example 1. Suppose a fragment of a database that stores a semantic network
with information about people’s names and hair color, as well as the approximate
relation between black, brown and blond hair1.

% BPL directive

:- transitivity(no).

% FACTS % SIMILARITY EQUATIONS

is_a(john, person). hair_color(john,black). black~brown=0.6.

is_a(peter, person). hair_color(peter,brown). black~blond=0.3.

is_a(mary, person). hair_color(mary,blond). blond~brown=0.6.

In a standard Prolog system, if we ask about whether peter’s hair is blond,
“?- hair color(peter, blond)”, the system fails. However BPL allows us to
obtain the answer “Yes with 0.6”.

To obtain this answer, the BPL system operates as follows: i) First it gener-
ates the reflexive, symmetric closure of the fuzzy relation {R(black, brown) =
0.6, R(black, blond) = 0.3, R(blond, brown) = 0.6}, constructing a proxim-
ity relation. ii) Then it tries to unify the goal hair color(peter, blond) and
(eventually) the fact hair color(peter,brown). Because there exists the en-
try R(brown, blond) = 0.6 in the constructed proximity relation (that is, brown
is approximate to blond), the unification process succeeds with approximation
degree 0.6.

The above example serves to illustrate both the syntax and the operational se-
mantics of the language. Also, it is important to note that, in the last example,
to inhibit the construction of the transitive closure (and therefore the construc-
tion of a similarity relation) has been crucial to model the information properly
and to obtain a convenient result. This effect is obtained by the BPL directive
transitivitywhich disables or enables the construction of the transitive closure
of a fuzzy relation during the compilation process2. If a similarity relation would
be generated, the system would constructed the entries R(brown, blond) = 0.3
and R(blond, brown) = 0.3, overlapping the initial approximation degree pro-
vided by the user and leading to a wrong information modeling3.

As it was shown in [4], there are exist several practical applications for a
language with the aforementioned characteristics: flexible query answering;
1 For the sake of simplicity we only consider programs without variables in the exam-

ples. Of course, BPL permits programs ans goals containing variables.
2 In the BPL system, transitivity(yes) is the current default option.
3 Because a person with brown hair should be closer to a person with blond hair than

a person with black hair is to a person with blond hair.
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advanced pattern matching; information retrieval where textual information is
selected or analyzed using an ontology; text cataloging and analysis; etc.

Bousi∼Prolog is publicly available and can be found at the URL address
http://www.inf-cr.uclm.es/www/pjulian/bousi.html. Currently it is delivered in
two implementations formats: a high level and a low level implementation. The
high level implementation [4] is written in Prolog through a meta-interpreter.
Hence it may present efficiency problems. In order to solve them, we have in-
vestigated how to incorporate the weak unification algorithm into the Warren
Abstract Machine. Some preliminary results for a pure subset of the Prolog syn-
tax augmented with similarity equations can be find in [6]. In this paper, carrying
this line of work one step further, we present a low level implementation of the
Bousi∼Prolog language, which consists of an architecture compounded by a com-
piler and an enlargement of the Warren Abstract Machine able to execute BPL
programs efficiently. In the following sections we develop this architecture.

2 Related Work

During the last decade, several fuzzy extensions of the resolution rule relying in
the replacement of the classical syntactic unification algorithm by a similarity-
based unification algorithm, have been proposed. We can distinguish two main
lines of research: The first one is represented by the theoretical work [3], whose
main practical realization is the fuzzy logic language LIKELOG [2] (an interpreter
implemented in Prolog using rather direct techniques and cumbersome concepts).
The second line of research is the closest to ours. It is based on [9], where the
concepts of weak unification and weak SLD resolution were developed. In [7], a
similarity-based logic programming language, named SiLog, is presented. SiLog
is an interpreter written in Java.

Neither LIKELOG nor SiLog are publicly available and therefore a practical
comparison is impossible. However, we can describe the following important fea-
tures of the Bousi∼Prolog language that distinguish it from these other proposals:

1. Automatic support for the user. The user is responsible of providing a subset
of similarity equations, defining a fuzzy relation, but the system will auto-
matically generate its reflexive, symmetric and/or transitive closure, in order
to obtain a proximity or a similarity relation. In the case of the construction
of a similarity this feature gives a substantial support for the programmer,
since it is not easy to define a similarity relation due to the transitivity
constrains, which may contradict the initial similarity values.

2. A more flexible operational mechanism and additional expressive power. Since,
Bousi∼Prolog uses proximity relations (as well as similarity relations), its
operational semantics is more general and flexible than the ones used by
LIKELOG and SiLog which are exclusively based on similarity relations. The
removal of the transitivity restriction also provides programmers with more
freedom to express data structures and model information [10]. Furthermore,
as it was commented in [10] and Example 1 confirms, similarity relations
sometimes represent fuzzy information incorrectly. Hence, to allow the use of
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proximity relations, not only increases the expressive power of the language,
but it is critical in order to solve certain problems.

3. A true extension of Prolog. Bousi∼Prolog is a true Prolog extension and not
a simple interpreter able to execute the weak SLD resolution principle. It
covers the main features of the Prolog language, such as, arithmetic, lists or
the cut operator “!”.

3 Bousi∼Prolog Architecture

Standard implementations of the Prolog programming language consists of a
compiler, which transforms Prolog code into object code, and a Warren Abstract
Machine (WAM) [11] that runs it. This is the de facto standard architecture for
building Prolog systems. The WAM is a virtual computer that aids in the compi-
lation and implementation of Prolog and offers techniques for compiling symbolic
languages that can be generalized beyond Prolog. A tutorial reconstruction for
the WAM can be found in [1].

Because we want to construct a system comparable to other Prolog systems
in efficiency and robustness, we have chosen to develop this kind of low level
implementation. Therefore, the BPL architecture will be an extension of these
two components (the compiler and the WAM). In what follows, we will call
Similarity-based WAM (SWAM), the extension of the WAM able of handling
proximity or similarity relations4.

The BPL architecture is a multi-layer architecture (with three layers: GUI,
compiler, abstract machine), consisting of over 6500 code lines, divided into 27
classes. It has been implemented in Java, since this is an object oriented language
that possess facilities to deploy the BPL system on the web.

3.1 The Compiler

The compiler is responsible for translating BPL programs into SWAM code. To
cope with this task, it is divided into four components having each one a different
function.
4 We maintain the denomination “Similarity-based Warren Abstract Machine” by his-

torical reasons, although the current implementation allows the treatment of prox-
imity relations.
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The Analizer. It verifies that the programs are syntactically correct and obtains
the syntactic tree which is the basis for later code generation.

The Similarity Generator. It calculates a proximity relation or a similarity rela-
tion (if the transitivity option is enabled) starting from the similarity equations
provided by the programmer. For the construction of the similarity relation, it
uses a three step algorithm. The first step computes the reflexive closure of the
initial relation; the second the symmetric closure. The third step is an extension
of well-know Warshall’s algorithm for computing the transitive closure of a bi-
nary relation, where the classical meet and joint operators on the set 0,1 have
been changed by the maximum (MAX) and the minimum (MIN) operators on
the real interval [0,1], respectively. The algorithm is as follows:

for ( k = 0 ; k < nTotal ; k++ ) {

for ( i = 0 ; i < nTotal ; i++ ) {

for ( j = 0 ; j < nTotal ; j++ ) {

dMatrix[i][j] = MAX ( dMatrix [i][j] ,

MIN ( dMatrix [i][k] , dMatrix[k][j] ));}}}

See [5] to know about the formal properties of this algorithm.

The Adapter. It takes the syntactic tree and the proximity or similarity rela-
tion and constructs an intermediate representation which is used by the Code
Generator to obtain the object code. Conceptually it defines a program transfor-
mation. The next paragraph summarizes the main ideas involved in the design
of the Adapter.

In our context, a clause defining the predicate p can also be considered as
defining each predicate q which is approximate or similar to p. On the other
hand, the structure of the WAM is designed to test a “crisp” matching of pred-
icate symbols. Therefore, if we want a “flexible” matching of predicate symbols
without forcing the structure of the WAM, given a clause defining a predicate
p, we need to introduce a new clause for each predicate q which is similar to p.
We do it in order to simulate a “flexible” matching with a “crisp” technique.

To help in the specification of the program transformation performed by the
Adapter, we need to introduce an extended language obtained by adding to
the object language alphabet the elements of the lattice [0, 1]. Clauses in this
extended language contain bodies with literals which are approximation degrees.
Then, given a program R and a proximity or similarity relation on the syntactic
domain generated by Π , the transformed program Π ′ = {q(t1, . . . , tn) ← α,Q |
(p(t1, . . . , tn) ← Q) ∈ Π and R(p, q) = α > 0}.

We reproduce the effect of this transformation in the following example.

Example 2. Program P’ is the intermediate code (a set of extended clauses) for
program P.

%%PROGRAM P %%PROGRAM P’(e-clauses)

young~middle=0.8. young(michael):-1.0.

young(robbie):-0.8.

young(michael). midle(robbie):-1.0.

middle(robbie). middle(michael):-0.8
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The clauses of P’ are obtained when the above transformation is applied by
the Adapter to all clauses of the original program P. For instance, the first clause
“young(michael)” is transformed into “young(michael):-1.0” and “mid
dle(michael):-0.8”, because there exist the entries R(young, young) = 1 and
R(young,middle) = 0.8 in the proximity relation R (generated starting from
the similarity equations).

The Code Generator. The compilation of the intermediate code of the trans-
formed program to machine code is done using standard techniques. In essence,
clauses of a transformed program are translated into the same machine instruc-
tion set a standard implementation would have produced. The only difference
is that similarity degrees, in the body of transformed clauses, are “stored” in
a multi-label field of the try me else, retry me else and trust me machine
instructions. The values in the multi-label field will be used during the compu-
tation of the unification degree in a weak SDL resolution step.

We illustrate the code generation phase by means of following example.

Example 3. Object code for the program P of Example 2. The starting point in
the code generation phase is the program P’. Each machine instruction consists
in one or more memory words that may contain a possibly empty label field and
an operation code followed by operands.

0 : young 1.0 : try_me_else young#2 %% young(michael):-1.0.

1 : : get_constant michael, A0

2 : : proceed

3 : middle 1.0 : try_me_else middle#2 %% middle(robbie):-1.0.

4 : : get_constant robbie, A0

5 : : proceed

6 : middle#2 0.8 : trust_me

7 : : get_constant michael, A0 %% middle(michael):-0.8.

8 : : proceed

9 : young#2 0.8 : trust_me

10 : : get_constant robbie, A0 %% young(robbie):-0.8.

11 : : proceed

3.2 Similarity-Based Warren Abstract Machine

The Similarity-based WAM is an extension of the WAM that allows the execu-
tion of BPL programs. It modifies the two parts of which the original machine
consists: the memory layout and the instruction set.

Extension of the memory layout. The main changes are related to the incorpora-
tion of data structures that allow us to manage proximity or similarity relations.
We add the so called similarity matrix area, which stores an adjacency matrix rep-
resentation of a proximity or similarity relation. Two new specific registers: the
Aproximation Degree register (AD), which stores the current computed approxima-
tion degree of a derivation; and the Lambda-Cut register (LC)which stores the lower
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bound for the approximation degree in a derivation, if the approximation degree
computed in a step of a derivation is less than the value stored in the LC register,
the derivation is cut5 and is treated as a failing derivation. Finally, we need to mod-
ify the standard choice point frame6 structure by adding a new field, D, to save the
value stored in the AD register,prior to the creationof a choice point; this is because,
when the computation backtracks and the next clause in an alternative is taken,
we need to restart the computation (of the approximation degree) at the point it
was left before the former clause was try.

Extension of the instruction set. As the choice point frame structure has been
modified, the machine instructions that work in combination with it need also to
be modified. That is, we have to modify the instructions: try me else;
retry me else; trust me and allocate. The first three machine instructions
essentially update the value of the AD register (currently, this is done as the
minimum of its current value and the similarity degree “stored” at the multi-
label field of the instruction). The procedure backtrack helps to recover the old
approximation degree value after a failure.

On the other hand, also it is necessary to modify some machine instructions
involved in the process of argument unification, such as: get structure and
get constant, which control the similarity of constant and function symbols of
the terms in predicate arguments; unify value and unify variable, which play
an special role in the implementation of a distributed fuzzy unification algorithm
used by Bousi∼Prolog. Therefore, these instructions carry out the computation of
the approximation degree after each step of the argument unification sequence.

Bousi∼Prolog implements a weak unification operator, denoted by “∼”, which
is the fuzzy counterpart of the syntactical unification operator “=” of standard
Prolog. It can be used, in the source language, to construct expressions like
“Term1 ~ Term2 =:= Degree” which is interpreted as follows: The expression
is true if Term1 and Term2 are unifiable by proximity/similarity with approx-
imation degree AD equal to Degree. In general, we can construct expressions
“Term1 ~ Term2 <op> Degree” where “<op>” is a comparison arithmetic op-
erator (that is, an operator in the set {=:=, =\=, >, <, >=, =<}). Also it is
possible the following construction: Term1 ~ Term2 = Degree which succeeds if
Term1 and Term2 are weak unifiable with approximation degree Degree; other-
wise fails. These expressions may be introduced in a query as well as in the body
of a clause, increasing the expresiveness of the language substantially. To imple-
ment this built-in operator, we must to add a set of new machine instructions:
unify sim greater, unify sim gEq, unify sim less, unify sim lEq, and
unify sim eq.

Finally, the machine instruction unify sim cut deals with the lambda-cut
limitation.
5 By default, the LC register is set to zero, i.e. no limitation is assumed. However, the
LC register can be modified by the directive cut(N), where N is a real number between
zero and one.

6 A choice point frame is a data structure used to save the computation state, that is,
all the information required to continue the computation upon backtracking.
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4 Conclusions and Future Work

Recently, in [6], we built a prototype low level implementation for a pure sub-
set of Prolog with similarity relations. In this paper, following this initial path,
we present a low level implementation for Bousi∼Prolog consisting in a com-
piler and a similarity-based WAM. The new implementation covers the main
features of Prolog (arithmetic, lists, cut operator, etc.). Also it has a built-in
proximity/similarity operator “∼”, which increases the expressiveness of the
BPL language. Moreover it offers an improved development environment and an
improved graphical user interface. Additionally, Bousi∼Prolog incorporates an
automatic treatment of proximity/similarity relations by means of a procedure
able to generate the reflexive, symmetric and/or transitive closure of a fuzzy
relation. Finally, this implementation improves the efficiency problems of a BPL
high level implementation such as the one presented in [4].

As a matter of future work it is important to study the formal properties of
proximity relations in combination with the SLD resolution principle. Also we
want to study how to combine, in our setting, the weak resolution rule with a
concrete instance of the multi-adjoint logic programming framework described
in [8].
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Abstract. The notion of least Herbrand model has been traditionally ac-
cepted as the declarative semantics for programs in the context of pure
logic programming. Some adaptations of this concept, using model-theory,
were made for a few number of fuzzy logic programming frameworks in the
recent years. Unfortunately, this is not the case of multi-adjoint logic pro-
gramming, one of the most expressive, powerful approaches for fuzzifying
logic programming. To fulfill this gap, in this paper we propose a declara-
tive semantics for such kind of fuzzy logic programs based on the so-called
least fuzzy Herbrand model. We prove and important “minimality” prop-
erty of our construction which can not trivially be inherited from pure logic
programming. Moreover, apart from relating our notion with other exist-
ing procedural and fix-point semantics (what is also instrumental to prove
its properties), we provide evident cases where our construction exists even
when the rest of the aforementioned fuzzy semantics remain undefined.

Keywords: Fuzzy Logic Programming, Declarative Semantics, Herbrand
Model.

1 Introduction

Soft computing and declarative programming represent two wide, powerful re-
search areas with several links and influences between themselves. In this sense,
although pure logic programming [5] has been largely used for problem solving
and knowledge representation in the past, it has not directly taken into account
the essential vagueness of human thinking. So, since the logical treatment of un-
certainty is of increasing importance in soft computing, a considerable number
of fuzzy extensions of logic programming systems have been developed to over-
come this problem, as occurs with [1,2,4,8,10] and the so-called multi-adjoint
logic programming approach of [6,7], one of the most expressive, well-formalized
and promising languages in this field.
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In what follows, we present a short summary of the main features of our lan-
guage (we refer the reader to [7] for a complete formulation). We work with a
first order language, L, containing variables, function symbols, predicate sym-
bols, constants, quantifiers (∀ and ∃), and several (arbitrary) connectives to
increase language expressiveness. In our fuzzy setting, we use implication con-
nectives (←1,←2, . . . ,←m) and also other connectives which are grouped under
the name of “aggregators” or “aggregation operators”. They are used to com-
bine/propagate truth values through the rules. The general definition of aggre-
gation operators subsumes conjunctive operators (denoted by &1,&2, . . . ,&k),
disjunctive operators (∨1,∨2, . . . ,∨l), and average and hybrid operators (usually
denoted by @1,@2, . . . ,@n). Although the connectives &i, ∨i and @i are binary
operators, we usually generalize them as functions with an arbitrary number
of arguments. By definition, the truth function for an n-ary aggregation oper-
ator @̇ : Ln → L is required to be monotone and fulfills @̇(�, . . . ,�) = �,
@̇(⊥, . . . ,⊥) = ⊥. Additionally, our language L contains the elements of a multi-
adjoint lattice, (L,�,←1,&1, . . . ,←n,&n), equipped with a collection of adjoint
pairs (←i,&i), where each &i is a conjunctor intended to the evaluation of modus
ponens. In general, the set of truth values L may be the carrier of any complete
(bounded) lattice.

A rule is a formula A ←i B, where A is an atomic formula (usually called the
head) and B (which is called the body) is a formula built from atomic formulas
B1, . . . , Bn (n ≥ 0 ), truth values of L and conjunctions, disjunctions and aggre-
gations. Rules with an empty body are called facts. A goal is a body submitted
as a query to the system. Variables in a rule are assumed to be governed by
universal quantifiers. Roughly speaking, a multi-adjoint logic program is a set of
pairs 〈R; v〉, where R is a rule and v is a truth degree (a value of L) expressing
the confidence which the user of the system has in the truth of the rule R.

In order to describe the procedural semantics of the multi-adjoint logic lan-
guage, in the following we denote by C[A] a formula where A is a sub-expression
(usually an atom) which occurs in the –possibly empty– context C[] whereas
C[A/A′] means the replacement of A by A′ in context C[]. Moreover, Var(s) de-
notes the set of distinct variables occurring in the syntactic object s, θ[Var(s)]
refers to the substitution obtained from θ by restricting its domain to Var(s)
and mgu(E) denotes the most general unifier of an equation set E. In the next
definition, we always consider that A is the selected atom in goal Q and L is the
multi-adjoint lattice associated to P .

Definition 1 (Admissible Step). Let Q be a goal and let σ be a substitution.
The pair 〈Q;σ〉 is a state. Given a program P, an admissible computation is
formalized as a state transition system, whose transition relation →AS is the
smallest relation satisfying the following admissible rules:

1) 〈Q[A];σ〉→AS〈(Q[A/v&iB])θ;σθ〉 if θ = mgu({A′ = A}), 〈A′←iB; v〉 in P
and B is not empty.

2) 〈Q[A];σ〉→AS〈(Q[A/v])θ;σθ〉 if θ = mgu({A′ = A}), and 〈A′←i; v〉 in P.
3) 〈Q[A];σ〉→AS〈(Q[A/⊥]);σ〉 if there is no rule in P whose head unifies with
A (this case copes with possible unsuccessful branches).
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Definition 2 (Admissible Derivation). Let P be a program with an associ-
ated multi-adjoint lattice (L,≤) and let Q be a goal. An admissible derivation
is a sequence 〈Q; id〉 →∗

AS 〈Q′; θ〉. When Q′ is a formula not containing atoms
and r ∈ L is the result of interpreting Q′ in (L,≤), the pairs 〈Q′;σ〉 and 〈r;σ〉,
where σ = θ[Var(Q)], are called admissible computed answer (a.c.a.) and fuzzy
computed answer (f.c.a.), respectively (see [3] for details).

Formulas are interpreted on a given multi-adjoint lattice and it is sufficient to
consider (fuzzy) Herbrand interpretations [7]. A fuzzy Herbrand interpretation
(or simply interpretation, for short) is a mapping I : BP −→ L, where BP is the
Herbrand base of a program P and (L,≤) is the multi-adjoint lattice associated
to P . The truth value of a ground atom A ∈ BL is I(A). The mapping I can be
extended in a natural way to the set of ground formulas by structural induction.
Given an assignment ϑ from terms into elements of the Herbrand universe UL,
the valuation of a formula in an interpretation is:

I(p(t1, . . . , tn))[ϑ] = I(p(t1ϑ, . . . , tnϑ)),
I(@(A1, . . . , An))[ϑ] = @̇(I(A1)[ϑ], . . . , I(An)[ϑ]),

I(A←B)[ϑ] = I(A)[ϑ]←̇I(B)[ϑ],
I((∀x)A)[ϑ] = inf{I(A)[ϑ′] | ϑ′ x–equivalent to ϑ},

where p is a predicate symbol, @ an arbitrary aggregator, A and Ai atomic
formulas, B any body, A any formula and we denote the truth value function of
a connective @ by @̇. An assignment ϑ′ is x–equivalent to ϑ when z[ϑ′] = z[ϑ]
for all variable z �= x of L. When the assignment would not be relevant, we shall
omit it during the valuation of a formula. Moreover, an interpretation I satisfies
a rule 〈A←iB; v〉 if, and only if, v ≤ I(A←iB), and an interpretation I is a
model of P if, and only if, all rules in P are satisfied by I.

The ordering ≤ in the lattice L can be easily extended to the set of Herbrand
interpretations H, as follows: I1 ≤ I2 iff I1(A) ≤ I2(A) for all ground atom A.
It is important to note that (H,≤) is a complete lattice.

Once detailed the syntax and semantics of our target language, in order to
motivate our work, it is important to say that we observe some lacks in the
declarative foundations of the multi-adjoint logic programming approach, in the
sense that there is not a characterization of the declarative semantics of a multi-
adjoint logic program using the notion of least fuzzy Herbrand model. We think
that this is a natural notion in the context of a (fuzzy) logic programming
language that must be analyzed.

The outline of this paper is as follows. In Section 2, we define the declarative
semantics of a multi-adjoint logic program in a model-theory style, following the
guidelines of [5] (for pure logic programs) and we also point out some relevant
aspects of our non-trivial adaptation. Next, in Section 3, we relate it with its
equivalent fix-point characterization described in [7]: we illustrate that our notion
of least fuzzy Herbrand model might exist even for fuzzy programs not belonging
to the multi-adjoint logic class (and hence, for which a fix-point semantics does
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not exist). Finally, in Section 4 we present our conclusions and propose some
lines of future work.

2 Declarative Semantics of Multi-Adjoint Logic Programs

In pure logic programming, the declarative semantics for a program is tradition-
ally based on the least Herbrand model. In this section, we extend this kind of
declarative semantics to the richer setting of multi-adjoint logic programming.
Although there exists a fix-point characterization for the declarative semantics
of a multi-adjoint logic program [7], ours follows the guidelines of [5] in a purely
model-theoretic way, hence its novelty in our concrete fuzzy setting. Moreover,
we have only found a few number of adaptations of the least Herbrand model to
other fuzzy settings ([11,8]).

Theorem 1. Let P be a multi-adjoint logic program and JP = inf{Ij :
Ij is a model of P}. JP is the least fuzzy Herbrand model of P.

Proof. In the following, let the symbol K denote the set of model interpretations
of P , thas is, K = {Ij : Ij is a model of P}.

Clearly JP is an Herbrand interpretation by construction. Since 〈H,≤〉 is a
complete lattice, there exists the infimum of the set K and it is a member of H.

Moreover, JP is also a model of P . Because JP is the infimum of K, JP ≤ Ij

for each model Ij of P . Therefore, JP(A) ≤ Ij(A) for each atom A. On the
other hand, since each Ij is a model of P , by definition of model, each rule
R : 〈A←iB; v〉 in P is satisfied by Ij , that is, v ≤ Ij(A←iB). Now, by definition
of interpretation, the monotonic properties of adjoint pairs in a multi-adjoint
lattice, and because JP (A) ≤ Ij(A):

v ≤ Ij(A←iB) = Ij(A)←̇iIj(B) ≤ JP(A)←̇iIj(B)

By the adjoint property, v ≤ JP(A)←̇iIj(B) iff v&̇iIj(B) ≤ JP(A). Also, be-
cause the operation &̇i is increasing in both arguments and JP(B) ≤ Ij(B),
v&̇iJP (B) ≤ JP (A). Also, applying the adjoint property once more again,
v&̇iJP (B) ≤ JP(A) iff v ≤ JP(A)←̇iJP(B) = JP(A←iB). Therefore, JP satis-
fies each rule R in P , being a model of P .

Trivially, since JP is the infimum of K, it is the least model of P , which
concludes the proof.

Observe that, in the last proof it was essential the condition of the associated
lattice of being a multi-adjoint lattice. As the following example reveals, if that
condition is dropped Theorem 1 can not be proved.

Example 1. Let (&G,←G) a pair of connectives following the Gödel ’s intuitionis-
tic logic, that is, the truth functions for &G and ←G are:

&̇G(x, y) = inf{x, y} and ←̇G(y, x) =
{
�, if x ≤ y
y, otherwise
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For the lattice depicted below, these two connectives do not conform an adjoint
pair since, in particular, note that although α&̇δ ≤ β, it is not fulfilled that
α ≤ β←̇δ.

�

γ δ

α β

⊥

I1 I2 I3 I4 I5 I6 I7 I8 I9 I10 I11 I12

p β δ � α γ δ � α γ � α γ

q β β β β β δ δ δ δ � � �

Given P = {R1 : 〈p←G q;α〉,R2 : 〈q←G;β〉}, the table of the figure summarizes
the set K = {I1, . . . , I12} of all models of P . Let us explain in detail how we
have obtained such table. Note that, by definition of model, each Ij is a model
of rule R2 if, and only if, β ≤ Ij(q), which implies that Ij(q) admits the set of
values β, δ,� ∈ L. Moreover, Ij is a model of R1 if, and only if, α ≤ Ij(p←G q) =
Ij(p)←̇G Ij(q). Then, once fixed Ij(q) to each one of the previous truth degrees,
we add the condition α ≤ Ij(p)←̇G Ij(q), which determines the set of valid values
for Ij(p) and consequently, establishes the final set of models Ij ∈ K. Finally, it
is easy to see that K has an infimum element(the interpretation JP such that,
J (p) = ⊥ and JP(q) = β) but JP /∈ K, namely, JP it is not a model of P .

We can assign declarative meaning to a fuzzy program by selecting one of its
Herbrand models. Naturally, our preference must be guided by the election of the
simplest model. This comment and Theorem 1 justify the following definition.

Definition 3. The declarative semantics of a multi-adjoint logic program P is
the least fuzzy Herbrand model JP .

To finish this section, note that given an interpretation I, it is easy to prove
that I determines a single binary relation RI ⊂ BP × L. Under this point of
view, since each model of P can be seen as a set of pairs (subset of BP × L),
the least fuzzy Herbrand model admits a second characterization which enjoys
a nice property also reported in [5] for the weaker case of the least Herbrand
model of pure logic programs. This new characterization is established in terms
of the following theorem, which is immediate to prove and where we consider
that ∩Ij = {(Ai;α) : (Ai, αi) ∈ Ij , ∀j, α = inf{αi}}.
Theorem 2. The least fuzzy Herbrand model of a program P is the intersection
of all models of P, i.e., JP = ∩Ij, where Ij is a model of P for all j.

3 Fixpoint Characterization of JP

In this section we provide a fixpoint characterization of the least fuzzy Herbrand
model of a multi-adjoint logic program.

In [6,7] we find the following adaptation of the immediate consequences oper-
ator TP of van Emden & Kowalski [9] to the multi-adjoint logic case:
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Definition 4. [7] Let P be a multi-adjoint logic program, I an interpretation
and A a ground formula. Then, the TP operator is a mapping in the set of
interpretations such that, for any ground atom A

TP(I)(A) = sup{v&̇iI(Bθ) | 〈C←iB; v〉 ∈ P , A = Cθ}
The monotonicity and continuity of TP were proved in [7]. Another important
property of TP is its ability for detecting the models of a program.

Theorem 3. [7] An interpretation I is a model of a program P iff TP(I) ≤ I.

So, for each model I of P we have: P(I)(A) = sup{v&̇iI(Bθ) | 〈C←iB; v〉 ∈
P , A = Cθ} ≤ I(A). Moreover, apart from the previous result, the main use
of TP made in [7] was the design of a fix point semantics for the multi-adjoint
framework. The following theorem establishes the equivalence between such con-
struction and our notion of least fuzzy Herbrand model.

Theorem 4. Given a multi-adjoint logic program P, the least fuzzy Herbrand
model JP of P is the least fix point of TP .

Proof. By Theorem 1, JP is the least fuzzy Herbrand model of P iff JP =
inf{Ij : Ij is a model of P} and by Theorem 3, JP = inf{Ij : TP(Ij) ≤ Ij}.
Moreover, since TP is monotone in the complete lattice L (see [6]), there exists
the least fix point of TP which coincides with inf{Ij : TP(Ij) ≤ Ij} (see [5]).
Hence, JP is the least fix point of TP .

Last result states that the declarative semantics of a multi-adjoint logic program
P can be obtained by transfinitely iterating TP from the least interpretation.

Example 2. Consider the following multi-adjoint logic program P composed by
facts (that is, rules whose bodies are implicitly assumed to be �) and an associate
lattice (L,≤) described by the Hasse’s diagram of the figure:

R1 : 〈p ←G ; α〉

R2 : 〈p ←G ; β〉

R3 : 〈q ←G ; β〉

�

γ

α β

⊥

I1 I2 I3 I4 I5 I6

p γ γ γ � � �

q β γ � β γ �

In contrast with Example 1 it is important to note now that the truth functions
of connectives (&G,←G) as defined there (i.e., following the Gödel ’s intuitionistic
logic), verify the condition for conforming an adjoint pair regarding lattice (L,≤)
of the figure above.

In this case there exist six different models (see I1, . . . , I6 in the previous
table) being JP = I1 the least fuzzy Herbrand model. It is easy to see that JP
is the minimal model (the only one) verifying the (least) fix point condition, since
TP(JP )(p) = sup{α&̇G�, β&̇G�} = sup{α, β} = γ = JP (p) and TP(JP )(q) =
sup{β&̇G�} = β = JP(q). Observe also that Theorems 1 and 2 are fulfilled in
this example, as it was expected.
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In [7], the procedural and fix point semantics of the multi-adjoint logic program-
ming have been contrasted in order to establish the correctness of the framework.
Due to the equivalence result we have just proved in Theorem 4, our notion of
least fuzzy Herbrand model can directly inherit the properties asserted in [7].
Nevertheless, as we will discuss in the last section of this paper, we think that
it would be possible to establish more direct and stronger relationships between
the least fuzzy Herbrand model and the procedural semantics described at the
beginning of this paper, without making explicit use of the fix-point semantics.
Although out of the scope of this paper, in [7] the interested reader will find a
discussion about the use of a kind of special rules called reductants for recovering
completeness in the multi-adjoint logic setting (we also gave some proposals for
the efficient construction and use of such concept in [3]).

To finish this section, we illustrate an important, surprising property of our
notion of least fuzzy Herbrand model which has no precedents in other weaker
settings. We are referring to its existence even in presence of those lattices not
verifying the multi-adjoint properties, what indirectly implies that both the pro-
cedural and the fix-point semantics are undefined (note that both constructions
make explicit use of the existing relations between the implications-conjunctions
belonging to adjoint pairs).

Example 3. Consider again the lattice and the pair (&G,←G) of Example 1, for
which we explained that the adjoint property was not fulfilled (remember that,
in particular, even when α&̇δ ≤ β, we have that α ≤ δ→̇β does not hold).

�

γ δ

α β

⊥

I1 I2 I3 I4 I5 I6 I7 I8 I9

p ⊥ α γ ⊥ α γ β δ �

q γ γ γ � � � � � �

I9

I6 I8

I3 I5 I7

I2 I4

I1

Consider now that program P contains the rules R1 : 〈p←G q;α〉 and R2 :
〈q←G; γ〉, which make use of the lattice depicted in the figure. The set of models
of P is showed in the table above, i.e., K = {I1, . . . , I9}. Observe also that
K maintains a lattice structure with an ordering inherited from (H,≤), as also
drawn in the figure. The graph evidences not only the existence of the least
fuzzy Herbrand model of P , represented by I1, but also that the properties
proved in Theorems 1 (minimality) and 2 (model intersection) also hold in our
case. All these facts have special importance when compared with the undefined
fix-point semantics of this program (remember that this last notion requires the
verification of the adjoint property, which is not fulfilled in this case).
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4 Conclusions and Future Work

Although the semantics of a program was described in [7] in terms of the least fix
point of an appropriately defined immediate consequences operator, a pending
task in the field of multi-adjoint logic programming was its description following
a purely model-theoretic way. This has been the main motivation of this work,
where we have introduced the notion of least fuzzy Herbrand model of a program
and proved some nice results, such as its “model intersection” property, which
have a correlate in the pure logic programming setting. However, the inheritance
has not always been achieved in a trivial and evident way. In doing this, we have
also found examples of fuzzy programs (not verifying the adjoint property) where
it is possible to establish the existence of a least fuzzy Herbrand model (when no
fix-point semantics is defined) and the preservation of its “minimality” property.

On the other hand, due to the equivalence of our definition of JP and the fix
point semantics of [7], we inherit from there the correctness properties of multi-
adjoint-logic programming (established by contrasting fuzzy computed answers
and correct answers for a given program and goal). Nevertheless, in the future
we think that our present approach could help to improve such results in the
following senses: i) It is possible to redefine the notion of “correct answers”
in terms of the new notion of JP instead of the fix point semantics of [7]. ii)
Regarding the quasi-completeness results of [7], we observe that they are referred
to the use of special rules called “reductants”. However, we are working now in
the extension of Definition 1 in order to provide a more accurate procedural
semantics not requiring the use of reductants for granting completeness.
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1. Guadarrama, S., Muñoz, S., Vaucheret, C.: Fuzzy Prolog: A new approach using
soft constraints propagation. Fuzzy Sets and Systems 144(1), 127–150 (2004)

2. Ishizuka, M., Kanai, N.: Prolog-ELF Incorporating Fuzzy Logic. In: Proc. of IJCAI
1985, pp. 701–703. Morgan Kaufmann, San Francisco (1985)

3. Julián, P., Moreno, G., Penabad, J.: An Improved Reductant Calculus using Fuzzy
Partial Evaluation Techniques. Fuzzy Sets and Systems 160(2), 162–181 (2009)
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Abstract. An axiomatic system for fuzzy functional dependencies is in-
troduced. The main novelty of the system is that it is not based on the
transitivity rule like all the others, but it is built around a simplifica-
tion rule which allows the removal of redundancy. The axiomatic system
presented here is shown to be sound and complete.

1 Introduction

Lately, L. Zadeh [27] is using the term Fuzzy Logic in a wider sense than it has
been used in the past. He suggests that the notion of fuzzy logic is more than a
logical system and it has four facets: the logical facet -FLl- which is fuzzy logic
in its narrow sense, the fuzzy-set-theoretical facet -FLs- which arises from the
fact that the theory of fuzzy sets is the basis of fuzzy logic in its wide sense, the
epistemic facet -FLe- which concerns with knowledge representation, semantics
of natural language and information analysis and finally the relational facet -FLr-
focussed on fuzzy relations and fuzzy dependency. In this last facet, L. Zadeh
refers to some works devoted to the notion of Fuzzy Attribute Implication [4].
This notion corresponds with the idea of Fuzzy Functional Dependency (FFD),
but they are defined in two different frameworks: lattice theory and the relational
model respectively. In this paper we work with FFDs in the second area.

Functional Dependency (FD) was first introduced in the environment of the
Relational Model [8] to specify a strong relation between two sets of attributes
of a table [1, 5] and it has been successfully used in other areas in Computer
Science. So, a Functional Dependency between attributes A and B of a relation
(A→B) denotes that any two rows which agree on A, also agree on B. FDs
may be considered as the pioneer of other kinds of dependencies defined over
the Classical Relational Model and its extensions (multivalued dependencies,
join dependencies, temporal dependencies, dependencies in semi-structured data,
fuzzy dependencies, etc). Functional Dependencies were introduced to identify
update anomalies in database system and they play an outstanding role in the
development of the Theory of Normalization [24]. The design of a normalization
process is based on a selected framework which allows us to reasoning about
� Partially supported by Spanish project TIN07-65819.

J. Cabestany et al. (Eds.): IWANN 2009, Part I, LNCS 5517, pp. 261–269, 2009.
� Springer-Verlag Berlin Heidelberg 2009



262 P. Cordero et al.

functional dependencies. One of the most popular frameworks is propositional
logic and several classical logics for functional dependencies have been introduced
in the literature [1,12,24]. These logics are not only equivalent, but they are very
similar with very little and slight differences among them.

The relational model has been successfully generalized to consider imprecise
knowledge. In the original model the imprecise information was transformed
into NULL values, but in the Fuzzy Relational Model, data become fuzzy. Three
approaches have been proposed in the literature [22] to store and manage this
dimension of the data: the use of fuzzy membership values [13,3], the introduction
of possibility distribution [18, 19] or similarity relations [6]. In this work we
consider this last approach and introduce a similarity relation between the values
of the attributes.

In this approach the Functional Dependency is generalized into a Functional
Dependency over Domains with Similarity Relations and some definition of
Fuzzy Functional Dependency (FFD) have been introduced [26,23,25]. The FD
is extended to consider imprecise information and a FFD between attributes A
and B is read as: for any two tuples which have similar values on A, they must
have similar values on B. But this is not the only way to generalize the no-
tion of FD towards impreciseness. In [22] the authors propose to generalize the
constraint itself. Thus, they do not to force that the similarity of the B-values
must be satisfied by all the tuples in the relation. So, a more general reading
of a FDD between the attributes A and B is: for any two tuples which have
similar values on A, they usually have similar values on B. This new depen-
dency is denoted as A

θ−−→B, where θ represents a threshold for the fuzziness of
the Functional Dependency. In this work we will consider this more generalized
notion of Fuzzy Functional Dependency. We will also show that the extension
of this FFDs to consider multi-valued attributes (i.e. relations which are not in
first normal form [15]) is not an extension but a particular case of the FFD over
relations in first normal form.

All the classical FD logics and their extension to FFD lack of an executable
perspective and they were designed to be a formal framework to show the se-
mantics of the functional dependency (either classical or fuzzy). As a matter of
fact, they have not been used to reason about functional dependencies and it
is not a trivial matter to design an automatic method directly based on their
axiomatic system. The main obstacle is that all of them are strongly based on
the transitivity axiom, which limits the efficiency of the automatic deduction
methods for these logics. In [9] we introduce a new logic for classical FD where
the transitivity rule does not appear as a primitive rule of its axiomatic system.
The core of the new axiomatic system is a new Simplification Rule with a strong
executable orientation. In this work we introduce for the first time an axiomatic
system for Fuzzy Functional Dependencies where the core is a Fuzzy Simplifica-
tion Rule instead of the usual Fuzzy Transitivity Rule. We formally present the
logic, its axiomatic system and we prove its soundness and completeness. As a
motivation of its usefulness, we show how the simplication rule for FFD may be
used to remove redundancy from a set of FFDs.
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This work is organized as follows: section 2 introduces the notation of the
basic concepts for the classical functional dependencies. In section 3 we select a
notion of Fuzzy Functional Dependency and we formally define the FFDs used
in this work (the one introduced in [22]). A new simplification rule for FFDs
and its complete axiomatic system is presented in subsection 4.1. We prove its
correctness and completeness in subsection 4.2 and motivate its usefulness in
subsection 4.3. Conclusions are presented in the last section of the paper.

2 Functional Dependencies

We present here the basic concepts about functional dependencies as they appear
in database literature. Let {Da | a ∈ A} be a family of sets indexed in a finite
non-empty set of indexes A. We call attributes to the indexes and domain of
the attribute a to the set Da. We work over the product of these domains, D =∏
a∈A

Da. The elements in this product t = (ta)a∈A ∈ D will be named tuples. A

relation is a set of tuples R ⊆ D, usually represented as a table.
We introduce here the notation widely accepted in the database community.

Given X,Y ⊆ A, XY denotes X ∪ Y . Given X ⊆ A, DX denotes
∏

a∈X Da.
Let t ∈ R be a tuple, then t/X denotes the projection of t to DX ; that is, if
t = (ta)a∈A then t/X = (ta)a∈X .

Definition 1. Any affirmation of the type X →Y , where X,Y ⊆ A, is called a
functional dependency. We say that a relation R ∈ D satisfies X →Y if, for
all t1, t2 ∈ R we have that: t1/X = t2/X implies that t1/Y = t2/Y .

Remark 1. The term functional comes from the fact that: the relation R satisfies
the FD X →Y if R restricted to XY is a (partial) function from DX to DY .

3 Fuzzy Functional Dependencies

The most usual way to fuzzify the concept of functional dependency is by re-
placing the equality in the definition by similarity relations. We will consider
that each domain Da is endowed with a similarity relation ρa : Da×Da → [0, 1],
that is, a reflexive, symmetric and max-min-transitive fuzzy relation1. We can
extend these relations to DX for all X ⊆ A as follow:

ρX(t1, t2) = min{ρa(t1, t2) | a ∈ X}2

Remark 2. The definitions of fuzzy functional dependency in the literature [26,
23,25,20,10] are very similar, having slight differences among them. They fuzzify
the equality between the attributes value in the following way: A relation R ⊆ D

satisfies the FFD X →Y if ρY (t1, t2) ≥ ρX(t1, t2) holds, for all t1, t2 ∈ R.
1 Note that the relations are defined in finite sets.
2 To simplify the notation, when no confusion arise, we write ρX(t1, t2) instead of

ρX(t1/X , t2/X).
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Although the definition introduces the fuzzy relations of similarity and gener-
alizes the classical definition, we can say that the functional dependency re-
mains crisp. The inclusion of a degree of fuzziness in the dependency itself is
done in [22]. In this work we adopt the following definition of fuzzy functional
dependency.

Definition 2. A fuzzy functional dependency is an expression X
θ−−→Y

where X,Y ⊆ A and θ ∈ [0, 1]. A relation R ⊆ D is said to satisfy X
θ−−→Y

if, for all t1, t2 ∈ R, the inequation ρY (t1, t2) ≥ min{θ, ρX(t1, t2)} holds.

We remark that, if θ = 1, the previous definition of FFD matches up with the
definition of FFD proposed in [20].

Sozat and Yazici [22, 23] work with multivalued attributes, considering that
the values of the attributes are sets. In the relational model, this model corre-
sponds with relations which are not in First Normal Form [15]. Given a ∈ A,
the elements of Da are sets, Da = 2Ba , and the similarity relation ρa is defined
over the set Ba. An extension of the similarity relations to relations on Da is
required. The new relation, introduced by them, is named conformance and it is
defined as follows:

Definition 3. Let a ∈ A be an attribute and let U, V ∈ Da be two elements over
a domain Da, the conformance is defined as

Ca(U, V ) = min
{

min
λ∈U

{
max
μ∈V

{ρa(λ, μ)}
}
,min
μ∈V

{
max
λ∈U

{ρa(λ, μ)}
}}

and its extension to a set of attributes, X ⊆ A, is CX(t1, t2) = mina∈X{Ca(t1, t2)}
for all t1, t2 ∈ DX .

They study several properties of the conformance relation and finally they also
give the definition of fuzzy functional dependency. Nevertheless, relations which
are not in First Normal Form obscure the nature of FD and it is not necessary
to be considered because any fuzzy relation can be extended to the power-set.
Moreover, in [7], we show that we may consider only similarity relations over
non power-set domains:

Definition 4. Let U be a set and ρ a similarity relation, ρ : U × U → [0, 1]. Its
power extension ρ̂ : 2U × 2U → [0, 1] is defined as follows:

ρ̂(A,B) = min{ inf
a∈A

{sup
b∈B

ρ(a, b)}, inf
b∈B

{sup
a∈A

ρ(a, b)}}, for all A,B ⊆ U.

Theorem 1. Let ρ be a fuzzy relation and ρ̂ its power-extension. ρ is a similarity
relation if and only if ρ̂ is a similarity relation.

We emphasize that the definition of conformance given in [22] is a particular
case of our definition 4. Thus, Theorem 1 (proved in [7]) allows us to use fuzzy
relations in first normal form without generality loss.
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4 The Simplification Logic for FFDs

We are interested in an axiomatic system that allows us to syntactically derive
FFDs. There exists in the literature some complete axiomatic system defined over
FFDs with similarity relations [26,23,25]. However, there are not many axiomatic
systems in the literature to reasoning with fuzzy functional dependencies where
the dependency is fuzzy. One of them is given by Sozat and Yazici [22]. It is
a fuzzy extension of Armstrong Axiom’s and it has the problem inherent in
transitivity.

4.1 FSLlogic

We introduce FSL, a new logic more adequate for the applications, named
Fuzzy Simplification Logic for fuzzy functional dependencies. Its language is the
following:

Definition 5. Given a numerable set of attribute symbols A, we define the
language L = {X θ−−→Y | X,Y ∈ 2A, X �= ∅ and θ ∈ [0, 1]}.

We are interested in the implication between the syntactic and the semantic
level. Given a relation R ⊆ D, a fuzzy functional dependency X

θ−−→Y and a set
of FFDs Γ , R |= X

θ−−→Y denotes that R satisfies X
θ−−→Y , R |= Γ denotes that

R satisfies every fuzzy functional dependency in Γ and Γ |= X
θ−−→Y denotes

that, for all R ⊆ D, R |= Γ implies R |= X
θ−−→Y . In this point we present the

axiomatic system:

Definition 6. The axiomatic system SF on L has one axiom scheme:3

Ax:  S
F

X
1−→ Y , for all Y ⊆ X Reflexive Axioms

The inferences rules are the following:

InR: X
θ1−−→Y  SF X

θ2−−→Y , if θ1 ≥ θ2 Inclusion Rule

DeR: X θ−−→Y  SF X
θ−−→Y ′, if Y ′ ⊆ Y Decomposition Rule

CoR: X θ1−−→Y, U
θ2−−→V  SF XU

min(θ1,θ2)−−−−−−−−−→Y V Composition Rule

SiR: X
θ1−−→Y, U

θ2−−→V  SF U -Y
min(θ1,θ2)−−−−−−−−−→V -Y ,

if X ⊆ U and X ∩ Y = ∅ Simplification Rule

The deduction ( SF ) and equivalence (≡SF ) concepts are introduced as usual.

4.2 Soundness and Completeness of FSLlogic

In [22] Sozat and Yazici prove that the following Axiomatic System, S
SY

, is a
sound and complete formal system to manage FFDs.
3 In the literature, the set of attributes Y must be non-empty. In FSL, we consider

the empty attribute, denoted �. Note that X
1−→ � is an axiom scheme.
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The Sozat and Yazici Axiomatic System The axioms in S
SY

are:
Ax:  S

SY
X

1−→ Y , for all Y ⊆ X Reflexive Axioms

and the inference rules considered are:

InR: X
θ1−−→Y  S

SY
X

θ2−−→Y , if θ1 ≥ θ2 Inclusive Rule

AuR: X
θ−−→Y  S

SY
XZ

θ−−→Y Z Augmentation Rule

TrR: X
θ1−−→Y, Y

θ2−−→Z  S
SY

X
min(θ1,θ2)−−−−−−−−−→Z, Transitivity Rule

Now, we prove that the axiomatic system of the new FSL logic is equivalent to
this axiomatic system.

Theorem 2. SF and S
SY

are equivalent.

Proof. First, we prove that DeR, CoR and SiR are derived rules in SSY . The
proof for decomposition rule (DeR) appears in [22].
Composition rule (CoR): Let X

θ1−−→Y, U
θ2−−→V ∈ L,

1. X
θ1−−→Y Hypothesis 4. Y U

θ2−−→Y V 2, AuR

2. U
θ2−−→V Hypothesis 5. XU

min(θ1 ,θ2)−−−−−−−−−→Y V 4, 5,TrR

3. XU
θ1−−→Y U 1,AuR

Simplification rule (SiR): Let X
θ1−−→Y, U

θ2−−→V ∈ L such that X ⊆ U and
X ∩Y = ∅. Then X ⊆ U -Y and, therefore, X(U -Y ) = U -Y and Y (U -Y ) = Y U .

1. X
θ1−−→Y Hypothesis 4. (U -Y )

θ1−−→U 3, DeR

2. U
θ2−−→V Hypothesis 5. (U -Y )

min(θ1 ,θ2)−−−−−−−−−→V 2, 4,TrR

3. (U -Y )
θ1−−→Y U 1, AuR 6. (U -Y )

min(θ1 ,θ2)−−−−−−−−−→ (V -Y ) 5, DeR

Conversely, we prove that AuR and TrR are derived rules in SF . The first one
is straightforward and the proof of the second one is:

1. X
θ1−−→ Y Hypothesis 6. XY

θ2−−→Z-Y 4, 5,CoR

2. Y
θ2−−→Z Hypothesis 7. XY -(Y -X)

min(θ1 ,θ2)−−−−−−−−−→(Z-Y )-(Y -X) 3, 6,SiR

3. X
θ1−−→Y -X 1, DeR = X

min(θ1 ,θ2)−−−−−−−−−→Z-Y

4. Y
θ2−−→Z-Y 2, DeR 8. X

min(θ1,θ2)−−−−−−−−−→ZY 1, 7,CoR

5. X
1−→ � Ax 9. X

min(θ1,θ2)−−−−−−−−−→Z 8, DeR

4.3 Redundancy Elimination via Simplification

In database systems we look for designs with no redundancy and functional
dependencies were defined to capture some semantics of the data strongly con-
nected with the occurrence of redundancy in a database. In the same sense,
redundancy is not desirable in the integrity constraint of a database.

The logic that we have introduced is more adequate for the applications. In
the following, we illustrate this assertion by showing its good behavior for remov-
ing redundancy. The primitive rules allow us to directly eliminate redundancy
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without using other more costly tools. It is possible because our inference rules
are really equivalences if redundancy exists, as the following theorem shows. The
systematically application of the following equivalences removes redundancy.

Theorem 3. Let X
θ1−−→Y, U

θ2−−→V ∈L.

Decomposition equivalence: If X ∩ Y �= ∅, then {X θ1−−→Y } ≡SF {X θ1−−→Y -X}.
Simplification equivalence: If X ∩ Y = ∅, X ⊆ U and θ1 ≥ θ2, then

{X θ1−−→Y, U
θ2−−→V } ≡SF {X θ1−−→Y, U -Y θ2−−→V -Y }

Proof. The decomposition equivalence is straightforward. In the second equiv-
alence, the left-right implication is due to SiR and the proof of the converse
implication is the following:

1. U
1−→ � Ax 4. U -Y θ2−−→V -Y Hypothesis

2. X
θ1−−→ Y Hypothesis 5. U

θ2−−→V Y 3, 4, CoR

3. U
θ1−−→Y 1, 2,CoR 6. U

θ2−−→V 5,DeR

5 Conclusions and Future Works

In [2] twenty nine leading expert on database system present the guidelines of
the new development of the database theory and point out the need to face
on with some open problems. The management of imprecise data is cited as
a very interesting problem not completely fulfilled. In this work we deal with
this problem and present some interesting results related with logic and fuzzy
relational database systems.

We have dealt with two of the facets cited by L. Zadeh [27]: the logical facet -
FLl- and the relational facet -FLr-. We have selected the most generalized version
of functional dependency, considering domain of data with similarity relations
and including a threshold for the fuzziness of the dependency itself. This is the
most general notion because the inclusion of attributes with multi-valued at-
tributes (non first normal form) is not an extension as we showed in Theorem 1.
We have introduced a new inference rule for this general notion of fuzzy func-
tional dependency and we have presented a new logic. The new axiomatic system
has been designed looking for good executable characteristics and we motivate it
by showing how the simplification rule removes redundancy from a set of FFDs.
The soundness and completeness results for this axiomatic systems have been
proven.

As future works in the use of FSL logic, we are developing an algorithm to
automatically remove the redundancy of FFDs. We will also study an extension
of the closure algorithm and we will face on with the implication problem using
the rules of the FSL logic. And finally, a generalization of this work using t-
norms defined in a lattice, instead unit interval [0, 1], is nowadays in course.
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Abstract. Fuzzy reasoning is a very productive research field that dur-
ing the last years has provided a number of theoretical approaches and
practical implementation prototypes. Nevertheless, the classical imple-
mentations, like Fril, are not adapted to the latest formal approaches,
like multi-adjoint logic semantics.

Some promising implementations, like Fuzzy Prolog, are so general
that the regular user/programmer does not feel comfortable because ei-
ther the representation of fuzzy concepts is complex or the results of the
fuzzy queries are difficult to interpret.

In this paper we present a modern framework, RFuzzy, that is model-
ing multi-adjoint logic in a practical way. It provides some extensions as
default values (to represent missing information), partial default values
(for a subset of data) and typed variables. RFuzzy represents the truth
value of predicates using facts, rules and also can define fuzzy predi-
cates as continuous functions. Queries are answered with direct results
(instead of providing complex constraints), so it is easy to use for any
person that wants to represent a problem using fuzzy reasoning in a sim-
ple way (just using the classical fuzzy representation with real numbers).
The most promising characteristic of RFuzzy is that the user can obtain
constructive answers to queries that restrict the truth value.

Keywords: Fuzzy reasoning, Implementation tool, Fuzzy Logic,
Multi-adjoint logic, Logic Programming Implementation, Fuzzy Logic
Application.

1 Introduction

One of the reasoning models that is more useful to represent real situations is
fuzzy reasoning. Indeed, world information is not represented in a crisp way. Its
representation is imperfect, fuzzy, etc., so that the management of uncertainty
is very important in knowledge representation. There are multiple frameworks
for incorporating uncertainty (in the sense of fuzziness) in logic programming.
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Despite of the multitude of theoretical approaches to this issue, few of them
resulted in current usable tools. Since Logic Programming is traditionally used
in Knowledge Representation and Reasoning, we argue (as in [15]) that it is
perfectly well-suited to implement a fuzzy reasoning tool as ours.

1.1 Fuzzy Approaches in Logic Programming

Introducing Fuzzy Logic into Logic Programming has provided the development
of several fuzzy systems over Prolog. These systems replace its inference mech-
anism, SLD-resolution, with a fuzzy variant that is able to handle partial truth.
Most of these systems implement the fuzzy resolution introduced by Lee in [4],
as the Prolog-Elf system, the FRIL Prolog system and the F-Prolog language.
However, there is no common method for fuzzifying Prolog, as noted in [11].

Some of these Fuzzy Prolog systems only consider fuzziness on predicates
whereas other systems consider fuzzy facts or fuzzy rules. There is no agreement
about which fuzzy logic should be used. Most of them use min-max logic (for
modelling the conjunction and disjunction operations) but other systems just
use �Lukasiewicz logic.

There is also an extension of constraint logic programming [2], which can
model logics based on semiring structures. This framework can model min-max
fuzzy logic, which is the only logic with semiring structure. Another theoreti-
cal model for fuzzy logic programming without negation has been proposed by
Vojtáš in [14], which deals with many-valued implications.

1.2 Fuzzy Prolog

One of the most promising fuzzy tools for Prolog was the “Fuzzy Prolog” system
[13,3]. The most important advantages against the other approaches are:

1. A truth value is represented as a finite union of sub-intervals on [0, 1]. An
interval is a particular case of union of one element, and a unique truth
value (a real number) is a particular case of having an interval with only one
element.

2. A truth value is propagated through the rules by means of an aggregation op-
erator. The definition of this aggregation operator is general and it subsumes
conjunctive operators (triangular norms like min, prod, etc.), disjunctive
operators (triangular co-norms, like max, sum, etc.), average operators (av-
erages as arithmetic average, quasi-linear average, etc) and hybrid operators
(combinations of the above operators).

3. Crisp and fuzzy reasoning are consistently combined [10].

Fuzzy Prolog adds fuzziness to a Prolog compiler using CLP(R) instead of
implementing a new fuzzy resolution method, as other former fuzzy Prologs do. It
represents intervals as constraints over real numbers and aggregation operators as
operations with these constraints, so it uses Prolog built-in inference mechanism
to handle the concept of partial truth.
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1.3 Motivation and RFuzzy Approach

Over the last few years several papers have been published by Medina et al.
([6,7,5]) about multi-adjoint programming, which describe a theoretical model,
but no means of serious implementations apart from promising prototypes [1]
and recently the FLOPER tool [9,8].

FLOPER implementation is inspired in Fuzzy Prolog [3] and adds the model-
lization of multi-adjoint logic. On one side Fuzzy Prolog is more expressive in the
sense that can represent continuous fuzzy functions and its truth value is more
general (union of intervals of real numbers), on the other side Fuzzy Prolog syn-
tax is so flexible and general that can be complex for non-expert programmers
just interested in modelling simple fuzzy problems.

This is the reason why we propose here the RFuzzy approach that is simpler
than Fuzzy Prolog for the user because the truth values are simple real numbers
instead of the general structures of Fuzzy Prolog. RFuzzy also models multi-
adjoint logic and moreover provides some interesting improvements with respect
to FLOPER: default values, partial default values (just for a subset of data),
types for variables, and a useful sugar-syntax (for representing facts, rules and
functions). Additionally RFuzzy inherits Fuzzy Prolog characteristics that are
more expressive than other tools (uses Prolog-like syntax, has flexibility in the
queries syntax, combines crisp and fuzzy predicates, uses general aggregation
operators and provides constructive answers querying data and querying truth
values).

Besides, RFuzzy implements multi-adjoint logic with a simple representation
of the concept of credibility of the rules of multi-adjoint logic1.

2 RFuzzy Expressiveness

RFuzzy enhances regular Prolog with truth values and with credibility values.
In this section we enumerate and describe some of the most interesting charac-
teristics of RFuzzy expressiveness through its syntax.

2.1 Types Definition

Prolog does not have types. It assigns values to the variables taking terms from
the Herbrand Universe that can be created from the set of constants and con-
structors defined in a program. Nevertheless if we use types, then we can con-
straint the domain of values of the variables and this help us to return finite
constructive answers (semantically correct). In RFuzzy types are defined accord-
ing to (1) syntax.

:- set prop pred/ar => type pred 1/1 [, type pred n/1 ]∗ . (1)
1 A complete formalization of the semantics of RFuzzy with a description of a least

model semantics, a least fixpoint semantics, an operational semantics and the proof
of their equivalence can be downloaded at
http://babel.ls.fi.upm.es/software/rfuzzy/

http://babel.ls.fi.upm.es/software/rfuzzy/


RFuzzy: An Expressive Simple Fuzzy Compiler 273

where set prop is a reserved word, pred is the name of the typed predicate, ar
is its arity and type pred 1, type pred n (n ∈ 2, 3, . . . , ar) are predicates used to
define types for each argument of pred. They must have arity 1. The definition
is constraining the values of the n th argument of pred to the values of the
type type pred n. This definition of types ensures that the values assigned to the
arguments of pred are correctly typed.

The example below shows that the arguments of predicates has lower price/2
and expensive car/1 have to be of type car/1. The domain of type car is enu-
merated.

: −set prop has lower price/2 => car/1, car/1.
: −set prop expensive car/1 => car/1.
car(vw caddy). car(alfa romeo gt).
car(aston martin bulldog). car(lamborghini urraco).

2.2 Simple Truth Value Assignment

It is possible to assign a truth value to an individual using fuzzy facts. Their
syntax, that we can see in (2), is different than regular Prolog facts syntax.

pred(args) value truth val. (2)

Arguments, args, should be ground and the truth value, truth val, must be a
real number between 0 and 1. The example below defines that the car
alfa romeo gt is an expensive car with a truth value 0.6.

expensive car(alfa romeo gt) value 0.6.

2.3 Continuous Function to Represent Truth Values

Facts definition (see subsection 2.2) is worth for a finite (and relative small)
number of individuals. Nevertheless, it is very common to represent fuzzy truth
using continuous functions. Fig. 1 shows an example in which the continuous
function assigns the truth value of being teenager to each age.

Functions used to define the truth value of some group of individuals are
usually continuous and linear over intervals. To define those functions there is
no necessity to write down the value assigned to each element in their domains.
We have to take into account that the domain can be infinite.

19  20  age
0

9  10     

teenager

1

Fig. 1. Teenager truth value continuous representation
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RFuzzy provides the syntax for defining functions by stretches. This syntax is
shown in (3). External brackets represent the Prolog list symbols and internal
brackets represent cardinality in the formula notation. Predicate pred has arity
1, val1, ..., valN should be ground terms representing numbers of the domain
(they are possible values of the argument of pred) and truth val1, ..., truth valN
should be the truth values associated to these numbers. The truth value of the
rest of the elements is obtained by interpolation.

pred :# ([(val1, truth val1), (val2, truth val2) [, (valn, truth valn) ]∗]) . (3)

The RFuzzy syntax for the predicate teenager/1 (represented in Fig.1) is:

teenager : #([(9, 0), (10, 1), (19, 1), (20, 0)]).

2.4 Rule Definition with Truth Values and Credibility

A tool which only allows the user to define truth values through functions and
facts lacks on allowing him to combine those truth values for representing more
complex situations. A rule is the tool to combine the truth values of facts, func-
tions, and other rules.

Rules allow the user to combine truth values in the correct way (by means of
aggregation operators, like minimum, maximum, product, etc.). The aggregation
operator combines the truth values of the subgoals of the body of the rule to
obtain the truth value of the head of the rule.

Appart from this, rules are assigned a credibility value to obtain the final truth
value for the head of the clause. Credibility is used to express how much we trust
a rule. It is used another opperator to aggregate the truth value obtained (from
the aggregation of the subgoals of the body) with the rule’s credibility.

RFuzzy offers a simple syntax for representing these rules, defined in (5).
There are two aggregation operators, op2 for combining the truth values of the
subgoals of the rule body and op1 for combining the previous result with the
rule’s credibility. The user can choose for any of them an aggregation operator
from the list of the available ones2 or define his/her own aggregation operator.

pred(arg1 [, argn]∗ ) [ cred (op1, value1) ] : ∼ op2 (4)
pred1(args pred 1) [, predm(args pred m)] .

The following example uses the operator prod for aggregating truth values of
the subgoals of the body and min to aggregate the result with the credibility of
the rule (which is 0.8). “cred (op1, value1)” can only appear 0 or 1 times.

good player(J) cred(min, 0.8) : ∼ prod swift(J), tall(J), has experience(J).

2 Aggregation operators available are: min for minimum, max for maximum, prod for
the product, luka for the �Lukasiewicz operator, dprod for the inverse product, dluka
for the inverse �Lukasiewicz operator and complement.
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2.5 General and Conditioned Default Truth Values

Unfortunately, information provided by the user is not complete in general. So
there are many cases in which we have no information about the truth value for a
fuzzy predicate of an individual or a set of them. Nevertheless, it is interesting not
to stop a complex query evaluation just because we have no information about
one or more subgoals if we can use a reasonable approximation. A solution to
this problem is using default truth values for these cases. The RFuzzy extension
to define a default truth value for a predicate when applied to individuals for
which the user has not defined an explicit truth value is named general default
truth value. The syntax for defining a general default truth value is shown in (5).

Conditioned default truth value is used when the default truth value only ap-
plies to a subset of the domain. This subset is defined by a membership predicate
which is true only when an individual belongs to the subset. The membership
predicate (membership predicate/ar) and the predicate to which it is applied
(pred/ar) need to have the same arity (ar). The syntax is shown in (6).

:- default(pred/ar, truth value) . (5)
:- default(pred/ar, truth value) => membership predicate/ar. (6)

pred/ar is in both cases the predicate to which we are defining default values.
As expected, when defining the three cases (explicit, conditioned and default
truth value) only one will be given back when doing a query. The precedence
when looking for the truth value goes from the most concrete to the least one.

The code from the example below joint with the code from examples in sub-
sections 2.1 and 2.2 assigns to the predicate expensive car a truth value of 0.5
when the car is vw caddy (default truth value), 0.9 when it is lamborghini urraco
or aston martin bulldog (conditioned default truth value) and 0.6 when it is
alfa romeo gt (explicit truth value).

: −default(expensive car/1, 0.9) => expensive make/1.
: −default(expensive car/1, 0.5).
expensive make(lamborghini urraco).
expensive make(aston martin bulldog).

2.6 Constructive Answers

A very interesting characteristic for a fuzzy tool is being able to provide con-
structive answers for queries. The regular (easy) questions ask for the truth value
of an element. For example, how expensive is an Volkswagen Caddy? (See left
hand side example below)

?− expensive car(vw caddy, V ). | ?− expensive car(X,V ), V > 0.8.
V = 0.5?; | V = 0.9, X = aston martin bulldog?;
no | V = 0.9, X = lamborghini urraco?;

| no
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But the really interesting queries are the ones that ask for values that satisfy
constraints over the truth value. For example, which cars are very expensive? (See
right hand side example above). RFuzzy provides this constructive functionality.

3 Implementation Details

RFuzzy has to deal with two kinds of queries, (1) queries in which the user
asks for the truth value of an individual, and (2) queries in which the user asks
for an individual with a concrete or a restricted truth value. For this reason
RFuzzy is implemented as a Ciao Prolog [12] package because Ciao Prolog
offers the possibility of dealing with a higher order compilation through the
implementation of Ciao packages.

The compilation process of a RFuzzy program has two pre-compilation steps:
(1) the RFuzzy program is translated into CLP(R) constraints by means of the
RFuzzy package and (2) the program with constraints is translated into ISO
Prolog by using the CLP(R) package. Fig. 2 shows the whole process.

RFuzzy
program program

CLP(R)
program
ISO PrologRFuzzy

package
preprocessing

CLP(R)
package
preprocessing

Fig. 2. RFuzzy architecture

4 Conclusions

RFuzzy is not a work in progress. It is an available implementation3 that offers
to the users/programmers a new framework to represent fuzzy problems over
real numbers. Main RFuzzy advantages over Fuzzy Prolog are a simpler syntax
and the elimination of answers with constraints. Moreover RFuzzy is one of the
first tools modelling multi-adjoint logic, as explained in subsection 1.3. All the
advanced characteristics of RFuzzy are missing in other tools as FLOPER[9,8].

Extensions added to Prolog by RFuzzy are: types (subsection 2.1), default
truth values conditioned or general (subsection 2.5), assignment of truth values
to individuals by means of facts (subsection 2.2), functions (subsection 2.3) or
rules with credibility (subsection 2.4).

One of the most important consequences of these extensions is the construc-
tivity of the answers with the possibility of constraining the truth value in the
queries as we describe in section 2.6.

There are countless applications and research lines which can benefit from the
advantages of using the fuzzy representations offered by RFuzzy. Some examples
are: Search Engines, Knowledge Extraction (from databases, ontologies, etc.),
Semantic Web, Business Rules, Coding Rules, etc.
3 The RFuzzy module with installation instructions and examples can be downloaded

from http://babel.ls.fi.upm.es/software/rfuzzy/

http://babel.ls.fi.upm.es/software/rfuzzy/
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Overcoming Non-commutativity in Multi-adjoint
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Abstract. Formal concept analysis has become an important and ap-
pealing research topic. In this paper, we present the t-concept lattice as
a set of triples associated to graded tabular information interpreted in a
non-commutative fuzzy logic, in order to “soften” the non-commutativity
character. Moreover, we show that the common information to both
(sided) concept lattices can be seen as a sublattice of the Cartesian prod-
uct of both concept lattices.

1 Introduction

Data analysis is one of the more important stages in artificial intelligence. In
this topic, Wille introduced in 1982 the formal concept analysis [17]. Regarding
applications, we can find papers ranging from ontology merging [7,15], to appli-
cations to the Semantic Web by using the notion of concept similarity [8], and
from processing of medical records in the clinical domain [10] to the development
of recommender systems [6].

On the fuzzy extensions of formal concept analysis a number of different
approaches have been presented. To the best of our knowledge, the first one was
given in [5], although they did not advance much beyond the basic definitions,
probably due to the fact that they did not use residuated implications. Later, in
[16,2] the authors independently used complete residuated lattices as structures
for the truth degrees; for this approach, a representation theorem was proved
directly in a fuzzy framework in [4], setting the basis of most of the subsequent
direct proofs.

In recent years there has been an increased interest in studying formal concept
analysis on the perspective of using non-commutative conjunctors. This is not a
mere mathematical generalization, but a real need since, for instance, when one
learns a conjunction from examples it is not unusual that the resulting conjunc-
tion does not satisfy commutativity. Different authors have argued in favour of
considering non-commutative conjunctors. Actually, there exist quite reasonable
examples of non-commutative and even non-associative conjunctors defined on a
regular partition of the unit interval, see [13]. Multi-adjoint concept lattices were
introduced [13] as a new general approach to formal concept analysis, with the
� Partially supported by the Spanish Science Ministry under grant TIN 2006-15455-

C03-01 and by Junta de Andalućıa under grant P06-FQM-02049.
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idea of providing a general framework in which the different approaches stated
above could be conveniently accommodated, the authors worked in a general
non-commutative environment.

Based on the new kinds of concept lattices, developed from the use of non-
commutative logic and similarity [9], and following the general techniques of
formal concept analysis, given a non-commutative conjunctor, it is possible to
provide generalizations of the mappings for the intension and the extension in
two different ways, generating a pair of concept lattices. In this paper, we show
that the common information to both sided concept lattices can be seen as a
sublattice of the Cartesian product of both concept lattices. In some sense, this
common information may be thought of as “neutral” information with regard
to the non-commutativity character of the conjunctor and, in some sense, allows
to draw conclusions which somehow “soften” the non-commutativity of the con-
junctor. The resulting theory allows for obtaining a simpler proof of a general
representation theorem for t-concepts, which can be easily instantiated to obtain
the representation theorem in [9].

2 Multi-adjoint Concept Lattices

In order to make this paper self-contained, we provide in this section the more
important definitions and results from [13]. The first definition introduces the
basic building blocks of the multi-adjoint concept lattices, the adjoint triples,
which are generalisations of the notion of adjoint pair under the hypothesis of
having a non-commutative conjunctor.

Definition 1. Let (P1,≤1), (P2,≤2), (P3,≤3) be posets and &: P1 × P2 → P3,
↙ : P3×P2 → P1, ↖ : P3×P1 → P2 be mappings, then (&,↙,↖) is an adjoint
triple with respect to P1, P2, P3 if:

1. & is order-preserving in both arguments.
2. ↙ and ↖ are order-preserving in the consequent and order-reversing in the

antecedent.
3. x ≤1 z ↙ y iff x& y ≤3 z iff y ≤2 z ↖ x, where x ∈ P1, y ∈ P2

and z ∈ P3.

Note that in the domain and codomain of the considered conjunctor we have
three (in principle) different sorts, thus providing a more flexible language to
a potential user. Furthermore, notice that no boundary condition is required,
in difference to the usual definition of multi-adjoint lattice [14] or implication
triple [1]. Nevertheless, some boundary conditions follow from the definition,
specifically, from the adjoint property (condition (3) above) [13].

In order to provide more flexibility into our language, we will allow the exis-
tence of several adjoint triples for a given triplet of posets.

Definition 2. A multi-adjoint frame L is a tuple

(L1, L2, P,�1,�2,≤,&1,↙1,↖1, . . . ,&n,↙n,↖n)
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where (L1,�1) and (L2,�2) are complete lattices, (P,≤) is a poset and, for
all i = 1, . . . , n, (&i,↙i,↖i) is an adjoint triple with respect to L1, L2, P .

For short, a multi-adjoint frame will be denoted as (L1, L2, P,&1, . . . ,&n).

Definition 3. Given a multi-adjoint frame (L1, L2, P,&1, . . . ,&n), a context is
a tuple (A,B,R, σ) such that A and B are non-empty sets (usually interpreted
as attributes and objects, respectively), R is a P -fuzzy relation R : A × B → P
and σ : B → {1, . . . , n} is a mapping which associates any element in B with
some particular adjoint triple in the frame.1

The function σ above, which assigns an adjoint triple to each object (or at-
tribute), is important in that it allows for defining subgroups of objects or at-
tributes in terms of different degrees of preference, see [13].

The following mappings ↑σ : LB
2 −→ LA

1 and ↓σ

: LA
1 −→ LB

2 can be seen as
generalisations of those given in [3, 11]:

g↑σ(a) = inf{R(a, b) ↙σ(b) g(b) | b ∈ B} (1)
f↓σ

(b) = inf{R(a, b) ↖σ(b) f(a) | a ∈ A} (2)

These two arrows, (↑σ , ↓
σ

), generate a Galois connection [13].
As usual in the different frameworks of formal concept analysis, a multi-adjoint

concept is a pair 〈g, f〉 satisfying that g ∈ LB
2 , f ∈ LA

1 and that g↑σ = f and
f↓σ

= g; with (↑σ , ↓
σ

) being the Galois connection defined above.

Definition 4. The multi-adjoint concept lattice associated to a multi-adjoint
frame (L1, L2, P,&1, . . . ,&n) and a context (A,B,R, σ) is the set

M = {〈g, f〉 | g ∈ LB
2 , f ∈ LA

1 and g↑σ = f, f↓σ

= g}

in which the ordering is defined by 〈g1, f1〉 � 〈g2, f2〉 if and only if g1 �2 g2
(equivalently f2 �1 f1).

The ordering just defined above actually provides M with the structure of a
complete lattice [13].

From now on, we will fix a multi-adjoint frame (L1, L2, P,&1, . . . ,&n) and
context (A,B,R, σ). Moreover, to improve readability, we will write (↑, ↓) instead
of (↑σ , ↓

σ

) and ↙b, ↖b instead of ↙σ(b), ↖σ(b).

Definition 5. Given a complete lattice L, a subset K ⊆ L is infimum-dense
(resp. supremum-dense) if and only if for all x ∈ L there exists K ′ ⊆ K such
that x = inf(K ′) (resp. x = sup(K ′)).

A multi-adjoint concept lattice is said to be represented by a complete lattice
provided there is a pair of functions, α and β, satisfying the conditions stated
in the definition below:
1 A similar theory could be developed by considering a mapping τ : A → {1, . . . , n}

which associates any element in A with some particular adjoint triple in the frame.
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Definition 6. A multi-adjoint concept lattice2 (M,�) is represented by a com-
plete lattice (V,#) if there exists a pair of mappings α : A × L1 → V and
β : B × L2 → V such that:

1a) α[A× L1] is infimum-dense;
1b) β[B × L2] is supremum-dense; and
2) For all a ∈ A, b ∈ B, x ∈ L1, y ∈ L2:

β(b, y) # α(a, x) if and only if x&b y ≤ R(a, b)

From the definition of representability the following properties follow:

Proposition 1. Given a complete lattice (V,#) which represents a multi-adjoint
concept lattice (M,�), and mappings f ∈ LA

1 and g ∈ LB
2 , we have:

1. β is order-preserving in the second argument.
2. α is order-reversing in the second argument.
3. g↑(a) = sup{x ∈ L1 | vg # α(a, x)}, where vg = sup{β(b, g(b)) | b ∈ B}.
4. f↓(b) = sup{y ∈ L2 | β(b, y) # vf}, where vf = inf{α(a, f(a)) | a ∈ A}.
5. If gv(b) = sup{y ∈ L2 | β(b, y) # v}, then sup{β(b, gv(b)) | b ∈ B} = v.
6. If fv(a) = sup{x ∈ L1 | v # α(a, x)}, then sup{α(a, fv(a)) | a ∈ A} = v.

The fundamental theorem for multi-adjoint concept lattices presented in [13] is
the following.

Theorem 1. A complete lattice (V,#) represents a multi-adjoint concept lattice
(M,�) if and only if (V,#) is isomorphic to (M,�).

Some new interesting properties about the mappings α and β can be extract from
Definition 6. So, let us assume a complete lattice (V,#) which represents a multi-
adjoint concept lattice (M,�) and the mappings α : A×L1 → V , β : B×L2 → V .

We will restate below the isomorphism constructed in fundamental theorem,
based on both the α and β functions, since these expressions will be used later.

Proposition 2 ( [13]). If a complete lattice (V,#) represents a multi-adjoint
concept lattice (M,�), then there exists an isomorphism ϕ : M → V and two
mappings β : B × L2 → V , α : A× L1 → V , such that:

ϕ(〈g, f〉) = sup{β(b, g(b)) | b ∈ B} = inf{α(a, f(a)) | a ∈ A}

for all concept 〈g, f〉 ∈ M.

The following result shows continuity-related properties of α and β.

Proposition 3. The applications β : B×L2 → V , α : A×L1 → V satisfy that:

1. β(b, supY ) = sup{β(b, y) | y ∈ Y }, for all Y ⊆ L2 and b ∈ B.

2. α(a, supX) = inf{α(a, x) | x ∈ X}, for all X ⊆ L1 and a ∈ A.
2 Recall that we are considering a multi-adjoint concept lattice on a fixed frame

(L1, L2, P, &1, . . . , &n) and context (A, B, R,σ).
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Finally, the following property shows that any subset of A× L1 or of B × L2 is
related to a concept via α and ϕ, or β and ϕ, respectively.

Proposition 4. Given a multi-adjoint concept lattice (M,�) represented by a
complete lattice (V,#) and the mappings α : A × L1 → V , β : B × L2 → V , we
have that for each K ⊆ A × L1, there exists a unique concept 〈g, f〉 ∈ M such
that

inf{α(a, x) | (a, x) ∈ K} = ϕ(〈g, f〉)

Analogously, for each K ′ ⊆ B × L2, there exists a unique concept 〈g, f〉 ∈ M
such that sup{β(b, y) | (b, y) ∈ K ′} = ϕ(〈g, f〉).

3 Multi-adjoint t-Concept Lattice

In this section a new construction based on the previous notion of multi-adjoint
concept lattice is presented. The t-concepts are introduced as a generalisation
of the approach given in [9] for non-commutative conjunctors, which provides
greater flexibility and, hence, allows for specifying and solving a greater number
of problems in more complex knowledge-based systems.

The basic structure we will work with is that of multi-adjoint frame, where
the complete lattices 〈L1,�1〉, 〈L2,�2〉 coincide, and we will denote 〈L,�〉. This
way, given a context (A,B,R, σ), besides the Galois connection (↑, ↓) defined for
the multi-adjoint concept lattice, it is possible to define an alternative version
as follows:

g↑op(a) = inf{R(a, b) ↖b g(b) | b ∈ B}
f↓op

(b) = inf{R(a, b) ↙b f(a) | a ∈ A}

We can easily check that the definition above is actually a Galois connection,
since it coincides with the Galois connection defined by equations (1), (2), on
the multi-adjoint frame (L,L, P,&op

1 , . . . ,&op
n ) and context (A,B,R, σ), being

&op
i : L×L → P and x&op

i y = y &i x for all i ∈ {1, . . . , n}. Since the implications
are permuted, if the initial adjoint triples are (&i,↖i,↙i), then the adjoint
triples considered are (&op

i ,↙i,↖i). Now, we have two Galois connections (↑, ↓),
(↑op , ↓op), on which two different multi-adjoint concept lattices (M,�), (Mop,�)
can be defined.3

Both lattices are different if at least one conjunctor &i is non-commutative,
but are certainly related. This suggests to consider the following subsets of M×
Mop:

N1 = {(〈g, f1〉, 〈g, f2〉) | 〈g, f1〉 ∈ M, 〈g, f2〉 ∈ Mop}
N2 = {(〈g1, f〉, 〈g2, f〉) | 〈g1, f〉 ∈ M, 〈g2, f〉 ∈ Mop}

3 Note that the ordering relation is the same for both lattices, although its domain
might differ from one to another.
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which, together with the orderings

(〈g, f1〉, 〈g, f2〉) � (〈g′, f ′
1〉, 〈g′, f ′

2〉) if and only if g � g′

(〈g1, f〉, 〈g2, f〉) � (〈g′1, f ′〉, 〈g′2, f ′〉) if and only if f ′ � f

are sublattices of M×Mop and, thus, are complete lattices.
Now we will show that Georgescu and Popescu’s framework can be repro-

duced by means of the multi-adjoint framework. In [12] it has been proved that
the concept lattices defined in [9] can be constructed in terms of generalized
concept lattices [11]. On the other hand, in [13] we proved that generalized con-
cept lattices can be embedded into the multi-adjoint framework. As a result, we
can obtain that every non-commutative fuzzy concept lattice L, in the sense of
Georgescu and Popescu, can be embedded into a specific product, M×Mop,
of multi-adjoint concept lattices. Specifically, the theorem below shows that,
there exists a particular choice of multi-adjoint frame and context such that L
is isomorphic to the sublattice N1 of M×Mop.

Theorem 2. Given a complete generalized residuated lattice (L,�,&,↙,↖)
and a residuated context (A,B,R), then there exists a multi-adjoint concept lat-
tice, M, such that the sublattice N1 is isomorphic to the non-commutative fuzzy
concept lattice L.

Proof. Follows by from [12, theorem 6] and [13, theorem 14]. $%

The theorem above justifies considering the general construction of N1 as a
generalized concept lattice. However, it is important to note that the theorem
above shows a strict embedding of the framework by Georgescu-Popescu into
our framework. Their construction explicitly assumes that (L,&,�) should be a
commutative monoid, but N1 can be defined as well by directly considering an
adjoint triple which, obviously needs not be either commutative nor associative.

The particular form of the elements of N1 suggests to abuse a little bit the
notation, denote them as 〈g, f1, f2〉, and use the term t-concept to refer to them
(t- for triple). Note that we will concentrate hereafter on the lattice N1, but
similar results can be obtained for N2.

4 Representation Theorem of the Lattice of t-Concepts
N1

We start this section by introducing some preliminary definitions and results
needed for the statement and proof of the representation theorem.

Definition 7. Given a set A, a poset P with bottom element ⊥, and elements
a ∈ A, x ∈ P , the characteristic mapping @x

a : A → P , read “at point a the
value is x”, is defined as:

@x
a(a′) =

{
x, if a′ = a
⊥, otherwise
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Definition 8. Given two complete lattices (V1,#1), (V2,#2) which represent the
multi-adjoint concept lattices (M,�), (Mop,�), respectively, the sublattice V12
of V1 × V2 is defined as:

V12 =
{(

inf
(a,x)∈K1

α1(a, x), inf
(a,x)∈K2

α2(a, x)
)
| (K1,K2) ∈ K

}

where K = {(K1,K2) | K1,K2 ⊆ A×L and inf(a,x)∈K1 @x
a
↓ = inf(a,x)∈K2 @x

a
↓op

}
and α1, α2 are the maps given in Definition 6 associated to (M,�), (Mop,�)
respectively.

The following result proves that the sublattice above is isomorphic to the com-
plete sublattice of t-concepts N1 of M×Mop:

Proposition 5. Let (V1,#1), (V2,#2) be the complete lattices which represent
two multi-adjoint concept lattices (M,�1), (Mop,�2) respectively, then N1 is
isomorphic to the sublattice V12 of V1 × V2.

We can now introduce the representation theorem to the multi-adjoint t-concept
lattice N1 as a generalization of that by Georgescu and Popescu.

Theorem 3. A lattice (V,#) is isomorphic to a complete lattice of t-concepts
(N1,�) if and only if there exist two complete lattices (V1,#1) and (V2,#2)
such that they represent the multi-adjoint concept lattices (M,�), (Mop,�),
and there exists an isomorphism ν from V to the sublattice V12 of V1 × V2.

As a consequence of the previous results, we can obtain the representation the-
orem of the framework presented in [9].

Corollary 1. Let I : B×A → P be a relation. A lattice (V,#) is isomorphic to
L if and only if there exist two complete lattices (V1,#1) and (V2,#2) and five
applications:

α1 : A× L → V1; β1 : B × L → V1; ν : V → V1 × V2

α2 : A× L → V2; β2 : B × L → V2;

such that:

1. α1[A× L] is infimum dense in V1 and α2[A× L] is infimum dense in V2.
2. β1[B×L] is supremum-dense in V1 and β2[B×L] is supremum-dense in V2.
3. For each a ∈ A, b ∈ B, x, y ∈ L:

β1(b, y) #1 α1(a, x) iff x& y � I(b, a)
β2(b, y) #2 α2(a, x) iff x&op y � I(b, a)

4. ν is a join-preserving monomorphism from V onto V1 × V2 such that, for
any v ∈ V , there exist K1,K2 ⊆ A × L satisfying that inf(a,x)∈K1 @x

a
↓ =

inf(a,x)∈K2 @x
a
↓op

and such that ν(v) is equal to the pair:

( inf
(a,x)∈K1

(sup
b∈B

β1(b, I(b, a) ↖ x)), inf
(a,x)∈K2

(sup
b∈B

β2(b, I(b, a) ↖ x)))
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5 Conclusions

We showed that the common information to the two sided concept lattices gener-
ated from the two possible residual implications associated to a non-commutative
conjunctor, can be seen as a sublattice of the Cartesian product of both con-
cept lattices. Such common information can be thought of as “neutral” infor-
mation with regard to the non-commutativity character of the conjunctor and,
in some sense, allows to draw conclusions which somehow “soften” the non-
commutativity of the conjunctor.

The resulting theory allows for obtaining a simpler proof of a general repre-
sentation theorem for t-concepts, which can be easily instantiated to obtain the
representation theorem in [9].
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Abstract. In the last few years, the Grid community has been growing very 
rapidly and many new components have been proposed. In this sense, the 
scheduler represents a very relevant element that influences decisively on the 
grid system performance. The scheduling task of a set of heterogeneous, 
dynamically changing resources is a complex problem. Several scheduling 
systems have already been implemented; however, they still provide only “ad 
hoc” solutions to manage scheduling resources in a grid system. This paper 
presents a fuzzy scheduler obtained by means of evolving a previous fuzzy 
scheduler using Pittsburgh approach. This new evolutionary fuzzy scheduler 
improves the performance of the classical scheduling system.   

Keywords: Genetic Fuzzy Systems, Grid Computing, Automatic Learning. 

1   Introduction 

A grid is a large scale, heterogeneous collection of autonomous systems, geographically 
distributed and interconnected with high speed networks [1]. Computing resources are 
geographically distributed under different ownerships each having their own access 
policy, cost and other various constraints; basically, a grid system is a complex set of 
shared heterogeneous resources made available by different providers.  

Grid computing allows us to use these resources to solve large scale computational 
problems. Some of these applications belong to different fields such as medical image 
analysis [2] or bio-informatics [3]. A grid system offers several advantages [4] such as: 

• Ability to build dynamic applications that use distributed resources in order 
to improve a fitness function. 

• Utilization of resources that are located in a particular domain to increase 
throughput or reduce execution costs. 

• Execution of spanning multiple administrative domains to obtain specific 
processing capabilities. 

• Integration of multiple teams involved in managing different parts of the 
experiment workflow-thus promoting inter-organizational collaborations. 

Despite of its advantages, Grid Computing also entails some new challenges, 
ranging from adaptation of parallel programs previously developed for homogeneous 
resources clusters to handling dynamic and heterogeneous grid resources with 
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minimal intrusion into the code or resource scheduling. In a grid environment, the 
scheduler is the manager of the workflow, acting as an intermediary between the user 
and the distributed resources, thus concealing the complexity of the grid system [5]. A 
grid system scheduler provides the functionality for resources discovery and 
publishing and also it undertakes scheduling, submission and monitoring jobs. The 
job scheduling problem is known to be NP-complete [6]. A scheduler is designed to 
satisfy one or more of the following common objectives: maximizing system 
throughput, maximizing resource utilizations, maximizing economic gains or 
minimizing the turn-around time for a given application.  

In this work we improve the overall response time for the entire workflow. In order 
to improve the scheduler performance, we use an evolutionary fuzzy system [7] 
whose rules have been obtained using a genetic learning process based on Pittsburgh 
approach [7][8]. According to this approach, an entire fuzzy rule base is encoded as a 
chromosome, shaping one of the individuals of the candidate population. The 
experimental results obtained with our proposed scheduler are compared with the 
results of other classical schedulers (Round Robin-Random, Random-Random) and 
other results obtained with a scheduler based on a fuzzy system which has not 
evolving system. 

The paper is organized as follows. In section 2 we analyze recent works in grid 
resource scheduling. Section 3 presents the structure of the proposed evolutionary 
fuzzy scheduler. Section 4 describes the approach used to obtain the knowledge base 
of the evolutionary fuzzy scheduler. In section 5 we show the simulation results, and 
finally we present some conclusions and future work in section 6. 

2   Background 

A grid system is a complex and heterogeneous entity that uses several sites and 
organizations. The grid structure or Virtual Organization (VO), Fig. 1, is made up by 
a set of Physical Organizations (PO). A VO comprises a set of independent 
organizations that share resources to achieve a common goal, but that are not limited 
to an alliance among firms [9]. Interaction among members of the virtual organization 
is mainly done through computer networks.  

A scheduler must use available resources in the most efficient way in order to 
reduce the execution time of a given set of tasks. In Fig. 1, two kinds of schedulers 
appear: a metascheduler, placed in a Grid Resource Center that decides the PO to 
which the task should be sent to, and a local scheduler that decides the resource that 
should execute the task inside the PO. 

In addition, when concerning heterogeneous environments such as grid, it must be 
underlined the fact that each resource computational capacity may differs and also 
that they are exposed to changes at any time, so a self-adapting, flexible and 
computationally inexpensive scheduler is relevant in order to use all the available 
resources in a more efficient way. Therefore, scheduling techniques can be broadly 
divided into two categories: static [10] and dynamic [11]. A static algorithm assigns 
all properties at design time and assumes that parameters of all the tasks are known a 
priori and builds a scheduler based on these assumptions, i.e. round-robin, random 
dispatching or easy backfilling [12], that requires a runtime estimation for each job 
provided by the user.  
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Fig. 1. Structure of a generic grid system 

A dynamic algorithm assigns properties at runtime, based on execution parameters 
of tasks. A dynamic job scheduling scheme is more appropriate for a grid 
environment because it dispatches jobs according to the current workload status of 
each node. Fuzzy scheduling models are dynamic and have recently attracted a great 
interest among the scheduling research community as the number of papers published 
in journals and conference proceedings is continuously increasing. 

Some works use fuzzy decision rules in task dispatching [13]. Other works use 
fuzzy constraints like CPU's utilization memory utilization [14], or due dates, 
resources, and processing time [15]. In [16], a scheduler based on fuzzy association 
rule mining was built to optimize the overall schedule process. Fuzzy sets could be 
used in scheduling problems in different ways, i.e. to develop algorithms in many 
fields like security [17] which allow supporting certainty in a grid, controlling the 
number of repeated tasks. In this paper we apply fuzzy logic to build a metascheduler 
which uses dynamic inputs for the fuzzy system: number of free resources in a PO 
(NFR), number of idle MIPS in a PO, free memory (FM) in a PO and size of executed 
tasks (STE) per PO.  

3   Proposed Fuzzy System Structure 

There may be many inputs for a fuzzy logic scheduler (i.e. memory utilization, CPU 
utilization, network state, costs, tasks to be executed, etc.), we use four inputs that can 
be considered the most relevant ones. These inputs may be categorized into machine 
utilization and load balancing. 

Machines utilization contains three inputs:  

• Number of free resources in a PO (NFR): this input indicates the number of 
resources in the PO having a free processor to execute a task. If the number 
of available resources is low, the network is able to choose a less congested 
PO in order to have better conditions to carry out our tasks. 
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• Number of idle MIPS: it indicates the number of free MIPS in each PO; the 
more idle MIPS, the more capacity this PO has to execute our tasks. 

• Free memory (FM): it is the total free memory of all the resources in a PO. 
 

Load balancing contains one input: 

• Size of executed tasks (STE): this input indicates the sum of the lengths of 
the tasks that have been executed in this PO.  

 

Through these four inputs we are able to control the system, given that these inputs 
are those that can influence overall simulation time. With this initial information, the 
fuzzy system will decide which PO should execute a given task. Then the local 
scheduler of the selected PO will send the task to the most suitable free resource. 

These four fuzzy variables are defined by a triangle shaped fuzzy set since they 
have been extensively used in real time applications due to their simple formulas and 
computational efficiency. The output fuzzy variable of the system is defined as a PO 
selection factor. 

The membership functions for input and output fuzzy variables are represented in 
Fig. 2. The structure of the proposed fuzzy scheduler is shown in Fig. 3.  

 

 

Fig. 2. Membership functions for input and output variables 

 

Fig. 3. Proposed fuzzy scheduler structure 

 

INPUTS OUTPUTINPUTS OUTPUT
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4   Evolutionary Fuzzy Scheduler Obtained 

The fuzzy system performance is strongly related to the knowledge base quality, and 
consequently to the process of knowledge acquisition. In some cases, this process 
does not take place because there are no available experts in the field of a certain 
problem. It is also possible that the acquired knowledge only represents an incomplete 
or partially correct fuzzy system description. When the obtained knowledge is not 
considered good enough to be used, some kind of learning is needed. Therefore, the 
automatic definition of Fuzzy Rules-Based-Systems (FRBSs) can be considered in 
many cases as an optimization or search process. Genetic Algorithms (GA) are known 
to be capable of finding near optimal solutions in complex search spaces. In this 
work, the new rules added to the FRBS knowledge base have been obtained using 
evolutionary computation based on GAs. The genetic learning process used in this 
work to evolve a FRBS is the Pittsburgh algorithm [7][8]. In Pittsburgh approach, 
each chromosome represents an entire base of rules and evolution is accomplished by 
means of genetic operators applied at the level of fuzzy rule sets. The fitness function 
evaluates the accuracy of the entire rule base encoded in the chromosome. The 
genetic learning process used in order to obtain the fuzzy scheduler is illustrated in 
figure 4. 

 

Fig. 4. General structure of Pittsburgh approach 

Next, we present the basic mechanism of GAs (coding, initial population creation, 
fitness function, genetic operators and stopping condition) used in the present work. 

Coding of the fuzzy rule base: each chromosome encodes an entire fuzzy rule base. 
The rules are coded by integer numbers that represent the index of the fuzzy sets that 
appear in the antecedent and consequent part of the rule. Each rule contains an integer 
number to indicate the only one connector per rule between the antecedents (“0” for 
de OR connector and “1” for the AND connector). 

Initial population: The initial population is randomly generated and it is necessary to 
previously define the number of fuzzy rules to be coded in the chromosomes. 
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Fitness function: The fitness function used is the overall response time for the 
workflow.  

Genetic operators: The genetic operators used in this work are two-point crossover, 
stochastic universal sampling selection and mutation. Mutation involves replacing an 
existing rule by another randomly generated one. All these genetic operators work 
with the elitist strategy. 

Stopping condition: In computer simulations, the maximum number of generations 
has been used as the stopping criterion. 

It is important to emphasize that the rules obtained by the Pittsburgh approach do 
not modify the knowledge base fuzzy sets. Therefore, the interpretability of the 
obtained rules is not affected. 

5   Experimental Results 

Due to the difficulties associated to tests in real settings, the scheduler has been verified 
through the use of simulations. Therefore, it was necessary to develop our scheduler 
using a grid simulator. We use GridSim [18] which is a simulation toolkit for resource 
modeling and application scheduling in parallel and distributed computing systems.  

We made three comparisons of our proposal. On the one hand, we compared our 
system with two different schedulers (Random-Random, Round_Robin-Random) and 
on the other hand, with our own non evolutionary fuzzy scheduler whose rules were 
chosen according with our previous experience. This fuzzy scheduler has the same 
structure as the new proposed evolutionary fuzzy scheduler but with different rules. 
The Random-Random scheduler randomly chooses a PO where to execute a task and 
then, inside this PO, randomly chooses a resource. The Round_Robin-Random 
scheduler cyclically chooses the PO and then, inside this PO, randomly chooses a 
resource where to execute the task. 

We executed an optimization problem with 200 independent tasks. Time between 
arrivals has been modeled using an exponential function. For the grid system we used 
the following parameters: the number of PO indicates how many PO are involved in 
each simulation, in this case we have five PO. For each PO we have a number of 
resources that ranges between 12 and 36. The number of processors for each resource 
ranges between 1 and 3. The MIPS variable for each processor ranges between 10000 
and 16500. 

We have applied Pittsburgh approach to obtain our proposed evolutionary fuzzy 
scheduler. The parameter specifications used in this work are the following: initial 
population: 20 knowledge bases, crossover probability: 0.8, mutation probability: 0.1, 
stopping condition: 30 generations. 

In table 1, each scheduler execution time is shown. In this table we observe how the 
fuzzy scheduler improves the used classical scheduler performance. In addition, our 
proposed evolutionary fuzzy scheduler improves the performance over the rest of 
schedulers. Concretely, 19.66% better than performance obtained with fuzzy scheduler, 
270.80% better than performance obtained with Round_Robin-Random scheduler and 
332.87% better than performance obtained with Random-Random scheduler. 

The best solution of each generation is showed in Fig 5. Each point represents the 
mean values of 30 simulations. As expected, execution time decreases with generation 
number.  
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Table 1. Execution time for different scheduling approach 

Scheduling Approach Time (sec) 
Random-Random 279969.20 
Round Robin-Random 239829.44 
Fuzzy Scheduler 77391.64 
Evolutionary Fuzzy Scheduler 64678.10 
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Fig. 5. Execution time of the best solution for each generation (mean of 30 simulations) 

6   Conclusions and Future Work 

We have proposed an evolutionary fuzzy scheduler obtained by means of a genetic 
process, concretely, Pittsburgh approach. This new scheduler improves the behavior 
of traditional scheduling algorithms (Random-Random, Round Robin-Random) and 
of another non evolved fuzzy scheduler with the same structure. To be precise, we 
improve 19.66% compared to the best of the other schedulers. In future work we will 
develop other schemes to evolve the fuzzy scheduler knowledge base. As an example 
of these schemes we can cite Michigan approach and Iterative Rule Learning 
approach [7].  
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Abstract. In this contribution, we study the influence of an Evolution-
ary Adaptive Inference System with parametric conjunction operators
for Fuzzy Rule Based Classification Systems. Specifically, we work in the
context of highly imbalanced data-sets, which is a common scenario in
real applications, since the number of examples that represents one of the
classes of the data-set (usually the concept of interest) is usually much
lower than that of the other classes.

Our experimental study shows empirically that the use of the para-
metric conjunction operators enables simple Fuzzy Rule Based Classifi-
cation Systems to enhance their performance for data-sets with a high
imbalance ratio.

Keywords: Fuzzy Rule-Based Classification Systems, Inference System,
Parametric Conjunction Operators, Genetic Fuzzy Systems, Imbalanced
Data-Sets.

1 Introduction

This work is focused on the use of Fuzzy Rule Based Classification Systems
(FRBCSs), for classification with imbalanced data-sets [1]. This problem occurs
when one or more classes are represented by few examples (known as positive
classes), whereas the others are described by many instances (negative classes).

Standard classification algorithms are usually biased towards the majority
classes trying to maximize the overall accuracy and their performance is poor
on highly imbalanced data-sets. In our previous study on the topic [2], we stud-
ied different configurations for FRBCS in order to determine the most suitable
model in this framework. Furthermore, we showed the necessity to apply a re-
sampling procedure. Specifically, we found a very good behaviour in the case of
the “Synthetic Minority Over-sampling Technique” (SMOTE) [3].
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Our aim now is to improve the fuzzy system behaviour by means of the appli-
cation of parametrized expressions for the conjunction connectors in the Inference
System (IS),whilemaintaining the original interpretability associated to fuzzy sys-
tems [4]. This approach is usually called Adaptive Inference System (AIS) and it
has shown very good results in fuzzy modelling [5,6]. The idea is to perform a tun-
ing of parameters with a Rule Base (RB) previously established, using Genetic
Algorithms (GAs) as a tool to evolve the connector parameters resulting on an
Evolutionary Adaptive Inference System (EAIS). Thus, we will increase the per-
formance of the fuzzy models to make them competitive with C4.5 [7], a decision
tree algorithm that presents a good behaviour in imbalanced data-sets [8,9].

We will develop an experimental study with twenty-two data-sets from UCI
repository with a high imbalance ratio (IR). Multi-class data sets are modified
to obtain two-class non-balanced problems, defining the joint of one or more
classes as positive and the joint of one or more classes as negative. To evaluate
our results we have applied the Area Under the Curve (AUC) metric [10] carrying
out some non-parametric tests [11,12] with the aim to show the significance in
the performance improvements obtained with the EAIS model.

In order to do that, the contribution is organized as follows. Section 2 presents
an introduction on the class imbalance problem, including the description of the
problem, proposed solutions, and proper measures for evaluating classification
performance in the presence of the imbalance data-set problem. In Section 3
we describe the fuzzy rule learning methodology used in this study, the Chi
et al. rule generation method [13]. Next, Section 4 introduces the EAIS with
the parametric conjunction operators. In Section 5 we include our experimental
analysis in highly imbalanced data-sets. Finally, in Section 6 some concluding
remarks are pointed out.

2 Imbalanced Data-Sets in Classification

Learning from imbalanced data is an important topic that has recently appeared
in the Machine Learning community [1]. This problem is very representative since
it appears in a variety of real-world applications including, but not limited to,
medical applications, finance, telecommunications, biology and so on.

In this framework, the class distribution is not uniform, resulting on a high
number of examples belonging to one or more classes and a few from the rest.
The minority classes are usually associated to the most interesting concepts
from the point of view of learning and, due to that fact, the cost derived from
a misclassification of one of the examples of these classes is higher than that of
the majority classes. In this work we will focus on binary problems where there
are just one positive and negative class.

Standard classifier algorithms have a bias towards the majority class, since
the rules that predicts the higher number of examples are positively weighted
during the learning process in favour of the accuracy metric. Consequently, the
instances that belongs to the minority class are misclassified more often than
those belonging to the majority class. Nevertheless, the most important issues
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of this type of problems are the apparition of small disjuncts and the overlapping
between the examples of the positive and the negative classes.

In our previous work on this topic [2], we analyzed the cooperation of some
preprocessing methods with FRBCSs, showing a good behaviour for the oversam-
pling methods, specially in the case of the SMOTE methodology [3]. According
to this, we will employ in this contribution the SMOTE algorithm in order to
deal with the problem of imbalanced data-sets.

We will use the IR [8] as a threshold to categorize the different imbalanced
scenarios, which is defined as the ratio of the number of instances of the majority
class and the minority class. We consider that a data-set presents a high degree
of imbalance when its IR is higher than 9 (less than 10% of positive instances).

Regarding the empirical measure, instead of using accuracy, a more correct
metric is considered. This is due to the fact that accuracy can lead to erroneous
conclusions, since it doesn’t take into account the proportion of examples for
each class. Because of this, in this work we use the AUC metric [10], which can
be defined as

AUC =
1 + TPrate − FPrate

2
(1)

where TPrate is the percentage of positive cases correctly classified as belonging
to the positive class and FPrate is the percentage of negative cases misclassified
as belonging to the positive class.

3 Fuzzy Rule Based Classification Systems and Linguistic
Rule Generation Method

Any classification problem consists of m training patterns xp = (xp1, . . . , xpn),
p = 1, 2, . . . ,m from M classes where xpi is the ith attribute value (i = 1, 2, . . . , n)
of the p-th training pattern.

In this work we use fuzzy rules of the following form for our FRBCSs:

Rule Rj : If x1 is Aj1 and . . . and xn is Ajn then Class = Cj with RWj (2)

where Rj is the label of the jth rule, x = (x1, . . . , xn) is an n-dimensional pattern
vector, Aji is an antecedent fuzzy set, Cj is a class label, and RWj is the rule
weight. We use triangular membership functions as antecedent fuzzy sets.

Fuzzy learning methods are the basis to build a FRBCS. The algorithm used
in this work is the method proposed in [13], that we have called the Chi et
al.’s rule generation. To generate the fuzzy RB this FRBCSs design method
determines the relationship between the variables of the problem and establishes
an association between the space of the features and the space of the classes by
means of the following steps:

1. Establishment of the linguistic partitions. Once the domain of variation of
each feature Ai is determined, the fuzzy partitions are computed.

2. Generation of a fuzzy rule for each example xp = (xp1, . . . , xpn, Cp). To do
this is necessary:
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2.1 To compute the matching degree μ(xp) of the example to the different
fuzzy regions using a conjunction operator.

2.2 To assign the example xp to the fuzzy region with the greatest member-
ship degree.

2.3 To generate a rule for the example, whose antecedent is determined by
the selected fuzzy region and whose consequent is the label of class of
the example.

2.4 To compute the rule weight.

Rules with the same antecedent can be generated during the learning. If they
have the same class in the consequent we remove one of the duplicated rules,
but if it is different, only the rule with the highest weight is kept in the RB.

4 Evolutionary Adaptive Inference System

The conjunction operator is employed in the IS to compute the activation strength
of the if-part for all rules in the RB with an input pattern. This operator is suitable
to be parameterized in order to adapt the IS showing a considerable improvement
in the accuracy of linguistic Fuzzy Systems [5,6].

We will use Dubois t-norm, because it is more efficiently computed and since
it has obtained a better behaviour than other parametric t-norms [5]. The ex-
pression for the computation of this parametric t-norm is shown below:

TDubois(x, y, α) =
x · y

max(x, y, α)
(0 ≤ α ≤ 1) (3)

We must note that Dubois t-norm achieves like a minimum when α = 0 and
like algebraic product α = 1. When 0 < α < 1 , it continues performing like
minimum excepting when every match with antecedents are below α, that takes
values between minimum and product, being similar to a concentration effect.

In this work we will use a model that considers individual parameters αi

for every rule of the KB, having a local tuning mechanism of the behavior of
the IS in order to obtain a good accuracy level, because of the high degree of
freedom of this model. We will consider the use of a specific GA to design the
proposed learning method, the CHC algorithm. The CHC algorithm is a GA
that presents a good trade-off between diversity and convergence, being a good
choice in problems with complex search spaces.

This genetic model makes use of a mechanism of “Selection of Populations”.
M parents and their corresponding offspring are put together to select the best
M individuals to take part of the next population (with M being the population
size). Furthermore, no mutation is applied during the recombination phase, In-
stead, when the population converges or the search stops making progress, the
population is re-initialized.

The components needed to design this process are explained below. They
are: coding scheme, initial gene pool, chromosome evaluation, crossover operator
(together with an incest prevention) and restarting approach.



298 A. Fernández, M.J. del Jesus, and F. Herrera

1. Coding Scheme: Each chromosome will be composed by R genes, being R
the number of rules in the RB, having a value between 0 and 1.

2. Chromosome Evaluation: The fitness function must be in accordance with
the framework of imbalanced data-sets. Thus, we will use, as presented in
Section 2, the AUC measure.

3. Initial Gene Pool: We will initialize one chromosome with all its genes at 0
to model the minimum t-norm and another chromosome with all genes at 1
to model the product t-norm. The remaining individuals of the population
will be generated at random in the interval [0,1].

4. Crossover Operator: We consider the Parent Centric BLX (PCBLX) operator
with incest prevention mechanism. In this manner, two parents are crossed
if their hamming distance divided by 2 is above a predetermined threshold,
L. Since we consider a real coding scheme, we have to transform each gene
considering a Gray Code (binary code) with a fixed number of bits per gene
(BITSGENE). In this way, the threshold value is initialized as:

L = (#Genes · BITSGENE)/4.0

L is decremented by BITSGENE when there are no new individuals in the
next generation.

5. Restarting approach: When the threshold value L is lower than zero, all
the chromosomes are regenerated at random within the interval [0.0, 1.0].
Furthermore, the best global solution found is included in the population to
increase the convergence of the algorithm.

5 Experimental Study

The objective of this work is to analyse the behaviour achieved by FRBCSs using
the EAIS model. With this aim, we will perform an empirical study using a large
collection of highly imbalanced data-sets to support our analysis. We will also
include the C4.5 decision tree [7], since this method has a good behaviour in the
framework of imbalanced data-sets [8,9].

We have selected twenty-two data-sets with different IR from UCI repository.
The data is summarized in Table 1, showing the number of examples (#Ex.),
number of attributes (#Atts.), class name of each class (minority and majority),
class attribute distribution and IR.

In the remaining of this section, we will first present the experimental frame-
work and all the parameters employed in this study. Then, we will illustrate
how the EAIS model enhances the behaviour of the base FRBCS model also
contrasting its performance with C4.5.

5.1 Experimental Set-Up

To develop the different experiments we consider a 5-folder cross-validation
model, i.e., 5 random partitions of data with a 20%, and the combination of
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Table 1. Summary Description for Imbalanced Data-Sets

Data-set #Ex. #Atts. Class (min., maj.) %Class(min.; maj.) IR
Yeast2vs4 514 8 (cyt; me2) (9.92, 90.08) 9.08
Yeast05679vs4 528 8 (me2; mit,me3,exc,vac,erl) (9.66, 90.34) 9.35
Vowel0 988 13 (hid; remainder) (9.01, 90.99) 10.10
Glass016vs2 192 9 (ve-win-float-proc; build-win-float-proc, (8.89, 91.11) 10.29

build-win-non float-proc,headlamps)
Glass2 214 9 (Ve-win-float-proc; remainder) (8.78, 91.22) 10.39
Ecoli4 336 7 (om; remainder) (6.74, 93.26) 13.84
Yeast1vs7 459 8 (nuc; vac) (6.72, 93.28) 13.87
Shuttle0vs4 1829 9 (Rad Flow; Bypass) (6.72, 93.28) 13.87
Glass4 214 9 (containers; remainder) (6.07, 93.93) 15.47
Page-blocks13vs2 472 10 (graphic; horiz.line,picture) (5.93, 94.07) 15.85
Abalone9vs18 731 8 (18; 9) (5.65, 94.25) 16.68
Glass016vs5 184 9 (tableware; build-win-float-proc, (4.89, 95.11) 19.44

build-win-non float-proc,headlamps)
Shuttle2vs4 129 9 (Fpv Open; Bypass) (4.65, 95.35) 20.5
Yeast1458vs7 693 8 (vac; nuc,me2,me3,pox) (4.33, 95.67) 22.10
Glass5 214 9 (tableware; remainder) (4.20, 95.80) 22.81
Yeast2vs8 482 8 (pox; cyt) (4.15, 95.85) 23.10
Yeast4 1484 8 (me2; remainder) (3.43, 96.57) 28.41
Yeast1289vs7 947 8 (vac; nuc,cyt,pox,erl) (3.17, 96.83) 30.56
Yeast5 1484 8 (me1; remainder) (2.96, 97.04) 32.78
Ecoli0137vs26 281 7 (pp,imL; cp,im,imU,imS) (2.49, 97.51) 39.15
Yeast6 1484 8 (exc; remainder) (2.49, 97.51) 39.15
Abalone19 4174 8 (19; remainder) (0.77, 99.23) 128.87

4 of them (80%) as training and the remaining one as test. For each data-set we
consider the average results of the five partitions.

We must emphasize that, in order to reduce the effect of imbalance, we have
employed the SMOTE preprocessing method [3] for all our experiments, con-
sidering only the 1-nearest neighbour to generate the synthetic samples, and
balancing both classes to the 50% distribution.

We will carry out a rigorous comparison of the performance obtained by the
algorithms used in this work. We consider the use of non-parametric tests due
to the fact that the initial conditions that guarantee the reliability of the para-
metric tests are not satisfied in a single data-set analysis [11,12]. We will use
Wilcoxon’s Signed-Ranks Test [14], which computes the ranking of both algo-
rithms (noted as R+ and R−) with respect to the absolute differences between
their performance in each data-set (average ranks are assigned in case of ties).
The level of confidence (α) will be set at 0.05 (95% of confidence).

We will employ the following configuration for the FRBCS: 3 fuzzy labels,
product T-norm as conjunction operator (for the base FRBCS), together with
the Penalized Certainty Factor approach [15] for the rule weight and FRM of the
winning rule. Finally, the values that have been considered for the parameters
of the CHC algorithm are the following ones: 50 individuals for the population
size, 5,000 · number of variables as number of evaluations and 30 bits per gene
for the Gray codification (incest prevention mechanism).

5.2 Analysis of the Behaviour of the EAIS

The results for the Chi et al.’s algorithm, the Chi method with EAIS and C4.5
are shown in Table 2. We observe that the EAIS improves the performance for
the FRBCS in many data-sets and achieves the best global result among the
algorithms used in the analysis.
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Table 2. Detailed results table for the Chi FRBCS, basic approach and with EAIS
(parametric conjunction operator), and C4.5 for highly imbalanced data-sets

Data-set Chi Chi+EIAS C4.5
AUCT r AUCT st AUCT r AUCT st AUCT r AUCT st

Yeast2vs4 89.68 ± 1.30 87.36 ± 5.16 92.99 ± 1.91 86.31 ± 5.29 98.14 ± 0.88 85.88 ± 8.78
Yeast05679vs4 82.65 ± 1.38 79.17 ± 5.66 86.38 ± 1.39 80.75 ± 5.92 95.26 ± 0.94 76.02 ± 9.36
Vowel0 98.57 ± 0.18 98.39 ± 0.60 99.86 ± 0.18 98.28 ± 1.57 99.67 ± 0.48 94.94 ± 4.95
Glass016vs2 62.71 ± 2.15 54.17 ± 6.82 73.52 ± 6.50 63.69 ± 15.38 97.16 ± 1.86 60.62 ± 12.66
Glass2 66.54 ± 2.18 55.30 ± 14.48 77.39 ± 2.97 59.71 ± 17.82 95.71 ± 1.51 54.24 ± 14.01
Ecoli4 94.06 ± 1.49 91.51 ± 7.21 98.62 ± 0.42 92.15 ± 7.45 97.69 ± 1.96 83.10 ± 9.90
Yeast1vs7 82.00 ± 2.34 80.63 ± 6.61 86.82 ± 1.71 73.93 ± 12.07 93.51 ± 2.20 70.03 ± 1.46
Shuttle0vs4 100.00 ± 0.00 99.12 ± 1.14 100.00 ± 0.00 99.12 ± 1.14 99.99 ± 0.02 99.97 ± 0.07
Glass4 95.27 ± 0.91 85.70 ± 12.92 97.82 ± 0.73 86.94 ± 12.10 98.44 ± 2.29 85.08 ± 9.35
Page-Blocks13vs2 93.68 ± 2.41 92.05 ± 4.73 97.38 ± 0.58 93.94 ± 4.42 99.75 ± 0.21 99.55 ± 0.47
Abalone9-18 70.23 ± 2.25 64.70 ± 10.73 78.08 ± 4.68 62.52 ± 12.67 95.31 ± 4.44 62.15 ± 4.96
Glass016vs5 90.57 ± 4.12 79.71 ± 23.29 98.57 ± 0.56 86.29 ± 22.71 99.21 ± 0.47 81.29 ± 24.44
Shuttle2vs4 95.00 ± 4.71 90.78 ± 7.80 98.98 ± 2.28 96.38 ± 6.98 99.90 ± 0.23 99.17 ± 1.86
Yeast1458vs7 71.25 ± 3.52 64.65 ± 5.92 80.50 ± 1.05 58.79 ± 4.48 91.58 ± 2.78 53.67 ± 2.09
Glass5 94.33 ± 1.23 83.17 ± 11.12 98.23 ± 0.59 86.10 ± 12.45 99.76 ± 0.40 88.29 ± 13.31
Yeast2vs8 78.61 ± 2.61 77.28 ± 10.36 81.71 ± 1.41 77.18 ± 10.23 91.25 ± 1.84 80.66 ± 11.22
Yeast4 83.58 ± 0.93 83.15 ± 2.96 89.63 ± 1.31 83.92 ± 4.12 91.01 ± 2.64 70.04 ± 5.65
Yeast1289vs7 74.70 ± 1.79 77.12 ± 6.50 84.65 ± 2.45 74.51 ± 3.91 94.65 ± 1.13 68.32 ± 6.16
Yeast5 94.68 ± 1.28 93.58 ± 5.11 98.16 ± 0.14 93.30 ± 4.61 97.77 ± 1.45 92.33 ± 4.72
Ecoli0137vs26 93.96 ± 5.63 81.90 ± 20.49 98.27 ± 1.02 82.08 ± 20.58 96.78 ± 3.28 81.36 ± 21.68
Yeast6 88.48 ± 2.38 88.09 ± 9.82 92.73 ± 1.79 87.94 ± 8.03 92.42 ± 3.54 82.80 ± 12.77
Abalone19 71.44 ± 1.82 63.94 ± 9.32 76.76 ± 3.26 58.23 ± 8.12 85.44 ± 2.49 52.02 ± 4.41
Mean 85.09 ± 2.12 80.52 ± 8.58 90.32 ± 1.68 81.00 ± 9.18 95.93 ± 1.68 78.25 ± 8.38

In order to support this conclusion, we carry out a Wilcoxon test (shown in
Table 3) comparing the Chi et al.’s method versus the EAIS. We observe that the
EAIS achieves a higher ranking, which implies the robustness of this approach.
When comparing with C4.5 (also in Table 3) we must emphasize that the use of
the EAIS outperforms C4.5, whereas the simple FRBCS is not enough to obtain
significant differences.

Table 3. Wilcoxon’s test to compare the basic Chi method (R+) against the Chi
approach with EAIS (parametric conjunction operator) (R−)

Comparison R+ R− Hypothesis (α = 0.05) p-value
Chi+AIS vs. Chi 143.5 109.5 Not Rejected 0.566
Chi vs. C4.5 176.0 77.0 Not Rejected 0.108
Chi+AIS vs. C4.5 205.0 48.0 Rejected for Chi+AIS 0.011

In brief, the EAIS is a good design option in order to improve the accuracy
in linguistic FRBCSs for imbalanced data-sets with a high IR. Furthermore, we
must point out that the effect of the adaptive t-norm playing the role of conjunc-
tion operator does not modify the shape of the inferred fuzzy set, maintaining
the original interpretability of the fuzzy labels.

6 Conclusions

The aim of this contribution was to study the goodness of the EAIS model
to improve the performance of simple FRBCS in the framework of imbalanced
data-sets with a high IR. The idea is to maintain the initial interpretability of
the fuzzy model by changing the computation of the conjunction operator.
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Our experimental analysis have shown that the EAIS approach obtains very
good results in highly imbalanced data-sets in contrast with the base FRBCS.
Furthermore, we observe that the Chi et al. method by itself do not outperforms
the results of the C4.5 decision tree, but this algorithm is highly improved with
the application of the EAIS model, obtaining significant differences with respect
to C4.5 in this case.
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Abstract. In this paper we study a modification of the original method
by Genyun Sun et al. [1] for egde detection based on the Law of Universal
Gravitation. We analyze the effect of the substitution of the product by
other t-norms in the calculation of the gravitatory forces. We construct
a fuzzy set where memberships to the edges are extracted from the mag-
nitude of the resulting force on each pixel. To finish, we experimentally
proof that the features of each t-norm determine the kind of edges to be
detected.

Keywords: Image processing, t-norm, Edge detection, The law of uni-
versal gravity.

1 Introduction

In the early years of image processing, many methods were introduced to detect
edges in an image. Most of them were based on a convolution of the image with
a given mask (e.g. Sobel [2] or Prewitt [3]), and a few of them included some
kind of both post- and pre-processing (as Canny [4]).

In the last years, completely new approaches were explored. These include
edge detectors based on filtering techniques [5,6], neural networks [7,8], statistical
measurements [9], Interval-valued fuzzy sets treatments [10] or fuzzy pattern
matching [11,12]. Some of those methods ([13,14,15]) were adapted not only to
single greyscale images but also to color or multispectral ones. Even if their
performance might be better than the classic ones, they are not very commonly
applied. Most common implementations are still the mask-based ones.

Following this trend, we propose a simple, customizable method for edge de-
tection. Our method is based on the innovatory original usage of the gravitational
forces by Genyun Sun et al. (see [1]). We generalize this algorithm by considering
a t-norm other than the product. The proposed algorithm is very simple, but
keeps a high degree of flexibility with little configuration issues.

J. Cabestany et al. (Eds.): IWANN 2009, Part I, LNCS 5517, pp. 302–309, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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We have structured the reminder of this paper as follows. Section 2 includes
some basic concepts. Then, section 3 describes the gravitational method intro-
duced by Genyun Sun et al. [1]. Our proposal is depicted in section 4. In the
section 5 we present the algorithm. We introduce some results on both synthetic
environments and natural images (section 6). To finish, some short conclusions
are included in section 7.

2 Preliminaries

In this paper we make an extensive use of the triangular norms and their pro-
perties. A triangular norm (t-norm for short) is a binary aggregation function
T : [0, 1]2 → [0, 1], which is commutative, associative, symmetric and has neutral
element 1. See [16,17] for further details.

Some examples of tnorms, all of them used in the course of this paper, are

product t-norm TP(a, b) = a · b
minimum t-norm TM(a, b) = min(a, b)
�Lukasiewicz t-norm TL(a, b) = max(a + b− 1, 0)

nilpotent minimum TnM(a, b) =
{

min(a, b) if a + b > 1
0 otherwise

The first three t-norms are the most classical examples [17,18], whereas the
last one has been selected as an example of discontinuous t-norm.

3 Gravity Approach to Edge Detection

In this paper we will denote with (x, y) the coordinates of each pixel on the
image Q, of height M and width N ; with q(x, y) we will represent the intensity
or grey level of the pixel (x, y) so that 0 ≤ q(x, y) ≤ L − 1 for each (x, y) ∈ Q,
where L− 1 is the highest grey level of our grayscale. Under this representation
an image is considered a relation on the universal set M ×N .

Newton’s Law of Universal Gravitation (LUG)[19] states that any mass attracs
every other mass with an intensity directly proportional to the product of both
masses and inversely proportional to the square of the distance that separates
them. Mathematically, the gravitatory force

−→
f 1,2 exerted by a mass m1 over a

mass m2 can be written as

−→
f 1,2 = G · m1 ·m2

|−→r |2
·
−→r
|−→r |

where −→r is the vector connecting m1 with m2 and G the gravitational constant.
In [1] this law was adapted to image processing by identifying each pixel with a
body of mass equal to its intensity. In that approach the image is considered to
be a grid of side 1. Given the paralelism we will consider the terms intensity of
a pixel (q(x, y)) and mass of a pixel (m(x, y)) as equivalent.

In short, the methodology proposes is to associate each pixel with the resulting
force of the gravitational forces exerted on it by the surrounding. In order to
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Fig. 1. Pixel environment convention

simplify the problem, the authors reduce the environment to a 3 × 3 or 5 × 5
window centered on each pixel.

In [1] forces exected on a pixel do not depend exclusively on the difference of
intensities in the surrounding pixels but also on the intensity of the pixel itself.
Therefore, the zones with higher intensities are more likely to include edges. This
might lead to bad performance by missing some edges in low intensity zones, or
by empowering little variations in the high intensity regions.

4 Construction of a Fuzzy Set from Gravitational Forces

Our idea is to create a fuzzy set representing the edges, so that every position
in the image is assigned a membership proportional to the estimated resulting
force. To do it, we have to be sure that all the resulting forces are going to have
magnitudes in the range [0, 1], so that they can be used as valid memberships.

Considering zero-mass bodies as valid ones we could by means of normaliza-
tion, with no loss of generality, consider all the masses to be in the interval [0, 1].
Note that the resulting forces will not be the same, but only proportional. Even
if this would be problematic in a real world environment, it can be applied to
digital images, where the maximum intensity of a pixel (representing its mass)
is well known. As we want to avoid the completely black pixels (representing 0
masses), the pixel intensities will be normalized to the (0, 1] interval. This can
be done as shown in section 5.

Thus, we can tune up the LUG if considering normalized masses

−→
f (x, y) = G · m1 ·m2

|−→r |2
−→r
|−→r | = G · TP(m1,m2)

|−→r |2
−→r
|−→r |

The previous expression gave us the idea to adapt the formula to any t-norm T.

−→
f (x, y) = G · T (m1,m2)

|−→r |2
−→r
|−→r | (1)

Using the formula (1), it is possible to apply the adapted LUG edge detection.
Reducing the environment to a 3× 3 pixel entourage, the naming of each of the
pixels, given a concrete pixel (x, y) is as shown in image 1. The total force exerted
on a given pixel (x, y) is
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−→
FT (x, y) =

∑
-1≤i ≤1
-1≤j≤1

(i,j) =(0,0)

Θ · ar(i, j) · T (q(x, y), q(x + i, y + j))
|−→r |2 ·

−→r
|−→r | (2)

where Θ is a normalizing constant that substitutes the gravitational constant
G, −→r the vector joining each pair of pixels and ar(i, j) is a positive factor in
(0, 1] used to reduce the impact of the diagonal neighbours [1]. For simplicity, we
choose for the pixels out of the diagonals, ar(i, j) = 1, while the other pixels are
assigned a fixed ar(i, j) ≤ 1. The effect of this parameter is similar to the effect
obtained by Sobel [2] in contrast to Prewitt [3]. In the experiments, ar(i, j) = 1
for pixels in any position (i, j).

Let be the referencial set (M −2)× (N−2), that is, the set of positions of the
image, onces the first and last rows and columns have been removed. In these
conditions a fuzzy set is constructed so that

μA : (M − 2)× (N − 2) → [0, 1] given by
μA(x, y) =

∣∣∣−→FT (x, y)
∣∣∣

That is, A = {((x, y), μA(x, y)) |(x, y) ∈ (M − 2)× (N − 2)}

Remark. Last fuzzy set definition excludes the pixels in the limits of the image.
This is a typical problem in image processing, and has little practical impact
in any application, Therefore, they will be ignored, associating them any fixed
membership.

Regarding Θ, remember that the magnitude of the resulting forces has to be
in [0, 1]. Θ is a normalizing constant ensuring this fact. In particular, it can
take many different values. Another solution would have been to divide each
of the magnitudes of a gradient in an image by the highest one. However, this
would make each of the fuzzy sets non-comparable among them. That is, a high
membership of a pixel to a set could be related to a edge situation or to the fact
that the normalization process made it increase.

5 Algorithmic Representation

Once shown how the methodology is, we could present a simple algorithm for
the basic membership and direction extraction, such as seen in the figure 2.

6 Experimental Results

Initially synthetic edges in 32 × 32 pixels images have been tested. The results
on vertical ones can be seen in the first rows of the figure 3. In each row it is
shown the original image (first on the left side), then the edge fuzzy sets created.

There are some remarks to do after this experiment. First, it can be seen how
the TM t-norm performs slightly better than the one based on TP, both having
the best results. However, the most noteworthy fact is the unability of the TL
and TnM based detectors to discern some of the edges.
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Algorithm Edge detection

Inputs

image ← image in the range [0..1]

T ← t − norm to be used

{b′, ar} ← normalization and diagonal pixel factors

Θ ← normalizing constant

Outputs

A ← edges fuzzy set

Begin

image ← image + b′

1 + b′

for each non-boundary position (x, y) ∈ Q do

μA(x, y) = |
∑

-1≤i ≤1
-1≤j≤1

(i,j) =(0,0)

Θ · ar(i, j) · T (q(x, y), q(x + i, y + j))
|−→r |2 ·

−→r
|−→r | |

end

FAlgoritmo

Fig. 2. Basic edge detection algorithm using figure 1 nomenclature

(a)

(b)

(c)

(d)

(e)

(f)

(g)

Original TP TM TL TnM Canny

Fig. 3. Results with vertical edges synthetic images
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e

Original Prewitt Sobel Canny

TP TM TL TnM

Original Prewitt Sobel Canny

TP TM TL TnM

Original Prewitt Sobel Canny

TP TM TL TnM

Original Prewitt Sobel Canny

TP TM TL TnM

Fig. 4. Results for a Lena, Span, two MRI images
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The most relevant facts were discovered when using gradient edges. Those
edges are usually left aside, as they are not very common in natural images.
Thus, many detectors are just not prepared for their extraction. In the figure 3
(d-e) it can be perceived how discontinuous t-norm TnM is a great basis for the
detection of these edges. The key to be understood in this context is that, in the
discontinuity point of these t-norms, forces produced on a single pixel can have
great variations with little intensity changes. Thus, significant forces can come
up in points simply ignorable when analyzed with different continuous t-norms.
This result, along with most of the others, was predictable after analyzing the
features of the operators (see [17,18,16]).

Many proofs have been done with large sets of over 100 natural pictures, all
of them taken from Carnegie Mellon University’s web page (http://www.cs.cmu.
edu/-cil/v-images.html). However, only a little portion of them could be intro-
duced into the final version of the paper. The tests shown in here (figure 4) make
use of some common 256 × 256 pixel images, plus some other medical images
of special interest in our research. The results are compared with the greyscale
image generated in some of the most common edge detection methods. Both
Sobel [2] and Prewitt [3] methods are applied with a classical 3× 3 mask, while
Canny [4] is obtained from the Matlab 7.6.0 implementation, with a default 7×7
mask. No postprocessing (e.g. thresholding or non-maximum supression) have
been applied on any of the results.

Remark. All the results are normalized, to turn the comparison easier. There-
fore, Canny results for roof edges show extremely wide edges.

The results we obtained are the same as in the synthetical experiments. Both
TM and TP based approaches show regular results, with the TM detector assign-
ing higher memberships, specially in darker zones. �Lukasiewicz t-norm based
detector avoids intensity changes in the darker zones, but becomes sensitive in
the brighter ones. This allows the texture of the span to be avoided in figure
4. To finish, TnM detector makes use of the discontinuity to show sharp, thin
edges. These results are specially desirable in the case of the medical images.

However, the key question here is not how good do the different detectors
perform, but which differences can be observed on behalf of the used tnorm.
Moreover, we made a link between well-known functions (as the t-norms are)
and a hard problem like edge detection. While keeping this connection we can
work in the analytical field to improve the results to be obtained later on.

7 Conclusions and Future Lines

This paper has introduced a development in the method proposed in [1], leading
to a customizable edge detector. The results in the natural images has been proven
to be competitive with the common edge detection methods, with different results
obtained from different t-norms. The results obtained in the natural images (sec-
tion 6) expose an special accuracy of some methods in some concrete situations,
like the TnM based operator in medical images. Furthermore, the results can be
predicted from the features of the t-norm, what is a great help in case we know the
kind of images we are dealing with.
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Abstract. Formal Methods (FM) provide mathematically founded al-
gorithms for analyzing the correctness of systems. Though FM have been
successfully applied to many industrial problems, these methods typically
find the practical problem that the number of states to be systematically
analyzed grows exponentially with the size of the system to be analyzed.
Thus, exhaustive techniques to find system faults are typically substi-
tuted by heuristic strategies allowing to focalize the search for potential
faults in some suspicious or critical configurations. In particular, Evolu-
tionary Computation (EC) methods provide efficient generic strategies to
search for good solutions in big solution spaces, which fit into the kind of
problems appearing in FM. This paper summarizes several works where
EC techniques have been applied to FM problems.

1 Introduction

Nature-inspired methods (see e.g. [19,18,10]) are useful because they face from
an alternative point of view some computational problems that are known to be
especially difficult. This is the case of NP-hard problems, which are (strongly)
supposed to require exponential time in the worst case to be solved. Since it is
not feasible in practice to optimally solve these problems, optimal methods are
substituted by heuristic algorithms that provide suboptimal solutions. Since FM
face many NP-hard problems, EC can help FM to cope with them. In particular,
many recent works use Genetic Algorithms or Ant Colony Optimization to deal
with formal problems appearing in testing and model checking techniques.

Genetic algorithms (GAs) are search methods inspired by the mechanics of
genetics and natural selection [15,6]. A GA provides an algorithmic framework
for exploiting heuristics that simulates natural-evolution processes like selection
and mutation. It evolves candidate solutions to problems that have large solution
spaces and are not tractable to exhaustive search or traditional techniques.

Ant Colony Optimization (ACO) [11,25] simulates the behavior of real ants.
ACO is a probabilistic technique that can be applied to generate solutions for
combinatorial optimizations problems. It consists in copying the method used
� Research partially supported by projects TIN2006-15578-C02-01, PAC06-0008-6995,
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by ants to find good paths from the colony to food sources. Ants release some
amount of pheromone as they move, and this pheromone attracts other ants.
When an ant finds a path to the food source, it takes the food back to the
colony and repeats the path afterwards, which reinforces the pheromone trail.

In the next section we briefly introduce the FM areas that will be considered
in the rest of the paper. Then in Section 3 we describe the main works developed
up to now applying EC methods to these areas.

2 Formal Testing and Model Checking

The research in FM has resulted in many formal languages and in verification
techniques (supported by prototype tools) to verify high-level properties in for-
mal system descriptions. Although these methods are based on important math-
ematical theories, there are not many systems developed nowadays for which
correctness is completely formally verified using these methods. On the other
hand, the current practice of checking correctness of computing systems is based
on a more informal and pragmatic approach. Testing is usually the predominant
technique, where an implementation has to pass a number of tests which have
been obtained in an ad-hoc or heuristic manner. The combination of testing and
formal methods is a very promising area.

A tremendous progress has been done in developing tools and techniques
for verifying requirements and design. One of the most successful approaches
is model checking [23,5]. It consists on given an abstract simplified model of
a program, test automatically whether this model meets a given specification.
When combined with strict use of a formal modeling language, you can automate
the verification process fairly well. The idea is the next: A model-checking tool
accepts system requirements or designs (called models) and a property (called
specification) that the system is expected to satisfy. If the given model satisfies
given specifications then the tool outputs yes and otherwise generates a coun-
terexample. By ensuring that the model satisfies enough properties of the system,
we will increase our confidence in the correctness of the model.

For control-oriented systems, finite state machines (FSM) are widely accepted
as a good, clean, and abstract notation for defining requirements and design. But
a pure FSM is not adequate for modeling complex real-life industrial systems. We
need extended finite state machines (EFSM) for modeling. Most model checking
tools have their own rigorous formal language for defining models, but most of
them are variants of EFSM.

3 Applications of EC to Testing and Model Checking

A number of published works (see e.g. [4,24]) have begun to examine the ef-
fective use of Artificial Intelligence (AI) for Software Engineering (SE) related
activities which are inherently knowledge intensive and human-centred. On one
hand, it has been identified that one of the SE areas with a more prolific use
of AI techniques is software testing. The focus of these techniques involves the
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applications of GAs [21]. Recently, ACO is starting to be applied in software
testing [9,20]. On the other hand, most model checkers found in the literature
use exact deterministic algorithms to check the properties. These algorithms
usually require huge amounts of computational resources if the checked model
is large. The idea of exploiting heuristics for model checking has received little
attention, altough this tendency is starting to change (see e.g. [1,14,2]).

Next we comment some relevant papers that apply evolutionary computation
techniques to solve software testing and model checking problems.

The work [3] explores strategies that combine automated test suite generation
techniques with high volume or long sequence testing. Long sequence testing
repeats test cases many times, simulating extended execution intervals. These
testing techniques have been found useful for uncovering errors resulting from
component coordination problems, as well as system resource consumption or
corruption. Coupling automated test suite generation with long sequence testing
could make this approach more scalable and effective in the field.

Software testing techniques often involve developing test suites that achieve
some level of coverage with regard to the target code. The goal is to ensure that
all, or at least an important subset of the execution pathways, are exercised.
Less attention has been paid to long sequence testing (LST) where systems are
run for extended periods with test cases repeatedly executed, perhaps under
varying loads for stress testing. At first glance, programmers might expect a test
case to execute the same way at any point in time. Of course, a test case that
has repeatedly executed successfully can suddenly fail after prolonged periods
of execution. System resources can be consumed (memory leaks for example)
or become corrupted, and internal clocks, counters, as well as other state-based
components can become incorrect or simply overflow.

Authors describe software system failures in complex, distributed systems.
These failures all occurred after the systems were deployed. One example of
an extended execution error was exhibited by the Patriot missile system. This
system was intended to intercept and destroy Scud missiles, but a bug in the
software processing the internal clocks caused them to fail. The clocks were
originally supposed to be reset frequently, but extended deployment for more
than a hundred hours caused the Patriot missiles to miss their Scud targets.
Authors mention another interesting examples of system failures, such as the
London Ambulance Service or in the German Railway Switching.

Traditional measures of code coverage do not adequately capture the idea that
test cases may begin to fail only after repeated attempts due to the changing
state of complex systems. Genetic algorithms offer one such technique with sev-
eral desirable characteristics for long sequence testing demonstrated by previous
research. For example, automated techniques can generate large numbers of test
cases. Genetic algorithms in particular provide a powerful search technique that
is effective in very large search spaces as represented by system environment
attributes and input parameters in the testing arena.

In the applications, the genetic algorithm is used to generate good test cases.
However the notion of goodness or fitness depends on results from previous
testing cycles. That is, a relative rather than absolute fitness function is used.
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For the generation of test cases, a relative fitness function changes along with
the population, allowing subsequent generations to take advantage of any in-
sights collected from past results stored in the fossil record. This fossil record
contains all previously generated test cases and information about the type of
error generated, if any, and when that test case was run.

In [20] the authors propose to use UML diagrams and ACO for test data
generation. Using the developed ACO algorithm, a group of ants can effectively
explore the graph and generate optimal test data for achieving the test coverage
requirement. In order to apply ACO to test case generation, it is necessary: (1)
Transforming the testing problem into a graph; (2) A heuristic test for measuring
the quality of paths through the graph; (3) A mechanism for creating possible
solutions efficiently and a suitable criterion to stop solution generation; (4) An
appropriate method for updating the pheromone; and (5) A transition rule for
determining the probability of an ant traversing from one node to the next.

The authors consider the problem of simultaneously dispatching a group of
ants to cooperatively search a directed graph G. An ant k at a vertex v of
the graph is associated with a tuple (Sk, Dk, Tk, P ) where Sk keeps a vertex
track of the ant’s route history; Dk indicates those vertices which are always
connected to the current vertex v; Tk represents the direct connections of the
current vertex v with the neighbouring vertices; P represents the pheromone
levels at the neighbouring vertices which are feasible to an ant at the current
vertex. Sk, Dk, and Tk are private for each ant, while P is shared by all ants.

The advantages of the proposed algorithm are: (1) This approach directly uses
the standard UML created in software design processes; (2) The test sequence
that is generated automatically is always feasible, non-redundant and achieves
the all state coverage criterion. There are two problems associated with state-
based software testing: (1) Some of the generated test cases are infeasible; (2)
Inevitably many redundant test cases have to be generated in order to achieve
the required testing coverage.

The purpose in [9] is investigating methods for deriving a suitable set of test
paths for a software system. The design and the possible uses of the software
system are modeled using a Markov Usage Model (MUM) [28] which is a versatile
model description for the use of a given software product in the application
field that reflects the operational distribution of the system. Furthermore, the
MUM is enriched by estimates of failure probabilities, losses in case of failure
and testing costs. It is common that users do not use all functions described
in the specification of a product with the same frequency. This fact gives the
considered problem the character of a decision problem under uncertainty. The
authors consider the tradeoff between coverage and testing costs and try to find
an optimal compromise between both using ACO. The main problem is that for
determining the solution, the uncertain knowledge the developer has on possible
failures and losses in case of failure needs to be quantified, and the MUM must
be enriched using this information. The aim of this work is to automatically
derive a suitable set of test paths through the MUM graph using ACO.

For putting it up, it is necessary to identify: (1) States of the software; (2)
Possible transitions between these states; and (3) Probabilities for the possible
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transitions. It is convenient to use a directed graph for the representation of the
MUM. The nodes are the states, the edges are the transitions, and the transition
probabilities are indicated as labels assigned to the arcs.

In their computational experiments, they applied three different ACO vari-
ants. In the standard variant, the probability of an arc of being taken is chosen
proportional to the trail level (τ(e)) and an attractiveness value (η(e)). In the
variant A, the probability that a particular edge e is chosen is proportional to
τ(e) · η(e), and inverse proportional to how often e has been traversed in all
previous steps. Thus, edges that have been used frequently get a lower proba-
bility of being considered in the future, which favors diversification of routes. In
variant B, they apply the same selection mechanism as in the standard variant,
but the trail level update mechanism is changed: Only an edge that lies on the
best route found so far with a minimum number of traversals in this best route
gets a trail level increment. This variant also favors diversification.

The experimental results indicate that the proposed approach outperforms a
greedy-type solution heuristic. Similar problems have already been investigated
in the literature, mainly in the context of protocol conformance testing or user
interface testing. While these approaches attempt for satisfying pre-defined cov-
erage criteria (usually, arc coverage) they do not force complete coverage.

In [1] the authors propose the use of a new kind of ACO model (ACOhg) to
refute safety properties in concurrent systems. The results state that ACOhg
finds optimal or near optimal error trails in buggy concurrent systems with re-
duced resources, outperforming state-of-the-art model checking algorithms. This
makes it suitable for checking safety properties in large concurrent systems, in
which traditional techniques fail to find errors because of the model size.

In model checking, all possible program states are analyzed in order to prove
(or refute) that the implementation satisfies a given property. The given property
is typically specified using a temporal logic like Linear Temporal Logic (LTL)
or Computation Tree Logic (CTL). In particular, authors use SPIN [17] (one of
the best known explicit model checkers) which takes a software model codified
in Promela and a property specified in LTL as inputs and transforms the model
and the negation of the LTL formula into a Büchi automata [12] (an extension of
a finite state automaton to infinite inputs) in order to perform the synchronous
product of them. The resulting automaton is explored to search for a cycle of
states containing an accepting state reachable from the initial state. If the cycle
is found, then there exists at least one execution of the system not fulfilling the
LTL property (for more details see [17]). If such kind of cycle does not exist then
the system fulfills the property and the verification ends with success.

In this paper the authors propose using a new ACO model for finding coun-
terexamples of LTL formulae in concurrent systems. The results show that,
by using heuristic search, the length of the counterexamples can be shortened
and the amount of memory required to obtain an error trail is reduced, al-
lowing the exploration of larger models. Compared against the state-of-the art
exhaustive methods, this novel application is able to outperform them in efficacy
and efficiency. Besides, ACOhg algorithms can be used with other techniques for
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reducing the amount of memory required in the search such as partial order
reduction, symmetry reduction, or state compression.

In [14] a framework for exploring very large state spaces of concurrent reactive
systems is presented. It exploits application-independent heuristics using GAs to
guide a state-space search towards error states. The framework is implemented
in conjunction with VeriSoft [13] (a tool for exploring the state spaces of software
applications composed of several concurrent processes). Their experiments show
that, for finding errors in very large state spaces, a genetic search using simple
heuristics can significantly outperform random and systematic searches.

The candidate solutions in this framework are finite sequences of transitions in
the state space starting from the initial state. Each candidate solution is encoded
by a chromosome. To evaluate the fitness of a chromosome, the GA executes the
path encoded by the chromosome. This is done combining the GA with a model
checker. Given the representation of a system, the model checker determines the
state space to explore. The execution of a path starts in the initial state. If there
are more than one possible transitions from the current state, the model checker
informs the GA about the number of possibilities. The GA decodes a part of the
chromosome it is processing and informs the model checker of which transition
to take. The model checker checks if the state following that transition is an error
state. If so, the current path is saved and the user is notified. Otherwise, the
model checker repeats this process from the new state. Since a chromosome can
only encode a finite number of transitions, the state space is explored up to a fixed
depth. Whenever the model checker has explored a path up to this maximum
depth, it prompts the GA to evaluate the fitness of the current chromosome.

In [2], the authors compare a GA against classical exact techniques. They
propose a new operator for this problem, called memory operator, which allows
the GA to explore even larger search spaces. They show that a variation on GAs
combined with Java Pathfinder [16], a well known model checker, can be used to
search for errors in complex applications. It is shown that they can obtain good
results faster and with fewer resources than using exact search methods. While
they focus on searching for deadlock, any kind of safety property violation could
be searched for with their algorithm, changing only the fitness function.

To find safety property violations, model checking works by searching through
all the states of a model and validating each of them against the specified prop-
erties. If all the states are valid, it is proved that those properties are valid in the
model. If any of those properties fail, the model checker can give an execution
path that leads to that error. In this case, an individual represents a path to
a state that causes a safety property violation in the model. The path can be
described as the sequence of transitions from an initial state to a final state. As
the number of transitions needed to reach a goal state is unknown beforehand,
authors use variable-length chromosomes to codify transition sequences.

The memory operator (MO) allows the path to extend indefinitely while pre-
serving the memory required evaluating individuals. As the population evolves
and grows, the first transitions in the individual tend to stabilize, but the model
checker still has to evaluate them every generation. They save the resulting states
of the first transitions in memory slots and use them as the starting point for
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next generations. The advantages are obvious: less memory and time are required
to evaluate an individual and the path can maintain a constant growth without
requiring more memory. There are, of course, disadvantages: part of the search
space is being discarded, and a good solution might be in that part.

The algorithm is compared to standard exhaustive search algorithms. It is
shown that it generally requires more time than standard algorithms to reach an
error, but the error trails generated by this method are smaller and simpler to
use in the debugging of the program. Besides, it can be used in larger problems,
where standard methods cannot be used due to memory requirements.

Other works apply GAs for finding suitable test suites. In particular, mutation
testing techniques are used in [22] and [7] to evaluate the fitness of test suites
for FSMs and Haskell programs, respectively. GAs are also applied for finding
temporal sequences leading a temporal system to reach a determined configura-
tion [8]. In [26] a River Formation Dynamics approach is used for finding short
tests reaching some edges or states in a FSM under the assumption that the
system state can be saved and loaded later. In [27] the authors present a GA
with the ability of designing specific-to-problem kernels.

4 Conclusions

In this paper we have presented an overview about the application of EC to
Formal Testing and Model Checking. We have illustrated, with several examples,
how theoretically based methods and heuristic methods can work together in this
environment. In particular, EC methods provide efficient strategies to search for
good solutions in the kind of problems appearing in Formal Methods.
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Abstract. Selecting an appropriate test suite to detect faults in a pro-
gram is a difficult task. In the case of functional languages, altough there
are some additional difficulties (due to the lack of state, laziness and its
higher-order nature), we can also take advantage of higher-order pro-
gramming to allow defining generic ways of obtaining tests. In this pa-
per we present a genetic algorithm to automatically select appropriate
criteria to generate tests for Haskell programs. As a case study, we apply
the algorithm to deal with a program using red-black trees.

1 Introduction

Computational systems constructed nowadays have reached a high level of com-
plexity. Since they may consist of a high number of complex components poten-
tially built by different parties, no system developer can have a precise intuition
of where errors could appear indeed. Thus, manual intuition-based testing pro-
cedures must be substituted by more systematic testing methods. Formal Test-
ing Techniques [6,7,11] aim at providing (semi-)automatic methods to select test
cases, apply these tests to the system under test (SUT), and draw (in-)correctness
diagnoses based on collected observations. If a formal specification of what the
SUT must (and must not) do is given, then we can use this specification to au-
tomatically derive tests capable to stimulate the SUT. The goal of these tests is
traversing the SUT for some interaction sequences explicitly considered in the
specification, in such a way that we can compare the responses provided by the
SUT with those expected by the specification. Most formal testing techniques
assume that specifications, as well as the SUT itself, can be modeled by using
some simple formalism. Though this is a valid assumption for some application
domains, it may not be realistic for some kinds of software applications, which
cannot be precisely represented by these models. In fact, being provided with a
precise specification of such software systems could imply the target system has
been programmed twice. Thus, formal specifications are rarely available.

Still, methods allowing to semi-automatically extract test cases (but not from
a formal specification) can be defined. For instance, we may consider available
� Research partially supported by projects TIN2006-15578-C02-01, PAC06-0008-6995,
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testing utilities for imperative languages, such as Java [2,4]. However, dealing
with functional languages have some additional difficulties: Due to laziness and
the absence of state, tracing the effect of the system execution in functional
languages may be harder than in imperative languages, and thus testing func-
tional programs is not easy. Other characteristics of functional languages may be
an advantage, rather than a handicap. For instance, the high order computation
allows functions to modularly and easily manipulate other functions. Thus, mak-
ing a functional program (in our case, a tester program) control the execution
of another program (in our case, the SUT) is easier.

In this paper we propose a test derivation method to test programs written
in a functional language, in particular Haskell [8], the de facto standard lan-
guage of the lazy-evaluation functional community. This method allows to (1)
automatically construct data values of some type such that these values have
a high capability of detecting faults in the SUT, (2) apply these values to the
SUT, and (3) compare the observed values with some expected values in such a
way that, if an incorrect response is observed, then an incorrectness diagnosis is
drawn. Our method to find data values with high fault detection capabilities will
be based on integrating Mutation Testing techniques [5,1] with an Evolutionary
Computation approach (in particular, Genetic Algorithms [3,10,12]). The Muta-
tion Testing techniques allow to measure the capability of a set of tests to detect
faults in a given kind of systems. They work as follows: Given a correct program
belonging to the same domain as the SUT and dealing with the same kind of
data, we generate some mutants of this program, that is, some programs whose
code matches the original program code for all instructions but one (or a few
of them). In these instructions, mutations (i.e. simple code modifications) are
introduced (e.g. the boolean condition of an if statement is slightly modified, an
instruction is duplicated or deleted, etc). Then, we say that the considered set of
tests is good if, after applying these tests to all constructed mutants, responses
allow to distinguish many (incorrect) mutants from the original correct program.
That is, the suitability of a test suite is measured in terms of the capability of
tests in the suite to kill wrong mutants.

Though Mutation Testing techniques allow to compare test suites, a method
to find good test suites according to this criterion must be provided. This will
be achieved by running a genetic algorithm. Our test derivation algorithm for
Haskell programs will depend on some parameters, and these parameters will
make the algorithm construct some test suites or others. We will use the genetic
algorithm to adjust these parameters: Given a set of random combinations of
parameters, we will measure the fitness of each combination by running the test
derivation algorithm for these parameters and next applying the constructed
test suite to our mutants. Then, the fitness of each parameter combination will
be assessed in terms of the proportion of wrong mutants killed by this suite.
After calculating the fitness of all parameter combinations, the best combina-
tions will be taken, and these combinations will be crossed over, mutated, and
reproduced. The procedure will be repeated for the new generation of parameter
combinations, and so on.
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We will present our test derivation method for Haskell programs and we will
illustrate it with some examples. In particular, the algorithm integrating the
mutation testing method with the genetic approach will be described, and some
experimental results will be reported.

2 Creating Mutants

In this section we introduce a method to create mutations of a given Haskell
function. Notice that we are not yet dealing with mutations of genotypes, but
with the generation of mutations of the original program. Let us remind that
our aim is creating a testing method capable of distinguishing correct functions
and their incorrect mutants. Thus, as a first step to allow training our testing
method, we need a simple way to check it against a relatively large number of
mutations of programs.

To create mutations of a given function, we need to consider how to create
mutations of its input parameters and how to create mutations of the results of
the function. Thus, we start considering simple data types instead of functional
data types. After considering those simple data types, we will show how to
automatically infer mutations for functions by considering its inputs and output.

For each data type that can have mutations, we need to provide a method
to create its mutations. Moreover, the interesting mutations that can occur in a
data type are not exactly the same when it is used as input of a function or as
output of it (although they use to be similar). Hence, we create a new data class
with two basic operations (mutOut and mutIn) to create both input and output
mutations:

class Mutant a where
mutOut :: a -> [a]
mutIn :: a -> [a]
nOut :: (b -> a) -> Int
nIn :: (a -> b) -> Int

where auxiliary functions nOut and nIn are only needed to deal with infinite
lists. For the sake of clarity, we will not describe them and we will not use them
in the following definitions.

Let us consider the most simple example: Boolean values. There are not many
combinations of errors that the programmer can perform when passing param-
eters to a boolean function. In fact, for a single parameter, there are only three
possible mutations (in addition to the identity mutation): (1) the parameter is
negated; (2) the parameter is always True; or (3) the parameter is always False.
In fact, the same mutations can take place when using it as output of a function.
Thus, the instance we need to create is the following:

instance Mutant Bool
where mutOut b = [b,not b,True,False]

mutIn b = [b,not b,True,False]
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Obviously, in case that several parameters are considered, then much more
combinations are possible. But that issue can be easily solved in a functional
setting by defining a generic way of combining them. In particular, we can create
a new instance of the class Mutant to deal with any pair of values that are
mutable (not only booleans):

instance (Mutant a, Mutant b) => Mutant (a,b)
where mutOut (x,y) = [(x’,y’) | x’<- mutOut x, y’<- mutOut y]

mutIn (x,y) = [(x’,y’) | x’<- mutIn x, y’<- mutIn y]

Let us consider a not so trivial data type. In order to do that, we use red-black
trees. This data type can be defined in Haskell as follows:

data Color = R | B
data RB a = E | T Color (RB a) a (RB a)

where the first line introduces a data type Color that can be either Red or Black,
while the second line defines a red-black tree as an empty tree or a tree with
a color, a left child-tree, an element, and a right child-tree. As in the previous
case, we have to provide a way to create mutations when it is used as input and
as output of a function:

instance Mutant (RB a)
where mutOut = mutate

mutIn = mutateRec

When this data type is the output of a function, the most relevant mutations
are related to non empty trees. In this case, there can be errors in the color of
the tree or on any of the cildren. Thus, we only need to combine the different
possible mutations (those related to the color and those related to the children):

mutate :: RB a -> [RB a]
mutate E = replicate nOutRB E
mutate (T c t1 x t2)
= [T c’ t1’ x t2’ | c’<-[c,inverse c],t1’<-[t1,t2],t2’<-[t2,t1]]++[E]

However, in the case of using it as input of a function, the mutations must
reflect possible ways in which the definition of the function fails when considering
the inputs. Notice that, in case a function is not dealing properly with the
pattern matching of the inputs, such an error does not only occur in the top-
level structure of the input value, but also on all the recursive levels. That is,
in case the definition of the function confuses the left and the right trees, it will
confuse them in all the levels of the tree, not only on the first one. Thus, the
same mutations must be applied to all the recursive levels of the data type:

mutateRec E = replicate nInRB E
mutateRec t = [mapT (fc!!cc) (fs!!c12) t | cc<-[0..3],c12<-[0..3]]
where fc = [id,inverse,\_->B,\_->R]

fs = [id,\(x,y)->(x,x),\(x,y)->(y,y),\(x,y)->(y,x)]

Let us remark that, when dealing with any other recursive data type, we must
proceed exactly in the same way. In fact, it is straightforward to define functions
mutOut and mutIn for any instance.
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2.1 Generating Mutations of Functions

Once a Mutant class is defined, we can create functions working with any instance
of the class. In particular, our main interest is to create mutations of functions.
This can be done for any function having either as input or as output parameter
a mutable type (or several of them). Let us start by considering the case where
the output of the function is mutable, but not the input. In this case, we need
to define a function with the following signature:

mutatorOuts :: Mutant a => (b -> a) -> [b -> a]

That is, given a function whose output is mutable, it returns a list of functions
of the same type. Notice that using a functional language allows to define such
a function, as it is just a higher-order function. However, it is not possible to
define it in typical imperative languages.

The generation of the list of functions will be done in two steps. First, we will
generate a single function that returns a list of values:

mut1o :: Mutant a => (b -> a) -> (b -> [a])
mut1o f x = mutOut (f x)

and then, we will extract a list of functions by considering the list of values
returned by function mut1o:

mut2 :: (b -> [a]) -> [b -> a]
mut2 f = [\x -> (f x)!!i | i<-[0..]]

Thus, in order to obtain our function mutatorOuts we just need to apply
function mut2 after applying mut1o:

mutatorOuts f = take (nOut f) (mut2 (mut1o f))

where we use function nOut to obtain only a finite relevant portion from the
infinite list produced by mut2.

Following an analogous procedure, we can also define a function mutatorIn
:: Mutant a => (a -> b) -> [a -> b] creating mutations of functions when
the input parameter is mutable. In fact, we only need to modify function mut1o,
as function mut2 can be used without any modification.

mut1i :: Mutant a => (a -> b) -> (a -> [b])
mut1i f t = [f t’ | t’ <- mutIn t]

Obviously, in case both the input and the output are mutable, we can combine
all the possible mutations by considering function mutatorInOut :: (Mutant
a, Mutant b) => (a -> b) -> [a -> b] that is defined in the same way as
in the previous cases, but using a new function for the first step of the transfor-
mation:

mut1InOut :: (Mutant a, Mutant b) => (a -> b) -> (a -> [b])
mut1InOut f t = concat [mutOut (f t’) | t’ <- mutIn t]

Let us remark that the previous higher-order functions are defined only once,
and they are automatically available to create mutants of any function dealing
with mutable data types.
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3 Creating Test Cases by Using a Genetic Algorithm

In order to create appropriate test cases for a program, we can take advantage
of the previously described Mutant class. In case the program uses some data
structures of any type belonging to class Mutant, we can create mutations of
the program by using the facilities described in the previous section. Then, we
need to find appropriate test cases to detect the possible mutations. The difficult
part now consists in deciding appropriate criteria to obtain those test cases. We
will do it by using a genetic algorithm. Thus, we will start by defining a list
of properties that will be used to generate tests. Obviously, for each property,
many concrete values (even infinite) are possible (e.g. in the case of red-black
trees, a criterium can be the depth of the tree, or the proportion of red nodes,
etc). Hence, a genotype (of type TestGene) will define such concrete values.

In our method, for each TestGene we provide a method to obtain a list of
concrete tests fulfilling all the properties defined in the genotype. This task is
quite easy, as we can take advantage again of the type class Mutant defined in
the previous section. Thus, we only need to create a list of test candidates and
then filter them to select only those fulfilling the properties. Notice that, due to
lazy evaluation, filtering the list of candidates is done while starting to create
such list. Thus, bad-candidates are discarded before actually constructing them.
Our algorithm works as follows:

1. A list of mutants of the original correct specification is initially created to
assess the effectivity of each test.

2. We randomly create an initial population initialGenes :: [TestGene]
3. For each genotype of our population, we randomly create a list of concrete

tests. Thus, we have a list of lists of tests (one list of tests for each genotype).
4. We automatically apply the tests to all available mutants of the specification

introduced (i.e. the list of mutations computed in step 1). The quality of
each test will be given by the number of incorrect mutants that it is able to
detect, while the quality of each genotype will be given by the total number
of incorrect mutants detected by any of its instances.

5. We update our population by selecting only those genotypes that obtained
the best results in the present step. Then, following a typical GA approach,
the population is enlarged by considering mutations of them and by using
crossover.

6. We repeat the process from step 3 on, until a given number of iterations is
obtained.

The first and third steps are done by using the techniques described in the
previous section to obtain mutants of a function, while the second step is just
a simple random creation of simple values. In fact, the list to be defined in the
second step could also be created in an ad hoc way in case the programmer
prefers to do so.

Regarding the fourth step, we can check how many mutants have been de-
tected by using a higher-order function to test the results of the original function
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against the results of each of the mutants. In particular, function testerG1 re-
turns a list of booleans indicating for each mutant whether a single test has
detected the mutation or not. Then, function testerG applies testerG1 for
each test case of a genotype and computes the number of mutants that have not
been detected by any test case. The lower this value is, the better the test suite
is. The source code of these functions is as follows:

testerG1 :: Eq b => (a -> b) -> [a -> b] -> a -> [Bool]
testerG1 f fs t = map (\g->f t == g t) fs

testerG :: Eq b => (a -> b) -> [a -> b] -> [a] -> Int
testerG f fs ts
= length (filter id (map and (transpose (map (testerG1 f fs) ts))))

In step 5, by taking into account the values returned by testerG for the test
cases associated to each TestGene, it is trivial to select those with the lowest
values. Then, some mutations1 are randomly introduced in some elements of the
selected population, and the elements are also reproduced by combining their
characteristics. The concrete mutations are obtained by randomly selecting an
element of the possible list of mutations (available due to class Mutant), while the
crossover of two elements is trivially defined by considering a function crossover
:: [Bool] -> TestGene -> TestGene -> TestGene that combines two geno-
types by using a list of booleans (that was randomly obtained) to decide for each
gene whether it must be obtained from the first genotype or from the second
one.

As it usually happens when dealing with genetic algorithms, the size of the
population, the number of iterations, and the (small) propensity of gene muta-
tions in each iteration have to be fixed for each concrete problem.

3.1 A Concrete Example

As a running example, we have used the red-black trees described in the previous
section. Suppose that we want to test a (potentially faulty) function dealing with
such trees. In order to adjust the scheme to a concrete example, the first thing
we need to do is to define the genotype to be used to create the tests. In our case,
we consider the following type: type TestGene = (Bool,Int,(Int,Int),Int).
The boolean value represents whether we are interested in testing empty trees
or not. The first integer represents the maximum depth of the trees to be tested.
The tuple of integers represents the minimum and maximum percentage of red
nodes that must appear in each test tree. Finally, the last integer represents the
maximum unbalance that we allow between subtrees.

After that, we need to adjust the size of the population, the number of iter-
ations, and the percentage of mutations to be introduced in each step. In our
case, population size is 10, the number of iterations is 100, and the mutations
percentage is 5%.
1 Let us remark that these mutations are the typical mutations of genetic algorithms,

not the generation of mutants of mutation testing.



Applying Evolutionary Techniques to Debug Functional Programs 325

We have performed several executions with the previously commented param-
eters. Each of the executions used a different function dealing with read-black
trees, where some functions were simple calls to basic operations (e.g. insert or
remove an element) while in other cases we used more complex functions combin-
ing several simple functions. Anyway, the results obtained in any case are very
similar: The genotypes surviving the process usually restrict the depth of the
test trees to two (there is only one exception on a very concrete ad-hoc problem,
where trees of depth three were preferred). That is, it is enough to use small
trees to detect most of the possible errors, although it is not enough to have a
single recursive call. Notice that larger trees could detect the same number of
mutations, but they require more time to test them. Thus, the algorithm chooses
to use smaller tests in case they provide the same results.

Regarding the other properties codified in the genotypes, it seems that the
percentage of red nodes is not very relevant, provided that there is at less one
red and one blue node. However, it is important to remark that the maximum
balance difference between subtrees is only one in nearly all the executions.

4 Conclusions and Future Work

In this paper we have presented a genetic algorithm such that, given a Haskell
program, it (semi-)automatically obtains an appropriate test suite for testing this
program, as well as other similar programs dealing with the same kind of input
data. First, some program mutants are obtained by automatically introducing
some mutations in the program. These mutations simulate the kind of faults
a programmer could make. Then we run a genetic algorithm to automatically
select some criteria allowing to produce good test suites. The fitness of criteria
is assessed in terms of mutants: A set of criteria is good if test cases generated
according to these criteria allow to kill a high number of mutants (i.e. they allow
to detect wrong answers in these mutants). In order to use the proposed testing
utility, a programmer just has to provide some simple (Haskell) functions fitting
into the required interfaces. Thus, the required set up for using our method is
simple and not very time-consuming. We have illustrated this with a case study
dealing with red-black trees, and we have reported some experimental results.

We are currently working on developing alternative strategies to generate test
cases. In particular, we are trying to improve the efficiency of the previously
described genetic algorithm by developing a method based on river formation
dynamics [9].
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Abstract. Generating test data is computationally expensive. This pa-
per improves a framework that addresses this issue by representing the
test data generation problem as an optimisation problem and uses heuris-
tics to help generate test cases. The paper considers the temporal con-
straints and behaviour of a certain class of (timed) finite state machines.
A very simple fitness function is defined that can be used with several
evolutionary search techniques and automated test case generation tools.

1 Introduction

Testing is an important part of the system development process that aims to
increase the reliability of the implementation. Unfortunately, testing can be very
expensive and difficult. In particular, the problem of generating test sequences
for real-time systems is not trivial. One of the main problems to overcome is
that it is not enough to test that the implementation system is doing what it is
supposed to do, but it is necessary also to test that it is also taking the specified
time to complete. In addition, the tests applied to implementations have to
consider when to test [2]. This paper addresses the issues related to generating
test sequences for temporally constrained FSM based systems. It focuses on
generating transition paths with specific properties that can, in turn, be used to
generate test inputs. Taking as a first step our previous work [3], where genetic
algorithms (GAs) were used to aid the test sequence generation of FSMs, the
problem of generating these paths is represented as a search problem and GAs
are used to help automate test data generation. Other approaches to generate
test data using GAs are reported in [4,5]

� An extended version of this paper, including a case study, can be found in [1].
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Ordinary FSMs are not powerful enough for some applications where extended
finite state machines (EFSMs) are used instead. EFSMs have been widely used
in the telecommunications field, and are also now being applied to a diverse
number of areas. Here we consider EFSMs with the addition of time: Timed
EFSMs (TFSMs). In EFSMs, a transition path (TP) represents a sequence of
transitions in M where every transition starts from the state where the previous
transition finished. In order to execute a TP it is necessary to satisfy all of
the transition guards involved, in addition to using a specific input sequence to
trigger these transitions.

When FSM based systems are tested for conformance with their specification,
often a fault can be categorised as either an output fault (wrong output is pro-
duced by a transition) or a state transfer fault (the state after a transition is
wrong). When TEFSMs are tested for conformance there are time related faults
that arise when a transition within the implementation takes longer to complete
than the time specified by the TEFSM. Thus, test sequence generation is more
complex than it is for FSMs. In FSMs all paths are feasible since there are no
guards and actions do not affect the traversal [6]. With TEFSMs, however, in or-
der to trigger the transition path it is necessary to satisfy the transition guards.
A transition guard may refer to the values of the internal variables and the in-
put parameters, which in turn can assume different values after each transition.
Some transition paths might have no conditions, some might have conditions
that are rarely satisfied and some transition paths will be infeasible. The ex-
istence of infeasible transition paths creates difficulties for automating the test
generation process for TEFSMs. One way of approaching the test sequence gen-
eration problem is to abstract away the data part of the TEFSM and consider it
as an FSM on its own. However, a transition sequence for the underlying FSM of
a TEFSM is not guaranteed to be feasible for the actual TEFSM nor to satisfy
the temporal constraints. This leads to the problem that an input sequence will
only trigger a specific TP in a TEFSM if all the transition guards allow this
and so an input sequence generated on the basis of the FSM may not follow the
required path in the TEFSM. Another approach is to expand a TEFSM to an
FSM and then use the techniques used for FSMs. However this can lead to a
combinatorial explosion.

The problem of TP feasibility in EFSMs was considered in [7]. This paper uses
the TP feasibility approach proposed in that work and extends it to consider
TEFSMs and problems associated to testing the compliance of an implementa-
tion to its temporal aspects of the specification. In addition to estimating the
feasibility of a TP, in this paper we examine how to consider the temporal prop-
erties of a TP and help in related test case generation. In order to generate a test
case for a TEFSM M we can first consider the properties of the TP that this
test case is expected to trigger. The general problem of finding a (an arbitrary)
feasible transition sequence for a TEFSM is uncomputable, as is generating the
necessary input sequence to trigger such a transition sequence. The task of find-
ing a transition sequence with particular temporal conditions complicates the
problem even further.
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Fig. 1. Class 2 transport protocol TEFSM M1. The transition table is on Fig. 2.

2 Timed Extended Finite State Machine (TEFSM)
Model

To represent our timed EFSM assume that the number of different variables is
m. If we assume that each variable xi belongs to a domain Di thus the values
of all variables at a given point of time can be represented by a tuple belonging
to the cartesian product of D1 ×D2 × ...×Dm = Δ. Regarding the domain to
represent time we define that time values belong to a certain domain Time.

Definition 1. A TEFSM M can be defined as (S, s0, V, σ0, P, I, O, T, C) where
S is the finite set of logical states, s0 ∈ S is the initial state, V is the finite set
of internal variables, σ0 denotes the mapping from the variables in V to their
initial values, P is the set of input and output parameters, I is the set of input
declarations, O is the set of output declarations, T is the finite set of transitions
and C is such that C ∈ Δ.

A transition t ∈ T is defined by (ss, gI , gD, gC , op, sf ) where ss is the start
state of t; gI is the input guard expressed as (i, P i, gP i) where i ∈ I ∪ {NIL};
P i ⊆ P ; and gP i is the input parameter guard that can either be NIL or be a
logical expression in terms of variables in V ′ and P ′ where V ′ ⊆ V , ∅ �= P ′ ⊆
P i; gD is the domain guard and can be either NIL or represented as a logical
expression in terms of variables in V ′ where V ′ ⊆ V ; gC : Δ → Time is the time
the transition needs to take to complete; op is the sequential operation which is
made of simple output and assignment statements; and sf is the final state of t.

A TEFSM M is deterministic if any pair of transitions t and t′ initiating from
the same state s that share the same input x have mutually exclusive guards. A
TEFSM M is strongly connected if for every ordered pair of states (s, s′) there is
some feasible path from s to s′. A configuration for a TEFSM M is a combination
of state and values of the internal variables V of M .

We assume that any TEFSM considered is deterministic and strongly connected.
For example, consider the Class 2 transport protocol [8] represented as a TEFSM
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in Figure 1. There are two transitions, t2 and t3, initiating from state S2 with
the same input declaration. However, they have mutually exclusive conditions:
opt ind ≤ opt and opt ind > opt, respectively. For example, consider again
Figure 1. There is a TP from the initial state S1 to every other state.

The label of a transition in a TEFSM has two guards that decide the feasibility
of the transition: the input guard gI and the domain guard gD. In order for a
transition to be executed gI , the guard for inputs from the environment must be
satisfied. Some inputs may carry values or specific input parameters and M may
guard those values with the input parameter guard gP . Hence the values of the
input parameters may determine whether a transition is executed and affect the
output of M . The input guard (NIL, ∅, NIL) represents no input being required
(spontaneous transition). gD is the guard, or precondition, on the values of the
system variables (e.g. v > 4, where v ∈ V ). Note that in order to satisfy the
domain guard gD of a transition t, it might be necessary to have taken some
specific path to the start state of t. op is a set of sequential statements such as
v := v+1 and !o where v ∈ V , o ∈ O and !o means ‘output o to the environment’.
Literal outputs (output directly observable by the user) are denoted with ! and
output functions (an output function may produce different output depending
on the parameters it receives) without it (e.g. !o and u(v)). The operation of a
transition in a TEFSM has only simple statements such as output statements
and assignment statements, no branching statements are allowed. In a TEFSM
the time a transition takes to complete, represented by gC , is also important.
This time can depend on the current values of V ′ and P i, where V ′ ⊆ V and
P i ⊆ P .

We assume that none of the spontaneous transitions in a TEFSM are with-
out any guards, gI = (NIL, ∅, NIL) and gD = NIL, because they would be
uncontrollable. When a transition in a TEFSM is executed, all the actions of
the operation specified in its label are performed consecutively and only once
and the transition must not take more than gC(C) time units to perform. The
transition is considered to have failed (in terms of compliance to the specifica-
tion or be considered void) if it is not completed within the required time. Such
transitions may be considered void if they take longer than expected in some
systems and in others they might still be executed even though they took longer
than expected.

Now consider the problem of finding an input sequence that triggers a timed
feasible transition path (TFTP) from state si to state sj of a TEFSM M .

Definition 2. A timed feasible transition path (TFTP) for state si to state sj

of a TEFSM M is a sequence of transitions initiating from si that is feasible
for at least one combination of values of the finite set of internal variables V
(configuration) of M and ends in sj.

In a transition path for FSMs each transition can be identified, and thus rep-
resented, by its start state and input (ss, i). However, with TEFSMs this infor-
mation is not sufficient because there can be more than one transition sharing
the same start state and input due to having mutually exclusive guards. In-
stead, a transition t in a TEFSM M can be identified from its start state, input
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t input output feasibility rank temporal rank
t0 ICONreq !CR 0 0
t1 CC !ICONconf 0 0
t2 T expired !CR 2 0
t3 T expired !IDISind 1 1
t4 IDATreq DT 0 0
t5 AK 6 1
t6 AK 6 1
t7 AK DT 5 0
t8 AK !IDISind 4 0
t9 T expired DT 3 0
t10 T expired !IDISind 2 1
t11 DR !IDISind 0 2
t12 DR !IDISind 0 2
t13 DR !IDISind 0 2
t14 DR !IDISind 0 2

Fig. 2. Temporal constraint ranking and feasibility ranking for all transitions in M1

declaration, input parameter, the input parameter guard and the domain guard
(ss, i, P

i, gP i , gD).
A transition in a transition path of a TEFSM can be identified by a tuple

(ss, i, gP i, gD) in which si is its start state, i is its input, gP i is its input guard
and gD is its domain guard. The input parameter P i is not required in order
to be able to uniquely identify a transition in M . Note how in this case some
transitions with different domain guards share a common input predicate guard.

Since not all transitions in TEFSMs have input parameter guards and domain
guards, they can be categorised in the following way: simple transitions are those
transitions that have no input parameter guard and no domain guard, that is,
gP i = NIL and gD = NIL; gP i transitions are those transitions that have input
parameter guard but not a domain guard, that is, gP i �= NIL and gD = NIL;
gD transitions are those transitions that have a domain guard but not an input
parameter guard, that is, gD �= NIL and gP i = NIL; gP i-gD transitions are
those transitions that have both an input parameter guard and a domain guard,
that is, gP i �= NIL and gD �= NIL. Next we introduce some concepts that will
be used later.

Definition 3. An input sequence (IS) is a sequence of input declarations i ∈ I
with associated input parameters P i ⊆ P of a TEFSM M .

A predicate branch (PB) is a label that represents a pair of gP i and gD for a
given state s and input declaration i. A PB identifies a transition within a set
of transitions with the same start state and input declaration.

An abstract input sequence (AIS) for M represents an input declaration se-
quence with associated PBs that triggers a TP in the abstracted M .

PBs can label conditional transitions and be used to help simulate the behaviour
of a potential input sequence for a TEFSM without the feasibility restrictions.
The advantages of using AIS and simulating the execution of a TEFSM is that
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the configuration of the TEFSM is not considered. Hence, transition traversal
evaluations that can be used to estimate the characteristics of a TP can be done
without complex computation.

3 Using Genetic Algorithms to Aid Test Case Generation

In order to achieve our objectives we require an easy to compute fitness function
that estimates the feasibility of a TP but also helps us to test our temporal con-
straints. Computing the actual feasibility of a transition path is computationally
expensive, so we need a method to estimate this.

Some transition paths consist of transitions with difficult to satisfy guards. It is
always possible to execute a simple transition in a transition path since there are
no guards to be satisfied. The presence of gP i transitions could render a transition
path infeasible because of its input predicate guard. However the conditions of
this guard are more likely to be satisfiable than domain guards because the
values of the input parameters P i ⊆ P can be chosen. When these conditions
depend also on some internal variables V ′ ⊆ V then such gP i transitions might
not be easier to trigger than gD transitions. In some cases the execution of a
gD transitions could require reaching its start state through a specific transition
path. The feasibility of gP i-gD transitions depends on both issues outlined above
for gP i transitions and gD transitions.

Since the presence of gD transitions and gP i-gD transitions seem to increase
the chance of a transition path being infeasible such transitions can be penalised
and simple transitions rewarded in a TP. In this paper we use the same feasibility
estimation framework as in [7].

We may consider the temporal constraints of the transitions in a TP. For ex-
ample a test sequence may be needed to stress test the temporal aspects of the
system. Adequate test cases should be feasible (in order to be useful) and may
focus on transitions with complex temporal constraints. However since the tem-
poral constraints for every transition of M are dependant on the configuration
of M (the current values if the internal variables) then it is difficult to know the
exact temporal constraints without executing the system and verifying the con-
figuration of M . If the temporal constraints for M are listed in a table then we
can analyse the constraints and categorise different transitions in a similar way
as we classified them according to their guards above. However if the temporal
constraints are represented by one or more formulas the complexity of analysing
all the possibilities the problem may become intractable.

We may try to estimate the different temporal constraints associated with
each transition according to how the temporal constraint is defined. Note that
the same transition may have different temporal constraints depending on the
values of the internal variables of M . Some transitions may not have temporal
constraints at all, while others might have fixed temporal constraints that are
not dependant on the configuration of M . Other transitions may have temporal
constraints that are expressed using tables while some may have the temporal
constraints represented using formulas.
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Based on these observations we may classify the transitions in a TEFSM M
in the following way: no-time transitions are those transitions that have no tem-
poral constraints; fixed-time transitions are those transitions that have temporal
constraints that are not effected by the values of the internal variables V of M ;
known-time transitions are those transitions that have temporal constraints that
are effected by the values of the internal variables V of M , but presented in an
easy to analyse way; variable-time transitions are transitions that have temporal
constraints that are effected by the values of the internal variables V of M , but
are presented by one or more formulas and the temporal constraints are not easy
to analyse without considering a subset of all the configurations of M .

A transition ranking process is completed before the fitness function can be
used. This process first ranks each transition of the EFSM according to how many
penalty points are assigned to the transition guards. A simple transition gets
the highest rank (i.e. lowest amount of penalty points), a gP i transition is ranked
next, etc. Transitions that have the same number of penalty points get the same
rank. This algorithm in essence sorts |T | elements and has complexity O(|T | ·
log|T |) where |T | is the number of transitions in M . Then the process ranks each
transition according to its temporal constraint category. In our case, if we are
attempting to stress test the implementation then we can argue that variable−
time transitions can potentially have the most complex temporal constrains
hence be ranked highest (i.e. lowest amount of penalty points), known − time
transitions can be ranked next as they still depend on the internal variables of
M , and so on. The order can be reversed if the aim is to find a test sequence that
will most likely work. Such test cases may be used in early stages of software
development.

Definition 4. The fitness is a function that given a TP of a TEFSM M , sums
the penalty points (assigned through the transition ranking process for M and
the temporal constrain ranking for M) for each of the transition of the TP.

In our approach the two rankings are given equal weight before being combined,
following the conclusions of a similar experiment in [7] where different weights
were used for a similar multi-optimisation problem. The fitness algorithm used in
this work can be used to reward a potential solution to a TP generation problem
according to the combined ranks of the transitions in the sequence. This function
reflects the belief that the fewer constraints a sequence contains, the more likely it
is be feasible and the less we can analyse the temporal constraints of a transition,
the more likely it is that they are more complex.

Estimating the feasibility of a TP is just the first part of the more difficult
problem of generating actual IS for a TFTP that do not always represent the
shortest path between two states. Also there may be other computationally in-
expensive analysis of a TP that can be added to the existing fitness functions
to make it more accurate. In our approach we focus on evaluating our feasibility
and complex temporal conditions estimation fitness function.

As reported in the extended version of this paper [1], the two studied GAs
performed well and generated very similar results. This indicates that the fitness
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function and the TP representation represent the problem of TFTP generation
reasonably well.

4 Conclusions and Future Work

This paper defines a computationally inexpensive method to address an im-
portant problem in test data generation for TEFSMs. It extends some work
on feasibility of EFSMs [7] and considers temporal constraints. We defined the
problem of finding a transition sequence that is likely to be feasible and to sat-
isfy some temporal criteria as a search problem. We defined a computationally
efficient fitness function that is used to guide a GA. In the extended version of
the paper [1] a case study of a communication protocol shows how the defined
fitness function yields some positive results when GA search is applied to the
problem.

Future work may focus on refining the fitness function to take into account
loops and other difficulties to estimate transitions. Further analysis of the condi-
tions might also help. Further evaluation of the fitness function on other larger
TEFSMs may also be beneficial to evaluate further how well the method scales.
Different TEFSMs may present the need for alternative temporal constraint
classification, which will be very interesting to investigate.
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Abstract. Although there is a large diversity in the literature related
to kernel methods, there are only a few works which do not use kernels
based on Radial Basis Functions (RBF) for regression problems. The
reason for that is that they present very good generalization capabilities
and smooth interpolation. This paper studies an initial framework to
create specific-to-problem kernels for application to regression models.
The kernels are created without prior knowledge about the data to be
approximated by means of a Genetic Programming algorithm. The qual-
ity of a kernel is evaluated independently of a particular model, using a
modified version of a non parametric noise estimator. For a particular
problem, performances of generated kernels are tested against common
ones using weighted k-nn in the kernel space. Results show that the pre-
sented method produces specific-to-problem kernels that outperform the
common ones for this particular case. Parallel programming is utilized
to deal with large computational costs.

1 Introduction

Kernel methods such as Least Square Support Vector Machines (LS-SVMs) [1]
have been successfully applied to regression and function approximation prob-
lems. Although they reach a good performance, obtaining very accurate models
with good generalization properties, they present also some drawbacks: the selec-
tion of the kernel function could be difficult; the optimization of the parameters
of the kernel function is computationally intensive, because they require the
evaluation of some cross validation procedure or some Bayesian criteria with a
complexity of O(N3), where N is the number of training points; and the gener-
ated models could be huge, because they include all training data inside.

In the literature, almost all kernel functions used are variants of Radial Basis
Functions and the analysis of the problem is centred upon feature selection. In
[2] (pp. 118-120, chapter 5) and [3] a different approach is used, based on the
analysis by an expert on the specific data to extract some features to be used as
a guide to create some kernel functions by combinating some well-known ones.
In this paper, we focus on the creation of specific-to-problem kernels without
prior knowledge.

J. Cabestany et al. (Eds.): IWANN 2009, Part I, LNCS 5517, pp. 335–342, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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In [4], Koza proposed a class of evolutionary computation methodology, named
Genetic Programming (GP), that are used to evolve computer programs to solve
a range of problems. The programs evolved are in the form of parse trees. The
use of parse trees has several advantages since it prevents syntax errors, which
could lead to invalid individuals, and the hierarchy in a parse tree resolves any
issues regarding function precedence.

Genetic Programming (GP) has been applied to upgrade some models [5]
[6], and it has recently been used to generate automatically problem-adapted
kernels for classification models without prior knowledge about the data. In [7]
training errors of SVM models are optimized, avoiding overfitting by a tiebraker
that evaluates the SVM margin (i.e., an approximation to its generalization
capacities); in [8] the model optimized is called the Kernel-NN classification
rule, and its fitness inspired on the classifier margin concept; in [9] and [10]
the k-fold crossvalidation error of SVM models are optimized; in [11] the error
on a validation set for SVM models is used. The problem of getting a kernel
is really the problem of getting symmetric functions that follow the Mercer
Theorem, a basic requirement of classical kernels methods. Getting symmetric
functions is quite simple and most authors used a representation that directly
produces symmetric kernels, but to deal with the Mercer condition each author
applies different approaches: in [7] the condition is ignored due to computational
overhead it entails and because non-Mercer kernels can give good results too; in
[8] the condition is ignored because the used model is specially tolerant to non-
Mercer kernels; in [9] and [10] the operators and terminal nodes used to create
the kernels are chosen to always generate Mercer kernels; in [11] the created
kernels can be even non symmetrical, but the conditions are evaluated after
kernel creation.

The strategy used in this work differs, not only because the application to
regression problems, but also because it uses the non parametric noise estimator
(NNE) delta test [12] in the kernel induced space (see section 2) to evaluate
the quality of each created kernel independently from the particular model in
which it could be applied (SVM for regression, LSSVM, Gaussian Processes,
etc.). The created kernels are a posteriori tested using the kernelized version
of the weighted k-nearest neighbours algorithm (KWKNN), that it is less com-
putational expensive than other options and also more robust with respect to
the non-Mercer kernels.

Thus, the work presented in this paper illustrates the application of a kernel
method for function approximation, specializing the kernel functions to a given
problem by means of a Genetic Programming Algorithm. The rest of the paper
is organized as follows: Section 2 will briefly introduce the NNE delta test, as
well as the modification it is needed to use kernel-based distances instead of
Euclidean; Section 3 will present the Genetic Programming Algorithm designed
to adapt the kernels; in Section 4, the experiments performed on specific data are
described and the results commented; and, finally, in Section 5, some conclusions
will be drawn.
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2 Delta Test

The estimation of the amount of noise present on a set of Input/Output data
has proved to be specially useful for regression problems since it can provide
an estimation of the best results that any model can reach for these specific
data, and also it can be used to perform a selection of the most relevant input
variables for the system [12]. The delta test for a given set of input vectors
Xi, i = 1...n ∈ Rd with their corresponding output Yi, can be defined as:

δn,k =
1
2n

n∑
i=1

(Yi − YN [i,k])2 (1)

where N [i, k] is the index of the k-th nearest neighbour to Xi in a distance mea-
sure, usually the Euclidean distance. Since δn,1 ≈ Vn, where Vn is the variance
of the noise in the output, it is possible to use δn,1 as an estimation of the best
mean quadratic error that could be obtained by a model designed using X,Y .

The adaptation of the algorithm to work in feature space is quite simple and
is obtained by redefining the distance measure D as:

D (x, x′) =
√

k(x, x) + k(x′, x′)− 2k(x, x′) (2)

where k is a kernel function. To get the kernel-distance-based version of the delta
test it is only needed to use the expression (2) instead of Euclidean distance to
compute the nearest neighbours. We will refer to this as the kernelized delta
test.

3 Genetic Programming Algorithm

The first parameter to define in a Genetic Programming algorithm is the rep-
resentation of the solutions. In the case of kernels, the classical parse tree rep-
resentation is adequate, leaving the main choice to the set of operators and
terminal nodes that will be used. In [9] [10], the nodes are chosen to generate
Mercer Kernels, using as terminal nodes known Mercer kernels and operators
that guaranteed that the result will remain a Mercer Kernel (kernel closure); in
[7] a resulting function k(x, z) is used to create a kernel K(x, z) = k(x, z)k(z, x),
ensuring the symmetry of the function; in [8] the symmetry is ensured by using a
set of terminal nodes in which each of them is a symmetric function of inputs; in
[11] the conditions of symmetry and Mercer theorem are tested after the creation
of each kernel.

In our case, as in [8], the nodes are chosen to ensure the creation of kernel
functions k(x1, x2;P ) that are symmetrical with respect to the inputs x1, x2,
and P is the set of parameters of its constituting node operators, which become
the parameters of the kernel. These nodes can be seen in Table 1. Most of the
operators have an arity (i.e, number of children) fixed to 1 or 2, but nodes 2 and
4 can have more children (this is a parameter max. arity of our algorithm that
can be defined).
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Table 1. Operators used in the proposed GP algorithm. pi is a parameter of the node,
inputi is the result of the evaluation of the i-th child of the node, x1, x2 are inputs from
X, x1(d) means access to the dimension d of x1.

Index Node Index Node
1 p1 10 log(input1)
2

∑n
j inputj 11 exp(input1)

3 input1 − input2 12 tanh(input1)
4

∏n
j inputj 13 sin(input1)

5 (input1)input2 14 p1(x1(d) + x2(d))
6 par1 · input1 15 p1(x1(d) − x2(d))2

7 (input1)par1 16 p1x1(d) · x2(d)
8 −input1 17 p1sin(π · p1 · (x1(d) − x2(d)))2

9 (input1)2

To limit the search space, we apply to every new tree some simplification and
normalization procedures. The chosen operators for the GP algorithm are:

Initialization: the population is initialized using the grow procedure [13], as
in [7] [11], to ensure variety of tree depths in the initial population.

Selection: the parents will be chosen by the classical roulette wheel selection
procedure [14].

Cross-over: the classical GP operator subtree exchange cross-over is used [4].
This operator selects a random subtree of each parents and swaps them.

Mutation: subtree prune mutation, that substitutes a randomly selected sub-
tree of the tree by a terminal node.

Replacement: the worst individuals of each population are replaced each gen-
eration.

A major concern of GP is the bloat effect: the growing of trees in population
without fitness increase. Since the cross-over operator make the trees grow, in our
algorithm the mutation operator is chosen to compensate this effect by reducing
the size of the trees. Additionally, the maximum depth, number of nodes and
node arity in a valid tree are parameters of the algorithm, and only valid trees
are evaluated and used in reproduction.

Our GP algorithm will receive a set of input vectors Xi, i = 1...n ∈ R
d

with their corresponding output Yi of a regression problem, and will compute
kernels that can be used in models for its approximation. Each individual of the
implemented GP algorithm is a kernel whose fitness value is computed as the
square root of the kernelized delta test with this kernel for the training data
of a regression problem divided by the variance of the output. Since all kernels
have their own parameters, they are optimized with respect to the kernelized
delta test using a Variable Neighborhood Search (VNS) [15]. The use of the
VNS instead of the classical conjugate gradient is justified by the fact that the
expression needed to compute the delta test is not differentiable.
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The software was developed in Matlab on a personal computer and cross-
compiled to a cluster platform. To access the MPI library from our codes, the
MPImex toolbox is used[16][17]. Most of the computational cost is the optimiza-
tion of the kernel parameters w.r.t. the kernelized delta test. To reduce the
execution time, a load balancing scheme was implemented: a process maintains
the population and executes the main loop (i.e.: generational process, individual
creation, etc.); while each of the rest executes a loop waiting for receiving from
the master node a kernel, applies VNS to optimize its parameters and returns
the result to the master node.

4 Experiments

Once the GP algorithm used has been presented, this section will describe the
particular settings for the specific experiments carried out, the resulting kernels
and the evaluation of the performances of these specific-to-problem kernels versus
the commonly used kernels in the literature.

4.1 Data

In our experiments we will try to model and predict the monthly river flow time
series of the Snake river1. Note how in this case, the series presents a high level
of noise, although with a recognizable periodic pattern which should be taken
into account by the kernels. The data set has a total of 1092 data. The first half
will be used for training and the rest for test. The indices of the time series,
t = 1 · · · 1092, will be used as inputs and the values yt as outputs. The training
and test data sets are defined each as half of the total data.

4.2 GP Settings

The values of the parameters of the GP algorithm in the experiments are those
shown in Table 2. These settings were chosen to avoid too long execution times
but without limiting too much the trees (i.e. kernels) that can be generated.

Table 2. Parameter values of the GP algorithm in the experiments

Parameter Value Parameter Value
population size 60 max. tree depth 4
number of generations 100 max. tree nodes 10
subst. by generation 30 max. tree node arity 5

1 http://www-personal.buseco.monash.edu.au/hyndman/TSDL/hydrology.html

http://www-personal.buseco.monash.edu.au/hyndman/TSDL/hydrology.html
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4.3 Results

For comparison purposes, KWKNN (k = 10) using classical kernels is applied
to the problem: the kernel Linear (3), Gaussian or RBF(4), Rational Quadratic
(5) and Periodic (6).

klinear(x1, x2; {α}) = α 〈x1, x2〉 . (3)

kgauss(x1, x2; {σ}) = exp
(
− 2

σ2
2 ‖x1 − x2‖2

)
. (4)

kratquad(x1, x2; {α, β}) =
(

1 +
‖x1 − x2‖2

2αβ2

)−α

. (5)

kperiodic(xi, xj ; {σ, λ}) = exp
(
− 2

σ2 sin
(π

λ
(xi − xj)

)2
)

. (6)

Table 3. Results using common kernels with KWKNN

kernel training error test error best training error best test error
linear 7.27e-01 ± 4.87e-14 1.32e+00 ± 1.62e-15 7.27e-01 1.32e+00
gauss 7.27e-01 ± 2.10e-06 1.32e+00 ± 4.42e-04 7.27e-01 1.32e+00
ratquad 7.27e-01 ± 1.74e-06 1.32e+00 ± 2.87e-04 7.27e-01 1.32e+00
periodic 6.37e-01 ± 6.33e-02 8.91e-01 ± 5.56e-02 5.43e-01 8.45e-01

In Table 3 the results for the KWKNN models using common kernels are
presented, 10 models for each kernel were generated and for each of them the
kernel parameters were optimized versus the 10 fold cross validation error on half
the data (the training data) by a VNS procedure. The Normalized Root Mean
Square Error (nrmse,

√
mse/σ2

y) is used, an NRMSE = 1 means a prediction as
good as predicting the mean of the output. In Table 4 the results for the models
using the kernels generated by one execution of the GP algorithm are shown, as
well as the results of the models using the three best kernels generated by the
GP algorithm (according to their fitness). It is worth to recall that the values of
the kernel parameters of the three best kernels generated by the GP algorithm
are those obtained optimizing the kernelized delta test, i.e. the parameters
of the kernels were not specifically optimized in these cases for the KWKNN
models, but they get good results. The results of 10 KWKNN models using the
three best kernels optimizing the kernels parameters as in common kernel case
are also shown.

The results show that the performances reached by the specifically-generated
kernels are better than those obtained by the usual and more general kernels.
The expressions of the three best kernels 4 reveal that the main feature of the
data is its strong periodicity, confirmed both by the fact that from common
kernels the one with best results is the called Periodic Kernel, Equation (6).



Creation of Specific-to-Problem Kernel Functions 341

Table 4. Results of KWKNN models generated from the final population of GP

fitness training error test error
4.71e-01 ± 6.12e-02 6.57e-01 ± 1.84e-01 9.10e-01 ± 1.82e-01

Kernels of the 3 best individuals
K(u, v; {p1, p2, p3, p4}) =

(
p1(u1 − v1)2

)
·
(
−
(
(p2) −

(
p3sin(πp4(u1 − v1))2

)))
K(u, v; {p1, p2, p3}) = (p1) ·

(
p2sin(πp3(u1 − v1))2

)
K(u, v; {p1, p2, p3, p4}) =

(
−
(
(p2) −

(
p3sin(πp4(u1 − v1))2

)))p1

Models using the 3 best kernels and values of kernel parameters from GP
fitness training error test error
3.26e-01 4.98e-01 7.82e-01
3.86e-01 5.57e-01 8.27e-01
3.89e-01 4.57e-01 8.30e-01

Models using the 3 best kernels
training error test error best training error best test error
7.56e-1 ± 1.32e-1 1.028e-1 ± 1.18e-1 4.98e-1 7.82e-1
7.12e-1 ± 1.47e-1 9.470e-1 ± 1.38e-1 4.36e-1 5.98e-1
6.62e-1 ± 1.33e-1 8.683e-1 ± 1.45e-1 4.20e-1 5.86e-1

5 Conclusions

The use of specific-to-problem kernels are strongly recommended in the litera-
ture of kernel methods, but it requires a deep understanding of the data and
the kernels themselves to be effective. This paper has presented a Genetic Pro-
gramming Algorithm capable of designing specific-to-problem kernels that use a
kernelized version of the non parametric noise estimator delta test. The ker-
nels obtained for a time series data show that they were able to model the
periodicities of the series, which is its main feature and the key to make a
successful prediction. Another element to remark is the utility of parallel pro-
gramming as an almost obligated use in order to obtain practical execution
times.
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Abstract. The goal of this paper is to provide a method to generate efficient and
short test suites for Finite State Machines (FSMs) by means of combining Genetic
Algorithms (GAs) techniques and mutation testing. In our framework, mutation
testing is used in various ways. First, we use it to produce (faulty) systems for the
GAs to learn. Second, it is used to sort the intermediate tests with respect to the
number of mutants killed. Finally, it is used to measure the fitness of our tests,
therefore allowing to reduce redundancy. We present an experiment to show how
our approach outperforms other approaches.

1 Introduction

Software testing is an expensive and time consuming task. If a formal approach is used,
tests are derived from a specification. For derived test sets to be complete, the tester
needs to assume a given set of assumptions and hypotheses, allowing to reduce the
space of the possible implementations. Our intention is to combine GAs and mutation
testing to create a new approach capable of deriving a test suite that, with a short amount
of execution time, finds the 95% of the faulty implementations. We call our methodol-
ogy GAMuT (Genetic Algorithm and MUtation Testing) and it is composed of 3 main
phases: Learning through evolution, learning through specialization, selection and re-
duction of the test cases.

GAs have shown to have a good performance in search and optimization problems.
There exists a number of papers where GAs are used in testing (e.g.[4,5,2]). They usu-
ally represent the test data generation problem as an optimization problem and heuris-
tics are used to generate test cases. Mutation Testing has been widely used for checking
the performance in test suites, by measuring its capability to kill mutants, for details into
applications developed through mutation testing see [3,8] for some formal approaches
and [1] for a critical discussion on its use. We propose to use mutation as a way to
provide the GA with enough learning examples in an automated way, by modifying
the specification and subsequently creating simulations of faulty implementations. We
compile several populations into a community. Therefore, each community has several
populations, with several inhabitants each, and each individual has a DNA that directly
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represents a test sequence, that is, a chain of inputs that will be applied to the implemen-
tation under test (in short, IUT). In our methodology, mutation testing is used in three
ways. In the first phase of GAMuT, called learning through evolution, the community
is presented with a set of mutants. In our approach we use 100 IUTs and each of the
populations is confronted with all the IUTs. The fitness function is a heuristic based on
the percentage of mutants killed. The second phase of GAMuT, learning through spe-
cialization, also uses mutants but in a different way. In this case, each population inside
the community (after having evolved to kill the biggest number of mutants) is given one
IUT, mutated from the specification, and each population evolves to try and minimize
the length of the sequence needed to find the error inside that mutant. Finally, we select
the fittest individual from each population (from both phases) and create a set of tests,
which we confront with the final and biggest set of mutants (500 in our methodology),
to be able to find the number of mutants killed by each of the selected individuals. Then,
as the last step, we make a subdivision with the smaller set of tests that kills the highest
number of mutants.

The rest of the paper is organized as follows, in Section 2 we present the language
used to define specifications, the mutation operators, and define the operations and ob-
jects of GA. In Section 3 we give a schema of the different phases of our methodology.
In Section 4 we present experiments and the results of the comparisons of our technique
with random testing. Finally, in section 5 we give our conclusions and some ideas for
further development.

2 Preliminaries

We introduce hereby some general notions, about Finite State Machines, and about our
GA. Specifications and its mutants are given by means of finite state machines.

Definition 1. A Finite State Machine, in short FSM, is a tuple M = (S, I,O, T r, s0)
where S is a finite set of states, I is the set of input actions, O is the set of output
actions, Tr is the set of transitions, and s0 is the initial state. We say that M is input-
enabled if for all state s ∈ S and input i ∈ I, there exist s′ ∈ S and o ∈ O such that
(s, s′, i, o) ∈ Tr. We say that M is deterministic if for all s ∈ S and i ∈ I there do not
exist two different transitions (s, s1, i, o1), (s, s2, i, o2) ∈ Tr. $%

A transition belonging to Tr is a tuple (s, s′, i, o) where s, s′ ∈ S are the initial and
final states of the transition, and i ∈ I and o ∈ O are the input and output actions,
respectively. Intuitively, a transition (s, s′, i, o) of a FSM indicates that if the machine
is in state s and receives the input i, then the machine emits the output o and moves
to s′. Along the rest of this paper we assume that all the machines are input-enabled
and deterministic. The first restriction, as usual, is needed to ensure that implementa-
tions will react to any input provided to them. The second limitation is not vital to our
approach, although it simplifies the implementation of the algorithm.

Next we define two mutation operators: One will modify the output of a certain
transition and the other will modify the state at which the transition arrives.

Definition 2. Let M = (S, I,O, T r, s0) be a FSM. The application of the operator
moper1 to M produces a mutant by choosing a transition tr = (s, s′, i, o) ∈ TR and
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an output o′ �= o, and by returning the FSM M ′ = (S, I,O, T r′, s0) such that Tr′ =
Tr\{tr}∪{tr′}, where tr′ = (s, s′, i, o′). The application of the operatormoper2 toM
produces a mutant by choosing a transition tr = (s, s′, i, o) ∈ TR and a state s′′ �= s,
and by returning the FSM M ′ = (S, I,O, T r′, s0) such that Tr′ = Tr\{tr} ∪ {tr′},
where tr′ = (s, s′′, i, o). $%

A usual problem in mutation testing is that the application of mutation operators may
produce an equivalent mutant, that is, a mutant equivalent to the specification. There-
fore, when applying mutation testing it is normal that tests do not kill all the mutants
since some of them (the equivalent ones) are not even supposed to be killed.

GAs are an AI technique that uses metaphors of mechanisms present in nature for
organism to develop, adapt and reproduce, to try to survive in the system in which
they act and live. Its main operators are mutation, reproduction (genetic crossing) and
selection of the fittest individuals. GAs are a good method to use with black-box testing
since if we do not have any information regarding the internal structure of the IUT,
then the testing problem can be expressed as a search problem, guided by a heuristic.
In our case, the search space is the set of all possible implementations that may have
mutated from the given specification. GAs can adapt themselves to find this optimum,
as long as the fitness function is correctly defined. Let us note that if we were to leave a
genetic algorithm running indefinitely, the whole population will converge to the same
inhabitant, that would be the one that maximizes the fitness function.

3 Description of GAMuT

Next we describe our GA. Since we do not want to find a single solution and for the
sake of genetic diversity, we have added another component to usual GAs: A community
holds several populations, having in turn several inhabitants. We do not allow genetic
crossing between populations. This can be seen as a parallelism to what is sometimes
called in the literature species. An inhabitant of a specific population has a DNA se-
quence that is formed by genes, that codifies the test to be applied. The value that each
gene can take is any input i ∈ I . The DNA sequence can be modified through mutation
and recombination, that is, by mating of two inhabitants. In addition, it can also mutate
the length of its sequence. The community holds the specification that we are trying to
check as well as a set of examples of mutated specifications that we will call exIUT, and
each population holds a mutated IUT specific for it, used in the specialization phase.

In order to initiate our algorithm, all genes are randomly initialized, so that a random
number of gens is available for each possible DNA. The size of the population, the
number of populations, and the fitness function are decisions to be made by the tester,
that has to take into account the number of states of the machine. An example of fitness
function used in GAMuT is shown in Section 4. The search finished by two means,
one will be to reach the maximum number of generations specified for the GA, the
other is that the test sequences are able to detect a specific percentage of the faulty
IUTs. We count with two mutation operators for DNA: To change the value of one
or more gens and to modify the length of the DNA sequence. DNAs can be modified
also by combining them with the DNA of another inhabitant through mating. In our
approach we have used a single point crossover, with random position for the division.
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As usual, we will use elitism as a way to control that only the best solutions actually get
to mate and reproduce. We will use the roulette wheel selection technique that allows
to choose the inhabitants in a proportional scale to its fitness. In our case, we also add
after reproduction the original set of elected best inhabitants from the population, not
to loose solutions. In order to decide who are the best, we find the top/lowest fitness
scores, and we take a percentage of the top to be chosen as the best.

Our algorithm is divided into several phases that are graphically represented in
Figure 1. These phases are:

Fig. 1. Scheme of our approach
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1. Generation. First, the community is generated. A specified number of populations
are stored into the community. Second, inhabitants for each population are intro-
duced into the different populations. Each inhabitant holds in its DNA a sequence
of inputs that could be applied as a test. Third, the specification is introduced and a
set of mutants is generated by applying the two mutation operators.

2. Evolution. In the evolution phase each inhabitant tries to kill mutants from a re-
duced set of candidates. The fitness function is as simple as the percentage of
mutants killed from the set. These populations evolve as every other GA during
a number of generations, to try and find a solution. The best individuals of each
population are selected and saved for further use.

3. Specialization. In this phase the already evolved population is modified by inserting
one specific faulty IUT into each of the populations, and making the GA try to find
suitable individuals that will find the mistake present in the mutation. In this case
the fitness function is thought to find one mistake in the IUT with the shortest DNA
sequence. The individuals with the shortest test sequence while detecting the fault
in the IUt of each population are selected and saved for further use.

4. Selection. We sort the inhabitants generated after the previous phases to get the ones
that kill more mutants (trying to shorten the overall testing sequence length). More
precisely, we initially select the ones that are needed to kill the mutants that did not
die when applying the first test, and we repeat the process. Thus, by eliminating
redundant tests we have to find a tradeoff between killing the highest number of
mutants and getting the shortest sequence. In our framework, we eliminate every
test that kills less than 1% of the mutants.

4 Application of GAMuT: Results and Comparisons

We have developed a tool to implement our methodology. We have used Java Technol-
ogy (JDK 1.6) and the Netbeans software, and made usage of the MVC architecture
to enable ease of maintenance, and use session facade, singleton and light-weight de-
sign patterns. FSMs are implemented as a set of adjacency matrices, one for each input;
instead of having 1 to denote that a connection exists, the corresponding output is speci-
fied. The singleton community class holds the objects that must be available at all times.
There is a class for each GA object, 3 heuristics that implement a common interface and
a couple of auxiliary classes, like matrix and errors.

We have worked with a specification having 50 states. The corresponding FSM has
been randomly generated to avoid that its specific structure produces any bias in the
application of our methodology. Our set of inputs is I = {a, b} and the set of outputs
is O = {1, 2}, but bigger sets could be considered without affecting the results. From
the specification we derive 500 mutants, from which 100 are chosen as the learning set.
The used specification in the experiment reported in this paper is shown in Figure 2.
The number of populations in the community is 30.The size of each population is of 50
inhabitants. The maximal number of generations allowed for the phase of evolution is
200. The maximal number of generations for specialization is set to 200.

DNA are sequences < i1 ij . . . in > of inputs. We mutate the length of the DNA
sequence in a 33% of the cases, randomly deciding whether to enlarge or to shorten it.
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Fig. 2. Example of specification

We mutate the value of various genes simultaneously, being the number of mutations
randomly chosen, but proportionally to the inverse of its fitness function, that is, n =
random[1,ng/3]

f , being n the number of genes modified, ng the total number of genes,
and f the value given by the fitness function.

There are two fitness functions: One for the evolution phase and another one for the
specialization phase.

1. Fitness for evolution: f = | mutantskilled | ·100
| mutants | is the percentage of mutant imple-

mentations, for which an inhabitant finds an error.
2. Fitness for specialization: f = e − l · α, where e is equal to 1 if an error is found,

and l is the length of the genetic sequence starting to count from the point where
the error is found; otherwise, starting to count from the beginning of the sequence,
and 0 ≤ α ≤ 1 is its weight. This heuristic tries to approximately find the shortest
test sequence that detects an error in the IUT that we are checking.

Mating is done through selection with the roulette wheel selection technique and it
uses a single point crossover for DNA reconversion.

In order to check convergence in the evolution step, we take into account the fittest
individuals from each population, and consider them as a test suite, that is applied to
the number of learning IUTs. If the total number of killed mutants is over 85%, then we
allow the program to continue towards its next step. For the specialization phase we set
finding 75% of the errors as a good number to stop the algorithm and go to the selection
process. This number does not represent the mutants that the set will kill, but how many
of the test found an error in a specific IUT. Obviously, these values can be modified
to find fitter tests, but our experience shows that these limits behave good enough. If
convergence is not reached before the total number of generations allowed, then the
system stops the process and continue with its next step.

In order to compare our methodology we have implemented a random testing tool.
Random testing is a technique argued to be as valid as any other testing technique (see
[7,9,6]). As we can see in Figure 3, the test suite resulting after selection is the shortest
one and detects up to 94.6% of mutants as faulty. Compared to the randomly generated
test suite, it outperforms it both by number of mutants killed and by having a shorter
test sequence. Even though to produce our test suite takes more time than a random
generation, the extra performance of our approach to find errors, even though not very
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Fig. 3. Killed mutants/length of test sequence

significant, is worth the additional computations. Actually, the time spent in testing is a
valuable asset. Thus, we have to minimize the number of applied tests (in other words,
the length of the test suite) even if we have to make additional off-line computations, that
are very cheap when compared to the cost of testing. Actually, in order to test a system
we usually have to stop it. Thus, the more time the system is halted, the most expensive
the testing process is, since the system cannot be producing what it is supposed to
produce. In the case of the evolution and specialization test suites, they are between 1%
and 2% below in test coverage (i.e. in proportion of killed mutants) because we have
chosen the best tests of both test suites, and they are a lot longer to apply due to their
high redundancy on the kind of errors found. This is even so if we eliminate, from the
selected tests, those that kill under 1% of the mutants, because the time to apply those
tests, compared to the benefits of the number of mutants detected, makes it not worthy
to retain them in the final test suite.

5 Conclusions and Future Work

The results after experimentation with the implementation of GAMuT have led us to
claim that the existence of these different phases is crucial. GAMuT combines the evo-
lution as a massive learning process (thanks to mutation testing techniques), in which
we try to reach a maximum, and a more local search, specialization, that creates ele-
ments in a more sophisticated way by creating a variety of viewpoints, seen as genetic
diversity, that confronts the same problem. It is also important to remark the order in
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which the phases are applied, because this modifies the starting point of the population
for the second GA step (specialization), making it a good starting point to be able to
locate an optimum. Furthermore, selection is crucial as well because we need to get rid
of the redundancy that the overlapping solutions offers, a normal consequence of the
stochastic transformations.

We believe that this approach is feasible and since it tends to create a close-to-
complete set of tests, with a short amount of testing time, it is suitable for its application
on a number of systems, once it is developed for other languages. Due to this fact, one
line of future work will be to study how to codify more languages into the DNA se-
quences and any derivation that will cause this on the rest of the elements of the system,
like the mutation operators and the fitness functions.

Another idea for future development is to provide the GA algorithm with memory
for its inhabitants. Then, they could foresee the best mutation rates and the ones that are
leading them to a better heuristic value, maybe through the use of a neural network or
simply by probabilistic methods. In this way we can reach convergence faster.
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Abstract. Given a finite state machine denoting the specification of
a system, finding some short interaction sequences capable to reach
some/all states or transitions of this machine is a typical goal in test-
ing methods. We study the problem of finding such sequences in the
case where configurations previously traversed can be saved and restored
(at some cost). Finding optimal sequences for this case is an NP-hard
problem. We propose an heuristic method to approximately solve this
problem based on an evolutionary computation approach, in particular
River Formation Dynamics. Some experimental results are reported.

1 Introduction

Testing constructed systems is an industrial necessity in any IT developing
process. In particular, formal testing techniques [10,12,3,17] allow to perform
testing tasks in a systematic and (semi-)automatic way. Typically, testers refuse
to pursue the completeness, that is, they do not aim at applying some tests
such that observed results allow to precisely determine whether the implementa-
tion under test (IUT) is correct or not. Instead, some coverage testing [19,11,8]
criteria are pursued. For instance, given a specification represented by a finite
state machine (FSM), we could be interested in applying a test suite that al-
lows to reach, in the IUT, all transitions or all nodes defined in the specification
(assuming that the IUT were actually defined as the specification). Reaching
a specification configuration by following a given path does not imply that the
same configuration is reached in the IUT. Therefore, a test suite that allows to
reach each specification state or transition by following a single path is not a com-
plete test suite in general. However, such an incomplete test suite could detect a
high number of possible faults. Thus, incomplete test suites can be very useful in
practice.

Several graph theory techniques have been applied to find short test sequences
allowing to reach, at least once, all states or transitions in an FSM specifi-
cation [1,4,18]. In this paper we generalize testing methods allowing to reach
some/all FSM states or transitions to the case where the tester can restore any
previous configuration of the system. Let us assume that the IUT is a software
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s1 s2

s4 s3

i1/o1/5

i2/o2/4i3/o3/3

i4/o4/2

i5/o5/1

Fig. 1. Example of cost-weigthed FSM

system and the tester can save the complete current configuration of the sys-
tem at any time. Then, at any subsequent time, the tester could restore such
configuration and execute the system from that configuration on. In particular,
after restoring the configuration, he could follow a different path to the one he
followed the previous time. Notice that, if configurations can be saved/restored,
then the tester can use this feature to avoid repeating some execution sequences.
Thus, some time assigned to testing activities can be saved. Let us also note
that saving/restoring the complete configuration of a system could be time-
expensive. In particular, these costs are similar to the costs of executing process
suspending and process restoring operations in any operating system, which in
turn are due to copying the program state from/to RAM to/from hard disk, re-
spectively. Thus, a testing technique using these features should take these costs
into account. For instance, let us consider the (cost-weighted) FSM depicted in
Figure 1. The initial state is s1 and transitions are labelled by an input, an
output, and the time required to take the transition. Let us suppose transitions

s3
i3/o3/3−−−−−−−→ s1 and s4

i5/o5/1−−−−−−−→ s1 are critical, i.e. they must be tested. The
interaction plan s1

i1−−→ s2
i2−−→ s3

i3−−→ s1
i1−−→ s2

i2−−→ s3
i4−−→ s4

i5−−→ s1 covers
these transitions at cost 5 + 4 + 3 + 5 + 4 + 2 + 1 = 24 time units. Let us sup-
pose that saving/loading a previously traversed configuration costs 7 time units.
Then, the interaction s1

i1−−→ s2
i2−−→ s3

i3−−→ s1
load s3−−−−−−−→ s3

i4−−→ s4
i5−−→ s1

costs 5 + 4 + 3 + 7 + 2 + 1 = 22 < 24, so loading is preferable in this case.
In general, saving/restoring operations should be used only when the cost of
repeating a path is bigger than the cost of saving and restoring a configuration.
Let us note that this is actually the case of many software systems that are
computation-intensive but that do not use much memory (e.g. control systems,
embedded systems, etc).

In this paper we present a method that, given (i) the cost of saving/restoring a
configuration; (ii) an FSM specification explicitly denoting the cost of performing
each transition; and (iii) a set of critical system configurations that are required
to be observed, it returns a plan to interact with the system (possibly including
saving/restoring operations) that allows to reach all critical configurations in
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a low overall time. The problem of finding the optimal interaction sequence
fulfilling these conditions will be called the Minimum Load Sequence problem
(MLS). We can observe that MLS is an NP-complete problem1. Thus, we will
provide a heuristic method to approximate the optimal path. Let us note that an
interaction plan where saving/restoring configurations is allowed (under a certain
cost) is, in fact, a plan where each save/restore point represents a bifurcation:
Initially, we will take a path, and then we will return to a previous point and
follow another path. Thus, interaction plans found by our method will not be
represented by a sequential path, but by a tree covering all critical points where
the root is the initial state of the FSM. Hence, our goal will be finding a tree
where the sum of the costs of all the transitions of the tree (including the sum
of the costs of saving/restoring operations) is minimal2.

In order to heuristically solve this NP-hard problem, we use an evolutionary
computation approach [7,9]. In particular, we consider River Formation Dynam-
ics (RFD) [13,14,15]. Briefly, RFD consists in simulating how drops transform
the landscape while they flow down to the sea. Drops erode the ground when
they traverse high decreasing gradients, and they deposit carried sediments in
flatter areas. By increasing/decreasing the altitude of nodes, gradients are mod-
ified, which in turn affects movements of subsequent drops. Eventually, formed
decreasing gradients will depict paths from the point/s where it rains to the sea.
Since drop movements are driven by the difference of some values (in particular,
node altitudes) rather than on these values themselves, RFD can be seen as a
gradient-oriented version of Ant Colony Optimization (ACO) [6,5,2]. However,
there are other important differences between RFD and ACO (see [14,15] for
details).

The rest of the paper is structured as follows. In Section 2 we introduce our
general heuristic method, while in Section 3 we show how to apply it two our
particular problem. Afterwards, in Section 4 we report the results obtained in
some experiments. Finally, in Section 5 we present our conclusions and some
lines of future work.

2 Brief Introduction to River Formation Dynamics

In this section we briefly introduce the basic structure River Formation Dynamics
(RFD) (for further details, see [13,15]). Given a working graph, we associate
altitude values to nodes. Drops erode the ground (they reduce the altitude of
nodes) or deposit the sediment (increase it) as they move. The probability of
the drop to take a given edge instead of others is proportional to the gradient of
the down slope in the edge, which in turn depends on the difference of altitudes
between both nodes and the distance (i.e. the cost of the edge). At the beginning,
a flat environment is provided, that is, all nodes have the same altitude. The
exception is the destination node, which is a hole (the sea). Drops are unleashed
1 The proof of its NP-completeness is given in the extended version of this paper [16].
2 A formal presentation of MLS, in particular proving that focusing on trees rather

than on sequences is a right approach, can also be found in [16].
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at the origin node/s, and they spread around the flat environment until some
of them fall in the destination node. This erodes adjacent nodes, which creates
new down slopes, and in this way the erosion process is propagated. New drops
are inserted in the origin node to transform paths and reinforce the erosion of
promising paths. After some steps, good paths from the origin to the destination
are found. These paths are given in the form of sequences of decreasing edges
from the origin to the destination. Several improvements are applied to this basic
general scheme (see [13,15]).

Compared to a related well-known evolutionary computation method, Ant
Colony Optimization, RFD provides some advantages. On the one hand, local
cycles are not created and reinforced because they would imply an ever decreasing
cycle, which is contradictory. Though ants usually take into account their past
path to avoid repeating nodes, they cannot avoid to be led by pheromone trails
through some edges in such a way that a node must be repeated in the next
step3. However, altitudes cannot lead drops to these situations. Moreover, since
drops do not have to worry about following cycles, in general drops do not
need to be endowed with memory of previous movements, which releases some
computational memory and reduces some execution time. On the other hand,
when a shorter path is found in RFD, the subsequent reinforcement of the path
is fast: Since the same origin and destination are concerned in both the old and
the new path, the difference of altitude is the same but the distance is different.
Hence, the edges of the shorter path necessarily have higher down slopes and
are immediately preferred (in average) by subsequent drops. Finally, the erosion
process provides a method to avoid inefficient solutions because sediments tend to
be cumulated in blind alleys (in our case, in valleys). These nodes are filled until
eventually their altitude matches adjacent nodes, i.e., the valley disappears. This
differs from typical methods to reduce pheromone trails in ACO: Usually, the
trails of all edges are periodically reduced at the same rate. On the contrary, RFD
intrinsically provides a focused punishment of bad paths where, in particular,
those nodes blocking alternative paths are modified.

3 Applying RFD to Solve MLS

In this section we show how the general RFD scheme, briefly introduced in the
previous section, is adapted to solve MLS. Due to the lack of space, some details
are omitted here (for further details and more complete explanations, see [16]).
First, let us note that our goal will be constructing load trees where the root is
the initial state of the given WFSM. In terms of RFD, we will make this node be
the final goal of all drops, i.e. the sea. In order to make drops go in this direction,
each transition of the WFSM will be represented in the working graph of RFD by
an edge leading to the opposite direction. Thus, final trees constructed by RFD
will have to be inverted in order to constitute valid MLS solutions. During the
execution of RFD, new drops will be introduced in nodes representing critical
3 Usually, this implies either to repeat a node or to kill the ant. In both cases, the last

movements of the ant were useless.
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configurations (i.e. it rains in these nodes). After executing RFD for some time,
a solution tree will be constructed by taking, for each critical node, the path
leading to the sea through the highest available decreasing gradient.

Let us note that load trees may include repeated states. In particular, a re-
peated state denotes that we return to a previously traversed state by taking
transitions instead of by loading (a load is simply represented by a bifurcation).
Thus, solutions constructed by RFD must be able to include repetitions as well.
In order to allow this, additional edges connecting each state with the rest of
states through the shortest available path will be added to the graph. Let us
suppose that we wish to go from A to an (unvisited) critical node B, and the
cheapest way to do it is traversing some (repeated and/or not critical) nodes and
transitions N1 −→ . . . −→ Nm and next taking a transition from node Nm to B.
Rather than doing this, we will take a single direct transition from A to B whose
cost will be the addition of costs of transitions A −→ N1 −→ . . . −→ Nm −→ B.
Technically, no state or transition will be repeated in the working graph of RFD
by taking this direct edge.

In order to compute the cost of these additional edges, before launching RFD
we will execute the Floyd algorithm for the graph representing our WFSM. Given
a graph, the Floyd algorithm finds the shortest paths connecting each pair of
nodes.

The second main modification of the general RFD scheme concerns load costs.
The general RFD scheme does not include any negative incentive to form bifur-
cation points, i.e. points where two or more flows join together. However, a
negative incentive should be included because these points will represent loads
in our solutions, which imply some additional cost. Negative incentives should
be proportional to the load cost, in such a way that loads are preferred only if
repeating nodes is more expensive than loading. We consider two (negative) in-
centive approaches. On the one hand, let us suppose that a drop can take an edge
connecting its current node to a node N where some drop has already moved
this turn. Note that moving to N would imply that the hypothetical solution
formed by both drops would include bifurcation (i.e. a load) at N . In order to
take load costs into account, we will bias the perception of drops in such a way
that, when the drop makes the (probabilistic) decision of where to move next, it
will perceive as if the edge leading to N were C units longer than it actually is,
where C is the load cost. Since the chances to take a path depend on the gra-
dient, which in turn depends on the edge cost, this will reduce the probability
to go to N . In fact, the drop will choose to go to N only if it is a good choice
despite of the additional cost. Moreover, the erosion introduced after the drop
moves to N , which in turn also depends on the edge gradient, will be calculated
as if the edge cost were C units longer.

On the other hand, when a drop reaches the sea, some additional erosion will
be introduced in nodes traversed so far by the drop (in addition to the erosion
already produced by the drop in previous movements). This additional erosion
will be proportional to the suitability of the (possibly partial) solution found
by the drop. In order to reduce the number of individual drops movements,
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drops reaching some node at the same step will be joined into a single bigger
drop. Thus, a drop reaching the sea is actually the fusion of several drops that
departed at different nodes. By considering the edges traversed by each of these
subdrops, we will depict a tree. We can evaluate the suitability of this tree, based
on two factors: (a) the proportion of critical nodes and transitions, out of the
total amount of critical nodes an transitions, actually traversed by this tree; and
(b) the cost of the tree. If the proportion of critical nodes is close to 1, then
the traversed tree is near to be a solution. Thus, edges in the tree are further
reinforced (eroded). Besides, if this solution is competitive indeed (i.e. it has
lower cost) then this incentive is further increased.

4 Experimental Results

In this section we report the experimental results we collected after applying our
method to solve MLS for some weighted finite state machines. Our experiments
have two goals: (a) showing that being able to load previously traversed states
may allow to reduce the time needed to cover some states and transitions; and
(b) showing that solutions provided by our heuristic method are good enough
though not being optimal. Regarding (a), we compare the time required to cover
some critical configurations in the cases where load operations are allowed and
not allowed, respectively. This comparison is made for three load cost assump-
tions: the load cost is similar to the cost of taking a few edges (so loading is
usually preferable); the load cost is a bit less than the cost of the shortest path
between two distant nodes (so loading is seldom preferable); and an intermediate
approach. In the alternative case where we cannot restore configurations, we will
assume that a reliable reset button is available, which is a typical assumption in
testing methods. In fact, this is equivalent to assuming that we can restore only
the initial state of the machine. An adapted version of RFD, similar to the one
given in [14], is used to find solutions in this alternative case. Regarding (b),
for some small graphs we compare the performance and optimality of results
given by our method with those given by an optimal branch and bound (B&B)
strategy.

All experiments were performed in an Intel T2400 processor with 1.83 Ghz.
RFD was executed thirty times for each of the graphs during one minute, while
the B&B method was executed (only once) during one hour (note that B&B
is deterministic, so running it more times is pointless). For each method, the
following table summarizes the best solution found by each algorithm, the arith-
metic mean, the variance, and the best solution found for the alternative case
where we cannot load any state different to the initial state.

Method Graph size Best solution Arithmetic mean Variance Reset best
RFD 50 1616.81 1815.56 6414.07 2459.65
B&B 50 2158.45 - - -
RFD 100 221.00 326.40 3355.51 378.13
B&B 100 4346.45 - - -
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The ‘-’ symbol denotes a non-applicable case. The input of both algorithms
is some randomly generated graph with 50 and 100 nodes where the cost of
edges is between 0 and 100. The graph with 50 nodes is sparse (each node is
connected with 2-4 nodes) while the graph with 100 nodes is dense (each node
is connected with 80% of the nodes). Due to the lack of space, here we only
present the results for the case where the load cost is relatively cheap. Similar
results have been obtained for other load costs, though the differences between
the best solutions found for the cases where we can and we cannot load are
reduced as long as the load cost increases. These results can be found in the
extended version of the paper [16].

As we can see, cheaper testing plans can be obtained when load operations
are available. Besides, though B&B can eventually find the optimal solution, the
performance of RFD and B&B for similar execution times is incomparable: Even
if we execute B&B for much longer times than RFD, solutions found by RFD
clearly outperform those given by B&B. Besides, solutions provided by RFD
for the case when (general) loads are forbidden (i.e. we can only reset) are also
competitive compared with B&B.

5 Conclusions and Future Work

In this paper we have studied a testing scenario where we can copy and restore
previously traversed configurations of the IUT at some cost. This feature is spe-
cially interesting if operations performed by the IUT are time-expensive but the
memory used by it is, in comparison, not so high. In this case, using load/restore
operations allows to reduce the time needed to cover some given critical IUT con-
figurations, because loading will often be cheaper than repeating some already
traversed path. Finding optimal plans to interact with the IUT for this par-
ticular testing case is an NP-hard problem (we present a proof in [16]), so an
heuristic approach is required to find good test sequences (in particular, good
test trees). Thus, in order to solve this problem, we have applied an evolutionary
computation approach, in particular River Formation Dynamics. Experimental
results show that (a) loading is a good choice even in scenarios where the cost of
loading is not particularly low; and (b) the river formation dynamics implemen-
tation provides a good tradeoff between (partial) optimality of results and the
time needed to achieve them. As future work, we want to design an adaptation
of ACO to the MLS problem and compare its performance with RFD.
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Abstract. Frequently, the number of input variables (features) involved
in a problem becomes too large to be easily handled by conventional
machine-learning models. This paper introduces a combined strategy
that uses a real-coded genetic algorithm to find the optimal scaling
(RCGA-S) or scaling + projection (RCGA-SP) factors that minimize
the Delta Test criterion for variable selection when being applied to the
input variables. These two methods are evaluated on five different re-
gression datasets and their results are compared. The results confirm
the goodness of both methods although RCGA-SP performs clearly bet-
ter than RCGA-S because it adds the possibility of projecting the input
variables onto a lower dimensional space.

Keywords: real-coded genetic algorithm, global search, variable selec-
tion, delta test, input scaling, input projection.

1 Introduction

The size of datasets often compromises the models that can employ them for
a determined regression or classification task. A linear increase in the number
of variables results in an exponential increase in the necessary number of sam-
ples to successfully represent the solution space. This burden is called curse of
dimensionality [1] and affects many real-life problems usually characterized by
a high number of features. In these cases, it is highly convenient to reduce the
number of involved features in order to reduce the complexity of the required
models and to improve the interpretability.

In the recent years, many studies have intended to address variable selection
for regression using a variety of search strategies and convergence criteria. One of
the most successful criteria to determine the optimal set of variables in regression
applications is a nonparametric noise estimator called Delta Test (DT) ([2], [3]).

With regard to the search strategy, some authors propose local search strate-
gies for DT minimization (e.g. forward search [4], backward search, forward-
backward search ([5], [6])), because of their high speed, but they suffer from
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severe sensitivity to local minima. do not explore all the input search space effi-
ciently. Global search strategies (e.g. exhaustive search, tabu search [7], genetic
algorithms (GA) [8]) explore more efficiently the solution space but are much
slower too. A tabu based approach to DT minimization has been reported in
[6] and [9]. Parallel schemes that combine tabu and GAs have also been imple-
mented to ease the slow convergence drawback [6].

This paper aims to optimize the choice of relevant inputs in an automated
manner, by introducing a combination of a GA-based global search strategy with
two different fitness approaches: scaling and scaling enhanced with projection.
The use of real-valued scaling factors is already a great improvement that min-
imizes the DT beyond the limit imposed by pure selection, because a variable
can not only be selected or not, but also be given a weight according to its rela-
tive importance. Projection takes a further step as it includes the possibility of
projecting the input vectors into a lower dimensional space. Both methods have
been compared in [4] using a forward search method but their integration in a
global search framework remains unexplored so far.

This paper is organized as follows: Section 2 introduces the DT and its theo-
retical background. Section 3 describes the developed genetic algorithm and its
main parameters, paying special attention to the two custom fitness functions
created. Section 4 presents a performance study of both methods on a variety of
datasets and discusses the results. Finally, Section 5 summarizes the conclusions.

2 The Delta Test

The DT, firstly introduced by Pi and Peterson for time series [2] and proposed
for variable selection in [10], is a technique to estimate the variance of the noise,
or the mean squared error (MSE), that can be achieved without overfitting.
Given N input-output pairs (xi, yi) ∈ R

d × R, the relationship between xi and
yi can be expressed as

yi = f(xi) + ri, i = 1, ..., N , (1)

where f is the unknown function and r is the noise. The DT estimates the
variance of the noise r.

The DT is useful for evaluating the nonlinear correlation between input and
output variables. It can also be applied to input variable selection: the set of
input variables that minimizes the DT is the selected one. The DT is based on
hypotheses coming from the continuity of the regression function. If two points x
and x′ are close in the input variable space, the continuity of regression function
implies the outputs f(x) and f(x′) will be close enough in the output space. If
this is not accomplished, it is due to the influence of the noise.

The DT can be interpreted as a particularization of the Gamma Test (GT)
[11] considering only the first nearest neighbor. This yields a fully nonparametric
method as it removes the only hyperparameter (number of neighbors) that had
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to be chosen for the GT. Let us denote the nearest neighbor of a point xi ∈ R
d

as xNN(i). The nearest neighbor formulation of the DT estimates Var[r] by

Var[r] ≈ δ =
1

2N

N∑
i=1

(yi − yNN(i))2 , (2)

where yNN(i) is the output of xNN(i). For a proof of convergence the reader
should refer to [11].

3 Real-Coded Genetic Algorithms for Global Search

The use of GAs for variable selection has been widely reported in the literature
([12], [13], [14], [15], [16]). The purpose of the GA in this work is the global
optimization of the scaling weights and projection matrix that minimize the DT
when applied to the input vectors. This study intends to find the optimal DT
value in a fixed number of generations. Pure selection would clearly outperform
scaling in terms of speed but the best DT found is often sub-optimal. Scaling
or projection are necessary to get closer to the optimal set of solutions. For
that reason, a real-coded GA (RCGA) is proposed to optimize a population
of chromosomes that encode arrays of potential solutions. The two following
Subsections describe the fitness functions that were built and applied to the
RCGA: one for scaling and another combining scaling and projection.

3.1 Real-Coded Genetic Algorithm with Scaling: RCGA-S

The target of performing scaling is to optimize the value of the DT beyond
the minimum value that can be obtained with pure selection. When performing
scaling, the selected variables are weighted according to their influence on the
output variable. Let us consider f as the unknown function that determines
the relationship between the N input-output pairs of a regression problem, y =
f(x)+ r, with x ∈ R

d, y ∈ R and r ∈ R is a random variable that represents the
noise. Thus, the estimate of the output, ŷ ∈ R, can be expressed as ŷ = g(xs)+r,
with xs = s · x ∈ R

d and g is the model that best approximates the function f .
The objective is to find a scaling vector s ∈ R

d such that

ŷ = g(s1x1, s2x2, . . . , sdxd) + r (3)

minimizes Var[r] for the given problem.
In the existing variable selection literature there are several applications of

scaling to minimize the DT, but often keeping a discrete number of weights ([4],
[5], [6]) instead of using unconstrained real values like in this study. In each
generation, each individual (array of scaling factors) is multiplied element by
element by the i-th input sample from the dataset:

X i
S(1×d) = X i

(1×d) × S(1×d), i = 1, . . . , N , (4)
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where X is the N × d input matrix, XS is the scaled version of X and S is the
scaling vector.

The DT is calculated by obtaining the Euclidean distances among the
weighted input samples XS . Once done this, the first nearest neighbor of each
point is selected and the DT is obtained from their corresponding outputs, ac-
cording to Eq. 2. When a predefined number of generations has been evaluated,
the GA returns the fittest individual and its corresponding DT.

3.2 Real-Coded Genetic Algorithm with Scaling + Projection:
RCGA-SP

A projection can be used to reduce the number of variables by applying a linear
(idempotent) transformation, represented by a matrix P(d×k), to the matrix of
input samples X(N×d), resulting in a lower dimensional matrix XP (N×k), k < d:

XP (N×k) = X(N×d) × P(d×k) . (5)

Although it might seem counterproductive, the idea if the developed method
that combines scaling and projection is to add a new variable to the input space
(the projection of the input vectors on one dimension, i.e. with k = 1). Equations
6 and 7 describe this approach:

XP (N×1) = X(N×d) × P(d×1) , (6)

XSP (N×(d+1)) = [XS(N×d), XP (N×1)] , (7)

where XS is the scaled version of X as calculated in equation 4, XP is the
projected version of X and XSP is the new scaled/projected input matrix. In
this case, the length of the chromosome will be twice the length of the ones used
for the scaling approach, i.e. 2d, as a global optimization of the projection vector
P must be carried out along with the optimization of the scaling vector S.

4 Experiments

The experiments were carried out using MATLAB 7.5 (R2007b, The Mathworks
Inc., Natick, MA, USA), partly using the Genetic Algorithm and Direct Search
Toolbox v2.2, and several custom functions. The parts of the code that are
critical for speed, like the computation of pairwise distances among points, were
coded in C++ and compiled as MATLAB executables (MEX).

The populations are initially created using a custom function that assigns
a uniform initialization to a percentage of the population and the rest can be
customized by the user, specifying how many of the remaining individuals are
initialized randomly and how many of them are left as zeros. The function is
flexible in the sense that the custom percentage of the initial population can
be further split into more subsets, each one with a customizable percentage of
randomly initialized individuals.
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The crossover and mutation operators have also been implemented as custom
functions. The mutation operator is a pure random uniform function whereas the
crossover operator was BLX-α [17] because of its better performance compared
to the one-point, two-point and uniform crossover operators [8]. Regarding the
selection operator, the binary tournament was chosen because it outperformed
the roulette wheel. Three population sizes were tested: 50, 100 and 150 individu-
als. Values higher than 150 were discarded in order to keep reasonable runtimes.
To sum up, the GA parameters were set as follows:

– Number of averaged runs: 10
– Number of generations evaluated: 50
– Population sizes: 50, 100, 150
– Population initialization: 20% uniform / 80% custom (with 90% zeros and

10% random genes)
– Crossover operator: BLX-α (α=0.5)
– Selection function: Binary tournament
– Crossover rate: 0.85
– Mutation rate: 0.1
– Elitism: 10%
– Mutation function: Random uniform
– Fitness function: S/SP

4.1 Datasets

The described methods (RCGA-S and RCGA-SP) have been evaluated on five
regression datasets with different sample/variable ratios to assess their perfor-
mance in different types of scenarios. The dimensionality and number of samples
of each dataset are listed in Table 1. Santa Fe and ESTSP 2007 are time series,
so regressors of 12 and 55 variables, respectively, were built.

Table 1. Datasets used in the experiments

Dataset Instances Input variables

Boston Housing1 506 13
Tecator2 215 100
Anthrokids 3 1019 53
Santa Fe4 987 12
ESTSP 20073 819 55

1 http://archive.ics.uci.edu/ml/datasets/Housing
2 http://lib.stat.cmu.edu/datasets/tecator
3 http://www.cis.hut.fi/projects/tsp/index.php?page=timeseries
4 http://www-psych.stanford.edu/∼andreas/Time-

Series/SantaFe.html

All datasets were normalized to zero mean and unit variance. Therefore, all
DT values shown in this paper are normalized by the variance of the output.
The normalization was done variable-wise for all datasets except for Tecator, in
which variable selection works better with sample-wise normalization.
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4.2 Results

The results of the experiments appear listed in Table 2. In all tests, the popula-
tion size of 50 chromosomes gave worse results than 100 or 150. The population
size of 150 minimized the DT for most datasets, either with RCGA-S or RCGA-
SP. Nonetheless, the values of DT obtained with 100 individuals are often very
similar to the ones obtained with 150, and the high increase in computational
time might not always be worthwhile.

The average, minimum and maximum DT values are improved in all cases by
using RCGA-SP instead of RCGA-S. The rate of improvement depends on each
particular dataset, and is specially noticeable for Tecator (>64%) or Santa Fe
(>20%). Another important result is that the RCGA-S method is more precise
than RCGA-SP as the standard deviation is generally lower. Predictably, the
fact of doubling the chromosome size increases runtimes too.

An analysis of the initialization function was carried out using the GAs with
the best specifications among the tested (Population size = 150). The results,
for several custom/uniform initialization ratios, are listed in Tables 3 and 4. The
best mean DT for each dataset is marked in bold. As before, 90% of the custom
part was composed of zeros while the remaining 10% was randomized.

The results confirm the goodness of the custom initialization with respect to
the pure uniform, as the mean DT is reduced in most cases when a high rate
of custom-initialized genes is used. Again, the best improvement is found for
Tecator dataset (>68% in some cases). Comparing with the existing methodolo-
gies (forward-backward search, tabu search or combined tabu + GA search), the
results have improved for all tested datasets as it can be observed in [6].

Table 2. Performance of RCGA-S and RCGA-SP after 50 generations

Method Pop. size Measurement Housing Tecator Anthrokids Santa Fe ESTSP

RCGA-S

50
Mean±StDev DT (×10−4) 570±14 108±11 75±3 107±12 127.5±1.3
Min DT (×10−4) 544.54 92.60 71.91 89.99 125.01
Max DT (×10−4) 583.09 132.75 79.37 119.73 128.74

100
Mean±StDev DT (×10−4) 559±7 98±13 72.0±1.9 92±12 123.8±2.1
Min DT (×10−4) 544.78 75.74 69.13 77.33 120.65
Max DT (×10−4) 569.82 109.52 74.83 111.41 126.78

150
Mean±StDev DT (×10−4) 553±16 98±12 71.8±1.2 85±8 123.7±2.1
Min DT (×10−4) 528.47 83.60 69.81 75.46 121.43
Max DT (×10−4) 578.18 113.47 72.98 98.54 128.93

RCGA-SP

50
Mean±StDev DT (×10−4) 570±60 39±3 71±5 83±15 125±5
Min DT (×10−4) 523.56 35.02 66.08 69.96 119.02
Max DT (×10−4) 692.22 43.53 77.49 111.66 132.3

100
Mean±StDev DT (×10−4) 537±22 38.1±2.4 69±4 72±8 123±4
Min DT (×10−4) 512.47 35.14 62.54 62.15 116.71
Max DT (×10−4) 583.14 43.36 75.33 82.85 128.97

150
Mean±StDev DT (×10−4) 530±17 36.8±2.1 69±4 68±5 122±4
Min DT (×10−4) 514.15 33.12 61.82 62.83 115.62
Max DT (×10−4) 557.88 40.74 73.71 77.86 129.18
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Table 3. Mean and standard deviation of DT values (×10−4) calculated by RCGA-S
for several initialization ratios (Population size = 150)

Custom/Uniform Housing Tecator Anthrokids Santa Fe ESTSP

0%/100% 554±5 135.2±1.2 83±3 100±7 123.0±0.9
10%/90% 551±4 133.3±2.0 79±3 99±9 121.7±1.9
20%/80% 553±8 127±9 77±3 96±10 123.4±1.0
30%/70% 554±11 124.5±7 76±3 99±11 123.0±1.3
40%/60% 550±9 118±10 75±3 91±9 123.0±1.6
50%/50% 552±8 109±12 72.7±2.0 91±9 122.8±1.3
60%/40% 549±11 110±7 72.7±2.0 91±9 122.4±1.8
70%/30% 548±11 105±9 73.3±2.1 87±6 123.5±1.0
80%/20% 553±16 98±12 71.8±1.2 85±8 123.7±2.1
90%/10% 549±10 92±11 70.9±0.9 80±5 123.0±1.2
100%/0% 605±40 87±10 72.60±0.10 80±6 125.6±2.1

Table 4. Mean and standard deviation of DT values (×10−4) calculated by RCGA-SP
for several initialization ratios (Population size = 150)

Custom/Uniform Housing Tecator Anthrokids Santa Fe ESTSP

0%/100% 543±19 42.2±1.4 72±3 77±12 119±3
10%/90% 537±18 40.8±1.6 78±8 83±13 120±3
20%/80% 535±16 41.3±1.9 82±11 76±10 119.8±1.7
30%/70% 539±18 40.0±2.5 86±14 85±21 120±3
40%/60% 531±15 40±4 80±8 76±10 119.2±1.8
50%/50% 541±22 38.7±1.9 80±7 67±4 120±3
60%/40% 536±13 38.9±2.1 76±8 71±8 122±3
70%/30% 540±21 40±3 77±8 68±5 119±3
80%/20% 530±17 36.8±2.1 69±4 68±5 122±4
90%/10% 539±23 36.2±2.0 66±6 68±5 123±3
100%/0% 555±21 34.8±1.6 65±6 66±3 124±4

5 Conclusions

The methodology presented is a combination of a real-coded GA with custom fit-
ness functions that perform scaling (RCGA-S) and scaling + projection (RCGA-
SP), which has proved to accurately minimize the DT in a variety of scenarios.
In particular, the RCGA-SP method has proved to find lower values of DT than
RCGA-S in all tests. Furthermore, the proposed custom initialization enables a
refinement of the final value of DT obtained and performs better than the uni-
form initialization in most cases. The minimum DT values found are lower than
the lowest values attained in previous works, either using local or global search
strategies ([4], [6]) for the tested datasets. The main drawback of RCGA-SP is
its higher computational time, but this issue could be alleviated in the future us-
ing parallel implementations. Scaling + projection to higher dimensional spaces
(k > 1) is also to be further examined.
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10. Eirola, E., Liitiäinen, E., Lendasse, A., Corona, F., Verleysen, M.: Using the Delta
Test for Variable Selection. In: Proc. of ESANN 2008, European Symposium on
Artificial Neural Networks, Bruges, Belgium, pp. 25–30 (April 2008)

11. Jones, A.: New tools in non-linear modelling and prediction. Computational Man-
agement Science 1(2), 109–149 (2004)

12. Oh, I.S., Lee, J.S., Moon, B.R.: Local search-embedded genetic algorithms for
feature selection. In: Proc. of the 16th Int. Conference on Pattern Recognition,
vol. 2, pp. 148–151 (2002)

13. Oh, I.S., Lee, J.S., Moon, B.R.: Hybrid genetic algorithms for feature selection. IEEE
Trans. on Pattern Analysis and Machine Intelligence 26(11), 1424–1437 (2004)

14. Punch, W., Goodman, E., Pei, M., Chia-Shun, L., Hovland, P., Enbody, R.: Further
research on feature selection and classification using genetic algorithms. In: Forrest,
S. (ed.) Proc. of the Fifth Int. Conf. on Genetic Algorithms, San Mateo, CA, pp.
557–564. Morgan Kaufmann, San Francisco (1993)

15. Raymer, M., Punch, W., Goodman, E., Kuhn, L., Jain, A.: Dimensionality reduc-
tion using genetic algorithms. IEEE Trans. on Evolutionary Computation 4(2),
164–171 (2000)

16. Saeys, Y., Inza, I., Larranaga, P.: A review of feature selection techniques in bioin-
formatics. Bioinformatics 23(19), 2507–2517 (2007)

17. Eshelman, L., Schaffer, J.: Real-coded genetic algorithms and interval schemata.
In: Darrell Whitley, L. (ed.) Foundation of Genetic Algorithms, vol. 2, pp. 187–202.
Morgan-Kauffman Publishers, Inc., San Francisco (1993)



An Evolutionary Hierarchical Clustering
Method with a Visual Validation Tool
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Abstract. In this paper, we propose a novel hierarchical clustering
method based on evolutionary strategies. This method leads to gene
expression data analysis, and shows its effectiveness with regard to other
clustering methods through cluster validity measures on the results. Ad-
ditionally, a novel visual validation interactive tool is provided to carry
out visual analytics among clusters of a dendrogram. This interactive tool
is an alternative for the used validity measures. The method introduced
here attempts to solve some of the problems faced by other hierarchical
methods. Finally, the results of the experiments show that the method
can be very effective in the cluster analysis on DNA microarray data.

Keywords: Hierarchical clustering, DNA microarray, evolutionary al-
gorithm, cluster validity, visual analytics.

1 Introduction

Evolutionary algorithms ([1,2]) are stochastic search methods based on the nat-
ural selection principle, where the genetic information of the individuals (can-
didate solutions) is recombined in order to create fitter individuals. Genetic
algorithms (GAs) in evolutionary algorithms, are the paradigm with better the-
oretical basis of the whole evolutionary computation. GAs represent an efficient,
adaptive, and robust search for the optimization processes that are usually ap-
plied on very large, complex and multimodal search spaces.

On the other hand, the hierarchical cluster analysis ([3,4]) is a powerful solu-
tion for showing data (particularly, biological data) using visual representations,
where data can easily be interpreted through a special type of tree structures
that show cluster relationships, such as a dendrogram representation.

GAs application to data mining is very important in knowledge discovery
through the study of classification problems, where an optimization criterium
is required. Consequently, GAs applied to clustering problems ([5]) are very
important in the DNA microarray data analysis [6]. The above researches have
shown understanding of the gene function, gene regulation, cellular processes,
and subtypes of cells.
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The goal of this research is to explore the dendrogram search space on DNA-
microarray data in search of the best dendrogram. The above problem is
NP-Complete, and thereby arises the need of introducing methods that do not
consider every solution in the search space, such as evolutionary techniques. In
addition, a visual validation interactive tool was implemented to explore the
quality of the dendrograms returned by the method. This tool is based on the
principal component analysis (PCA, [7]) to reduce the data dimensionality, so
that a first approximation of data distribution is shown. Furthermore, a vi-
sualization on parallel coordinates ([8]) and a view of DNA-microarray data,
assigning a scale of colors to gene expression levels in each cluster, is presented
in an interactive way.

2 A Genetic Algorithm

In order to model this problem, the individuals (chromosomes) represent dendro-
grams on a given data set, encoded as an ordered set of nested clusterings, where
each clustering has an order number, called level, [9]. Initially, each dendrogram
of a population is built up from an initial level to a higher level by joining two
clusters chosen randomly in a level, thereby, the next level is built. Thus, this
method is aimed at the search of high quality clustering dendrograms.

Definition 1. Dendrogram length.
Set Pn be a data set of size n and set G be a dendrogram on Pn, then the length
of G is the clustering number of it and is defined as:

|G| = n− 'n · δ( − 2, (1)

where δ1, is the part of G to remove, assuming δ ≥ 1/2.

2.1 Fitness Function

In every GA it is necessary to measure the goodness of the candidate solutions.
In this problem, the fitness of a dendrogram must be evaluated. namely, based
on one of the given definitions of cluster in [9] (the objects inside of a cluster are
very similar, whereas the objects located in distinct clusters are very different),
the fitness function is defined according to the concepts of both, homogeneity
and separation, introduced in [10].

Definition 2. Clustering homogeneity.
If D = [d(i, j)] is the proximity matrix on the Pn data set, being d the defined
metrics on this data set, C a clustering of objects in Pn, C a cluster into C and
m = |C|, then the homogeneity of C is:

h(C) =
2

m · (m− 1)

m·(m−1)/2∑
i
=j

d(i, j), (∀i, j ∈ C), (2)

1 Is the fraction of G that does not give information.
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if k = |C| then the homogeneity of C is:

H(C) =
1
k

k∑
i=1

h(Ci). (3)

Definition 3. Clustering separation.
Set C be a clustering of Pn, set C1 and C2 be two clusters of C, then the distance
dm between these clusters is defined as:

dm(C1, C2) = min{d(i, j)/i ∈ C1, j ∈ C2}, (4)

if k = |C| then the C separation is:

S(C) =
2

k · (k − 1)

k·(k−1)/2∑
i
=j

dm(Ci, Cj), (∀i, j ∈ [1, k]). (5)

Definition 4. Dendrogram fitness function.
Set C and D be a clustering of objects in Pn and the proximity matrix of Pn

respectively, then the fitness function of C is defined as:

fc(C) = max D + S(C) −H(C). (6)

If Ci is a clustering of a dendrogram G, then the fitness function of G is:

fd(G) =
1
|G|

|G|∑
i=1

fc(Ci). (7)

Definition 5. Agglomerative coefficient.
Set G and Ci be a dendrogram on Pn and a clustering of G, respectively. The
agglomerative coefficient of G is defined as:

ac(G) = argi∈[1,|G|] max fc(Ci), (8)

the level i whose clustering has the maximum fitness of the whole dendrogram.

2.2 Improving the Fitness Function Cost

Due to the large runtime of the fitness function defined in (4), it was required
to decrease the runtime of this function. Hence, the fitness function defined in
(4) can be transformed in an equivalent but more efficient one, as shown in the
following lemmas:

Lemma 1. Recurrent homogeneity.
Set Ci be a clustering of level i and set Ci+1 be a clustering of level i+1, both in
the dendrogram G; Cj and Cl, the two clusters of level i such that its join forms
a new clustering Ci+1 of level i+ 1, then the homogeneity of Ci+1 (H1(Ci+1)) is
computed in the following expression:
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for i = 1, that is, for the first clustering, H1(C1) := H(C1) and for i > 1,

(k − 1) · H1(Ci+1) = k · H1(Ci)− h(Cj)− h(Cl) + 1
k3

[k1 · h(Cj) +
+ k2 · h(Cl) + l1 · l2 · dp(Cj , Cl)],

(9)

where k = |Ci|, l1 = |Cj |, l2 = |Cl|, k1 =
(
l1
2

)
, k2 =

(
l2
2

)
, k3 =

(
l1·l2

2

)
, and dp is the

average distance between clusters Cj and Cl.

Lemma 2. Recurrent separation.
Keeping the same conditions of the previous lemma, we can obtain the recurrent
separation of a clustering Ci+1 (S1(Ci+1)):

for i = 1, S1(C1) := S(C1) and for i > 1,

(g − k + 1) · S1(Ci+1) = g · S1(Ci)− dm(Cj , Cl)−
∑k−2

t
=j∧t
=l[dm(Cj , Ct) +
+ dm(Cl, Ct)−min{dm(Cj , Ct), dm(Cl, Ct)}],

(10)
where k = |Ci|, g =

(
k
2

)
, being g the number of distances among the clusters of

Ci.

Definition 6. Dendrogram recurrent fitness.
The fitness function of a clustering Ci+1 of G, according to H1 and S1, is de-
fined as:

gc(Ci+1) = maxD + S1(Ci+1)−H1(Ci+1), (11)

known H(Ci) and S(Ci). The recurrent fitness function of G is defined as:

gd(G) =
1

|G| − 1

|G|−1∑
i=1

gc(Ci). (12)

2.3 Mutation Operator

The mutation of a dendrogram is performed according to the following steps:

1. We will consider two parameters τ and ε for each dendrogram G where:
• τ is the percentage of choosing cluster pairs into level i to build the

following level i+ 1;
• ε is a small value that represents the similarity between two clusters,

according to the homogeneity measure.
2. A random number i ∈ [1, |G|] is generated, being it the level where the

mutation of G is carried out.
3. For the clustering of level i in the previous step, one of the following condi-

tions is chosen:
• the most homogeneous join of cluster pairs of τ% of random cluster pairs

is chosen;
• the cluster pair with a difference less or equal than ε from the cluster

pair chosen in the above condition is chosen.
4. The cluster pair chosen in the previous step is joined in order to form a new

cluster so that the clustering of next level i+ 1 can be built.
5. The steps 3 and 4 are repeated at the new level, until i reaches level |G|.
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2.4 Crossover Operator

The crossover is carried out on two dendrograms to obtain a child dendrogram,
based on the idea of [11], that is:

1. Given two dendrograms G1 and G2 (parents), a random number i in [1, |G1|]
is generated to choose the level where it can carry out the crossover between
both dendrograms.

2. Through a strategy of greedy algorithm, the best 'k/2( clusters2 of level i
of both dendrograms of the above step are chosen, being k the number of
clusters of level i. A new clustering is formed by repairing the chosen clusters,
[11].

3. As soon as the new clustering for level i is built, it can build up the new
dendrogram:
• levels higher than level i are built using the MO;
• levels lower than level i are built in a divisive way, that is, for each level

less than i, the less homogenous cluster is chosen to be split in two. This
process is repeated until reaching the first level of the dendrogram.

4. The parent of the less fitness value is replaced by the child dendrogram of
step 3.

3 Case Study on Gene Expression Data

In this section we study the behavior of the GA on a real data set of gene
expression data (called, Sorlie) and compare the results with other methods
according to some cluster validity measures [12,10,13]. Gene expression levels of
456 genes are evaluated under 85 tissue samples. The original data had missing
values scattered throughout the matrix. 10-nearest neighbours were used for
imputation, as described in [14,15]. This data set was normalized with mean 0
and variance 1. GA was implemented on the R language (R Development Core
Team), and the visualization tool was developed on Java Programming Language.

3.1 Homogeneity, Separation and Silhouette Width

In what follows we have carried out a cluster validity process to compare the
results of the GA. Therefore, we have focused on the quality of clusters in terms
of homogeneity (Homog), separation (Separ) [10] and silhouette width (SilhoW,
[13]), for three non-deterministic methods of hierarchical clustering; Eisen [3],
HybridHclust [16] and Tsvq [17].

The GA was initialized with a population of 10 individuals, δ = 20/21, the val-
ues of the crossover and mutation likelihood were assigned around 0.60 and 0.05
respectively, the generation number to 104, τ ∈ [0.15, 0.40], ε = 0.03, x = 0.90
and the euclidian distance was used on the data set. The GA output was ex-
tracted to make comparisons, such as listed in table 1, where the GA is compared
2 The most homogenous clusters of both dendrograms.
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Table 1. Cluster validity of GA vs. three hierarchical clustering methods

Method gd Cluster fc Homog Separ SilhoW
(ac)

Eisen 33.03 20 34.85 16.05 17.52 -0.08
HybridHclust 36.14 21 39.53 14.46 17.46 0.01
Tsvq 36.21 21 40.70 14.28 17.52 0.02
GA 47.14 6 50.70 17.02 21.38 0.12

Fig. 1. a) 3D data points of sorlie data set, b) 3D data points of a cluster of 24 genes
of sorlie data

Fig. 2. Cluster of Figure 1-b), shown on parallel coordinates and its correspondent
view of sorlie microarray data, rows=genes and columns=samples

with three methods according to four measures: the Cluster column is the num-
ber of the cluster of the best clustering in a dendrogram (using ac coefficient).
Then, for that same clustering, the other measures located on the right side of
the Cluster column of the table were computed.

Most clustering methods focus on the goals on homogeneity indicator and
not in the cluster global quality. Consequently, table 1 emphasizes that GA
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performed well for all measures, except for the homogeneity indicator. The in-
troduced GA looks for both indicators, homogeneity and separation.

Consequently, we applied our visualization tool to represent the distribution
of the Sorlie dataset in the space and a cluster of the same dataset, as shown
in figures 1-a) and 1-b). In addition, a view of the data cluster is displayed in
figure 2 using parallel coordinates (curves representing genes and vertical lines
representing samples) and as microarray intensity levels, where intensity of color
(red=up-regulation, green=down-regulation, black=constitutive expression) is
proportional to the differential gene expression. Moreover, in this figure, similar
values of gene expression data are highlighted.

4 Conclusion

The main goal of this paper has been to present a new clustering method with
GAs, as well as an interactive visualization tool to aggregate, summarize and
visualize the information on the clusters of a dendrogram. To conclude, the most
important outcomes are:

1. Two fundamental lemmas for reducing the computation complexity of the
fitness function;

2. A visualization tool that allows interactivity to observe cluster relationships
in a dendrogram;

3. The method performed well almost for all validity measures. Therefore, it
can be very useful in the process of gene expression data analysis.
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Abstract. The Differential Evolution is a floating-point evolutionary al-
gorithm that has demonstrated good performance on locating the global
optima in a wide variety of problems and applications. It has mainly
three tuning parameters and their choice is fundamental to ensure good
quality solutions. Because of this, adaptive parameter control and self-
adaptive parameter control had been object of research. We present a
novel scheme for controlling two parameters of the Differential Evo-
lution using fitness information of the population in each generation.
The algorithm shows outstanding performance on a well known bench-
mark functions, improving the standard DE and comparable with similar
algorithms.

Keywords: Differential Evolution, Evolutionary Algorithms, Adaptive
control parameter, evolutionary optimization.

1 Introduction

Differential Evolution Algorithm (DE) is an evolutionary algorithm for global
optimization which has demonstrated an outstanding performance in a variety of
problems. It was introduced by Price and Storn [1], and has become popular due
to its simplicity and powerful capabilities for converging into global solutions.

However, finding suitable parameter values generally requieres experience
from the user and a good problem knowledge. There exist recommendations for
parameter tuning [2], but choosing the most appropriate values for a particular
application still represents a problem [3].

Adaptation mechanisms has been presented to solve the parameter tuning
problem. According to [4], the adaptation schemes for evolutionary algorithms
can be classified into three categories:

– Deterministic Parameter Control (DPC): where the tuning parameter is
adjusted by a deterministic rule, without taking account any kind of feedback
from the search (for example, changes in parameter values according to a
number of elapsed generations).

J. Cabestany et al. (Eds.): IWANN 2009, Part I, LNCS 5517, pp. 375–382, 2009.
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– Adaptive Parameter Control (APC): takes place when information from the
search is used to change, refine or redirect a parameter value. Examples in
this category are the strategy proposed by Zaharie [5,6], where a diversity
control in population is used and the scheme presented by Liu [7,8] named
FADE (Fuzzy Adaptive Differential Evolution) which uses fuzzy reasoning
for parameter control.

– Self-Adaptive Parameter Control (SAPC): represents an idea where the evo-
lution strategy used to find the global optima, uses another level of evolution
scheme to propagate promising parameter values among the population. For
example, SaDE [9,10,11] is an algorithm that pass throught a learning pe-
riod in order to determine the probabilities of selecting one of different known
version of the DE algorithm (vid. section 2) to generate the offspring; jDE
[12] and jDE-2 [13] are algorithms that codifies information of F and Cr
into each individual in order to adjust those values in the evolution mech-
anism itself, under the premise that better parameter values lead to better
individuals. Recently, a SaDESA hybrid algorithm [14] was presented which
incorporates Simulated Annealing and Differential Evolution strategies.

In this work, an Adaptive Parameter Control for DE Algorithm (APC-DE-A)
is proposed to improve the DE performance and the quality solution. The rest
of the paper is organized as follows: in section 2 the standard DE algorithm is
presented and in section 3 related work for adaptive scheme would be briefly
presented. The proposal of this paper is described in section 4. Section 5 refers
to the experiments carried to show the performance of the algorithm. Finally,
conclusions and remarks are given in section 6.

2 The Differential Evolution Algorithm

There are several versions for the DE algorithm. In this work, we present the
DE/rand/1/bin strategy, which is considered the standard one [1]. Let it be:

– D the dimensionality of the problem
– NP the size of the population
– G the generation
– xi,G a vector which xi ∈ �D and i ∈ 1, 2, 3 . . .NP at generation G

The evolution procedures use three operators: Mutation, Crossover and Se-
lection (vid. figure 1).

2.1 Mutation

For each target vector xi,G, a mutant vector vi,G is generated according to:

vi,G = xr1,G + F (xr2,G − xr3,G) (1)

Where r1 �= r2 �= r3 �= i and F is known as the Scaling Factor of the Difference
Vector (xr2,G − xr3,G) used to perturb a Base Vector xr1,G. The vectors xr1,G,
xr2,G, xr3,G are randomly selected from the population at generation G.
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Fig. 1. The Differential Evolution Algorithm

2.2 Crossover

For each target vector xi,G and its associated mutant vector vi,G, a trial vector
ui,G is created by sharing information:

ui,j,G =
{

vi,j,G if rand(0, 1) ≤ Cr
xi,j,G otherwise

(2)

where j ∈ 1, 2, 3 . . .D and Cr is the Crossover probability rate. To garantize
a correct performance, at least one dimension need to be shared between tar-
get and mutant vector for creating the trial one. Because of the random se-
lection for the Base Vector, the use of one Difference Vector at the mutation
step and the binary probability for crossover, the standard DE algorithm is
coded as DE/rand/1/bin. Other commonly versions used are: DE/rand/2/bin,
DE/best/1/bin, DE/current− to− best/2/bin among others.

2.3 Selection

A greedy selection is used:

xi,G+1 =
{

ui,G if f(ui,G) < f(xi,G)
xi,G otherwise

(3)

According to [1], it is more important to have a good selection on F either
than Cr. The regular suggestions for parameter tuning are: F ∈ [0.5, 1.0], Cr ∈
[0.8, 1.0] and NP = 10D.
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3 Adaptive Parameter Control in DE

This section presents some Adaptive Parameter Control strategy for the DE.
In [5,6], Zaharie presented theorical results proving that diversity of the trial

vector population in one step generation is a function of the target vector pop-
ulation diversity and parameters F , Cr and NP . Those results were used to
design an adaptive strategy to maintain population diversity by controlling F
value.

Liu and Lampinen [7,8] presented a fuzzy controller scheme for parameter
values F and Cr. The design was motivated due to problems of high dimension-
ality and was tested in a set of ten well known benchmarks functions. The fuzzy
adaptive differential evolution outperformed the standard DE with tuned values
of F = 0.9 and Cr = 0.9 when: (a) only F is controlled, (b) only Cr and (c)
both of them. The NP parameter was fixed to 10D.

4 Proposal

Because of the importance and necessity to select parameter values to reach the
global minima, this work proposes a novel scheme to adapt F and Cr parameters
(vid. figure 2) for each mutant and Trial Vector in a given generation, according
to information obtained from their fitness in the objective function.

(a) (b)

Fig. 2. Adaptive Parameter Control Scheme for Scaling Factor F (a) and Crossover
Rate (b)

4.1 Scaling Factor Control

The objective of the Mutation operator is to exploit the given solution of vectors
xr1,G, xr2,G, xr3,G. The first one, the Base Vector, is perturbed in some amount
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by the Difference Vector. The idea for controlling parameter F consist in accept-
ing an scaled Difference Vector according to the Base Vector fitness. This can
be achieved by:

F =
(

f(xr1,G)
|f(xr1,G)|+ |f(xr2,G)|+ |f(xr3,G)|

)n

(4)

According to this, a small value of F in a minimization problem, it is associ-
ated to a better possibility for the Base Vector to offer a better fitness compared
with xr2 and/or xr3. On the other hand, a higher value of F , indicates that there
is more possibilities for xr2 and xr3 to conform a mutant with better fitness. Pa-
rameter n represents a fine control adjustment that regulates the convergence
speed in the algorithm. In a future work, this parameter will be used to evolve
this proposal from APC to a SAPC for DE algorithm. In this work it is not
considered, then n = 1.

4.2 Crossover Rate Control

The objective in the crossover operator, is to achieve exploration by exchanging
information between Target and Mutant Vector. The better the mutant fitness
the higher influence of it in the crossover operation. To achieve this an addi-
tional evaluation of the objective function f(vi,G) would be requiered. Instead,
an alternative just using the Target and Base Vector is proposed as follows:

Cr =
(

1− |f(xr1,G)|
|f(xr1,G)|+ |f(xi,G)|

)m

(5)

Where parameter m performs the same purpose as n and for the rest of the work
m = 1.

5 Testing

In order to test the performance of the proposed algorithm and for compari-
son purposes, well known benchmark functions used in [8] have been selected
(table 1). They are used to test convergence capabilities and search for global
minima of optimization algorithms. In all cases, NP = 500 and the test were
carried out as presented in the same work.

Table 1. Set of Benchmark Functions

fn(x) fn(x) D Interval
f1(x)

∑n−1
i=1 x2

i 50 xi ∈ [−5.12, 5.12]
f2(x)

∑n−1
i=1 100 ∗ (xi+1 − x2

i )
2 + (1 − xi)2 50 xi ∈ [−2.048, 2.047]

f6(x) 10n +
∑n

i=1(x
2
i − 10 cos 2πxi) 50 xi ∈ [−5.12, 5.12]

f10(x)
∑n

i=1
x2

i
4000 −

∏n
i=1 cos xi√

i
+ 1 50 xi ∈ [−600, 600]
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Table 2. Mean and Variance of Best Fitness Value from 100 independents runs. † The
t value of 99 degree of fredom is significant at a 0.05 level of significance by a two-tailed
t-test.

fn(x) DE Proposal FADE
mean(var) mean(var) mean(var)

f1(x) 9.1351e+1 (5.9625e+1)† 1.7102e-18(2.004e-37) 2.3508 e-10 (2.967e-21)†
f2(x) 2.3381e+3 (6.8718e+4)† 4.5418e+1 (2.797e-1) 4.1566 e+1 (1.82e-2)†
f6(x) 4.6988e+2 (2.0887e+2)† 0(0) 2.5849 e+2 (9.1682e+1)†
f10(x) 3.0997e+2 (7.1541e+2)† 0(0) 5.7763 e-1 (3.5e-3)†
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Fig. 3. Benchmark function f1(x), f2(x), f6(x) and f10(x). Fitness average for best
individual: DE(-) and Proposal (-.-) .

Function f1(x) is the simplest test function and it is unimodal, convex and
continuous; f2(x) is commonly known as Rosenbrock Valley or Banana Function,
which optimun is inside a long flat valley; f6(x) is the Rastrigin’s function, based
on the sphere model, but adding a cosine modulation ir order to produce many
local minima regularly distributed. Finally, test function f10(x) is the Griewangk
function, which is multimodal, with many local minima regularly distributed. In
all cases, fi(x) = 0 is the minimal value to be reached.

Except one case, (f2(x)) the proposal achieves better mean solution and
a narrow variance (table 2 and figure 3) than the results reported by FADE
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Fig. 4. Benchmark function f1(x), f2(x), f6(x) and f10(x). Fitness average for best
individual (-.-) and for population (-) .

algorithm [8]. In all cases it is observed that the average of best individual in
each generation is close to population average (figure 4) and with fast conver-
gence to global minimun. This fact reveals the robustness and consistency of the
proposed adaptation technique.

6 Conclusion

A proposal for an Adaptive Parameter Control scheme for the Differential Evo-
lution Algorithm has been presented. The adaptation mechanism use fitness
evaluation information to control the Scaling Factor and the Crossover Rate
of the standard DE algorithm in each member of the population at a given
generation. With the exception in one case, simulations studies performed on
benchmark functions shows better acurracy than the standard DE and similar
algorithms for finding the global minima and avoiding local minima. This fact
is supported by the statistical evidence. As next step, this algorithm will be
evolved to Self-Adaptive Parameter Control.
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Abstract. This work introduces SymbPar, a parallel meta-evolutionary
algorithm designed to build Radial Basis Function Networks minimizing
the number of parameters needed to be set by hand. Parallelization is
implemented using independent agents to evaluate every individual. Ex-
periments over classifications problems show that the new method dras-
tically reduces the time took by sequential algorithms, while maintaining
the generalization capabilities and sizes of the nets it builds.1

Keywords: Neural networks, evolutionary algorithms, parallelization,
meta-evolution.

1 Introduction

Designing Artificial Neural Networks (ANNs) is an important tasks nowadays
from the point of view of knowledge extraction algorithms. Optimal design of
ANNs can lead to improve their generalization capabilities, to provide an ex-
planation for the outputs (descriptive data mining), and to easily integrate the
ANN into hardware components. Radial Basis Function Networks (RBFNs) have
shown their ability in classification problems, function approximation, and time
series prediction, among others. RBFNs’ main property is that once their struc-
ture has been fixed, the optimal weights of the links between neurons can be
analytically computed. For this reason, researchers have applied data mining
techniques looking for the optimal RBFNs that solves a given problem. As any
other kind of algorithms, but these techniques also need to be given a set of
values for their parameters tuned to every problem they face, thus it would be
very helpful a method to find these parameters.
1 This work has been partially supported by the Spanish project MYCYT NoHNES

(Ministry of Education and Science - TIN2007-6083), the CICYT Spanish TIN2005-
08386-C05-03 project, and the Junta de Andalućıa CICE projects PC06-TIC-02025
and TIC-3928

J. Cabestany et al. (Eds.): IWANN 2009, Part I, LNCS 5517, pp. 383–390, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



384 M.G. Arenas et al.

The EvRBF [14] method was an evolutionary algorithm developed to auto-
matically design asymmetric RBFNs. Used to build RBFNs that solved various
kind of problems, its main disadvantage was that needed to be given a large
number of parameters that changed for every problem. In order to automatica-
lly assess the values for the parameters, Meta CHC RBF [12] was developed. As
the name suggest, it was a Meta-Evolutionary Algorithm, able to establish many
different values for parameters of EvRBF, making them to evolve towards the
optimal ones. Based on EvRBF and Meta CHC RBF, in this paper the method
SymbPar, a parallel meta-algorithm, is proposed. Thus, the main goal of Symb-
Par is to automatically design RBF neural networks reducing the computation
cost. The method tries to find an optimal configuration of parameters for the
EvRBF method, adapted automatically to every problem.

The remaining is organized as follows: section 2 describes the state of the art,
section 3 introduces the method SymbPar, section 4 shows the experimentation
process and results, and finally, section 5 describes conclusions and future works.

2 State of the Art

Since Mercer and Sampson made the first approach to calibrate parameters of
a genetic algorithm [11], there have been a lot of attempts to develop methods
in order to give support for parameter tuning. Nevertheless, their research had
two principal problems, the big computation cost and the limited search space.
After that, Greffenstette proposed what is known as “meta genetic algorithm”
[6], where the algorithm whose parameters are calibrated does not have to be
changed for the application of a meta-algorithm, the search space was composed
of a widely parameter combination, and it gave as result a better optimization.
On the other hand, Greffenstette’s meta-GA had three main limitations: was
necessary to choose a particular parameterized subclass of the GA to explore,
the GA considered were essentially unconstrained optimization procedures, and
the metalevel experiments represent a sizable number of CPU hours.

This method was followed by others researches in the same way. Shahookar
and Mazumder [16] used a meta-GA approach in order to solve a cell placement
problem for industrial circuits, which resulted in an important decrease of the
number of configurations which had to be evaluated.

Subsequent research apply this approach to a wide variety of task. For exam-
ple, a model-based on meta-GA for the interpretation of cardiac beats by evo-
lutionary algorithms [7]; or a meta-genetic algorithm for times series forecasting
[5], where a two-level architecture was proposed: a meta-level GA, used for the
model selection task, and a low-level GA, with parameter estimation purposes.

Laoutaris et al. [10] faced the problem of hierarchical web caches; thus, in
order to investigate caching a local copy in all intermediate caches on the reverse
path, employed meta-algorithms to operate on groups of caches organized in
hierarchies, whereas earlier work on self-organizing linear search studied the
operation of meta algorithms on isolated linear lists. Rex et al. [13] implemented
the Brain Extraction Meta-Algorithm (BEMA) in order to study the accurate
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identification of brain tissue and cerebrospinal fluid in a whole-head Magnetic
Resonance Image (a critical task in many neuroimaging studies). Automating
this procedure can eliminate intra and interrater variance and greatly increase
throughput for a labor-intensive step. For this, they developed a meta-algorithm
which uses four freely available brain extraction algorithms and a linear volume
registration procedure, concluding that the method was able to produce results
that were of higher accuracy and increased robustness when compared to any of
the brain extraction algorithms used in its processing.

More recently, Samsonovich and De Jong [15] try to calibrate genetic algo-
rithms applied to three different problems: 2D optimization, the eight puzzle,
and binary dentritic tree construction problems. They concluded that the gen-
eral idea of meta-evolution may improve the performance of an evolutionary
algorithm if: first, it is understood as co-evolution of reproductive operators
and, second, the fitness is properly defined at the meta-level(s).

From the point of view of parallelization, ANNs’ design by means parallel
algorithms was studied by Castillo et al. [4]. In their work, they proposed a pa-
rallel version of G-Prop [3] where several machines worked in parallel searching
for the solution, interchanging (sending/receiving) some population individuals
after few generations. This model uses a ring migration scheme: sending some
individuals to the next island, and getting the best individuals from the previous
island (being every island a computer). In this parallel system the population is
distributed between several evolutionary algorithm (executed in several proces-
sors), and any of these algorithms conforms to the sequential model of GProp.

3 Method Overview

SymbPar is a parallel evolutionary algorithm, whose main goal is to automati-
cally design the RBFNs, by means of finding a suitable set of parameters for the
EvRBF.

Parallelizing an algorithm typically involves finding out the critical points of
the sequential evolutionary algorithm in order to success the operation. There
are two important properties of sequential genetic algorithms that determine
their running time. First one is the population size; usually, this parameter is
high in order to get a suitable diversity, so the running time is larger than using
a few individuals. Second one is the evaluation function used to set the fitness of
the individuals; evaluation functions tends to be the bottleneck of evolutionary
algorithms. Therefore, sequential evolutionary algorithms sometimes need a huge
amount of memory, because uses a big populations. Both the requirement of
memory and computation time are two good reasons to attempt to speed up the
execution of an evolutionary algorithm by means of parallelization. In our case,
the sequential version of the algorithm is able to achieve good solutions with
small populations (50 individuals), so the parallelization tries to minimize the
total execution time. Candidate operations to be parallelized are those that can
be independently applied.The most commonly chosen operation is the individual
evaluation [17], since it is the most time consuming operation of the algorithm.
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In order to distribute the computation load following the Master-Worker
scheme [2], SymbPar has two important classes: Master class, whose function is
to organize the work to evaluate all the individuals, to create the independent
tasks that make this evaluation and to collect the results once the tasks have
ended; and Worker class, whose function is to carry out the tasks commanded by
Master, and to send the obtained result. Then, the algorithm SymbPar creates
a type Master instance for every generation, just before executing the evalua-
tion of each individual of the population. The Master object is an independent
agent that provokes the stop of the algorithm, and creates as many objects of
the type Worker as necessary to evaluate every individual. Figure 1(b) shows
the execution scheme of every generation.

In this paper, a study to determine the type of parallelization and distribution
of tasks has to be done. The Master class assigns and distributes tasks, using
a program running on Java virtual machine called DRM [8]. DRM distributes
tasks between the set of available machines in a completely random way. Such
distribution is quick to implement but sets a not completely balanced load.
However, it reduces programming effort as the user might have no knowledge
about the available machines. DRM distributes task code to be run through the
network, using the Java’s serialization of code and data.

4 Experiments and Results

In order to test SymbPar performance 11 different problems have been evaluated
with the following data sets: Flag, German, Glass, Haberman, Ionosphere, New-
thyroid, Pima, Postoperative, Sonar, Vehicle, and WDBC from UCI data set
repository2. The problems characteristics and size can be seen on table 1.

A 10-crossfold validation method has been used for every data set, so that
every one has been divided into 10 different sets of training-test patterns. For
every training-set couple, the algorithms have been executed three times, and
the results show the average over these 30 executions (3 times * 10 crossfold).
So, since we have 11 data sets, a total of 330 executions have been performed
using 1, 2 and 4 computations machines, that is, 990 executions. All experiments
have been executed on virtual computers of the Scientific Computer Center of
Andalućıa3 using four machines with four cores any of them with Ubuntu 7.10
operating system (Linux 2.6.22-14-generic SMP Kernel).

Figure 1(a) shows an example of distribution using four machines. It can be
seen how in those generations where there are fewer individuals to be evaluated,
some computing machines are idle. Those machines have no task assigned, and
that causes a waste of resources and a loss in speedup. However, in those gene-
rations where there are many individuals to be evaluated, distribution tends to
be fair. This can be seen in the first generation, where the number of individuals
to be evaluated is equal to 50 and available machines show a similar computing
load (lines showing machines load exhibit approximately the same value).
2 http://www.ics.uci.edu/∼mlearn/MLRepository.html
3 https://eciencia.cica.es/
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a b

Fig. 1. (a)Distributions picture shows task distributions along four computation ma-
chines for Vehicle problem. (b)Execution scheme for one generation.

Results yielded by both Meta CHC RBF and SymbPar using a single machine
can be seen in table 2. The table shows for both algorithms and from left to right:
the number of neurons (Neurons) (cols 2 and 5), the percent of correct classified
patterns (Test) (cols 3 and 6), and the computation time (minutes) (cols 4 and
7). All of them show the average and standard deviation. Results show that small
and “easy to learn”(Postoperative, Glass and Flag) problems are solved using
few minutes, so no advantage of the parallelization is obtained. Nevertheless, the
parallelization is advantageous for all the remaining problems.

Results for execution time show a high dependency on the size of the databases
being classified. For this reason, tables 1 (ordered by the size of databases) and
2 (ordered by the time took to learn every database) show the databases in a
relatively similar order. The explanation comes from the fact that the hardest
task performed by the algorithm is the network training, and this task mainly
depends on the number and size of patterns. Nevertheless, the lasting of the
training task also depends on the size of the nets, but this size is not directly

Table 1. Number of features, instances, and size (product of features and instances)

Database Features Instances Size

Postoperative 9 90 810
Haberman 4 306 1224
New-thyroid 6 215 1290
Glass 10 214 2140
Flag 29 194 5626
Pima 9 768 6912
Ionosphere 35 351 12285
Sonar 61 208 12688
Vehicle 19 846 16074
WDBC 31 570 17670
German 21 1000 21000
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Table 2. Results of Meta CHC RBF and SymbPar. Results show that small problems
are solved using few minutes, so no advantage of the parallelization is obtained. Ne-
vertheless, the parallelization is advantageous for all the remaining problems.

Database Meta CHC RBF SymbPar
Neurons Test(%) T(min) Neurons Test(%) T(min)

Postoperative 02 ± 01 82.96 ± 6.99 05 ± 01 02 ± 02 82.23 ± 8.56 10 ± 0
Glass 01 ± 01 92.22 ± 2.19 11 ± 02 01 ± 00 92.08 ± 2.11 11 ± 0
Flag 01 ± 00 87.39 ± 15.56 10 ± 02 02 ± 01 87.39 ± 16.15 11 ± 0
Haberman 07 ± 03 82.55 ± 5.28 57 ± 12 06 ± 03 81.66 ± 4.67 17 ± 1
Sonar 06 ± 04 71.79 ± 6.66 130 ± 32 06 ± 04 70.99 ± 8.86 18 ± 2
New-thyroid 07 ± 03 99.22 ± 1.78 60 ± 08 06 ± 03 98.44 ± 2.57 20 ± 2
Ionosphere 13 ± 07 97.64 ± 2.47 316 ± 82 12 ± 06 97.46 ± 2.82 33 ± 4
WDBC 08 ± 06 95.02 ± 3.29 310 ± 55 09 ± 07 95.27 ± 3.36 36 ± 3
Pima 09 ± 06 80.06 ± 3.24 309 ± 53 16 ± 11 80.99 ± 2.90 49 ± 5
German 06 ± 05 73.20 ± 2.43 259 ± 36 08 ± 07 73.47 ± 2.39 50 ± 7
Vehicle 49 ± 20 94.99 ± 1.80 1903 ± 442 44 ± 21 93.77 ± 2.24 119 ± 16

related to the size of the database. This is probably due to the information
quantity provided by every attribute in the database. Thus, German database,
even being bigger than Vehicle database, is easier to classify since their attributes
are able to define disjoint hyper-volumes in the input space, every one including
patterns that belong to the same class. As the evolutionary algorithm locates
neurons close to the center of those hyper-volumes, the classification ability
increases without the need to increase the number of neurons.

Table 3 shows SymbPar results for distributed evaluations in 2 and 4 machines.
The table shows from left to right: the number of neurons (Neurons) (cols 4-5),
the percent of correct classified patterns (Test) (cols 2-3), the computation time
(minutes) (cols 6-7), the speedup the algorithm (8-9) and the serial fraction of
the code (cols 10-11). All of them show the average and standard deviation and
all data are collected using 2 and 4 running machines. The results for neurons and
test demonstrate that the quality of the solutions found when more machines
are used are not worse the solutions found by Meta CHC RBF and SymbPar
using one machine.

In order to measure the performance, speedup and serial fraction [9] have been
reported. Even if a speedup value is small, result can be considered good if serial
fraction remains constant for different values of the number of processors, since
the loss of efficiency is due to the limited parallelism of the algorithm. On the
other side, smooth increments of serial fraction indicates that the granularity of
the parallel tasks is too fine [1].

Taking into account the running time and speedup, no improvement is ob-
tained in the case of problems easily solved ( see results for Postoperative, Glass
and Flag problems). For simple problems, as the number of machines increases,
(table 3, lines 1-3) the running time also increases due to the communications
between machines. Parallelization in these cases makes no sense. In more com-
plex problems (bottom of the table 3, Vehicle or German problems), speedup is
obtained when increasing the number of machines. In these problems, speedup
increases while serial fraction of the problems, (cols 9 and 10 of table 3 ) are cons-
tant. Thus, we have limitations due to the fraction of the code that is executed
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Table 3. Results of SymbPar for 2 and 4 machines with test, number of neurons
in RBF network (neurons), execution time speedup and serial fraction (f) for two and
four machines. In complex problems (bottom), speedup is obtained when increasing the
number of machines while serial fraction of the problems, (cols 9 and 10) is constant.

Database Test(%) Neurons Running Time (min) Speedup Ser. F

Machines 2 4 2 4 2 4 2 4 2 4

Postoperative 82.22 ± 6.9 82.22 ± 8.0 2.0 ± 1.5 1.9 ± 0.9 9.4 ± 0.5 10.0 ± 0.0 1.04 0.98 0.92 1.03
Glass 92.01 ± 2.1 92.08 ± 2.1 1.0 ± 0.0 1.1 ± 0.4 11.3 ± 0.5 11.5 ± 0.5 0.97 0.96 1.06 1.06
Flag 86.58 ± 15.5 87.04 ± 15.0 1.8 ± 1.4 1.6 ± 1.2 11.6 ± 0.4 12.0 ± 0.3 0.94 0.92 1.13 1.12
Haberman 82.09 ± 5.3 81.80 ± 5.1 6.4 ± 2.8 6.2 ± 2.6 15.5 ± 0.8 15.3 ± 0.8 1.06 1.08 0.89 0.9
Sonar 73.84 ± 7.4 72.10 ± 6.8 6.6 ± 4.4 7.7 ± 6.5 18.6 ± 1.8 17.6 ± 1.3 1.19 1.26 0.68 0.72
NewThyroid 98.17 ± 3.9 98.90 ± 2.0 5.9 ± 3.0 6.4 ± 3.8 17.7 ± 1.1 16.8 ± 0.8 1.13 1.18 0.77 0.80
Ionosphere 97.65 ± 2.8 96.98 ± 3.0 12.2 ± 6.3 13.7 ± 6.8 32.8 ± 4.4 29.0 ± 28.0 1.21 1.37 0.65 0.64
WDBC 94.91 ± 3.7 95.20 ± 3.5 6.5 ± 3.2 7.7 ± 7.5 35.3 ± 3.0 31.6 ± 2.8 1.17 1.31 0.71 0.68
Pima 80.39 ± 3.0 80.99 ± 2.6 12.0 ± 8.2 12.2 ± 7.0 38.7 ± 3.2 35.4 ± 2.7 1.26 1.37 0.59 0.64
German 73.47 ± 2.2 73.10 ± 3.4 9.2 ± 6.8 9.7 ± 8.7 42.0 ± 3.6 38.2 ± 3.3 1.20 1.32 0.67 0.68
Vehicle 93.85 ± 2.1 94.17 ± 2.3 41.1 ± 17.5 43.5 ± 20.5 97.7 ± 10.7 85.6 ± 8.7 1.22 1.39 0.64 0.63

in sequential way. For example, if we see line for Vehicle problem the speedup
is 1.22 and 1.39 that is less we expect. But the serial fraction, is constant for
these experiments (0, 64 for 2 machines and 0, 63 for 4 machines) that is, we can
not get for speedup using this kind of parallelization. We need to reduce serial
fraction value in order to get a better results for speedup.

5 Conclusions and Future Research

Comparison between Meta CHC RBF and Symbpar proposed in this paper,
shows an improvement in running time. It allows to face complex problems in the
future. In this paper the simplest parallelization method allows a parallel neural
networks design. A random distribution of evaluations among the available ma-
chines has been used. Due to this fact, some machines might remain idle for some
generations, and that might reduce the theoretical speedup. However, even with
this limitation, by increasing the problem complexity, speedup increases and se-
rial fraction is constant for several machines. This suggests that in more difficult
problems, parallelization could improve results obtained. In future works, a fair
distribution of assessments among available machines will be carried out, and
more difficult problems will be faced.
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Abstract. This paper proposes a new evolutionary method for generating 
ANNs. In this method, a simple real-number string is used to codify both 
architecture and weights of the networks. Therefore, a simple GA can be used 
to evolve ANNs. One of the most interesting features of the technique presented 
here is that the networks obtained have been optimised, and they have a low 
number of neurons and connections. This technique has been applied to solve 
one of the most used benchmark problems, and results show that this technique 
can obtain better results than other automatic ANN development techniques. 

1   Introduction 

Artificial Neural Networks (ANNs) are well-known systems which have already been 
used in many different applications [1]. They have been successfully applied in areas 
such as image processing, data mining, etc. 

The development of ANNs is a process that can be roughly divided into two parts: 
development of the architecture and its corresponding training and validation. The 
development of the architecture refers to the process of determining how many 
neurons an ANN will have, in how many layers they will be structured, and how they 
will be interconnected. The training refers to calculating the weight values of this 
architecture’s connections. 

Given that the network architecture depends on the problem to be resolved, 
generally the design process of this architecture is the result of a manual process 
based on experience. In other words, the expert has to experiment with various 
different architectures until he finds one that provides good results after the training 
process. Therefore, the expert has to make several experiments with different 
architectures and train each one of them in order to be able to determine which one 
will be the best. This is a slow and manual process, even though some recent ANN 
creation techniques have been developed in a more or less automated way [2]. Some 
of the most recent techniques use Genetic Programming (GP) to develop ANNs [3]  
due to its higher capability of representation based on the use of trees as codification 
method. However, it remains very difficult to represent the extremely complex 
structure and high connectivity of ANNs by means of trees. 

This paper proposes a novel approach in which a Genetic Algorithm (GA) is used 
to develop ANNs. Both architecture development and training are performed by the 
GA, so the expert does not have to do any effort to obtain the ANNs. 
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The model proposed in this paper has been applied to solve a well-known 
benchmark problem. This problem has already been solved with ANNs developed 
with other techniques, so it provides a basis to perform a comparison of this method 
with other existing ones. 

2   State of the Art 

2.1   Genetic Algorithms 

A GA [4] is a search technique inspired in the world of Biology. More specifically, 
the Evolution Theory by Charles Darwin [5] is taken as basis for its working. GAs are 
used to solve optimization problems by copying the evolutionary behaviour of 
species. From an initial random population of solutions, this population is evolved by 
means of selection, mutation and crossover operators, inspired in natural evolution. 
By applying this set of operations, the population goes through an iterative process in 
which it reaches different states, each one is called generation. As a result of this 
process, the population is expected to reach a generation in which it contains a good 
solution to the problem. In GAs the solutions of the problem are codified as a string of 
bits or real numbers. 

2.2   Development of ANNs with Evolutionary Computation 

The development of ANNs is a topic that has been extensively dealt with very diverse 
techniques. The world of evolutionary algorithms is no exception, and proof of that is 
the great amount of works that have been published about the different techniques in 
this area, even with GAs or GP [2]. As a general rule, the field of ANNs generation 
using evolutionary algorithms is divided into three main fields: evolution of weights, 
architectures and learning rules. 

First, the weight evolution starts from an ANN with an already determined 
topology. the problem to be solved is the training of the connection weights, 
attempting to minimize the network error. With the use of an evolutionary algorithm, 
the weights can be represented either as the concatenation of binary or real values [6]. 

Second, the evolution of architectures includes the generation of the topological 
structure. In order to use evolutionary algorithms to develop ANN architectures, it is 
needed to choose how to encode the genotype of a given network for it to be used by 
the genetic operators. 

At the first option, direct encoding, there is a one-to-one correspondence between 
every one of the genes and their subsequent phenotypes. The most typical encoding 
method consists of a matrix that represents an architecture where every element 
reveals the presence or absence of connection between two nodes [7]. 

Inside the encoding schemes, GP has been used to develop both architecture and 
connection weights at the same time, either for feed-forward [3] or recurrent ANNs 
[4], with no limitations in their architecture. This new codification scheme also allows 
the obtaining of simple networks, with a low number of neurons and connections, and 
the results published are very promising. 

Apart from direct encoding, there are some indirect encoding methods. In these 
methods, only some characteristics of the architecture are encoded in the 
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chromosome. These methods have several types of representation. Firstly, the 
parametric representations represent the network as a group of parameters such as 
number of hidden layers, number of nodes for each layer, number of connections 
between two layers, etc [9]. Another non direct representation type is based on 
grammatical rules [8]. In this system, the network is represented by a group of rules, 
shaped as production rules that make a matrix that represents the network. 

With regard to the evolution of the learning rule, there are several approaches [10], 
although most of them are only based on how learning can modify or guide the 
evolution and also on the relationship among the architecture and the connection 
weights. 

3   Model 

The model proposed in this paper allows the obtaining of ANNs with no limitation of 
architecture. Traditional ANNs are divided into several layers: one input layer, one or 
more hidden layers, and one output layer. Neurons are usually totally connected from 
one layer to the following, but not between neurons in the same layer. 

However, the ANNs generated by this model do not have that limitation. In fact, 
any possible connectivity is allowed. The only restriction used in this paper is that no 
recurrent connections are allowed. With this restriction, the largest network that can 
be generated with N hidden neurons corresponds with a generalized multilayer 
perceptron (GMLP) [11]. In this kind of ANN, the ith node has connections from 
every jth node, with j<i, and i is not an input node. Fig. 1 shows the typical topology 
of a GMLP. 

 
 
GMLP networks have a processing capacity similar to a MLP with a lower number 

of neurons and connections [12]. As these networks have a lower number of nodes 
and connections, they also show a better generalisation. 

In order to evolve these kind of networks, it is necessary to define how a GA can 
codify them inside a string. This string represents a chromosome that codifies the 
ANN. This string can be divided into three different functional parts: 

 

• Connections. A network with M inputs, N hidden neurons, and P outputs, has 
the number of connections necessary to connect the inputs to the outputs, 
inputs to the hidden nodes, hidden nodes to outputs and hidden nodes between 
them (not allowing recurrent connections). As the connectivity of the network 

…

…

…

Input neurons 

Hidden neurons 

Output neurons 

Fig. 1. Architecture of the GMLP 
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is being evolved, in the chromosome each connection has associated a boolean 
value. A true value implies that the connection is present in the network, 
whereas a false value means that that connection has to be deleted. Next to that 
value, the chromosome contains the weight value of that connection. 

• Bias. As happens with the weights of the connections, the biases of the neurons 
also have to be present in the chromosome. In this case, only N+P real values 
are necessary (bias for the hidden and output neurons). 

• Neurons. Finally, in order to truly design the architecture of the networks, N 
boolean values are included in the chromosome. These values represent if a 
particular hidden neuron is present or not in the chromosome. 

 

 

 
 
 
Fig. 2 shows two examples of two different chromosomes and the networks that 

they represent, given that they can only contain 1 hidden neuron. Both chromosomes 
are divided in their three components. The first chromosome uses all of the 
connections. The second chromosome is equal to the first except for two Boolean 
values associated to two connections. These two values have a 0 value in this second 
chromosome. This means that the network codified (and shown in the figure) does not 
have the corresponding connections. 

 

 
 
 

1 1 1 … … 1 0 1 … … 

0 1 1 … … 0 1 0 … … 

1 0.2 1 0.6 1 1.3 1 -2.3 1 0.1 1 4.3 1 -0.1 1.2  -0.8 1 

1 0.2 0 0.6 1 1.3 0 -2.3 1 0.1 1 4.3 1 -0.1 1.2  -0.8 1 

0.2 
0.6 
1.3 

-2.3 

0.1 

4.3 

-0.1 

1.2 

-0.8 

0.2 
1.3 0.1 

4.3 

-0.1 

1.2

-0.8 

Fig. 2. Codification of two different ANNs 

Fig. 3. Codification of four different ANNs 
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Fig. 3 shows other 4 chromosomes and their corresponding networks. In this case, 
the maximum number of hidden neurons is 4. In this figure, the “connection” and 
“bias” part of the chromosome are not shown, to simplify the figure, and it is 
supposed that all of the weights are used. Note that in three of the 4 networks some 
neurons are not used. Even if a connection is used in the “connection” part of the 
chromosome, if its neuron (whether input or output) is not used, it is deleted anyway. 

These 2 figures show that, with this configuration, any possible feed-forward 
architecture can be evolved. The only limitation to the architectures developed by this 
model is in the number of hidden neurons that can appear in the networks. Therefore, 
this maximum number of hidden neurons has to be set large enough to allow the 
problem to be solved. 

Once a chromosome has been decodified, an ANN is generated. However, that 
network may have some parts which can not be used. This can happen if a hidden 
neuron does not have any input our output connection. If a hidden neuron does not 
have input connections, its output will be always a constant. In this case, it does not 
contribute to the solution of the problem. On the other side, if a neuron does not have 
any output connections, its output is not used, and therefore that neuron is useless. In 
both cases, these neurons (and their corresponding input and output connections) are 
deleted from the network. 

As a consequence of this deletion, there may be other neurons that become useless. 
Therefore, the network examination/neuron deletion becomes an iterative process 
which is performed until no useless neuron is found. 

 

 
 
Fig. 4 shows three different examples of these situations. In the networks shown in 

this figure, all of the neurons that will be deleted have been drawn in dotted line. In 
network a) a neuron is found without output connections. In network b) a neuron is 
found with no input connections. In both cases, those neurons are deleted and the 
resulting networks do not have any other useless part. 

In network c) a neuron is found with no output connections. That neuron is deleted. 
However, after this deletion the new network has another neuron that has to be 
deleted. This process goes on until the network does not have useless parts. 

This simplification task is performed each time a genotype is evaluated and a 
network generated from it. Even a network undergoes a simplification process, its 
corresponding genotype is not modified to reflect those changes in the networks, 
because this would lead to losing many genetic material. 

b) 

c) 

a) 

Fig. 4. Simplification of the networks 
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Once the tree has been evaluated, the genotype turns into phenotype. In other 
words, it is converted into an ANN with its weights already set (thus it does not need 
to be trained) and therefore it can be evaluated. The evolutionary process needs the 
assignation of a fitness value to every genotype. This value is the error of the 
evaluation of the network with the training pattern set. 

Nevertheless, this error value considered as fitness value has been modified in 
order to induce the system to generate simple networks. The modification has been 
made by adding a penalization value multiplied by the number of connections of the 
network, because this number is the determining factor of the network’s complexity. 
In such way, and given that the evolutionary system has been designed in order to 
minimize an error value, when adding a fitness value, a larger network would have a 
worse fitness value. Therefore, the existence of simple networks would be preferred 
as the penalization value that is added is proportional to the number of connections at 
the ANN. The calculus of the final fitness is as follows: 

 

PNMSEfitness *+=  
  

where MSE is the mean square error of the ANN within the group of training patterns, 
N is the number of connections of the network and P is the penalization value for such 
number of connections. 

4   Results 

This system has been used for the comparison with other methods, which results have 
already been published [2]. In order to do the comparison, a well-known benchmark 
problem has been used, taken from the UCI [13]. This problem is the breast cancer 
problem. This is a classification problem in which, from 9 different real-value 
attributes, the type on breast cancer has to be determined (malignant/benign). The 
data was taken from different patients in a Wisconsin Health Center. 

The cross-validation method has been used for the comparison of different 
evolutionary methods-based techniques used in ANN generation [2]. The results of 
this work are the average accuracies obtained in the 10 test results generated by the 
five iterations of the 5-fold cross-validation (5x2cv) method. Such values are the basis 
for the comparison of the described technique with other well-known ones. 

The algorithms compared with this technique are widely explained with detail in a 
previous work [2]. Such work shows the average times needed to achieve the results. 
Not having the same processor that was used, the computational effort needed for 
achieving the results can be estimated. This effort represents the number of times that 
the pattern file was evaluated. The computational effort for every technique can be 
measured using the population size, the number of generations, the number of BP 
epochs, etc. This calculation varies for every algorithm used. 

The techniques with which this work is compared refer to the use of evolutionary 
algorithms to design neural networks. These techniques are connectivity matrix, 
pruning, parameter search and graph-rewriting grammar. 

The results obtained with these 4 methods, in comparison with the method 
described in this work, can be seen in Table 1. In order to correctly compare the 
results, the computational effort needed by each of these techniques was calculated. 
 

(1) 
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Table 1. Comparison of this technique with other 
 

 

Effort Accuracy Std. 

Accuracy 
obtained 

here 

Std. 
obtained 

here 

Num. 
neurons 
obtained 

here 

Num. 
connections 

obtained 
here 

Matrix 92000 96.77 % 1.10 96.79 % 0.56 4.26 37.40 
Pruning 4620 96.31 % 1.21 95.68 % 0.57 3.34 26.00 
Parameters 100000 96.69 % 1.13 96.79 % 0.56 4.30 38.08 
Grammar 300000 96.71 % 1.16 96.79 % 0.61 4.36 43.08 

 
The system described here was then executed until that computational effort was 

reached, and then it was stopped. The accuracy value shown in that table with the 
technique described here corresponds to the accuracy obtained in that computational 
effort. Finally, that table also shows the average number of neurons and connections 
of the networks obtained in this method, in that computational effort. 

As can be seen in this table, results obtained in this particular problem are higher in 
comparison with 3 of the 4 techniques. Only in one case the method proposed here 
achieved worse results than another technique. This is the case of the comparison with 
the pruning technique. The reason of this worse result is the low number of fitness 
function executions used by the pruning technique. However, as can be seen on the 
table, with more fitness function executions, the accuracy of the results obtained by 
the method described here are higher than those of the pruning method. In fact, the 
maximum test accuracy obtained was 96.84 %. 

5   Conclusions 

This paper presents a new technique for developing ANNs without any participation 
of the expert. To accomplish this, a GA is used to evolve different networks. The 
results obtained with one sample problem show that this technique can improve the 
accuracies obtained with other automatic ANNs generating techniques. However, 
even these results seem promising, more experiments have to be done in order to 
measure the real performance of the system. 

An important feature of the technique proposed in this paper is that the ANNs 
generated undergo an optimization process. Due to having a penalisation to the 
number of connections of the network, the evolutionary process tries to evolve 
networks with a low number of connections, and therefore simple networks are found. 
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Abstract. Graph theory, which used to be a purely academic disci-
pline, is now increasingly becoming an essential part in different areas
of research. This paper briefly present new perspectives in graph–based
representations applied in emerging fields, such as computer vision and
image processing, robotics, network analysis, web mining, chemistry,
bioinformatics, sensor networks, biomedical engineering or evolutionary
computation.

1 Introduction

The explosive growth of internet technology in the past decade and the recent
proliferation of scientific data sets have generated a gigantic volume of informa-
tion. These databases provide to the global community excellent opportunities
for acquiring and disseminatting new data. This has provoked that todays pat-
tern recognition tasks are less and less concerned with the analysis of a single
pattern, as patterns are rather grouped in huge databases eventually dissemi-
nated over the internet. For instance, the Human Genome Project (HGP) has
accumulated vast amounts of genomic data. When these repositories run very
autonomously, the ways data are organized and stored are very diversified and
bear little coordination. Furthermore, the patterns that need to be modeled are
usually complex in nature [1]. This complex background for pattern analysis
involves the use of many features and the analysis of their relationships, which
is typically a graph problem as this representation, contrary to other represen-
tations such as the string–based one, allow to describe relational information
in the patterns under consideration. Besides, the traditional feature–based rep-
resentations cannot satisfactorily deal with data that is naturally divided into
parts or where contextual information is essential for the classification process.
For these reasons, the design of efficient graph–based algorithms will certainly
be one of the major challenge of the next decade.

Graph–based representations constitute a typical way of representing patterns
in the field of structural pattern recognition, which arise when these patterns
are decomposed into parts and relationships between them. They constitute a
useful representation because on the one hand the graph can encode complex
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patterns in many research fields, such as computer vision, pattern recognition,
robotic mapping or machine learning. On the other hand, theorems and algo-
rithms from graph theory can be also employed to represent specific properties
of the modeled system, such as deformations and forces, color or velocities and
movements, as properties of the vertices or edges of the graph. Such representa-
tions and algorithms are quite natural and it is easy to find applications, such as
image segmentation or pattern matching, where they are widely applied. Graph
representations also pose unique problems in machine learning, since they are
non–vectorial in nature and require new methodology to be developed if they
are to be learned from image data.

This paper briefly reviews the application of the graph theory in different
research fields: image processing and computer vision, mobile robotics, data
mining, chemistry or bioinformatics. In the next Sections, the explanation of
concepts which are related to these fields is combined with topics from the graph
theory, such as graph matching, graph partitioning or graph clustering.

2 Graph-Based Image Processing and Computer Vision

Applications of graphs in image processing and computer vision include repre-
sentations for cognitive vision inspired from human descriptions of videos [2],
graph-based fingerprint representation encoding topology [3], human problem
solving and the Traveling Salesman Problem [4], extraction of image primitives,
such as line segments or salient regions, homotopic transformation for both com-
binatorial maps and weighted combinatorial maps, image smoothing [22], shape-
from-shading [23] and efficient processing of huge amounts of structured sensory
data for vision [5]. However, the specific image processing task where graphs
have been widely used is in image segmentation. Segmentation can be defined
as the process of decomposing an image into regions which are homogeneous
according to some criteria. In this process, the internal properties of the region
help to identify it, while its external properties (inclusion, adjacency,...) are used
to group regions having a particular consistent meaning [6]. The segmentation
algorithm must adapt the resulting regions to the contents of the image, being
also interesting for the majority of applications that it also assures the spatial
consistency or intra–connectivity of these regions. Graph–based image segmen-
tation techniques generally represent the problem in terms of a graph where
each vertex corresponds to a pixel in the image, and the edges connect pairs of
neighboring pixels. A weight is associated with each edge based on some prop-
erty of the pixels that it connects, such as their image intensities. The earliest
graph–based methods use fixed thresholds and local measures in computing a
segmentation [7]. However, it is not adequate to assume that regions have nearly
constant or slowly varying intensities. Felzenszwalb and Huttenlocher [8] pro-
pose an adaptive criterion which determines that the intensity differences across
the boundary of two regions are perceptually important if they are large relative
to the intensity differences inside at least one of the regions. Other segmenta-
tion approaches are based on finding minimum cuts in the image graph. The
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cut criterion is designed in order to minimize the similarity between pixels that
are being split [9]. Finally, in order to merge local and global information, the
Global Probability of Boundary (gPb) is a recently proposed boundary detector
which combines local information derived from low–level image features, such
as brightness, color and texture, with global information obtained from spectral
partitioning [10].

Segmentation task has been also widely accomplished by means of image
pyramids [6]. Instead of performing image segmentation based on a single rep-
resentation of the input image, a pyramid segmentation algorithm describes the
contents of the image using multiple representations with decreasing resolution.
Segmentation is then thought as the process of grouping visual information and
the perceptual organization of the image is described by a hierarchy of partitions
ordered by inclusion. The base of this hierarchy is the whole image, and each
region represents an object at a certain scale of observation [11]. Data struc-
tures for encoding each hierarchy level range from arrays to simple graphs, dual
graphs, combinatorial maps and generalized maps. Depending on the data struc-
ture and the reduction algorithm employed to build a hierarchy level from the
level below, pyramids can be regular or irregular.

Irregular pyramid segmentation algorithms exhibit interesting properties with
respect to segmentation algorithms based on a single representation. Thus, local
operations can adapt the pyramidal hierarchy to the topology of the image,
allowing the detection of global features of interest and representing them at low
resolution levels. The Ultrametric Contour Map (UCM) approach [11] represents
the geometric structure of the image by the soft boundary image associated to a
family of nested segmentations. A threshold at level k on a UCM provides always
a set of closed curves, which corresponds to the boundaries of the segmentation at
this scale. Generic ultrametric distances for boundary extraction are defined by
integrating local contour cues along the regions’ boundaries and combining this
information with intra-region attributes. Haxhimusa and Kropatsch [12] propose
a hierarchical partitioning approach which uses a pairwise similarity function
on a graph-based representation of the image. This function encapsulates the
intuitive notion of contrast measuring the difference along the boundary of two
regions relative to a measure of differences of region’s internal differences. Two
components are merged if there is a low-cost connection between them. The
hierarchy of partitions approach allows to find region boundaries quickly in a
’stimulus-driven’ way based on local differences in a specific feature, like as in
preattentive vision.

3 Graphs in Mobile Robotics

The ability to encode structural patterns allows graph-based representations
to be widely used for environment mapping. In fact, if we consider the two
fundamental paradigms for mapping in mobile robotics (metric and topological),
all approaches which implement the topological strategy typically represent the
environment by means of a graph. Topological maps are usually more difficult to
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build than metric ones, but they do not suffer from the huge data load and time
complexity associated to metric maps. Besides, topological maps are usually
more compact, since their resolution is determined by the complexity of the
environment. Thus, they allow fast path planning and provide more natural
interfaces for human instructions. The principle of topological maps is to split
the free-space of the real environment into a small number of regions. This
encoding is usually conducted by means of simple graphs [13]. Vertices in such
graphs correspond to different environment regions and edges indicate spatial
relationships between them. However, simple graphs only takes into account
adjacency relationships, being unable to distinguish from the graph an adjacency
relation from an inclusion relation between two regions. Besides, if there is two
non-connected boundaries which will allow a robot to cross from one region
to another one, the simple graph only joins these nodes by one edge. These
limitations can be raised if dual graphs are employed because their structure is
adapted to the processed data and they correctly encode the topology in 2D [14].

On the other hand, in order to deal with large, complex environments, the
internal representation acquired by the robot can be organized as a hierarchy of
maps which represent the whole environment at different levels of abstraction.
Typically, these hierarchical representations consists of two layers: a metric map
and a higher-level topological map. The hybrid approach usually attaches a lo-
cal metric map to the nodes of a graph-based environment representation, where
arcs represent coordinates transformation between vertices. Thus, the complex-
ity can be bounded within each local map. The problem is then to define what
part of the mapped environment is associated to each topological vertex. Geo-
metrical methods such as generalized Voronoi graphs [15] have been also used to
segment the metric space representation. Recently, Zivkovic et al [13] and Blanco
et al [16] have proposed to represent the base-level map as a graph, and to de-
compose it into nodes using efficient approximate solutions to the normalized
graph cut criterion. This graph-partitioning method can be generalized for di-
viding a graph into a variable number of sub-graphs [16]. The main disadvantage
of these approaches is that the whole base-level map must be built in advance.
An alternative solution is to apply this partitioning algorithm periodically to the
acquired local map [17]. In a recent work, Brunskill et al [18] have proposed a
new algorithm to automatically decompose a map into submap segments using
a spectral clustering approach. Finally, the problem of exploiting graph learning
and matching for robot localization, has been tackled in [31].

4 Graph Matching for Object Recognition

In order to evaluate the similarity between patterns, the use of graph–based rep-
resentations typically imply the computation of measures which are exponential
in the number of involved vertices. Therefore, such computations are only feasible
for rather small graphs only. The process of evaluating the structural similarity
of graphs is commonly referred as graph matching, and it constitutes a chal-
lenging problem for large graphs. On the contrary, the matching problem can
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be solved in polynomial time when dealing with trees. Then, several authors
have adopted the solution of reducing the graph representations into attributed
trees through edit operations (removing, adding or replacing of a vertex or edge)
and apply these solutions. Unfortunately, this reduction can discard a lot of in-
formation about the structure of the original graph in certain applications. Of
course, the use of continuous, although approximate polynomial-time algorithms
(Softassign [32] and Motzking-Strauss/Replicator Dynamics [33]) and their mod-
ifications and improvements (e.g. [34]) the basis of graph-matching has yielded
good practical results. The key underlying idea is that transforming the problem
into a continuous one it is possible to tackle the problem of finding the optimal
matching or the maximal clique efficiently. Thus, as approximate solutions to
the latter NP complete problems are now available in polynomial time, this line
of research is still in progress. Two interesting challenges is this context are the
proposal of new cost functions [35] (less-prone to plateaus and local maxima)
and the enumeration of several cliques, because in real world the maximal clique
does not necessarily implies the best solution.

On the other hand, one of the most flexible approaches for error-tolerant
matching is based on the edit distance of graphs [41]. The idea of graph edit
distance is to define the dissimilarity of graphs by the amount of distortion
which is needed to transform one graph into the other. Based on a vertex and
edge distortion model, the distance between two graphs is given by the minimum
amount of distortion that is needed to transform one of the graph into the other
one. The main drawback of graph edit distance is its computational complexity,
although several approaches have been proposed to solve this problem. Other
approaches are based on linear algebra techniques, exploiting the adjacency,
incident or Laplacian matrices of a graph. The idea is to consider the spectral
decomposition of the graph rather than the graph itself [41]. Finally, to match
two non-attributed graphs, several approaches based on the maximum common
subgraph or minimum common supergraph have been also proposed.

5 Graph Clustering, Embedding and Learning

In statistical pattern recognition, pattern samples are described by feature vec-
tors and the recognition is based on the assumption that patterns which belong
to the same class are located in a compact region of the feature space. As it has
been aforementioned, graphs are widely used in the field of structural pattern
recognition, as they provide the possibility to represent structural relationships.
In order to combine the high representational abilities given by graphs with
the large amount of clustering and classification techniques which use feature
vectors, graphs can be embedded in a n-dimensional feature vector space [41].
In this regard, spectral-graph theory is being widely used to embed structural
patterns. Initial remarkable approaches, like the MDS/PCA embedding of graph
spectra [20] opened a way of embedding graphs onto a Riemannian manifold [24].
In this latter case, graph nodes are embedded and their coordinates are given by
the eigenvectors of the Laplacian matrix, after applying a centered MDS to it.
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Given the coordinates is possible to reformulate the graph-matching problem in
terms of aligning pairs of manifolds. Actually, the problem is transformed into
point-set matching with the Procustes algorithm. Another recent example of ex-
ploiting spectral-graph theory for embedding, and for clustering with graphs, is
to exploit the concept of commmute time, which can be obtained from the Green
function [21]. Other methods for graph embedding rely on exploiting similari-
ties coming from matchings, for instance, from the building of tree prototypes
(super-trees) and considering each node of the prototype as a dimension of the
pattern space. Thus, in this latter approach, each tree has assigned a pattern and
the set of patterns may be analyzed through PCA [19]. More recently, the idea
behind the ISOMAP approach has been considered recently for embedding [25]
and then clustering graphs.

Research on graph embedding followed by clustering (usually pairwise [27],
has his counterpart in the problem of simultaneously learning the prototypes
and finding the classes in the graph domain. Pioneering works in this context
are either generative or metric. The generative approach has been successful
when working with trees [26], although an EM-based approach for unsupervised
learning prototypes from graphs is presented in [28]. However, in this latter
case, the model is only first-order generative. On the other hand, the metric-
based prototype-learning approach is represented by the concept of median graph
introduced in [29]. However, due to the huge complexity of computing it, it has
been recently proposed to exploit graph embedding [30].

6 Conclusion and Future Directions

Along this paper, we have described significant advances, though not an exhaus-
tive enumeration, of graph-based methods in several research areas like computer
vision, image processing, mobile robotics, object recognition and categorization,
structural learning, and clustering. In all the named areas, it is quite clear that
the improvement of the representational power (e.g. in the case of pyramids),
the building of flexible and adaptive hierarchies of graphs (in the case of mobile
robotics), the proposal of new approximate methods (in the case of object recog-
nition) and also of generative models (in object categorization) and, finally, the
formulation of new embeddings and graph descriptors, are challenging research
topics for the future. Being more precise, we will cite here two examples which
are transversal to most of the latter challenges. One of them is the definition
and use of hypergraphs [37][39][38], and the other one is the quantification of
graph complexity [40]. However, independently of the latter theoretical (but with
a sound practical background) developments, and the emergence of new fields
of application, like the recognition of 3D objects by exploiting Reeb-graphs, it
is necessary to develop sound contests and benchmarking to some, or all, of
the challenges listed above. This latter task implies the collaborative efforts of
graph-theorists and experts in fields like computer vision, bioinformatics, chem-
istry and graphics, to name a few, in order to achieve really good databases of
graphs, so that the performance proposed techniques can be compared properly.
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Abstract. This paper reviews two continuous methods for graph match-
ing: Softassign and Replicator Dynamics. These methods can be applied
to non-attributed graphs, but considering only structural information re-
sults in a higher ambiguity in the possible matching solutions. In order
to reduce this ambiguity, we propose to extract attributes from non-
attributed graphs and embed them in the graph-matching cost function,
to be used as a similarity measure between the nodes in the graphs.
Then, we evaluate their performance within the reviewed graph-matching
algorithms.

1 Graph Matching Methods

The first works on graph matching arose as an application to structural object
recognition. In particular, Barrow and Popplestone in [BP1] and Fischler and
Elschlager in [FE1] demonstrated the viability of using relational structures to
tackle the problem of object recognition. From that moment, graph matching
became an interesting topic for computer vision and pattern recognition. There-
fore, until now many approaches have been developed in order to solve this
problem.

The space of feasible solutions for graph matching is a discrete space, in
which each possible solution consists of a set of matchings between the nodes of
the input graphs. We need a cost function to evaluate these possible solutions,
and a method to optimize such a function. We can distinguish two groups of
optimization methods for graph matching: discrete and continuous methods.

Continuous methods rely on transforming the discrete search space into a
continuous one and then exploiting optimization techniques to find a, typically
approximate, solution. Within this kind of methods we find Softassign, which is
one of the first continuous graph-matching algorithms [GR1]. We also find an
alternative continuous formulation for graph-matching relying on the Motzkin-
Straus theorem [P1].

1.1 Softassign

The Gold & Rangarajan [GR1] cost function is the standard quadratic formula-
tion for graph-matching.

J. Cabestany et al. (Eds.): IWANN 2009, Part I, LNCS 5517, pp. 407–414, 2009.
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Given two graphs GX = (VX , EX), with nodes a ∈ VX and edges (a, b) ∈ EX ,
and GY = (VY , EY ), with nodes i ∈ VY and edges (i, j) ∈ EY , their adjacency
matrices X and Y are defined by:

Xab =
{

1 if (a, b) ∈ EX

0 otherwise and Yij =
{

1 if (i, j) ∈ EY

0 otherwise

A feasible solution to the graph matching problem between GX and GY is
encoded by a matrix M of size m×n, being m = |VX | and n = |VY |, with binary
variables

Mai =
{

1 if a ∈ VX matches i ∈ VY

0 otherwise

satisfying the constraints defined respectively over the rows and columns of M

m+1∑
i=1

Mai = 1, ∀a and
n+1∑
a=1

Mai = 1, ∀i , (1)

where equality comes from introducing slack variables for registering outliers.
Following the Gold and Rangarajan [GR1] formulation we are interested in

finding the feasible solution M that minimizes the following cost function,

F (M) = −1
2

m∑
a=1

n∑
i=1

m∑
b=1

n∑
j=1

MaiMbjCaibj , (2)

where typically Caibj = XabYij , that is, when a ∈ VX matches i ∈ VY , it is
desirable that nodes b adjacent to a (with Xab �= 0) and nodes j adjacent to
i (with Yij �= 0) also match, that is Mai = Mbj = 1. This is the well known
rectangle rule (in maximization terms we want to obtain as more rectangles as
possible).

However, it has been reported that the performance of the algorithm decays
significantly at mid and high levels of structural corruption, and also that such
a decay can be attenuated by optimizing an alternative non-quadratic energy
function. Regarding this, Finch proposes in [FWH1] a more elaborated version
of this cost function including additional terms, and in [FWH2] proposes a non-
quadratic version of its cost function.

In order to optimize the latter cost function, Gold and Rangarajan propose
in [GR1] a relaxation method: Softassign algorithm. This algorithm performs a
deterministic annealing process, in which the assignment variables are updated
by

Mai = exp
[
− 1
T

∂F

∂Mai

]
= exp

[
1

2T

m∑
i=a

MbjC
K
aibj

]
,

where T is the temperature control parameter. Then, these assignments feed a
Sinkhorn process [S1], which iteratively normalizes rows and columns in order
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to obtain a matrix M satisfying the constraints defined in Eq. 1. After this
process, we obtain a doubly stochastic matrix, decrease T , and a new iteration
begins. The final doubly stochastic matrix encodes the matchings between the
nodes of GX and GY . It would be possible that the variables in this matrix were
not binary, but belonging to [0, 1], and that some nodes were assigned to many
nodes (ambiguous assignments). Therefore, this matrix is transformed into a
permutation matrix by a proper clean-up process.

1.2 Motzkin-Strauss and Replicator Dynamics

Some cost functions for graph-matching, such as Gold and Rangarajan one, are
related to the maximum clique formulation [P1]. Given two graphs G′ = (V ′, E′)
and G′′ = (V ′′, E′′), the possible matchings between them can be represented
by a non-directed graph G = (V,E) known as association graph. Its node set V
is defined as the possible matchings between the nodes of both graphs V ′ and
V ′′:

V = V ′ × V ′′

And its edges represent the compatibility between two possible matchings:

E = {((i, h), (j, k)) ∈ V × V : i �= j, h �= k, and (i, j) ∈ E′ ⇔ (h, k) ∈ E′′}

Given a graph G = (V,E), a clique is defined as a node set C whose nodes
are all adjacent between them, that is, for all i, j ∈ C there exists an edge
(i, j) ∈ E. The problem of graph-matching can be posed as finding the maximum
clique in the association graph, that is, the maximum set of compatible matches.
Therefore, this evaluates how much structure is conserved in the matching.

In [P1], Pelillo proposes a continuous formulation for the maximum clique
problem, based on the Motzkin-Straus theorem. This relaxation process uses
the adjacency matrix from the association graph A. The domain of possible
solutions is the space Sn, being n the number of nodes of the graph:

Sn = {x ∈ IRn : ∀i = 1 . . . n xi ≥ 0 ∧
n∑

i=1

xi = 1} (3)

The possible solutions will be encoded with a vector x ∈ Sn. The elements xi

with a value higher than 0 will correspond with the nodes selected for the clique
in this particular solution. Our aim is to find a vector x ∈ Sn which maximizes
the following quadratic form:

f(x) = xTAx =
n∑

i=1

n∑
j=1

aijxixj

The Motzkin-Straus theorem [MS1] establishes a relation between the global
maximizers of the function f and the maximum clique in the graph given by
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the adjacency matrix A. This function can be maximized through a continuous
optimization process: Replicator Dynamics.

First of all, the replicator process is initialized with the barycenter, in order
not to favour any particular solution, that is:

x(0) =
(

1
n
, . . . ,

1
n

)T

Then, this solution x is optimized by iteratively applying the following
discrete-time differential equation [TJ1]:

xi(t+ 1) = xi(t)
(Ax(t))i

x(t)TAx(t)
(4)

Provided that A is a non-negative real-valued symmetrical matrix, the func-
tion x(t)TAx(t) is strictly increasing with t along any non-stationary trajectory
x(t) [LMO1], and it converges to a stationary point, that is, a point satisfying
xi(t+1) = xi(t) [BE1]. This point will correspond to the maximum clique of the
association graph, and such a clique encodes the optimal matching between the
input graphs.

2 Kernelizing Graph Matching

When the only information we have is the graph structure, we usually have a
great ambiguity in the possible solutions to the problem, which is an intrinsic
difficulty for obtaining the optimal solution, due to the fact that there could be
many optimal solutions, and maybe some of these solutions are not what we are
looking for. This problem is harder when obtaining a matching between a graph
and a subgraph, due to the fact the this subgraph could fit many places of the
graph. However, when we have attributed graphs, these attributes disambiguate
the space of possible solutions and help to guide the search process. Our proposal
consists in obtaining attributes from non-attributed graphs.

We address the key point of extracting good attributes for the nodes of
non-attributed graphs by exploiting recent theoretical results in spectral graph
theory [C1] : the definition of diffusion kernels on graphs [KL1] and their gener-
alization to other families of kernels [SK1]. These latter works have transferred
to the discrete domain of graphs the concept of a kernel, originally defined in
the vector domain. When applied to graphs, kernels provide a similarity measure
between the vertices of the same graph. In the case of diffusion kernels, defined
by Kondor and Lafferty in [KL1], such a similarity can be seen as the sum of
probabilities of all paths connecting the compared vertices. This kind of kernel
is computed from the matrix exponentiation of the Laplacian of the adjacency
matrix. As the Laplacian encodes information about the local structure of the
graph, the global structure emerges in the kernel. These diffusion kernels on
graphs are positive semi-definite matrices, with as many rows and columns as
the number of vertices in the graph.
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Table 1. Penalization Functions and Regularization Kernels

r(λ) K = r−1(L) Name
1 + βλ (I + βL)−1 Regularized Laplacian
eβλ e−βL Diffusion Process
(a − λ)−p (aI − L)p p−step Random Walk
(cos λπ/4)−1 cos Lπ/4 Inverse Cosine

Although understanding the role of the diffusion kernel in graphs is intuitive
because these kernels are the discrete version of continuous Gaussian kernels,
this is not the case for the regularization kernels recently proposed by Smola
and Kondor [SK1]. These latter kernels are derived from studying the usefulness
of the Laplacian of a graph (and its normalized version) as a smoothing operator.
Considering smoothing operators from a spectral point of view, it results that a
family of kernels emerges from considering different penalization functions, as it
is shown in Fig. 1. It can be proved that the inverse of the so called regularization
matrix for each element of the family yields a kernel (actually, the diffusion kernel
belongs to this family).

Each row in a kernel matrix represents a node in the graph. In order to obtain
an attribute for this node we can extract information from its corresponding row
in the kernel matrix. We propose to use as attribute the entropy of this row, or
only the diagonal value in the kernel matrix corresponding to this node. These
attributes are not enough for obtaining a matching between all the nodes of
two graphs, because although they are able to distinguish between correct and
wrong matches in most of cases, there also exists a considerable amount of cases
in which these attributes fail [L1]. Given that these attributes are only local
information, when they fail the structure of the graph could be broken, because
we are not considering the connections between the nodes in the graphs.

Therefore, these attributes must be used as support information within a
graph matching algorithm which considers the structure of the input graphs. We
will use the Softassign algorithm for graph matching, introducing the divergence
between the node attributes in its cost function.

We can use the Gold and Rangarajan [GR1] formulation, inserting in their
cost function the attributes obtained from kernels. A simple way of kernelizing
this cost function, defined in Eq. 2, is to redefine Caibj as

CK
aibj = XabYijP (match|KX

a ,KY
i )P (match|KX

b ,KY
j ) , (5)

where the attributes P (match|KX
a ,KY

i ) is the probability that nodes a ∈ VX

and b ∈ VY match, given their kernel attributes (it is also possible to use other
kinds of attributes, such as degree or spectral information). This probability
is obtained from an analysis of the distribution of divergences between kernel
attribute values for both correct and wrong matches [L1].

The latter definition of CK
aibj ensures that CK

aibj ≤ Caibj , and the equality is
only verified when nodes a and i have equal attributes, and the same for nodes b
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Fig. 1. Shape of the classic and the kernelized version of the cost function for the
matching between a 10-node graph and the result of removing 4 nodes and a (a) 0%
and (b) 25% of edges respectively from the same graph

and j. In practice, this weights the rectangles in such a way that rectangles with
compatible attributes in their opposite vertices are preferred, and otherwise they
are underweighted.

In Fig. 1 we compare the shape of the classic and the kernelized version of
the cost function. The x-axis represents all the possible permutation matrices,
ordered by its kernelized cost. We can see that the classic version has more
ambiguous solutions (plateaus) than the kernelized one. We can see that as we
remove edges, the ambiguity in the classic cost function is increased (plateaus
becomes larger), whereas the kernelized version yields few ambiguous solutions,
which helps the algorithm to achieve the optimal solution.

These attributes could be easily applied to other graph matching approaches.
For instance, they can be applied to Replicator Dynamics. A straightforward
way to kernelize this algorithm is to introduce these attributes as weights in the
association graph edges:

A(i,h),(j,k) =

⎧⎨
⎩

P (match|AG′
i , AG′′

h )P (match|AG′
j , AG′′

k ) if i = j, h = k, and
(i, j) ∈ E′ ⇔ (h, k) ∈ E′′

0 otherwise

Where A is the adjacency matrix of the association graph, E′ is the edge set of
the first input graph G′, and E′′ is the edge set of the second one G′′.

3 Experimental Results

The first experiments to validate the effectiveness of kernels as attributes consist
in applying the kernelized Softassign algorithm to randomly generated graphs.
In these experiments we will use graphs of 50 nodes with edge densities of 10%
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Fig. 2. Softassign decay for edge densities of 10% (left) and 50% (right)
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Fig. 3. Softassign and Replicator Dynamics decay for edge densities of 10% (left) and
50% (right)

and 50%. For each type of graphs, we will perform some tests increasing the edge
noise level from 0% to 50%, with the different types of attributes. For each type
of graphs and noise we have performed 1000 tests, and in Fig. 2 we show the
average obtained results for each case. We can observe that the kernelized ver-
sion outperforms the classical one, especially when regularized Laplacian kernel
attributes are applied to high density graphs.

It is also interesting to test the attributes provided by kernels within other
graph-matching approaches. In Fig. 3 it is shown a performance comparative
of Softassign and Replicator Dynamics algorithms both with their classical and
their kernelized versions. We can observe that the behaviour of Softassign and
Replicator Dynamics depends on the edge density. Softassign yields better re-
sults when the edge density is low, whereas with higher edge densities Replicator
Dynamics is preferable, but always their kernelized versions outperform the clas-
sical ones.
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Abstract. In this paper, we provide a graph-based representation of the
homology (information related to the different “holes” the object has)
of a binary digital volume. We analyze the digital volume AT-model
representation [8] from this point of view and the cellular version of
the AT-model [5] is precisely described here as three forests (connectiv-
ity forests), from which, for instance, we can straightforwardly deter-
mine representative curves of “tunnels” and “holes”, classify cycles in
the complex, computing higher (co)homology operations,... Depending
of the order in which we gradually construct these trees, tools so impor-
tant in Computer Vision and Digital Image Processing as Reeb graphs
and topological skeletons appear as results of pruning these graphs.

Keywords: digital volume, cell complex, chain homotopy, graph, tree,
forest, homology, cohomology.

1 Introduction

Finding a concise, yet geometrically and topologically faithful digital representa-
tion of a digital volume is at the core of several research themes in graphics. We
propose a new strategy for the design of succinct and efficient volume approxi-
mations. In [5], given a binary 26-adjacency voxel-based digital volume V , the
homological information (that related to n-dimensional holes: connected compo-
nents, “tunnels” and cavities) is extracted from a linear map (called homology
gradient vector field) acting on a polyhedral cell complex P (V ) homologically
equivalent to V . Based on that description, we define here a three-level graph
data structure for representing digital volumes. This connectivity encoding tech-
nique attempt to reduce the redundancy inherent in many popular representa-
tions of polyhedral or triangular meshes in 3D.

In this paper, we first develop an algebraic homological study for dealing with
special chain homotopies appearing in the technique developed in [5] for deter-
mining homology gradient vector fields for a binary voxel-based digital volume.
� This work has been partially supported by “Computational Topology and Applied

Mathematics” PAICYT research project FQM-296, “Andalusian research project
PO6-TIC-02268 and Spanish MEC project MTM2006-03722.
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From this study, we derive a graph-based representation of homology gvfs and,
finally, the problem of encoding the connectivity in 3D is solved here using a hi-
erarchical “cover” forest describing the homology of a cell continuous analogous
(cell AT-model) of the volume.

2 Chain Homotopies and Gradient Vector Fields

We work here with 3-dimensional cell complexes. The cells are typically poly-
hedra, polygons, line segments and points, in decreasing order of degrees. For
convenience, we call a cell of degree p a p-cell. Since the objects considered in
this paper are embedded in R3 then the homology groups vanish for dimensions
greater than 3 and they are torsion–free for dimensions 0, 1 and 2. Throughout
the paper, we consider that the ground ring is the finite field F2 = {0, 1}. Let K
be a three-dimensional cell complex. A q–chain a is a formal sum of simplices of
K(q). We denote σ ∈ a if σ ∈ K(q) is a summand of a. The q–chains form a group
with respect to the component–wise addition; this group is the qth chain group
of K, denoted by Cq(K). There is a chain group for every integer q ≥ 0, but for
a complex in R3, only the ones for 0 ≤ q ≤ 3 may be non–trivial. The boundary
map ∂q : Cq(K) → Cq−1(K) applied to a q–cell σ gives us the collection of all its
(q−1)–faces which is a (q−1)–chain. By linearity, the boundary operator ∂q can
be extended to q–chains. For the rest of the paper, we adopt the notation (K, ∂)
for representing a 3D cell complex. In the concrete case of a simplicial complex,
the boundary of a q-simplex defined in terms of vertices σ = 〈v0, . . . , vq〉 is de-
fined by: ∂q(σ) =

∑
〈v0, . . . , v̂i, . . . , vq〉, where the hat means that vertex vi is

omitted. In our case, taking into account that the 3-cells of our cell complexes
can automatically be subdivided into tetrahedra, its boundary map can directly
be derived from that of the component tetrahedra. It is clear that ∂q−1∂q = 0. A
chain a ∈ Cq is called a q–cycle if ∂ q (a) = 0. If a = ∂q+1(a′) for some a′ ∈ Cq+1
then a is called a q–boundary. Define the qth homology group to be the quotient
group of q–cycles and q–boundaries, denoted by Hq(C). Let C = {Cq, ∂ q} and
C′ = {C′

q, ∂
′
q} be two chain complexes. A chain map f : C → C′ is a family of

homomorphisms {fq : Cq → C′
q}q≥0 such that ∂ ′

qfq = fq−1∂ q .
The following definitions are necessary in order to classify gradient vector

fields.

Definition 1. [3] Let (K, ∂) be a finite cell complex. A linear map of chains
φ : C∗(K) → C∗+1(K) is a combinatorial gradient vector field (or, shortly,
combinatorial gvf) over K if the following conditions hold:

1. For any cell a ∈ Kq, φ(a) is a q + 1-cell b.
2. φ2 = 0

If we remove the first condition, then φ will be called an algebraic gradient vector
field. If φ is a combinatorial gvf which is only non-null for a unique cell a ∈ Kq

and satisfying the extra-condition φ∂φ = φ, then it is called a (combinatorial)
integral operator [6]. An algebraic gvf satisfying the condition φ∂φ = φ is called
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an algebraic integral operator. An algebraic gvf satisfying the conditions φ∂φ = φ
and ∂φ∂ = ∂ will be called a homology gvf [5]. A gvf is called strongly-nilpotent if
it satisfies the following property: given any u ∈ Kq, and being φ(u) =

∑r
i=1 vi,

then φ(vi) = 0, ∀i. We say that a linear map f : C∗(K) → C∗(K) is strongly
null over an algebraic gradient vector field φ if given any u ∈ Kq, and being
φ(u) =

∑r
i=1 vi, then f(vi) = 0, ∀i.

Using homological algebra arguments, it is possible to deduce that a homology
gvf φ over K determines a strong algebraic relationship connecting C(K) and
its homology vector space H(K). Let us define a chain contraction (f, g, φ) :
(C, ∂) => (C′, ∂′) between two chain complexes as a triple of linear maps such
that f : C∗ → C′

∗, g : C′
∗ → C∗ and φ : C∗ → C∗+1 and they satisfy the following

conditions: (a) idC − gf = ∂φ + φ∂; (b)f g = idC′ ; (c) f φ = 0; (d) φ g = 0; (e)
φφ = 0.

Given a chain contraction (f, g, φ), it is an elementary homological algebra
result that Ker φ = Img + Imφ and Imφ is acyclic (i.e, it has null homology).

Proposition 1. Let (K, ∂) be a finite cell complex. A homology gvf φ : C∗(K) →
C∗+1(K) over K give raise to a chain contraction (f, g, φ) = (π, incl, φ) from
C(K) onto a chain subcomplex of it isomorphic to the homology of K. Recipro-
cally, given a chain contraction (f, g, φ) from C(K) to its homology H(K), then
φ is a homology gvf.

Let incl : Imπ → C(K) be the inclusion map. Let π = idC(K) − ∂φ − φ∂. This
chain map describe for each cell a representative cycle of the homology class asso-
ciated to this cell and satisfies that π2 = π. If Imπ = {x ∈ C(K), such that x =
φ(y) for some y} and Kerπ = {x ∈ C(K) such that φ(x) = 0}, then C(K) =
Imπ ⊕ Kerπ). Let f : C(K) → Im(π) be the corestriction of π to Im(π) (that
is, π : C(K) → Im(π)) and g : Im(π) → C(K) be the inclusion. Let ∂̃ be the
boundary operator of Im(π). We now prove that ∂̃ = 0. Taking into account that
idC(K) +gf = φ∂+∂φ, ∂∂ = 0 and ∂φ∂ = ∂, we then obtain ∂−∂gf = ∂. There-
fore, ∂gf = g∂̃f = 0. Since f is onto and g is one-to-one, we deduce that ∂̃ = 0.
That means that the so-called Morse complex associated to φ, Mφ,∂ = Imπ is
a graded vector space with null boundary operator isomorphic to the homology
H(K). +

The following proposition can be seen as an elementary boundary-perturbation
result.

Proposition 2. Let (K, ∂) be a finite cell complex and φ : C∗(X) → C∗+1(X)
be a homology gvf over K. If we consider a new boundary map ∂ + δ for C∗(X)
(that is,δ : C∗(K) → C∗−1(K) is a linear map satisfying (∂ + δ)2 = 0) such that
φδφ = 0 , then a new chain contraction (fδ, g, φ) = (π + φδ + δφ, incl, φ) from
C∗(K) onto the Morse complex Mφ,∂+δ = Im(π + φδ + δφ) (having in general, a
non-null boundary map δ + ∂φδ + δφ∂ + δφδ) can be established.

It is clear that

Proposition 3. In the conditions of Proposition 2 and if δφ = 0, then the
boundary map of Mφ,∂+δ is δ + ∂φδ.
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Naming π′ = π + φδ + δφ and being in general φδφ �= 0, then we have that
idC(K) + gf = φd + dφ and, for an element x = π′(y), such that π′(y) �= (π′)2(y)
then

x + π′(x) = (∂ + δ)φπ′(y) + φπ′(∂ + δ)(y).

In fact, an algebraic integral operator (non necessarily a homology gvf) φ over
K always determines a chain contraction from C(K) to Imπ (Morse complex
having in general a non-null boundary). If φ is an algebraic gvf which does not
satisfy in general the condition φdφ = φ, then we have idC(K) + gf = φd + dφ
and, for an element x = π(y), such that π(y) �= π2(y) then

x + fg(x) = ∂φπ(y) + φπ∂(y).

Now, we can easily prove the following gvf-perturbation result:

Proposition 4. Let (K, ∂) be a finite cell complex and φ : C∗(K) → C∗+1(K)
be an algebraic gvf over K. If we consider a new algebraic gvf φ + ψ (that is,
ψ : C∗(K) → C∗+1(K) is a linear satisfying that (φ + ψ)2 = 0) such that
(φ +ψ) + (φ + ψ)∂(φ+ ψ) = 0 , then a new chain contraction (fψ, g, φ + ψ) =
(π + ψ∂ + ∂ψ, incl, φ) from C∗(K) onto the Morse complex Mφ+ψ,∂ = Im(π +
ψ∂ + ∂ψ) (having in general, a non-null boundary map ∂ + ∂(φ + ψ)∂) can be
established.

It is time to analyze an incremental technique for getting gvfs, using the previ-
ous elementary perturbation steps. In this way, the incremental technique gives
us a combinatorial gvf. Given a cell complex (K, ∂), the ordered set of cells
K = 〈c1, . . . , cm〉 is a filter if all the faces of the cell cj belong to the subset
〈c1, . . . , cj−1〉. It is possible to “filter” K by first considering all the 0-cells in a
certain order, then an order on all the 1-cells, and so on.

Algorithm 1. Let (K, ∂) be a finite cell complex with filter Km = 〈c0, . . . , cm〉.
We represent the cell complex K up to filter level i by Ki = 〈c0, . . . , ci〉, with
boundary map ∂i. Let Mi be a chain complex associated to Ki.

M0 := {c0}, φ0(c0) := 0.
For i = 1 to m do

Mi := Mi−1 ∪ {ci}, φi(ci) := 0,
If (∂i + ∂i−1φi−1∂i)(ci) = 0, then

For j = 0 to i− 1 do,
φi(cj) := φi−1(cj).

If (∂i + ∂i−1φi−1∂i)(ci) is
a sum of a kind

∑r
j=1 uj �= 0 (ui ∈ Mi−1), then:

Let us choose one ci
r from all the summands uk = fi(ci

k)
= (1 + φi−1∂ + ∂φi−1)(ci

k) such that φi−1(ci
r) = 0

and ci
r /∈ Imφi−1 and define φi(ci

r) := ci

and φi := φi−1 for the rest of elements of Mi−1.

Output: a combinatorial gradient vector field φm for K.
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The previous algorithm can be considered as an application of discrete Morse
techniques [3]. The following figure shows in a pictorial way the result of the
algorithm of a concrete cell complex. The gvf φm does not satisfy in general
that φm∂mφm = φm and it is necessary to “correct” this fact in order to get a
homology gvf.

Proposition 5. Let (K, ∂) a finite cell complex and φ : C∗(K) → C∗+1(K) a
gvf such that φ∂φ �= φ. Then, starting from φ it is possible to construct a chain
contraction connecting C(K) and Imπn (Morse cellular complex associated to
the gvf φ), where π = 1 + ∂φ + φ∂.

Proof. If φ∂φ �= φ for a gvf φ over (K, ∂) , the translation of Forman’s work [3]
to the chain homotopy language is as follows:

1 + π = φ∂ + ∂φ

π + π2 = πφ∂ + ∂πφ

. . . . . .

πn−1 + πn = πn−1φ∂ + ∂πn−1φ

πn + πn+1 = πnφ∂ + ∂πnφ

Let us suppose that πn = πn+1, that is, πn(1 + π) = 0. This property, called
stabilization by Forman, can be satisfied, for example if (1 + ∂φ)n = 0. Then,
we get that

1 + πn = (
∑

πk)φ∂ + ∂(
∑

πk)φ,

and it is not difficult to prove that (πn, incl, (
∑n

k=0 πk)φ) is a chain contraction
connecting C(K) and Imπn (Morse cellular complex associated to the gvf φ).

3 Graph Representation of a Homology Gradient Vector
Field

Using Discrete Morse Theory and its pictorial language, combinatorial gvfs can
be described in terms of directed graphs on the cell complex. For example, let
us take an integral operator φ such that φ(a) = c, a ∈ K0 and being a and b
the vertices of the 1-cell c. It is clear that φ can be represented by a directed
tree consisting in the edge c together with its vertices, such that the arrow on
c goes out from vertex a. Of course, the previous properties of a homology gvf
φi : Ci(K) → Ci+1(K) (i = 0, 1, 2) help us to suitably express all the φi in terms
of graphs.

Proposition 6. If φ : C(K) → C(K) is a homology gvf for a cell complex
(K, ∂) and we denote by H∂(K) and Hφ(K) the homology groups of K taking
respectively ∂ and φ as boundary maps on K (both satisfy the 2-nilpotency condi-
tion). Then, H∂(K) and Hφ(K) are isomorph. The maps h : H∂(K) → Hφ(K)
defined by h([c]∂) = [c + ∂φ(c)]φ and k : Hφ(K) → H∂(K) defined by h([c]φ) =
[c + φ∂(c)]φ specify this isomorphism.



420 P. Real

The following homology computation algorithm is given in[5]. It describes each
incremental step as a composition of chain contractions and provides a easy way
to prove that the final chain homotopy φm is strongly nilpotent.

Given a cell complex (K, ∂), the ordered set of cells K = 〈c1, . . . , cm〉 is a filter
if ci is a face of cj for i < j. It is possible to “filter” K by first considering all
the 0-cells in a certain order, then an order on all the 1-cells, and so on.

Algorithm 2. Let (K, ∂) be a finite cell complex with filter Km = 〈c0, . . . , cm〉.
We represent the cell complex K up to filter level i by Ki = 〈c0, . . . , ci〉, with
boundary map ∂i. Let Hi the homology chain complex (with zero boundary map)
associated to Ki.

H0 := {c0}, φ0(c0) := 0, π0(c0) := c0.
For i = 1 to m do

πi(ci) = ci = ci + φi−1∂i(ci),
Hi := Hi−1 ∪ {ci}, φi(ci) := 0,
If (∂i + ∂i−1φi−1∂i)(ci) = 0, then

For j = 0 to i− 1 do,
φi(cj) := φi−1(cj).

If πi−1∂i(ci) is
a sum of a kind

∑r
j=1 πi−1(esj ) =

∑r
j=1 uj �= 0 (ui ∈ Hi−1), then:

Let us choose a summand uk and define φ̃(uk) := ci

and zero for the rest of elements of Hi−1.
then For j = 0 to i− 1 do,

φi(cj) = (φi−1 + φ̃πi−1)(cj),
πi(cj) = [1Ki − φi∂i + ∂iφi](cj)

Hi := Hi \ {uk, ci}
Output: a homology gradient vector field φm

and the set of homology generators Hm for K.

The following result that can be easily proved using induction on i is the key
for determining the graph nature of a homology gradient vector field

Fig. 1. Zoom of the polyhedral cell complex associated to a digital volume and its
associated vertex tree
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Proposition 7. In the previous algorithm, the homology gradient vector field
φm is strongly nilpotent and the map πm = 1 + ∂φm + φm∂ is strongly null over
φm.

Proposition 8. Let (K, ∂) a finite cell complex and φ a strongly nilpotent ho-
mology gradient vector field on K with map π = 1 + ∂φ+ φ∂ being strongly null
over φ. Then, the following properties hold:

1. φ(u) can be represented as a path from u to a fixed u0 = (1 + φd + dφ)(u).
2. If φ(u) = uv + φ̃(u), then φ(v) = φ̃(u).
3. The graph of consisting of all the paths φ(u), u ∈ K0 is a forest (as many

trees as connected components the object has).
4. If ∂φ(c− c′) = 0, then φ(c) = φ(c′), ∀ c, c′ ∈ Ki, i = 0, 1, 2.

In fact, these properties and the fact that Img has null homology guarantee
that Imφ in each level (levels 0 determined by the set φ(C0(K)), level 1 by
φ(C1(K)) and level 2 by φ(C2(K))) can be represented as a kind of “cover”
forest (F (φ)0, F (φ)1, F (φ)2) for the cell complex K. From level 0 to 1, the 1-
cells appearing as summands in φ(C0(K)) are the edges of the graph F (φ)0 and
all the 0-cells are the vertices. In fact, F (φ)0 is a spanning forest of the graph
defined by the vertices and edges of the cell complex K and it is called vertex
forest. From level 1 to 2, the rest of 1-cells of K not involved in F (φ)0 are the
vertices of the graph F (φ)1 (in fact, each edge is represented by its barycenter)
and the 2-cells which are summands in φ(C1(K)) generates the edges of F (φ)1
(in fact, they join the “vertices” of the graph F (φ)1). The critical 1-cells (that
is, the 1-cells u of K such that φ(u) = 0)are the vertices of F (φ)1 which are
isolated. If there is a 2-cell v = φ(u), for some 1-cell u such that the rest of
1-cells of its boundary belong to the set of edges of F (φ)0 or to the set of critical
1-cells, then v is represented in F (φ)1 by an edge connecting the vertex u with
the barycenter of v.

From level 2 to 3, the rest of 2-cells of K not involved in F (φ)1 are the vertices
of the graph F (φ)2 (each 2-cell is represented by its barycenter) and all the 3-
cells which are summands in φ(C2(K)) generate the edges connecting them (if
two 2-cells share a 3-cell, then these “vertices” are connected by an edge). The
critical 2-cells (that is the 2-cells u of K such that φ(u) = 0)are the vertices of
F (φ)2 which are isolated. If there is a 3-cell v = φ(u), for some 2-cell u such that
the rest of 2-cells of its boundary belong to the set of edges of F (φ)1 or to the
set of critical 2-cells, then v is represented in F (φ)2 by an edge connecting the
vertex u with the barycenter of v.

4 Trees Encoding the Connectivity of Digital Volumes

In [5], given a binary 26-adjacency voxel-based digital volume V , the homo-
logical information (that related to n-dimensional holes: connected components,
“tunnels” and cavities) is extracted from a linear map (called homology gradient
vector field) acting on a polyhedral cell complex P (V ) homologically equivalent
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Fig. 2. A cell complex K and its corresponding forests F (φ)0, F (φ)1 and F (φ)2

Fig. 3. Topological skeleton of a trabecular bone

to V . As we have seen in the previous sections, this map can be represented
with no loss of information by three forests. This technique can be considered as
an appropriate generalization of the spanning tree technique (arising from the
graph theory) to three dimensions [13].

For a 3D binary digital image V , the choice of the filter and the choice of
the pair of cells in each step of the Algorithm 2 allows us to see Reeb graphs,
topological skeletons or other topological tools of V as results of pruning in the
connectivity forests determining the homology gradient vector field.
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Abstract. This paper implements a fast bottom-up approach for per-
ceptual grouping. The proposal consists of two main stages: firstly, it
detects the homogeneous blobs of the input image using a color-based
distance and then, it hierarchically merges these blobs according to a set
of energy functions. Both stages are performed over the Bounded Irregu-
lar Pyramid. The performance of the proposed algorithm has been quan-
titatively evaluated with respect to ground–truth segmentation data.

1 Introduction

Perceptual grouping can be defined as the process which allows to organize
low–level image features into higher level relational structures. Handling such
high–level features instead of image pixels offers several advantages such as the
reduction of computational complexity of further processes like scene under-
standing. It also provides an intermediate level of description (shape, spatial
relationships) for data, which is more suitable for object recognition tasks [1].

The simplest approach for perceptual grouping consists in grouping pixels into
higher level structures based on low–level descriptors such as color or texture.
However, these approaches cannot deal with natural, real objects as these are
usually non–homogeneous patterns composed by different low–level descriptors.
To solve this problem, the Gestalt principles can be applied to image percep-
tual segmentation [1]. As taking into account these principles to group pixels
into higher level structures is computationally complex, perceptual segmenta-
tion approaches typically combine a pre–segmentation stage with a subsequent
perceptual grouping stage. Basically, the pre–segmentation stage conducts the
low–level definition of segmentation as a process of grouping pixels into homo-
geneous clusters, meanwhile the perceptual grouping stage performs a domain–
independent grouping which is mainly based on properties like the proximity,
similarity, closure or continuity. Although the final regions obtained by these
approaches do not always correspond to the natural image objects, they pro-
vides a mid-level segmentation which is more coherent with the human-based
image decomposition.

This paper presents a hierarchical perceptual segmentation approach which
is divided into these two aforementioned stages. The pre–segmentation stage

J. Cabestany et al. (Eds.): IWANN 2009, Part I, LNCS 5517, pp. 424–431, 2009.
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groups the image pixels into a set of homogeneous regions or blobs whose spatial
distribution is physically representative of the image content. The size of this
set is commonly very much less than the original number of pixels. Thus, these
blobs constitute an efficient image representation that replace the pixel–based
image representation. Besides, they preserve the image geometric structure as
each significant feature contain at least one region. Our approach accomplishes
this pre-segmentation stage by means of an irregular pyramid: the Bounded
Irregular Pyramid (BIP) [2,3]. The second stage groups the set of blobs into
a smaller set of regions taking into account a set of features derived from the
Gestalt theory. Specifically, this grouping is based on five properties: proximity,
similarity, closure, continuity and symmetry. From these properties, Luo and
Guo [4] proposed to calculate several energy functions for any region or group
of regions. In order to find the lowest energy groupings, these functions have
been used in this paper to measure the cost of a grouping. However, contrary to
the original work of Luo and Guo [4], our approach can simultaneously merge in
one grouping any number of regions instead to group only pair–wise regions. For
this purpose, the BIP structure is used. The perceptual grouping is performed
by adding new levels to the pre–segmentation pyramid. In these new levels, the
decimation process will use the energy functions to determine if two nodes must
be grouped. The rest of this paper is organized as follows: Sections 2 and 3
present the proposed segmentation approach. Experimental results revealing the
efficacy of the method are described in Section 4. The paper concludes along
with discussions and future work in Section 5.

2 Proposed Irregular Pyramid

The data structure of the Bounded Irregular Pyramid (BIP) is a mixture of reg-
ular and irregular data structures: a 2x2/4 regular structure and a simple graph.
This data structure generates an irregular configuration which is described as a
graph hierarchy. In this hierarchy, there are two types of nodes: nodes belonging
to the 2x2/4 structure, named regular nodes and irregular nodes or nodes be-
longing to the irregular structure. In general, a node x is neighbor of other node
x′ if their reduction windows (the set of nodes with are linked to them in the
level below) wx and wx′ are connected. Two reduction windows are connected
if there are at least two nodes at level l-1, y ∈ wx and y′ ∈ wx′ , which are
neighbors. Two nodes x1 and x2 which are neighbors at level l are connected by
an intra-level arc e = (x1,x2) ∈ El.

The BIP arose as a mixture of regular and irregular structures whose goal is
to obtain accurate results at a low computational cost. However, experimental
results have shown that, although computationally efficient, the BIP presents
a shift-variance value higher than the rest of the most important irregular ap-
proaches [2,3]. In this paper, the original BIP decimation strategy has been mod-
ified to increase the degree of mixture between the regular and irregular parts of
the BIP data structure. This modification significantly reduces the shift-variance
problem without an increase of the computational cost.
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Let Gl = (Nl, El) be a graph where Nl stands for the set nodes and El for
the set of intra-level arcs. Let εxy

l be equal to 1 if (x,y) ∈ El and equal to 0
otherwise. Let ξx be the neighborhood of the node x defined as {y ∈ Nl : εxy

l }.
It can be noted that a given node x is not a member of its neighborhood, which
can be composed by regular and irregular nodes. Each node x has associated
a vx value. Besides, each regular node has associated a boolean value hx: the
homogeneity [3].Only regular nodes which have hx equal to 1 are considered to
be part of the regular structure. At the base level of the hierarchy G0, all nodes
are regular, and they have hx equal to 1. The proposed decimation process
transforms the graph Gl in Gl+1 such that the image is divided into a set of
homogeneous blobs. This aim is achieved using a pairwise comparison function,
g(vx1 , vx2), which is true if the vx1 and vx2 values associated to the x1 and x2
nodes are similar according to some criteria and false otherwise.

The proposed decimation algorithm runs two consecutive steps to obtain the
set of nodes Nl+1. The first step generates the set of regular nodes of Gl+1
from the regular nodes at Gl and the second one determines the set of irregular
nodes at level l+1. Contrary to previously proposed approaches [2,3], this second
process employs a union-find process which is simultaneously conducted over the
set of regular and irregular nodes of Gl which do not present a parent in the
upper level l + 1. The decimation process consists of the following steps:

1. Regular decimation process. The hx value of a regular node x at level l+1
is set to 1 if

{
⋂

∀yj,yk∈{yi}
g(vyj , vyk

)} ∩ {
⋂

yj∈{yi}
hyj} (1)

Besides, at this step, inter-level arcs among regular nodes at levels l and l+1
are established. If x is an homogeneous regular node at level l+1 (hx==1),
then the set of four nodes immediately underneath {yi} are linked to x.

2. Irregular decimation process. Each irregular or regular node x ∈ Nl without
parent at level l+1 chooses the closest neighbor y according to the vx value.
Besides, this node y must be similar to x. That is, the node y must satisfy

{||vx − vy|| = min(||vx − vz|| : z ∈ ξx)} ∩ {g(vx, vy)} (2)

If this condition is not satisfy by any node, then a new node x′ is generated
at level l+1. This node will be the parent node of x. Besides, it will constitute
a root node and its receptive field at base level will be an homogeneous set
of pixels according to the specific criteria. On the other hand, if y exists and
it has a parent z at level l+1, then x is also linked to z. If y exists but it
does not have a parent at level l+1, a new irregular node z′ is generated at
level l+1. In this case, the nodes x and y are linked to z′.

This process is sequentially performed and, when it finishes, each node of
Gl is linked to its parent node in Gl+1. That is, a partition of Nl is defined.
It must be noted that this process constitutes an implementation of the
union-find strategy.
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3. Definition of intra-level arcs. The set of edges El+1 is obtained by defining
the neighborhood relationships between the nodes Nl+1. Two nodes at level
l+1 are neighbors if their reduction windows are connected at level l.

When the decimation scheme proposed in [2,3] is used, regular and irregular
nodes of level l cannot be linked to the same parent node at level l+1. This
provokes that the image partition varies when the base of the pyramid is shifted
slightly or rotated. In this case, the decimation process has been simplified,
allowing that regular and irregular nodes will be grouped. Both decimation
schemes have been compared using the Shift Variance test proposed by Prewer
and Kitchen [2] in a color-based segmentation framework. Average values ob-
tained from 30 color images from the Waterloo and Coil 100 databases are
equal to 73.8 for the decimation process proposed in [2,3] and 43.7 for the new
decimation process.

3 Segmentation Approach

3.1 Pre–segmentation Stage

The pre–segmentation stage groups the image pixels into a set of photometric
homogeneous regions (blobs) whose spatial distribution is physically representa-
tive of the image content. This stage is accomplished by means of the irregular
pyramid described in Section 2, taking into account the CIELab color of the
image pixels. Let I ⊂ �2 be the domain of definition of the input image and
l ∈ � a level of the hierarchy, the pre–segmentation assigns a partition Pl to
the couple (I, l) which is defined by the receptive fields associated to the nodes
at level l. In this process, the effective set of pyramid levels is restricted to the
interval [0, lm]. At l = 0, each pixel of the input image is an individual blob
of the partition P0. If l ≥ lm, then the partition Pl is equal to Plm . That is,
the structure hierarchy stops growing at a certain level lm when it is no longer
possible to link together any more nodes because they are not similar. Besides,
the following property is satisfied [11]:

l ≤ l′ ⇒ Pl ⊆ Pl′ ⇔ ∀p ∈ Pl, ∃p′ ∈ Pl′ : p ⊆ p′ (3)

Equation (3) determines that partitions at different levels are nested and they
impose a hierarchical structure to the set of image blobs B = {b ⊂ I | ∃l : b ∈
Pl}. This hierarchy can be naturally combined with homogeneity criteria. That
is, if a consistent homogeneity criteria is defined over the set of partitions as a
boolean function H over all its elements, the following property is verified [10]

∀(p ∈ Pl, p
′ ∈ Pl′) p ⊂ p′ ⇒ (H(p′) ⇒ H(p)) (4)

This property states that the elements that constitute a homogeneous blob are
also homogeneous. In our approach, the aim is to find partitions Pl = {pi

l}n
i=1

such that these components will define blobs of uniform color at the hierarchy
base level. Each component pi

l is defined by the receptive field associated to a
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Fig. 1. Pre-segmentation stage: a) Original images; and b) colorized pre-segmentation
images

node x(l)
i at level l. To find these partitions, we use the pairwise comparison

of neighboring nodes: g(vx(l)
i
, vx(l)

j
) is true if the color difference between x(l)

i

and x(l)
j is under a given threshold Uv, and false otherwise. Hence, this is a

boolean comparison function for pairs of partitions. In order to measure the color
difference between two nodes, the vx value of each node stores the mean color of
its receptive field and the Euclidean distance is employed. That is, the distance
between two nodes x(l)

i and x(l)
j at the pre–segmentation stage is defined as

ψβ =
√

(Lx(l)
i

− Lx(l)
j

)2 + β(ax(l)
i

− ax(l)
j

)2 + β(bx(l)
i

− bx(l)
j

)2 (5)

where β is a parameter which allows to weight lightness and chrominance (grey
scale images correspond to β equal to 0 and the usual CIELab space to β equal to
1). The final pre–segmentation image is provided by the partition Plm , which will
be associated to the nodes at level lm. It must be noted that all nodes x(lm)

i ∈ Nlm

are root nodes. Fig. 1 shows two colorized pre–segmentation images.

3.2 Perceptual Grouping Stage

After the local similarity pre–segmentation stage, grouping regions aims at sim-
plifying the content of the obtained partition. For managing this grouping, the
irregular structure is used: the roots of the pre–segmented blobs at level lm
constitute the first level of the perceptual grouping multiresolution output. Suc-
cessive levels can be built using the decimation scheme described in Section 2.
Let Plm be the image partition provided by the pre–segmentation stage and
l > lm ∈ � a level of the hierarchy, this second stage assigns a partition Ql to
the couple (Plm , l), satisfying that Qlm is equal to Plm and that

∃ln ∈ �+ : Ql = Qln , ∀l ≥ ln (6)

The family of obtained partitions Ql also satisfies the conditions expressed by
Eqs. (3) and (4). However, in order to achieve the perceptual grouping process,
a similarity function must be defined.

In the Luo and Guo’s proposal [4], a set of energy functions was used to
characterize desired single–region properties and pairwise region properties. The



Energy-Based Perceptual Segmentation Using an Irregular Pyramid 429

single-region properties include region area, region convexity, region compact-
ness, and color variances in one region. The pairwise properties include the color
mean differences between two regions, the edge strength along the shared bound-
ary, the color variance of the cross–boundary area, and the contour continuity
between two regions.

With the aim of finding the lowest energy groupings, Huart and Bertolino [12]
propose to employ these energies to measure the cost of any region or group of
regions. In a similar way, we have defined a pairwise comparison function to
evaluate if two nodes can be grouped. Two energies are defined:

Efusion = Earea + Ecompactness + EvarianceL + EvarianceA + EvarianceB (7)

Eregion = EcolorMeanDiffL + EcolorMeanDiffA + EcolorMeanDiffB+
EBoundaryV arianceL + EBoundaryV arianceA + EBoundaryV arianceB + Eedge

(8)

where the energy functions have been taken from [4]. Efusion and Eregion are
used to measure the cost of the fusion operation and the energy of a region
resulting from the fusion, respectively. If Efusion + Eregion is less than a given
threshold Uc, the comparison function is true and the grouping is accepted.
Otherwise, the function is false. Fig. 2 shows the final segmentation images
associated to the images at Fig. 1a.

4 Experimental Results

In order to evaluate the performance of the proposed color image segmentation
approach, the BSDB has been employed1 [6]. In this dataset, the methodology for
evaluating the performance of segmentation techniques is based in the compari-
son of machine detected boundaries with respect to human-marked boundaries
using the Precision-Recall framework [5]. This technique considers two quality
measures: precision and recall. The precision (P ) is defined as the fraction of
boundary detections that are true positives rather than false positives. Thus, it
quantifies the amount of noise in the output of the boundaries detector approach.
On the other hand, the recall (R) is defined by the fraction of true positives that
are detected rather than missed. Then, it quantifies the amount of ground truth
detected. Measuring these descriptors over a set of images for different thresh-
olds of the approach provides a parametric Precision-Recall curve. The current
public version of the data set is divided in a training set of 200 images and a
test set of 100 images. In order to ensure the integrity of the evaluation, only the
images and segmentation results from the training set can be accessed during
the optimization phase. Fig. 2 shows the partitions on the higher level of the
hierarchy for several images. The optimal training parameters have been chosen.
It can be noted that the proposed approach is able to group perceptually impor-
tant regions in spite of the large intensity variability presented on several areas
of the input images. The pre–segmentation stage provides an over-segmentation
1 http://www.cs.berkeley.edu/projects/vision/grouping/segbench/
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Fig. 2. a) Segmentation images associated to input images at Fig. 1a, and
b)Comparison of the proposed approach with other methods on color images using
the BSDB protocol (see text)

of the image which overcomes the problem of noisy pixels [10], although bigger
details are preserved in the final segmentation results.

TheF–measure is defined as the harmonic mean of the presicion and recall qual-
ity measures. The F -measure associated to the individual results ranged from bad
to significantly good values. Thus, the F -measure value of all images in Fig. 2 is
over 0.8. On the contrary, the main problems of the proposed approach are due
to its inability to deal with textured regions which are defined at high natural
scales. In any case, the maximal F–measure obtained from the whole test set is
0.66 (see Fig. 2). This value is equal than the F–measure obtained by the BEL [7]
and greater than values provided by other methods like the BCTG [5] or the min–
cover [9]. However, it must be noted that the obtained value is less than values
provided by the gPb [8]. The Global Probability of Boundary (gPb) is a recently
proposed boundary detector which combines local information derived from low–
level image features, such as brightness, color and texture, with global information
obtained from spectral partitioning. The main disadvantage of this method is its
associated high computational costs [8]. On the contrary, the pre–segmentation
stage of the proposed approach runs very fast. Thus, using an Intel Core Duo
T7100 PC with 1Gb DDR2 of memory, the processing times associated to the pre-
segmentation stage are typically less than 250 ms to process any image on the test
set. Although the processing times provided by the perceptual grouping stage are
greater, the average processing time of the segmentation approach is less than 2
seconds per image for the whole test set.

5 Conclusions and Future Work

This paper has presented a generic approach which combines an accurate seg-
mentation process that takes into account the color information of the image,
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with a grouping process that merges blobs to produce regions that are perceptu-
ally relevant. The obtained result is a stack of partitions which presents a very
few regions at the high level.

Future work will be focused on studying the interactions of the different ener-
gies to determine the relevance of each of them according to the local neighbor-
hood. We also aim at employing a texture descriptor at the pre–segmentation
stage and at processing videos to add the temporal information to this process.
It could provide additional merging information or be used to query the stack
of partitions.
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Abstract. The self-organizing map (SOM) has been used in multiple
areas and constitutes an excellent tool for data mining. However, SOM
has two main drawbacks: the static architecture and the lack of repre-
sentation of hierarchical relations among input data. The growing hier-
archical SOM (GHSOM) was proposed in order to face these difficulties.
The network architecture is adapted during the learning process and
provides an intuitive representation of the hierarchical relations of the
data. Some limitations of this model are the static topology of the maps
(2-D grids) and the big amount of neurons created without necessity. A
growing hierarchical self-organizing graph (GHSOG) based on the GH-
SOM is presented. The maps are graphs instead of 2-D rectangular grids,
where the neurons are considered the vertices, and each edge of the graph
represents a neighborhood relation between neurons. This new approach
provides greater plasticity and a more flexible architecture, where the
neurons arrangement is not restricted to a fixed topology, achieving a
more faithfully data representation. The proposed neural model has been
used to build an Intrusion Detection Systems (IDS), where experimental
results confirm its good performance.

Keywords: Data clustering, self-organization, graph-based representa-
tion, hierarchical clustering, intrusion detection systems.

1 Introduction

Data clustering is an unsupervised learning method to find an optimal parti-
tioning of the data set. This partitioning organizes the input data into clusters
according to a similarity measure, where data belonging to one cluster are more
similar than data belonging to different clusters. Generally speaking, unsuper-
vised learning methods are specially useful when we have unlabeled input data,
that is, the groups in which data are classified are unknown. The purpose of
these methods is to discover groups in a data set based on similarity, where
input data are usually represented as feature vectors of high dimensionality.
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The self-organizing map (SOM) is a widely used unsupervised neural network
for clustering high-dimensional input data and mapping these data into a two-
dimensional representation space [1]. However, it has some drawbacks. To begin
with, the number and arrangement of neurons (network architecture) of the SOM
is static and has to be established in advance. This task can be difficult because
it is needed a prior study of the problem domain, specially when we have vectors
with many features. Also, inherent hierarchical relations among input data are
not represented on the map and can make difficult the interpretation of the data.

The growing hierarchical SOM (GHSOM) tries to face these problems derived
from SOM. The GHSOM has a hierarchical architecture arranged in layers, where
each layer is composed of different growing SOMs expanded from neurons of
the upper layer maps and the number of neurons of each map are adaptively
determined [2]. This way, the architecture of the GHSOM is established during
the unsupervised learning process according to the input patterns. However, this
neural model keep showing some difficulties related to its static topology. In fact,
each map is initiated with 2x2 neurons, forcing the map to be a 2-D rectangular
grid. The problem of this topology is that we need to preserve the rectangular
grid and when the map grows, not only a neuron but a row or a column of
neurons has to be inserted. As a result, a lot of neurons are inserted without
necessity, being the amount of neurons far from optimal, especially when we
have to insert neurons in very large maps. Moreover, there are wide spectrum
application domains where a rectangular grid is not the most suitable topology
to represent the input data. In order to make easy the identification of relations
among input data and mirror its inherent structure, the map should capture the
own topology of the data as faithfully as possible.

A graph-based representation space provides the enough flexibility to reflect
different representations of the same domain (data and relations) and is easy
to understand. Most of the related works which use SOMs with a graph-based
representation, treat each neuron as a graph since they use this model for rep-
resenting input data [3,4]. The goal is to cluster these graphs. Here the goal is
different; we use graphs to represent the topology of a SOM. Thus, the repre-
sentation space can totally adapt to the data structure.

In this paper, by using this graph-based representation in hierarchical self-
organization, we propose a novel artificial neural network architecture based on
the GHSOM called the growing hierarchical self-organization graph (GHSOG).
This new model has the advantages of the GHSOM model and also provides
a better and easy data representation thanks to a more flexible and adaptive
topology and a lower number of neurons used in the representation.

In order to check the performance of the GHSOG, an Intrusion Detection
System (IDS) has been implemented using this new model. An IDS monitors
network traffic to detect an attack or intrusion in a network environment. Some
anomaly detection systems using data mining techniques such as clustering,
support vector machines (SVM) and neural network systems have been pro-
posed [5,6]. Many self-organizing models have been used to implement an IDS,
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however they have many difficulties detecting a wide variety of attacks with low
false positive rates [7].

The remainder of this paper is organized as follows. In Section 2, we first
present a description of our new GHSOG model. In Section 3, an IDS is imple-
mented with the GHSOG model, where data preparation and some experimental
results are presented. Some remarks conclude this paper in Section 4.

2 Growing Hierarchical Self-Organizing Graph

The Growing Hierarchical Self-Organizing Graph is a neural network based on
the GHSOM, where only one neuron is added when a self-organizing map should
be expanded. This way, the topology that the tree nodes present is a graph
instead of a grid. Initially, a segment composed of two neurons and a connection
edge is used to represent a cluster. If more neurons are needed to capture the
cluster knowledge accurately, then these neurons are added one by one, ensuring
that each new neuron forms a triangle tile in the graph. See Figure 1.

Fig. 1. A sample of the GHSOG model

Let X = x1, x2, . . . , xL the training data set consisting of L samples, the
starting point of the training algorithm is the computation of the quantization
error of the whole training data set

qe0 =
∑

xj∈X

‖w0 − xj‖ (1)

with w0 the global mean. Using the quantization error instead of the mean
quantization error gives the method the capacity of assigning more neurons in
the map for more densely populated regions of the input space. The first self-
organizing map is created at layer 1, i.e., at depth level 1 in the tree. This map
consists of two neurons which are linked by a unique connection.
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Then for each local graph, i.e. each self-organizing graph, a two phase learning
process begins. The first phase carries out the training (and growing if required)
of the local self-organizing graphs; the second one tries to expand that neurons
which required a more thorough clustering of the data they represent. For that
purpose a new graph in the next tree layer is created.

In the local training and growing phase each local graph is trained following
the learning process proposed by Kononen in [1] except for the neighborhood
function. In the proposed network it is considered that the neighbors of a neuron
are all the neurons which are connected directly in the graph.

It should be noticed that the samples used to train each local graph are those
belonging to the cluster corresponding to the father neuron in the tree, i.e., if
f is the father neuron then the training data set for the child graph is Cf ⊆ X
where Cf is the subset of vectors of the input data that is mapped onto unit f .

After training the local graph, the learning algorithm checks if the graph must
grow.

1
|Uf |

∑
i∈Uf

qei < τ1 · qef (2)

where qei =
∑

xj∈Cf
‖wi − xj‖ is the absolute quantification error and Uf the

neurons in the hierarchical tree which are part of the local graph, expanded from
neuron f . The expression compares the mean quantization error of the graph
with the quantization error of the corresponding neuron f in the upper layer.
The parameter τ1 allow the user to control the depth/shallowness of the obtained
hierarchical structure. If the criterion is not satisfied then a new neuron is added
and this phase starts again. This iterative process finishes when the expression
holds true.

When the mean quantization error of the graph is too high and does not fulfill
the stopping criterion, a new neuron is added to the graph in order to reduce
that error. Therefore, we look for the neuron of the graph which contributes
most to the quantization error. This neuron is named the error neuron

e = arg max
i

∑
xj∈Ci

‖xj − wi‖ (3)

A second neuron is needed to keep the triangle tile based structure of the local
graphs. The selected neuron will be the most dissimilar neighboring neuron d of
the error neuron e

d = arg max
i

(we − wi), wi ∈ Ne (4)

with Ne the set of neighbours neurons of the error neuron e. Finally the location
of the new neuron in the input space, which coincides with the weight vector of
the neuron is

wnew =
qee · we + qed · wd

qee + qed
(5)

Note that the most dissimilar neuron d of the error neuron e is the farthest of
its neighbors and, therefore, most of the time the new neurons are placed near
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the error neuron, which is the region in the input space where the quantization
error is greater and help is needed.

Once the first iterative phase has finished, the neurons expansion phase starts.
In this step for each neuron of the graph we compute the checking

qei = τ2 · qe0 (6)

where τ2 is a user parameter which controls the desired quality for the data
representation. If the expression holds true for all the neurons the training of the
current local graph finishes and the process continues with another local graph
(in the same layer of the tree or in deeper layers). Otherwise for each neuron
which does not satisfies the criterion a new graph is created in the next layer
of the tree. The new graph is a graph consisting of two neurons, whose weigth
vectors are the average between the father vector and the first and second more
similar neighbor vectors, respectively. If the father has only one neighbor, the
second expanded neuron is a copy of the father.

3 Experimental Results

In order to prove the performance of the new GHSOG model, an IDS has been
implemented, which detects a wide variety of attacks in a military network envi-
ronment. GHSOG training and testing have been done with the KDD Cup 1999
benchmark data set created by MIT Lincoln laboratory. The purpose of this
benchmark was to build a network intrusion detector capable of distinguishing
between intrusions or attacks, and normal connections. To make easy the train-
ing and testing, the 10% training data set and the 10% testing data set are
provided, which contain 494,021 and 311,029 connection records, respectively.
In the training data set there are 22 attack types in addition to normal records
whereas in the testing data set 15 new attack types are also present.

3.1 Data Preparation

In the KDD 1999 data set, each connection record has 41 features preprocessed
from monitoring network packets. Among these features, 3 are qualitative: the
protocol type, which can take the values TCP, UDP or ICMP; the service type,
with 66 different values and the flag, with 11 possible values.

Most of the related works map these data into consecutive quantitative values
so as to compute the similarities of the connections. However, since qualitative
data have no an order associated, the use of the Euclidean distance is not ap-
propriate for these types of data. To solve this problem, each qualitative feature
has been replaced with a binary vector composed by as many binary features as
different possible values that feature can take. Thus, the distance among qual-
itative values is always the same allowing the use of the Euclidean distance or
other standard metric. This way, the number of features has been increased from
41 to 118.
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3.2 Results

For our experiments, two data subsets have been randomly selected from the
10% training data set: S1 with 100,000 connection records and S2 with 169,000
connection records. The 22 attack types in addition to normal records are con-
tained in both data subsets, and the distribution of each connection type reflects
the own distribution of the 10% training data set. In order to train two neural
networks with the two data subsets, 0.1 and 0.03 have been chosen as values for
parameters τ1 and τ2, respectively. The resulting architecture of the first neural
networks trained with S1 is shown in Fig. 1. The second one has 1 layer more,
but with just a graph in that layer.

Most of the related works are only interested in knowing whether the input
pattern is an anomaly or a normal connection record. Here, our interest is also
to know whether one connection record type is identified as from its own type.
We name this identification rate. Detection rate is the percentage of detected
attacks and false positive rate is the percentage of normal connections records
detected as attacks. The training results for S1 and S2 are given in Table 1. We
can see that the detection rate is around the 96% for both data sets, but the
false positive rate is higher for the first data subset.

Table 1. Training results for S1 and S2 data subsets

Training Set Detection (%) False Positive (%) Identification (%)
S1 96.75 3.81 94.64
S2 96.44 1.42 95.40

Table 2. Testing results for GHSOGs trained with S1 and S2 data subsets

Training Set Detection (%) False Positive (%) Identification (%)
S1 90.15 2.09 90.68
S2 91.48 4.51 90.57

After training, the two trained GHSOGs have been tested with the 10% KDD
1999 testing data set, which contains 311,029 connection records and 15 new
attack types as mentioned above. Testing results are shown in Table 2. During
the testing, we achieve similar detection rates for both GHSOGs but the false
positive rate is higher in the second GHSOG. Note that the identification rate
is higher than the detection rate in the first GHSOG. Although it can seem
strange, this is due to the fact that normal connections are taken into account
in addition to attack connections to compute the identification rate.

There are many related works that have used self-organizing maps to imple-
ment an IDS. A hierarchical Kohonen net (K-Map) was proposed in [8], which
consists of three static SOMs arranged in layers. They achieved 99.63% detec-
tion rate after testing, but taking into account several limitations. Although they
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Table 3. Testing results for differents IDSs based on self-organization

Detected(%) False Positive(%) Neurons
GHSOG 90.68 2.09 35
K-Map 99.63 0.34 144
SOM 97.31 0.042 400

SOM (DoS) 99.81 0.1 28800

used a data subset of 169,000 connection records with 22 attack types from the
KDD Cup 1999 data set as we used, during the testing they used just 3 attack
types, whereas we used 38 attack types, where 15 attack types were unknown.
They also used a combination of 20 features that had to be established in ad-
vance and 48 neurons in each layer. In [9], a SOM trained on all the 41 features
was chosen in order to compare results. A 97.31% detection rate was achieved
but using 400 neurons. An emergent SOM (ESOM) for the Intrusion Detection
process was proposed in [10]. They achieved detection rates between 98.3% and
99.81% and false positives between 2.9% and 0.1%. However, they just detected
denial of service attacks (DoS), they used a pre-selected subset of 9 features
and a number of neurons between 160x180 and 180x200. In addition, their best
result (99.81% detection rate and 0.1% false positive rate) was just trained and
tested with one DoS attack type, the smurf attack. These different results are
summarized in Table 3. Note that our detection rates are lower than the rest
of the proposed IDSs. Nevertheless, we provide a more simple architecture with
less neuron, which was automatically generated during the training, and where
the data hierarchical structure is easier to understand.

4 Conclusions

In this paper, a growing hierarchical self-organizing map (GHSOG) has been
proposed. This novel neural network faces the limitations of the SOM related
to its static architecture and the lack of representation of hierarchical relations
among input data. The GHSOM model also faces these problems of the SOM,
but keep maintaining some limitations: the static topology of the maps (2-D
grids) and the big amount of neurons created without necessity. The proposed
GHSOG has a topology based on graphs instead of 2-D rectangular grids, where
the neurons are considered the vertices, and each edge of the graph represents
a neighborhood relation between neurons. This graph-based representation pro-
vides greater plasticity and a more flexible and adaptive architecture, where
the neurons arrangement is not restricted to a fixed topology, achieving a more
faithfully data representation.

The performance of the GHSOG has been tested by implementing an Intrusion
Detection System (IDS). To train and test the neural network, the KDD Cup
1999 benchmark data set has been used. During the training, two different data
subsets has been selected from the 10% training KDD data set, with 100,000
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and 169,000 connection records, respectively. The two generated GHSOG ar-
chitectures were tested with the 10% training KDD data set, which contains
311,029 connection records. After testing, we achieved a 90.15% detection rate
and a false positive rate of 2.09% as shown in Table 2. Comparison results are
also provided. Although testing results cannot seem as good as in other related
works, these just are limited to specific subsets of features and/or attacks, which
were established in advanced and the number of neurons are higher than we
used. Furthermore, our architecture was generated during the training adapt-
ing to input data, mirroring their hierarchical relations and achieving a more
faithfully data representation.
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Abstract. Multi-Net systems in general, and the Real Adaboost algo-
rithm in particular, offer a very interesting way of designing very pow-
erful classifiers. However, one inconvenient of this schemes is the large
computational burden required for their construction. In this paper, we
propose a new Boosting scheme which incorporates subsampling mecha-
nisms to speed up the training of base learners and, therefore, the setup
of the ensemble network. Furthermore, subsampling the training data
provides additional diversity among the constituent learners, according
to the some principles exploited by Bagging approaches. Experimental
results show that our method is in fact able to improve both Boost-
ing and Bagging schemes in terms of recognition rates, while allowing
significant training time reductions.

1 Introduction

Nowadays, Artificial Neural Networks (ANN) have become a very important
tool for Machine Learning. However, when a difficult task has to be solved a
strong and usually very complex network has to be employed to obtain a good
solution. To overcome this limitation, Multi-Net (M-N) systems have emerged
under the idea of combining a set of “weak” learners to build a classifier of
improved performance.

Although many methods to build of M-N systems can be found in the litera-
ture [1,2], two of them have received special attention because of their simplicity
and good performance: Bagging [3] and Boosting [4]. Both methods build an
NN ensemble by combining a set of learners that present different solutions, i.e.,
diversity. Bagging schemes enforce this diversity by training each learner with a
different subset (generated by a subsampling procedure) of the complete train-
ing data, while Boosting methods and, in particular, the Adaboost algorithm
[5] sequentially trains the learners, by emphasizing samples according to the er-
ror of previous networks. Although both methods follow a similar methodology,
the emphasis mechanism employed by Adaboost has made it one of the most
powerful M-N systems.
� This work was supported in part by the MEC Pjt. TEC2008-02473/TEC and the

CM Pjt. S-0505/TIC/0223.
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In [6] we presented a method to alleviate the computational burden during
the operation of the classifier. Here we pay attention to the training of the
ensemble, and propose a new method which achieves significant reductions in
training time, while preserving the good recognition performance of Adaboost.
Our novel method, that we call Subsampled Boosting (SB), follows the principles
of both Bagging and Adaboost approaches, in the sense that Real Adaboost (RA)
emphasis is used to guide subsampling of the training data.

In the following section, we will briefly review the two reference methods: Bag-
ging and Adaboost. Next, in Section 3, we will describe how the Bagging and
Adaboost schemes are combined to derive the Subsampled Boosting method. In
Section 4, we will analyze the advantages of our proposal in terms of compu-
tational savings and accuracy. To conclude, in Section 5 conclusions and future
research lines will be presented.

2 Review of Existing M-N Methods

In this section, we give a brief description of the probably two most popular
algorithms for committee machines creation: Bagging and Adaboost. Among
the different versions that can be found in the Adaboost literature, here we
describe the Real Adaboost approach presented by Schapire and Singer [7].

2.1 Bagging

Bagging methods rely on the linear combination of several base learners, where
each of these learners has been trained with a different data subset. To create
these subsets, the Bagging method employs bootstrap sampling, i.e., it randomly
selects a subset of samples from the original training set.

Let us consider a binary classification problem defined by the following train-
ing data set S =

{(
x(l), d(l)

)
∈ χ× {−1, 1} , l = 1, . . . , L

}
, where x(l) is the l -th

training pattern and d(l) its corresponding label. Then, to build a Bagging en-
semble with T learners, a different bootstrap training set, χB

t , has to be created
for each learner. Base learners are then trained to minimize a particular cost
function, such as the mean square error

Ct =
L∑

l=1

[d(l) − ot(x(l))]2, (1)

where ot(x) : χ→ [−1, 1] is the output function t -th learner.
The final output of the ensemble for sample x is obtained by averaging the

learners outputs, i.e.

fbag(x) =
1
T

T∑
t=1

ot(x). (2)
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2.2 Real Adaboost

The RA algorithm implements also a linear combination of weak learners, but
now the base networks are trained sequentially forcing at each round that the
new learner pays more attention to patterns that have been misclassified by the
previous networks.

To be more specific at each round t = 1, . . . , T a new learner, ot(x) : χ →
[−1, 1], is trained to minimize a weighted mean square error,

Ct =
L∑

l=1

Dt(x(l))[d(l) − ot(x(l))]2, (3)

where Dt(x(l)) is the emphasis function that indicates the importance that the
t -th learner should assign to pattern x(l). At first, this function is uniformly
distributed (Dt(x(l)) = 1/L, l = 1, . . . , L), and in the following rounds it is
updated as

Dt+1(x(l)) =
Dt(x(l)) exp

(
−αtot(x(l))d(l)

)
Zt

(4)

where αt is the weight that the ensemble assigns to the t -th learner, and Zt is
a normalization factor that guarantees

∑L
l=1 Dt(x(l)) = 1. The output weight

associated to each learner is calculated at each round as

αt =
1
2

ln
(

1 + rt

1− rt

)
(5)

where rt =
∑L

l=1Dt(x(l))ot(x(l))d(l).
Once all learners have been trained and the output weights have been calcu-

lated, the final ensemble output is obtained according to

fRA(x) =
T∑

t=1

αtot(x) (6)

3 Subsampled Boosting

Although RA generally performs better than Bagging approaches, it also incurs
in a significantly larger computational burden since all training patterns are used
to train every base classifier. In this section we propose a modified version of
RA that by using bootstrap strategies similar to those of Bagging, can signifi-
cantly accelerate the training phase, while preserving RA’s excellent recognition
capabilities. The new method, to which we will refer as Subsampled Boosting
(SB), can therefore induce diversity by simultaneously using the emphasis and
subsampling mechanisms of RA and Bagging, respectively.

Just like the RA algorithm, SB works sequentially, but now each base learner
is trained using an emphasized subset of the training data, i.e.,

Ct =
∑
l∈SB

t

Dt(x(l))[d(l) − o(x(l))]2 (7)
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where SB
t is the subset of patterns used by the t -th learner. By reducing the num-

ber of training samples at each round, SB gets a clear computational advantage
during the learners training.

To generate the data subsets SB
t our method uses a modified version of boot-

strap sampling. Since the emphasis function indicates on which patterns we
have to focus, this information is also used to generate the different data sub-
sets

{
SB

t

}T

t=1, adjusting the probability of selecting each sample according to
the current value of the emphasis function. This procedure seems similar to the
“roulette wheels” used in the individuals selection from genetic methods [8].

The update of the emphasis function and computation of the learners output
weights is carried out according to (4) and (5), using all the available training
patterns. In other words, the subsampling mechanism only reduces the number
of samples which are used to train individual learners, but after each learner has
been trained, all patterns are used to compute the corresponding output weight
and to readjust the emphasis.

Finally, we would like to remark that both the emphasis and subsampling
mechanisms are used by SB as two complementary ways of creating diversity
among the ensemble networks. As we will show in the following section, in some
cases, this provides significant accuracy improvements with respect to RA and
Bagging approaches.

4 Experiments

To test the efficiency of the SB classifier we are going compare its performance
with both Bagging and RA schemes. Since SB and Bagging employ a subsam-
pling procedure, we will test their performances using three different subsampling
rates: 80%, 60%, and 40%.

These experiments will be carried out over six binary problems: the synthetic
dataset Ripley (Ri) [9] and five real problems taken from [10]: Abalone (Ab),
Hand (Ha), Image (Im), Phoneme (Ph), and Spam (Sp). Table 1 shows the
main features of these problems: number of dimensions (dim) and number of
training and test samples (#Train and #Test) in each class (n1/n−1). When
the problem had no predefined train/test partitions, ten random partitions have
been created with 60%/40% for training and test, averaging the results over all
partitions.

The three ensembles under study, Bagging, RA, and SB, employ Multi Layer
Perceptrons (MLPs) with one hidden layer as base learners. To train each MLP,
a back-propagation algorithm is used, adjusting the learning step to μ = 0.01,
both for the hidden and output layers.

To achieve an optimal ensemble behavior, an appropriate number of hidden
neurons (M) has to be fixed. Despite each ensemble can need a different M value,
to carry out a fair comparison in computational terms, we have preferred to fix
the same M for all algorithms (Bagging, RA, and SB) and subsampling rates
(80%, 60% or 40%). Then, this parameter has been selected by, first applying
5 fold cross-validation over a single MLP trained with different number of data
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Table 1. Summary of the six benchmark problems

M dim # Train (n1/n−1) # Test (n1/n−1)
Abalone (Ab) 6 8 2507 (1238/1269) 1670 (843/827)
Hand (Ha) 82 62 3823 (1923/1900) 1797 (906/891)
Image (Im) 54 18 1848 (821/1027) 462 (169/293)

Phoneme (Ph) 68 5 3243 (952/2291) 2161 (634/1527)
Ripley (Ri) 49 2 250 (100/150) 1000 (500/500)
Spam (Sp) 24 57 2761 (1673/1088) 1840 (1115/725)

Table 2. Averaged classification error (CE) and number of base learners (Tav) achieved
by Bagging (Bg), RealAdaboost (RA) and Subsampled Boosting (SB). Bagging and
Subsampled Boosting results are given for subsampling rates of 40%, 60% and 80%

Bg40 Bg60 Bg80 RA SB40 SB60 SB80

CE(%) CE(%) CE(%) CE(%) Tav CE(%) Tav CE(%) Tav CE(%) Tav

Ab
19, 48 19, 30 19, 23 19, 30 31, 96 19, 38 26, 44 19, 23 27, 62 19, 19 27, 70
±0, 18 ±0, 19 ±0, 19 ±0, 20 ±2, 48 ±0, 41 ±4, 86 ±0, 33 ±4, 26 ±0, 37 ±4, 46

Ha
3, 89 3, 19 2, 84 3, 48 29, 64 2, 17 50, 00 2, 18 50, 00 2,15 50, 00
±0, 25 ±0, 18 ±0, 19 ±0, 37 ±8, 38 ±0, 15 ±0, 00 ±0, 14 ±0, 00 ±0, 13 ±0, 00

Im
3, 68 2, 71 2, 47 2, 41 26, 28 2, 27 33, 52 2, 16 26, 80 2, 29 25, 92
±0, 32 ±0, 23 ±0, 20 ±0, 38 ±5, 51 ±0, 35 ±4, 26 ±0, 25 ±3, 84 ±0, 32 ±3, 68

Ph
14, 42 13, 92 13, 76 13, 89 27, 68 14, 23 22, 82 14, 10 24, 76 14, 07 23, 92
±0, 49 ±0, 56 ±0, 55 ±0, 56 ±2, 37 ±0, 56 ±3, 88 ±0, 55 ±3, 90 ±0, 63 ±3, 45

Ri
10, 97 11, 04 10, 85 9, 85 31, 02 10, 88 16, 60 10, 17 20, 14 9,77 21, 66
±0, 36 ±0, 22 ±0, 17 ±0, 13 ±5, 05 ±0, 48 ±4, 10 ±0, 49 ±3, 84 ±0, 36 ±4, 03

Sp
6, 16 6, 09 5, 96 5, 84 32, 52 5,63 25, 75 5, 80 22, 12 5, 88 20, 50
±0, 50 ±0, 52 ±0, 54 ±0, 59 ±6, 76 ±0, 27 ±2, 10 ±0, 24 ±1, 89 ±0, 25 ±1, 74

percentages (100%, 80%, 60%, and 40%); after this, the lowest M among the
four candidates is selected as the number of hidden neurons (see Table 1).

A last parameter to be adjusted is the number of learners for each ensemble
(T ). To select it correctly, in the SB and RA algorithms we have followed the
criterion given in [11], where the ensemble growth is stopped when the ratio
between the average αt in the last 10 rounds and the sum of all αt is lower than
a stop value (Cstop), i.e., ∑T

t′=T−9 αt′

10
∑T

t′=1 α
′
t

< Cstop (8)

where Cstop has been experimentally fixed to 0.01. In problem Ha, a very large
number of learners is needed to get SB convergence, so we have directly fixed T
to 50. The number of learners for Bagging schemes has to be selected a priori.
So, for this architecture we will use T = 30, which we have checked is enough to
get the most of Bagging networks. Furthermore this value is usually similar to
the number of weak learners used by RA and SB.
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Table 3. Time elapsed in seconds when ensembles with the average number of learners
are evaluated. Computational savings with regard to RA are given inside parentheses.

Bg40 Bg60 Bg80 RA SB40 SB60 SB80

Ab
140, 81 208, 61 278, 22 359, 93 120, 73 195, 40 261, 92

(−60, 88%) (−42, 04%) (−22, 70%) (0, 00%) (−66, 46%) (−45, 71%) (−27, 23%)

Ha
1030, 77 1537, 03 2036, 52 2518, 35 1713, 11 2570, 08 3468, 26

(−59, 07%) (−38, 97%) (−19, 13%) (0, 00%) (−31, 98%) (2, 05%) (37, 72%)

Im
209, 46 306, 97 406, 74 433, 24 229, 32 268, 44 344, 30

(−51, 65%) (−29, 15%) (−6, 12%) (0, 00%) (−47, 07%) (−38, 04%) (−20, 53%)

Ph
3205, 20 4895, 20 6499, 61 6655, 04 2277, 12 4025, 41 5123, 88

(−51, 84%) (−26, 44%) (−2, 34%) (0, 00%) (−65, 78%) (−39, 51%) (−23, 01%)

Ri
21, 76 32, 63 43, 44 52, 74 12, 42 20, 39 31, 59

(−58, 75%) (−38, 12%) (−17, 63%) (0, 00%) (−76, 45%) (−61, 34%) (−40, 09%)

Sp
2894, 31 4401, 53 5261, 94 7082, 86 2468, 74 3237, 60 3523, 30

(−59, 14%) (−37, 86%) (−25, 71%) (0, 00%) (−65, 14%) (−54, 29%) (−50, 26%)

Table 2 summarizes the classification errors (CE) and the average number of
learners (Tav) achieved by each method in the different problems. These results
have been averaged over 50 independent runs, then, their mean values and their
standard deviations are shown. The best result for each problem is indicated in
boldface. Besides, the computational time to train the different ensembles and
the savings provided by our proposal are shown in Table 3.

When comparing SB and Bagging schemes, it is clear that the former shows
better performance in terms of CE in most cases, independently of the subsam-
pling rate applied to the training data. For some problems, such as Ha, Im and
Sp, this performance can be quite significant. The only problem where Bagging
outperforms SB is Ph, but in this case the difference is rather small. It is also
important to remark that our method usually requires fewer learners than Bag-
ging to achieve these results, thus leading to a faster training of the ensemble,
as well as to faster classification of test data.

With respect to RA, using training subsets of 40% of the training data does not
result in serious performance degradation, and allows a very important reduction
of training times. In fact, we can observe a worse performance only for the Ri
and Ph dataset, while SB excels again in the Ha dataset. When increasing the
percentage of data used to train the learners (see results under columns SB60
and SB80 in Table 2 and Table 3), the recognition capabilities of our method
improve slightly, but the computational burden is also increased (time savings
between 20% and 60% are achieved). In any case, sampling rates of 60% or 80%
can be considered as conservative selections to minimize possible performance
degradations with respect to standard RA.

To complete our discussion, Fig. 1 shows Real Adaboost and Subsampled
Boosting performance as a function of the number of base learners. As we could
expect, SB performs poorly during the first iterations, given that the subsam-
pling process negatively affects the performance of the first MLPs incorporated



446 S. Muñoz-Romero, J. Arenas-Garćıa, and V. Gómez-Verdejo
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Fig. 1. Classification error (CE) evolution according to the number of learners for all
algorithms for the problems Abalone (a), Hand (b), Image (c), Phoneme (d), Ripley
(e) and Spam (f)
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to the ensemble. However, after only a few iterations (T > 10), SB becomes as
competitive as standard RA and, in many cases better than it.

5 Conclusions

In this paper we have proposed an efficient method to alleviate the computational
effort demanded by Adaboost algorithm during its training phase. This method,
that we call, Subsampled Boosting, incorporates the subsampling procedure of
Bagging methods in the Adaboost algorithm. In this way, the learners training
time is significantly reduced. Furthermore, we think combining two different
procedures to induce diversity among base learners can allow our proposal to
take the most of Bagging and RA methods and to achieve reductions of the
classification errors.

Experimental results not only corroborate the expected training time savings,
but also show accuracy improvement with regard to Adaboost and Bagging
schemes. An extension of this proposal to achieve computational savings not only
during the training time but also during the operational phase is a promising
research line which we are currently working on.
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Abstract. We introduce a new validity index for crisp clustering that
is based on the average normality of the clusters. A normal cluster is op-
timal in the sense of maximum uncertainty, or minimum structure, and
so performing further partitions on it will not reveal additional substruc-
tures. To characterize the normality of a cluster we use the negentropy, a
standard measure of distance to normality which evaluates the difference
between the cluster’s entropy and the entropy of a normal distribution
with the same covariance matrix. Although the definition of the negen-
tropy involves the differential entropy, we show that it is possible to avoid
its explicit computation by considering only negentropy increments with
respect to the initial data distribution. The resulting negentropy incre-
ment validity index only requires the computation of determinants of
covariance matrices. We have applied the index to randomly generated
problems, and show that it provides better results than other indices for
the assessment of the number of clusters.

Keywords: Crisp clustering, Cluster validation, Negentropy.

1 Introduction

The goal of cluster analysis [1] is the automatic partition of a data set into a finite
number of natural structures, or clusters, so that the elements inside a cluster are
similar while those belonging to different clusters are not. Clustering algorithms
are usually divided into crisp and fuzzy. In crisp clustering, each data point is
uniquely assigned to a single cluster. On the contrary, fuzzy clustering allows
each point to belong to any of the clusters with a certain degree of membership.
A common problem to both approaches is the lack of a general framework to
measure the validity of the outcomes of a particular clustering method, and in
particular to assess the correct number of clusters. This is the subject of cluster
validation [2], whose objective is to provide a quality measure, or validity index,
that allows to evaluate the results obtained by a clustering algorithm.

In this paper we propose a new validity index for crisp clustering that is
based on the normality of the clusters. The normal or Gaussian distribution
maximizes the entropy for a fixed covariance matrix [3]. This means that a
normally distributed cluster has the lowest possible structure, and so it can
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not be further partitioned into additional substructures. This principle suggests
to select the partition for which the clusters are on average more Gaussian.
The normality of a probability distribution can be measured by means of the
negentropy, which is defined by subtracting the entropy of the distribution from
the entropy of a Gaussian with the same covariance matrix. The negentropy
is a frequently used measure of distance to normality [4], and has been widely
used to measure normality in the context of projection pursuit and independent
component analysis [5].

The lower the negentropy of the cluster, the more Gaussian it is. So, according
to the previous principle, cluster validation should be accomplished by selecting
the partition whose clusters have on average lower negentropy. The most involved
technical issue regarding the use of the negentropy to measure the normality
of a partition is related to the computation of the differential entropy of the
clusters. However, we show that, by subtracting the negentropy of the initial
data distribution (no partition), we obtain a validity index that: (i) measures
the increment in normality that is gained with the partition; and (ii) avoids
the explicit computation of any differential entropies. We call this index the
negentropy increment associated to the partition.

To test the negentropy increment as a cluster validity index, we use it as
the fitness function of a genetic algorithm that searches the partitions space. We
have applied this method to a set of randomly generated problems that consist of
Gaussian mixtures in 2D. We show that the proposed negentropy based validity
index is able to assess the correct number of clusters with more reliability than
other indices proposed in the literature for the validation of crisp clustering, such
as the Davies-Bouldin [6], the Dunn [7,8], or the PBM [9] indices.

2 The Negentropy Increment of a Partition

Given a random variable x with probability density function f(x), the negen-
tropy of x is defined as:

J(x) = Ĥ(x)−H(x) (1)

where H(x) is the differential entropy of x and Ĥ(x) is the differential entropy
of a normal distribution with the same covariance matrix. Due to the maximum
entropy property of the normal distribution, the negentropy is always equal to or
greater than 0, with equality holding if and only if the distribution is Gaussian.

Given a crisp partition of the data space into a set of k non overlapping regions
{Ω1, Ω2, ..., Ωk}, we compute its average negentropy, which we denote J̄(x), as:

J̄(x) =
k∑

i=1

piJi(x) (2)

where pi is the a-priori probability of x falling into the region Ωi, and Ji(x) is
the negentropy of x in the region Ωi. The lower J̄(x), the better (more Gaussian



450 L.F. Lago-Fernández and F. Corbacho

on average) the partition is. Note that we can add any constant to J̄(x) without
affecting this result so, instead of Eq. 2, we will consider the index:

ΔJ = J̄(x) − J0(x) (3)

where J0(x) is the negentropy of x when no partition is performed, which is a
constant for each problem. We call this index the negentropy increment after the
partition. It measures the change in negentropy when we make a partition on
the data set. If ΔJ < 0 then we are gaining normality (losing negentropy) with
the partition, while if ΔJ > 0 we are losing normality (gaining negentropy).
Given two different partitions of a data set, we will select the one for which ΔJ
is lower.

The main advantage of computing the difference of negentropies in Eq. 3
is that, after some manipulations, the differential entropies cancel out and the
negentropy increment can be written as:

ΔJ =
1
2

k∑
i=1

pi log |Σi| −
1
2

log |Σ0| −
k∑

i=1

pi log pi (4)

where Σi is the covariance matrix of x in the region Ωi and Σ0 is the covariance
matrix of the complete data set x. Note that to evaluate this final expression
we only need to compute the determinants of the covariance matrices for each
region. This index can be applied as a general tool to validate the outcome of any
crisp clustering algorithm, and also to compare solutions provided by different
algorithms for a single problem.

3 Evaluation of the New Validity Index

To evaluate the negentropy increment as a validity index for crisp clustering, we
test its ability to assess the correct number of clusters in a set of 500 randomly
generated problems in 2 dimensions. For every problem, the number of clusters,
n, is between 1 and 5, each one consisting of 200 points randomly extracted from
a normal distribution whose parameters are also randomly selected. The set of
points (x, y) belonging to a particular cluster is generated as follows. First, two
random numbers, μx and μy, are extracted from a uniform distribution in the
interval (0, 10), and other two, σx and σy, are extracted from a uniform distri-
bution in the interval (0, 1). Then x is extracted from the normal distribution
N(μx, σx) and y is extracted from N(μy, σy). Finally a rotation by an angle θ,
with center at (μx, μy), is applied to the points (x, y). The angle θ is randomly
selected from a uniform distribution in (0, 2π). There are 100 data sets for each
value of n. Fig. 1 shows some of the data sets for n = 3, n = 4 and n = 5. Note
that, as the number of clusters increases, the overlap among them is higher in
general.
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Fig. 1. Some examples of the data sets used to test the cluster validity measure. The top
row shows some sets with tree clusters (n = 3). The middle row shows sets consisting
of four clusters (n = 4). The bottom row shows data sets with five clusters (n = 5).

For a given problem, a genetic algorithm is used to search for the partition
that minimizes the negentropy increment. The kind of partitions searched by
the algorithm consist of convex non overlapping regions delimited by linear sep-
arators. Given the number k of partition regions, the partition is defined as a
2-dimensional Voronoi diagram around the k centers {p1,p2, ...,pk}. The region
Ωi consists of all the points that are closer to pi than to any other center. In
the genetic algorithm implementation we codify each region center as a set of
10 × 2 bits (10 bits per coordinate), and so the full partition can be coded as
a binary string of length 10 × 2 × k. We use the PGAPack genetic algorithm
library [10] with the default mutation and crossover operators. In all the trials
performed the population size is set to 500 individuals, each one representing
a different partition. After random initialization, the algorithm is run for 250
iterations, and the best (lowest ΔJ) partition at the end is used as the solution
for a particular run. We consider k ranging between 1 and 9, and we make 20
different runs for each k. The final number of clusters is selected as the minimum
k for which ΔJ lies within a 95% of the absolute minimum found throughout
the 9× 20 trials which are run for the problem.

In order to compare the ΔJ validity index with other approaches to the vali-
dation of crisp clustering, we have performed the same kind of experiments using
the Davies-Bouldin (DB) index [6], the Dunn index [7,8] and the PBM index [9].
The DB and the Dunn indices were found among the best in a study that com-
pared 23 validity indices on 12 data sets that consisted of bivariate Gaussian
mixtures [11]. On the other hand, the PBM index was shown to outperform the
other two in [9].



452 L.F. Lago-Fernández and F. Corbacho

4 Results

The results are evaluated by comparing the actual number of clusters in the
problem with the number of regions in the best partition provided by the algo-
rithm for a given validity index. In Fig. 2 we show the selected partitions for
all the data sets shown in Fig. 1, using the ΔJ index. Note that the algorithm
performs quite well even in cases where two clusters are partially overlapping,
predicting the correct number of clusters in 7 out of the 9 sets.

Fig. 2. Selected partitions, according to ΔJ , for all the data sets shown in Fig. 1.
Partitions marked with a tick are correct. Those marked with a cross are wrong. The
partitions identify the correct clusters in 7 of the 9 sets.

In Fig. 3 we show the average number of regions, kopt, versus the actual
number of clusters, n, obtained with each of the 4 validity indices considered.
Each point in the figure is an average over the 100 problems with the same
number of clusters. Note that:

1. The ΔJ index is the only one which provides the correct partition for data
sets with one single cluster.

2. For data sets with two clusters all the methods, except the PBM, produce a
satisfactory solution.

3. For data sets with 3, 4 and 5 clusters all the methods tend to underestimate
the number of clusters, presumably due to the higher overlap. The PBM and
the ΔJ indices behave similarly and beat the others for these problems.

4. The ΔJ index is the only one that shows a good performance for the full
range of n.
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Fig. 3. Average number of regions versus number of clusters in the data set for all the
four validity indices considered. A. ΔJ index. B. DB index. C. Dunn index. D. PBM
index.

To quantify these observations we have computed, for each index and each
number of clusters n, the percentage of data sets for which the algorithm predicts
the correct number of clusters (kopt = n). The results are summarized in table 1.
The ΔJ index provides the best results for all the cases except n = 2, for which
the Dunn index obtains the highest score. Note, however, that in this case the
ΔJ and the DB indices also reach very high values. The high accuracy obtained
by these three indices for n = 2 is also observed in Fig. 3, and is presumably due

Table 1. Percentage of data sets for which the number of clusters is correctly predicted
by the algorithm, using the 4 different validity indices. Each value is calculated using
100 data sets. Values in bold are the best results for a given n.

n ΔJ DB Dunn PBM

1 98% - - -

2 91% 91% 93% 66%

3 87% 60% 61% 74%

4 66% 31% 29% 57%

5 47% 14% 12% 45%
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to the low overlap. Also note that the ΔJ index finds the correct solution for
the 98% of the problems with one single cluster, while the other indices always
produce partitions into two or more regions.

5 Discussion

In this paper we have introduced a new crisp cluster validity index that is based
on the average normality of the clusters. The normality of a cluster is mea-
sured by means of its negentropy. To avoid the explicit calculation of differential
entropies in the computation of the index, we subtract the negentropy of the
original data distribution. For a crisp partition, the final form of the validity in-
dex only requires the computation of the determinants of the covariance matrices
of the data for each partition region. Evaluation of the index using a randomly
generated set of problems shows that it is able to assess the correct number of
clusters with more reliability than other frequently used crisp cluster validity
measures, such as the Dunn, the Davies-Bouldin and the PBM indices.

The idea of using normality as a measure of a cluster’s quality underlies the
Gaussian Mixture Model, where many studies address the problem of cluster val-
idation, in particular the assessment of the number of clusters [12,13,14,15,16,17].
In general these approaches use validity indices that combine the log-likelihood
with some measure that penalizes the model complexity. Unfortunately, due to
their probabilistic nature, these validity indices can not be easily applied to crisp
partitions. The use of the negentropy for cluster validation has been explored in
some recent works. For example, Geva et al. [18] used a cluster validity index
based on the negentropy calculated along single dimensions; and Ciaramella et
al. [19] calculate the negentropy along Fisher’s projection to determine whether
two clusters must be merged. Both of these works limit the estimation of the ne-
gentropy to one single dimension. Instead, the proposed approach provides a full
characterization of the clusters’ normality through the negentropy increment.

Although here we have restricted our analysis to crisp clustering, it is possible
in principle to extend the results to fuzzy clustering. In this case, a new term
measuring the uncertainty in the cluster given the data appears in the expression
of ΔJ . Work in progress deals with the extension of the negentropy increment
validity index in this direction, as well as with the evaluation of the index with
standard benchmark problems in arbitrary dimensions.

Acknowledgments. This work has been partially supported with funds from
MEC BFU2006-07902/BFI, MEC PHB2007-0013 and CAM S-SEM-0255-2006.
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Abstract. Feature selection algorithms should remove irrelevant and
redundant features while maintaining or even improving performance,
and thus contributing to enhance generalization in learning models. Fea-
ture selection methods can be mainly grouped into filters and wrappers.
Most of the models built can deal more or less adequately with binary
problems, but often under perform on multi-class tasks. In this article, a
new wrapper method, called IAFN-FS (Incremental ANOVA and Func-
tional Networks-Feature Selection) is described in its version for dealing
with multiclass problems. In order to carry out the multiclass approach,
two different alternatives were tried: (a) treating directly the multiclass
problem, (b) dividing the original multiclass problem in several binary
problems. In order to evaluate the performance of both approaches, a
comparative study using several benchmark datasets, our two methods
and other wrappers based in classical algorithms, such as C4.5 and Naive-
Bayes, was carried out.

1 Introduction

Nowadays, many computer applications (data mining, pattern recognition and
machine learning methods, for example), dealing with very large data sets are
common. Many real data are affected by the existence of irrelevant or redun-
dant attributes, that can influence learning algorithms in performance, learning
time, number of samples necessary and cost. For these reasons, feature selection
methods are attracting attention, because they center in obtaining a subset of
features that adequately describe the problem at hand without degrading (and
most of the times, improving) performance.

There are two main models dealing with feature selection: filter methods and
wrapper methods [1]. Wrapper models optimize a predictor as part of the selec-
tion process, while filter models rely on the general characteristics of the training
data to select the best features with independence of any predictor. Although
filters are computationally less expensive, wrapper models give usually better
results. Wrapper methods use a learning algorithm and a search technique to
score subset of features according to their predictive power to determine the best
values (regarding certain criteria) of some parameters.
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Although feature selection can deal with classification and regression prob-
lems, the majority of applications work with classification problems [1]. On the
other hand, there has been increasing progress in the development of binary
classifiers, while it is more difficult to find methods that can deal directly with
multiclass problems, as very few research has been done in this aspect [2,3]. In
these studies, the multiclass approaches are shown to suffer from the so-called
accumulative effect, which becomes more visible with the growing number of
classes and results in removing relevant and unredundant features. The main
difficulties to be taken into account in multiclass algorithms are the following:

– the data set presents one or several classes that contain a considerable higher
number of samples than the data of the other classes. This is the problem
that appears in several well-known data sets, such as KDDCup 99 or Zoo for
example, and in this case most algorithms tend to classify the new samples
in the majority classes.

– It is complicated to determine which features are appropriate for each class,
because feature selection results in a set of attributes that could represent
only the majority classes [4].

In this paper a new wrapper method for multiclass feature selection is pre-
sented. The method is a extension of a previous binary wrapper, called AFN-FS
[5], that is based on functional decomposition and sensibility analysis. Two dif-
ferent approaches were tried: the first one treats the multiclass problem directly,
while the second divides the original multiclass problem in several binary prob-
lems. In order to evaluate the performance of both approaches, several bench-
mark datasets were processed using our two methods and other wrappers based
in classical algorithms, such as C4.5 and Naive-Bayes.

2 The Wrapper Method

The AFN-FS is a wrapper method that employs the AFN as induction algorithm.
The AFN (ANOVA and Functional Networks) is based on a combination of
the ANOVA (ANalysis Of VAriance) decomposition and functional networks
[6] in order to estimate a function f in terms of n variables, f(x1, x2, . . . , xn),
by approximating its functional components. According to Sobol[7], any square
integrable function, f(x1, x2, . . . , xn), can always be written as the sum of the
2n orthogonal summands:

f(x1, . . . , xn) = f0 +
2n−1∑
ν=1

fν(xν), (1)

where ν represents each possible subset formed with the n input variables and
f0 is a constant that corresponds to the function with no arguments.

The AFN method approximates each functional component fν(xν) in (1) as:

fν(xν) =
kν∑

j=1

cνjpνj(xν), (2)
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where cνj are parameters to be estimated and pν is a set of orthonormalized
basis functions. There exists several alternatives to choose those functions [8].In
our case, we have used Legendre polynomials, form tensor products with them
and select a subset of them.

The cνj parameters are learnt by solving an optimization problem:

Minimize J =
m∑

s=1

ε2s =
m∑

s=1

(ys − ŷs)2, (3)

being m the number of available samples, ys the desired output for the sample
s and ŷs the estimated output obtained by:

ŷs = f̂(xs1, . . . , xsn) = f0 +
2n−1∑
ν=1

kν∑
j=1

cνjpνj(xsν ). (4)

Once the cνj parameters are learnt, two sets of indices are directly derived, GSI
(Global Sensitivity Index) and TSI (Total Sensitivity Index). GSI reflects the rel-
evance, in terms of variance, of each functional component in (1) and TSI reflects
the relevance of each feature. The expressions for both indices are the following:

GSIν =
kν∑

j=1

c2νj ν = 1, 2, . . . , 2n − 1; TSIi =
2n−1∑
ν=1

GSIν xi ∈ ν; i = 1, . . . , n.

The use of those indices allows us to determine which features are relevant,
individually or in combination with others, in the problem at hand. Then a wrap-
per method, called AFN-FS, was developed based on this information provided
by the AFN induction algorithm. The characteristics of this wrapper method
are the following:

– Initial state. The complete set of features.
– State Space. As well as in other wrappers, the state space is formed by all

the possible feature subsets, derived from the initial feature set.
– Stop criteria. The algorithm stops when accuracy diminishes, that is, when

eliminating more features decrements the performance of the induction al-
gorithm.

– Search strategy. It follows a backward search strategy discarding features
according to the sensitivity indices of the AFN method. This elimination
process has two advantages: first, it can discard several features at each
step; and second, it allows for backtracking, and so, when a subset of features
worsens the results obtained by the previous one, some previously eliminated
features can be included in the new subset for re-evaluation.

– Evaluation function. As it is a wrapper method, the induction algorithm
is part of the evaluation function. This last is the accuracy reached by the
induction algorithm with a specific number of features. However, it is not
the accuracy achieved by one execution of the induction algorithm, but the
mean accuracy obtained from a five-fold cross-validation [1].

The AFN-FS was modified to increase its scope of application, limited to the
exponential complexity of function (4), by using an incremental approximation.
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So, instead of estimating the desired output using the equation in (4), initially
the desired output is estimated excluding the interactions between the features,
and including only the univariate components:

ŷs = f0 +
n∑

i=1

ki∑
j=1

cijpj(xsi), (5)

where s is a specific sample, n the number of initial features and ki the set
of functions used to estimate the univariate component i. Once some features
are discarded, the complexity of the approximation may be increased by adding
more components (first, bivariate components, later, trivariate components and
so on). The same process continues, discarding as many features as possible, but
without decrementing the mean accuracy of the approximation.

The method developed was called IAFN-FS (Incremental AFN-Feature Selec-
tion), and has several interesting characteristics, such as:

– Feature selection is based on the sensitivity analysis the AFN algorithm
carries out over the functional components of the approximate function. So,
it can be said that the selection is informed, instead of the blind selection
of most methods, that searches the space of all possible feature subsets, and
selects the one obtaining the best performance by the induction algorithm.

– The sensitivity analysis allows for discarding several features in just one step.
This is an interesting advantage, because the number of features subsets to
be evaluated diminishes drastically, and so it does the number of executions
needed for the induction algorithm, thus obtaining a considerable reduction
in computational time.

– The IAFN-FS method takes into account not only the individual features,
but also the possible interactions among them.

– The user can interpret the results obtained, because the relevance of each
feature selected or rejected is given in terms of variance. This is a very inter-
esting advantage for several fields, such as medical and biomedical, in which
the acquisition of a data type can be very difficult, expensive or aggressive for
the patient, or in real time applications, such as intrusion detection systems.

3 Multiclass Approaches

There are two main approaches for the classification problems involving more
than two classes. One transforms the multiclass problem in several binary prob-
lems, while the other deals directly with the multiclass problem. This last strat-
egy can present overtraining for those classes that are the majority in the dataset,
or those classes that are easily separable [9]. Besides, some authors [10] defend
that as the number of classes increases, it is less probable to obtain a good
classification with a given feature set. However, the first strategy has also its
drawbacks, such as how to integrate the information that comes from each of
the binary classifiers, or the fact that there exists enough representation of a
specific class in the training set generated from the original one to train the
binary classifier.
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The changes made in the basic algorithm described in section 2 for these two
approaches are the following:

– In the multiclass approach, the output is coded using a distributed repre-
sentation; that is, in a set with L classes, the output ys is formed by L
elements, and so ysl = 1 if sample s belongs to class l and ysl = 0, if it does
not belong. Then, for a multiclass classification problem, the optimization
problem is changed to:

J = −
∑

s

L∑
l=1

{ysl ln ŷsl + (1 − ysl) ln(1 − ŷsl)},

where ysl is the desired output and ŷsl its estimation, indicating the proba-
bility of sample s belonging to class l. It has been considered that the sample
belongs to the class with the highest ŷsl value.

– The second approach transforms the multiclass problem in several binary
problems. The possible different schemes for accomplishing this task can be
generalized by the Error-Correcting Output-Codes (ECOC) method [11]. In
this method, instead of providing each classifier with a set of inputs and its
corresponding output, the output is transformed by using a matrix Mk×c

which columns are the number of classes (c) and its rows the number of
classifiers (k). The most usual schemes are the following [12]:
• one-versus-rest : it transforms a problem with c classes in c binary prob-

lems, i.e., it uses one classifier for each class (k = c),
• one-versus-one: it generates a classifier for each pair of class, therefore,

there are k = c(c−1)
2 classifiers.

In our case, the approach one-versus-rest has been chosen, since it is the
most employed in the bibliography [4,13,14]. So, a classifier for each class is
generated, confronting a specific class with the rest of the classes. Thus, if
we are considering class l, the output of a sample ysl could have the values
ysl = 1 if ys = l and ysl = 0, in other cases. Finally, the optimum final
feature subset is obtained as the union of all the subsets obtained for each
of the classes. Analogously, the precision of the model is calculated as the
average of the partial precisions for each class.
Another problem of this approach is the need for enough number of samples
in the training set. This aspect is critical in those cases in which there is a
great difference between the number of samples of one class and the number
of samples of others. In those cases, the capacity of generalization of the
learning algorithm can be seriously affected, as it could end up ignoring
the samples of the minority class, better than trying to learn it. In order
to mitigate this problem, there exists different alternatives that consist on
downsizing the majority class (undersampling), upsizing the minority class
(oversampling) or altering the relative costs of misclassifying the small and
the large classes [15]. For the sake of simplicity, an undersampling technique
was employed in this work taking into account that we are dealing with a l
versus rest approximation, so the minority class can be in both: the class l
or one of the classes included in rest.
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4 Experimental Results

There are several studies using different wrapper methods over several data sets.
However, different validation techniques are used in each study, thus making it
practically impossible to establish a fair comparison among the methods being
evaluated. In our case, a comparative study with several classical algorithms
such as C 4.5 and Naive-Bayes (available in Weka [16]), combined with a best-
first strategy has been accomplished over several benchmark data sets (shown in
Table 1). A 5-fold cross-validation was used for evaluating each candidate feature
subset during the search process such it is done in [1], while a 10-fold cross-
validation was employed to evaluate the overall performance of the wrappers.

Table 2 shows the results obtained using the multiclassifier strategy, while
in Table 3 it can be seen the results obtained for multiple binary classifiers. In
both, Accur. stands for accuracy and Feat. for the number of features selected.
Moreover, bold font indicates the best results for each data set (mean accuracy
and smallest number of features).

Concerning the multiclass (MC) approach, the accuracy obtained by our algo-
rithm is higher than the obtained by the other methods in Iris and Vehicle data
sets, and comparable in the remaining data sets. Therefore, it gets the best accu-
racy results in average and it achieves the best position in the ranking (last rows
in Table 2). However, our method tends to select more features than the others.

Table 1. Description of the data sets. CV means cross-validation

Set Training Test Features Classes
Iris 150 CV 4 3
Zoo 101 CV 16 7
Wine 178 CV 13 3

Soybean-large 307 376 35 19
Vehicle 846 CV 18 4
Segment 2310 CV 19 7

Table 2. Results obtained for the multiclass classifiers (MC) approach

Data set
Naive-Bayes C4.5

Prop. Alg.NB-backward NB-forward C4.5-backward C4.5-forward
Accur. Feat. Accur. Feat. Accur. Feat. Accur. Feat. Accur. Feat.

Iris 94.67 1.7 94.67 1.7 94.67 1.4 94.00 1.4 96.67 2.1
Zoo 95.00 8.0 96.00 5.7 91.00 6.5 89.00 5.2 95.00 10.6

Wine 97.78 8.5 96.67 8.1 92.12 4.0 90.46 4.1 96.63 9.6
Soybean 92.23 17.0 92.57 14.0 91.55 12.0 91.55 13.0 91.89 24.0
Vehicle 56.63 9.4 57.23 9.5 71.29 13.4 71.53 10.9 75.18 15.2
Segment 90.13 7.4 88.74 7.7 96.71 10.9 96.62 7.7 91.47 14.1

Media 87.74 8.67 87.65 7.78 89.56 8.03 88.86 7.05 91.14 12.6
Ranking 2.67 2.83 2.5 2.5 3.00 2.33 3.83 1.83 2.17 5.00
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Table 3. Results obtained for the multiple binary classifiers (MBC) approach

Data set
Naive-Bayes C4.5

Prop.Alg.NB-backward NB-forward C4.5-backward C4.5-forward
Accur. Feat. Accur. Feat. Accur. Feat. Accur. Feat. Accur. Feat.

Iris 96.67 2.7 96.67 2.7 95.11 2.4 95.11 2.3 97.78 2.1
Zoo 95.90 4.9 96.17 6.8 95.17 4.4 95.17 4.0 94.77 5.1

Wine 97.58 11.0 97.17 9.5 94.56 6.4 94.35 6.9 96.46 11.0
Soybean 96.49 32.0 95.90 21.0 94.57 17.0 96.01 17.0 96.44 23.0
Vehicle 76.37 14.5 76.46 14.6 83.98 16.5 83.75 14.6 85.73 14.9
Segment 92.38 16.2 94.19 12.9 98.18 14.7 98.06 13.7 96.38 14.6

Media 92.56 13.55 92.76 11.25 93.60 10.23 93.74 9.75 94.59 11.78
Ranking 2.67 3.67 2.67 3.00 3.17 2.67 3.00 1.67 2.50 3.33

Regarding the multiple binary classifiers approach (MBC), our method obtains
again the best results for Iris and Vehicle data sets, while behaves similarly to the
other methods for the remaining data sets. Analogously, it obtains the best accu-
racy on average and it gets the first position in the ranking, but using a higher
number of features, although the difference is not so notorious in this case.

In general, it can also be seen that any MBC wrapper outperforms the results
of its analogous MC wrapper, but increasing the number of features selected.
With the aim of checking if there are statistically significant differences between
both approximations, an ANOVA test, under the normality hypothesis, or a
Kruskal-Wallis test, in the contrary case, have been performed. Both tests with
a significance level of 0.05 showed that MBC wrappers are significantly different
in accuracy for several data sets such as Vehicle and Segment.

5 Conclusions and Future Work

In this paper a new wrapper approach for selecting features in multiclass clas-
sification problems has been proposed. Two alternatives were explored: a direct
multiclass approach and a multiple binary classifiers approach. In general the lat-
ter obtains better results in accuracy, although it has the drawback of selecting
a higher number of features. The explanation for the binary approach obtaining
better results can be that in this case, the algorithm selects the best features for
each class, and then proceeds to merge all of them to treat the multiclass prob-
lem. So, the number of selected features is higher (it is the sum of the features
for each class), while the features for each class are the most appropriate for it.

The comparative study clearly shows that MCB approaches lead to better
performance results than MC ones. Then, in order to improve the MCB results,
a more sophisticated and more computationally expensive method would be used
in future work: the one versus one schema. Moreover, different techniques should
be tested to mitigate the unbalance problem, including oversampling techniques
such as the SMOTE algorithm [17]. When compared with other methods, the
proposed wrapper obtains better results on average but using more number of
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features. Besides, it requires a computationally expensive backward strategy,
thus in future work, a forward strategy would be employed using as starting set
of features those provided by a filter or ensemble of filters.
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Abstract. We provide a short overview on the application of non-
classical formal languages to linguistics. The paper focuses on the main
achievements on formal language theory that have some impact on the
description and explanation of natural language, points out the lack of
mathematical tools to deal with some general branches of linguistics
and suggests several computational theories that can help to construct
a computational-friendly approach to language structure.

1 Introduction

The progressive widening of the models of computation implies a change in the
scope of the problems they can tackle, as well as in the models of cognition they
suggest. The first generation of formal languages, fitted into the Chomskian
hierarchy, were based on rewriting, and caused the generalization of the tree-like
models for describing and explaining natural language.

Contextual grammars were among the first computing devices that did not
use rewriting. With them, new typologies of languages emerged, not exactly
corresponding to the Chomskian hierarchy, that gave rise to new perspectives in
the formalization of natural language.

A further step in the development of formal languages was the idea of sev-
eral devices collaborating for achieving a common goal, represented by grammar
systems. This new model, besides providing new horizons to formal linguistics,
allowed, for the first time, the possibility of approaching syntax and natural
language processing with formal methods. With the interaction of several inde-
pendent, but communicated modules, grammar systems favored the emergence
of both cognitive modeling and language generation simulations in a consistent
formal framework.

In the last decades natural computing has become the most extended frame-
work where new models for formal language theory have been developed. Nat-
ural computing refers to the study of the computational power of the processes
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observed in nature, being these biologically inspired or not. The main reason
for adopting such theoretical perspective is the need to reach a more realistic
human-designed computing, both understanding the processes the nature carries
out and taking advantage of the natural mechanisms that science is discovering.

Among the most spread theories in the field of natural computing, artificial
immune systems, swarm intelligence and molecular and cell computing can be
highlighted as the most fruitful and promising areas.

The first contributions to the field of artificial immune systems (AIS) date
from the eighties [12] and nineties [5]. The model is based in the observation
of the structure and function of the immune system, that can be successfully
used to the resolution of computational problems, with direct applications to
engineering and information technology.

Ant systems [11] are the most spread models within the general area of swarm
computing [6]. This framework is chiefly related to artificial intelligence, engi-
neering and robotics, but it has two features that are quite suggestive for formal
language theory: a) collective behavior of decentralized and self-organized sys-
tems, and b) environment interaction of the system as a whole.

Nevertheless, the greatest revolution for both, computer scientists, and the-
oretical linguists, has come form the area of biomolecular computing. In the
nineties, the emergence of biology as a pilot science had a direct impact in theo-
retical computer science by means of molecular computing, DNA computing and
cell computing. Computability models taken directly from nature, more precisely
from the behavior of DNA replication and communities of cells, provided a nat-
ural formalized model for explaining another natural communication system:
natural language.

In the sequel, we explain the main achievements of formal language theory
for linguistics, that have been carried out in the areas of contextual grammars,
grammar systems and bioinspired computation.

2 Contextual Grammars

Most current natural language approaches show several facts that somehow invite
to the search of new formalisms to account in a simpler and more natural way for
natural languages. Two main facts lead us to look for a more natural computa-
tional system to give a formal account of natural languages: a) natural language
sentences cannot be placed in any of the families of the Chomsky hierarchy in which
current computational models are basically based, and b) rewriting methods used
in a large number of natural language approaches seem to be not very adequate,
from a cognitive perspective, to account for the processing of language.

Contextual grammars were introduced in [13] and are based on the idea of
modeling some natural aspects from descriptive linguistics, as for example the
acceptance of a word only in certain contexts. A contextual grammar produces
a language starting from a finite set of words (axioms) and iteratively adding
contexts (pair of words) to the currently generated words. Unlike Chomsky gram-
mars, contextual grammars do not involve nonterminals and they do not have
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derivation rule. The have just one general rule, namely, to adjoin contexts. There
have been defined many different types of contextual grammars, but all of them
are based on context adjoining.

It is paradoxical that although contextual grammars were motivated by nat-
ural languages, they have been studied for about 25 years as a mathemati-
cal object, without exploiting their linguistic relevance. Research on contextual
grammars have shown the mathematical richness of this theory. But, there still
being a need of more research on the adequacy of this device for natural language
description and modeling.

3 Grammar Systems

One of the most persistent issues in linguistics has been the question of determin-
ing where natural languages are located on ‘Chomsky hierarchy.’ Debate started
several years ago, but the question still open in linguistics: can natural languages
be characterized using context-free grammars or can’t they? Several attempts
have been made to prove the non-context- freeness of natural languages. Many
authors have brought as demonstration of the non-context-freeness of natural
languages examples of structures that are present in natural languages and that
cannot be described using a context-free grammar.

Grammar systems can be considered a tool that could allow us to produce the
non-context-free structures present in natural languages using context-free gram-
mars. Easy generation of non-context-free structures using context-free rules,
modularity, parallelism and interaction are some of the reasons that, we think,
could support the suitability of grammar systems in linguistics. But we could
adduce other defining features of such systems that could enable them to be ap-
plied to a large range of topics in linguistics, from pragmatics to language change.
Cooperation, communication, distribution, interdependence among parts, emer-
gent behavior, etc. are -in addition to the above-mentioned- features that make
grammar systems a potentially good candidate to account for linguistic issues.

What is a grammar system? Roughly speaking, a grammar system is a set
of grammars working together, according to a specified protocol, to generate
a language. Note that while in classical formal language theory one grammar
(or automaton) works individually to generate (or recognize) one language, here
we have several grammars working together in order to produce one language.
There are two basic classes of grammar systems: a) Cooperating Distributed
Grammar Systems (CDGS) which work in a sequential way [8] and 2) Parallel
Communicating Grammar Systems (PCGS) which function in parallel [17].

A CDGS consists of a finite set of generative grammars that cooperate in the
derivation of a common language. Component grammars generate the string in
turns (thus, sequentially), under some cooperation protocol. The basic model
of CDGS presents sequentiality in its work and homogeneity in the cooperation
protocol, however, variants have been introduced that have some parallelism in
their function (teams) and that change the initial homogeneity into heterogeneity
of modes of cooperation (hybrid systems). The basic model has been extended,
also, by the addition of ‘extra’ control mechanisms.
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A PCGS consists of several usual grammars, each with its own sentential form.
In each time unit, each component uses a rule, which rewrites the associated
sentential form. Cooperation among agents takes place thanks to the so-called
query symbols that permit communication among components. In PCGS, we
also find variants of the basic model. Modifications in the type of components
or in the way strings are communicated produce several new types of PCGS (cf.
[10]). For more information and formal results about all these variants see [9]
and [10].

4 BioInspired Models of Computation

We have already highlighted the difficulty of fitting natural language in Chomsky
hierarchy. Now, if to this we add: 1) that languages that have been generated
following a molecular computational model are placed in-between CS and CF
families; 2) that genetic model offers simpler alternatives to the rewriting rules;
3) and that genetics is a natural informational system as natural language is, we
have the ideal scene to propose biological models in linguistics.

The idea of using biological methods in the description and processing of natu-
ral languages is backed up by a long tradition of interchanging methods in biology
and natural/formal language theory. Some examples can be Pawlak dependency
grammars; transformational grammars for modeling gene regulations; stochastic
context-free grammars for modeling RNA; definite clause grammars and cut gram-
mars to investigate gene structure and mutations and rearrangement in it; tree-
adjoining grammars used for predicting RNA structure of biological data, etc.

Here, we present an overview of different bio-inspired methods that during the
last years have been successfully applied to several natural language issues: DNA
computing, membrane computing and networks of evolutionary processors.

4.1 DNA Computing

One of the most developed lines of research in natural computing is molecular
computing, a model based on molecular biology, which arose mainly after [1]. An
active area in molecular computing is DNA computing [16] inspired in the way
DNA performs operations to generate, replicate or change the configuration of
the strings.

Application of molecular computing methods to natural language syntax gives
rise to molecular syntax [3]. Molecular syntax takes as a model two types of mech-
anisms used in biology (especially in genetic engineering) in order to modify or
generate DNA sequences: mutations and splicing. Mutations refer to changes
performed in a linguistic string, being this a phrase, sentence or text. Splic-
ing is a process carried out involving two or more linguistic sequences. It is a
good framework for approaching syntax, both from the sentential or dialogical
perspective.

Methods used by molecular syntax are based on basic genetic processes: cut,
paste, delete and move. Combining these elementary rules most of the complex
structures of natural language can be obtained, with a high degree of simplicity.
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This approach is a test of the generative power of splicing for syntax. It seems,
according to the results achieved, that splicing is quite powerful for generating,
in a very simple way, most of the patterns of the traditional syntax. Moreover,
the new perspectives and results it provides, could mean a transformation in the
general perspective of syntax.

From here, we think that bio-linguistics, applied in a methodological and clear
way, is a powerful and simple model that can be very useful a) to formulate some
systems capable of generating the larger part of structures of language, and b)
to define a formalization that can be implemented and may be able to describe
and predict the behavior of natural language structures.

4.2 Membrane Computing

Membrane systems –introduced in [15]– are models of computation inspired by
some basic features of biological membranes. They can be viewed as a new
paradigm in the field of natural computing based on the functioning of mem-
branes inside the cell. Membrane systems can be used as generative, computing
or decidability devices. This new computing model has several intrinsically in-
teresting features such as, for example, the use of multisets and the inherent
parallelism in its evolution and the possibility of devising computations which
can solve exponential problems in polynomial time.

Linguistic Membrane Systems (LMS) [4] aim to model linguistic processes,
taking advantage of the flexibility of membrane systems and their suitability for
dealing with some fields where contexts are a central part of the theory. LMS can
be easily adapted to deal with different aspects of the description and processing
of natural languages. The most developed applications of LMS are semantics and
dialogue.

Membrane systems are a good framework for developing a semantic theory
because they are evolving systems by definition, in the same sense that we take
meaning to be a dynamic entity. Moreover, membrane systems provide a model
in which contexts, either isolated or interacting, are an important element which
is already formalized and can give us the theoretical tools we need.

Membrane systems have also been applied to the design of effective and user-
friendly computer dialogue systems. Taking into account a pragmatic perspective
of dialogue and based on speech acts, multi-agent theory and dialogue games,
Dialogue Membrane Systems have arisen, as an attempt to compute speech acts
by means of membrane systems. Considering membranes as agents, and domains
as a personal background and linguistic competence, the application to dialogue
is almost natural, and simple from the formal point of view.

4.3 NEPS-Networks of Evolutionary Processors

Networks of Evolutionary Processors (NEPs) are a new computing mechanism
directly inspired in the behavior of cell populations. Every cell is described by a
set of words (DNA) evolving by mutations, which are represented by operations
on these words. At the end of the process, only the cells with correct strings will
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survive. In spite of the biological inspiration, the architecture of the system is
directly related to the connection machine and the logic flow paradigm. More-
over, the global framework for the development of NEPs has to be completed
with the biological background of DNA computing [16], membrane computing
[15] – that focalizes also in the behavior of cells – and specially with the the-
ory of grammar systems [9], which share with NEPs the idea of several devices
working together and exchanging results. NEPs were introduced in [7] and [14].
With all this background and theoretical connections, it is easy to understand
how NEPs can be described as agential bio-inspired context-sensitive systems.
Many disciplines are needed of these types of models that are able to support
a biological framework in a collaborative environment. The conjunction of these
features allows applying the system to a number of areas, beyond generation and
recognition in formal language theory.

NEPs have significant intrinsic multi-agent capabilities together with the en-
vironmental adaptability that is typical of bio-inspired models. Some of the
characteristics of NEPs architecture are the following: modularity, contextual-
ization, synchronization,evolvability, learnability. Inside of the construct, every
agent is autonomous, specialized, context-interactive and learning-capable. So-
cial competences among processors are specified by a graph-supported structure
and filtering-regulated communication and coordination.

Because of those features, NEPs seems to be a quite suitable model for tackling
natural languages [2]. Some linguistic disciplines, as pragmatics or semantics,
are context-driven areas, where the same utterance has different meanings in
different contexts. To model such variation, a system with a good definition of
environment is needed. NEPs offer some kind of solution to approach formal
semantics and formal pragmatics from a natural computing perspective.

Finally, the multimodal approach to communication, where not just produc-
tion, but also gestures, vision and supra-segmental features of sounds have to be
tackled, refers to a parallel way of processing. NEPs allow to work in the same
goal, but in different tasks, to every one of the modules. The autonomy of every
one of the processors and the possible miscoordination between them can also
give account of several problems of speech.

5 Future Trends

The future trends on the application of formal language theory to linguistics
are closely related to the introduction and further study of three main ideas:
evolution, context interaction and network structure.

In what refers to the concept of evolution in formal language theory, the term
has been, up to now, synonym for change over the time. Being this true, it implies
that the main aspects of Darwinian evolution: random change by replication
and natural selection, still await to be developed. This fact has an impact to
theoretical linguistics, that cannot take advantage of the formalizations provided
by mathematics.

Evolution is one of the chief processes natural languages undergo. The old meta-
phor of language as a biological system that evolves as a species is not necessary
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right. But, it is clear that the main methods introduced by Darwinian evolution
should be tested as a methodology for approaching diachronic aspects of natural
language. A consistent theoretical framework as well as an efficient computer sim-
ulation are promising lines of research for historical linguistics in the future.

When approaching language evolution, an important related aspect that can-
not be dismissed is cultural evolution. Grammar systems provide interesting tools
for starting this line of research, that could be integrated with networks of evolu-
tionary processors in order to account for this aspect, that have a direct impact
on the change of language structures over the time.

Context is again one of the most important areas of research that need to be
improved in linguistics in general. It is clear that natural language comprehen-
sion lies not only in the description of its internal structures, but also in the
relationship between utterances and the context in which they are produced and
interpreted. The main concepts of context, context awareness and context inter-
action are currently being well developed in swarm intelligence, that exploits
the possibilities of interaction among individuals and environment in a more
optimal way. Especially, the behavior of the swarm as a whole in contrast with
the single-agent behavior can help to analyze, formalize and simulate important
parts of linguistics like semantics and pragmatics.

The idea of network is becoming one of the key points not only in science, but
also in the society. Net-working, net-thinking and net-solving can be important
parameters in the future. Also language is seen as a collaborative construct, gener-
ated thanks to the participation of different cognitive capabilities and the conver-
gence of several symbolic and evolutionary capacities. The idea of net was
implicit in grammar systems, but it failed in arising due to the lack of develop-
ment of the initial theory. Finally, NEPs provided a first formalization of symbolic
network that allows a different type of interaction between the agents of systems,
since them can interact not only with the environment, but among them.

Artificial immune systems can also have a contribution to network formal-
ization, by means of immune network algorithms, that provide a framework for
regulation of immune systems, easily applicable to some phenomena, like lan-
guage generation or textual relations.

Therefore, the full development of networking theories in bioinspired formal
languages can help to tackle some parts of linguistics requiring interaction and
context, like pragmatics and dialogue, which are crucial for artificial intelligence,
and that do not have a suitable model for development so far. Cell computing,
artificial immune systems and even swarm computing can help to develop this
idea of symbolic network with contextual and environmental capabilities.
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Abstract. This work tests the suitability of NEPs to parse languages.
We propose PNEP, a simple extension to NEP, and a procedure to
translate a grammar into a PNEP that recognizes the same language.
These parsers based on NEPs do not impose any additional constrain
to the structure of the grammar, which can contain all kinds of recur-
sive, lambda or ambiguous rules. This flexibility makes this procedure
specially suited for Natural Languge Processing (NLP). In a first proof
with a simplified English grammar, we got a performance (a linear time
complexity) similar to that of the most popular syntactic parsers in the
NLP area (Early and its derivatives). All the possible derivations for
ambiguous grammars were generated.

1 NEPs for Natural Language Processing: Analysis

Computational Linguistics researches linguistic phenomena that occur in digital
data. Natural Language Processing (NLP) is a subfield of Computational Lin-
guistics that focuses on building automatic systems able to interpret or generate
information written in natural language [1]. This is a broad area which poses a
number of challenges, both for theory and for applications.

Machine Translation was the first NLP application in the fifties [2]. In general,
the main problem found in all cases is the inherent ambiguity of the language [3].

A typical NLP system has to cover several linguistic levels:

– Phonological: Sound processing to detect expression units in speech.
– Morphological: Extracting information about words, such as their part of

speech and morphological characteristics [4][5]. Best systems has an accuracy
of 97% in this level [6].
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– Syntactical: Using parsers to detect valid structures in the sentences, usu-
ally in terms of a certain grammar. One of the most efficient algorithms is
the one described by Earley and its derivatives [7,8,9]. It provides parsing in
polynomial time, with respect to the length of the input (linear in the aver-
age case; n2 and n3, respectively, for unambiguous and ambiguous grammars
in the worst case) This paper is focused on this step.

– Semantic: Finding the most suitable knowledge formalism to represent the
meaning of the text.

– Pragmatic: Interpreting the meaning of the sentence in a context which
makes it possibe to react accordingly.

The two last levels are still far from being solved [10]. Typical NLP systems
usually cover the linguistic levels previously described in the following way:

⇒ Morphologycal analysis ⇒ Syntax analysis ⇒ Semantic interpretation ⇒
Discourse text processing ⇒ OCR/Tokenization

A computational model that can be applied to NLP tasks is a network of
evolutionary processors (NEPs). NEP as a generating device was first introduced
in [11] and [12]. The topic is further investigated in [13], while further different
variants of the generating machine are introduced and analyzed in [14-18].

In [19], a first attempt was made to apply NEPs for syntactic NLP parsing.
Our paper focuses the same goal: testing the suitability of NEPs to tackle this
task. We have previously mentioned some performance characteristics of one of
the most popular families of NLP parsers (those based on Early’s algorithm).
We will conclude that our approach has a similar complexity.

While [19] outlines a bottom up approach to natural language parsing with
NEPs, in the present paper we suggest a top-down strategy and show its possible
use in a practical application.

2 Introduction to jNEP

The jNEP [20] Java written program, freely available at http://jnep.edelrosal.net,
can simulate almost all NEPs in the literature. The software has been developed
under three main principles: 1) it rigorously complies with the formal definitions
found in the literature; 2) it serves as a general tool, by allowing the use of the
different NEP variants and can easily be adapted to possible future extensions
of the NEP concept; 3) it exploits the inherent parallel/distributed nature of
NEPs.

jNEP consists of three main clases (NEP, EvoluionaryProcessor and Word),
and three Java interfaces (StoppingCondition, Filter and EvolutionaryRule)

The design of the NEP class mimics the NEP model definition. In jNEP, a
NEP is composed of evolutionary processors and an underlying graph (attribute
edges), used to define the net topology.

The NEP class coordinates the main dynamic of the computation and man-
ages the processors (instances of the EvolutionaryProcessor class), forcing them
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to perform alternate evolutionary and communication steps. Furthermore, the
computation is stoped whenever this is needed.

The Java interfaces are used for those components which more frequently
change between different NEP variants: StoppingCondition, Filter and Evolu-
tionaryRule. jNEP implements a wide set of these three components. More can
easily be added in the future.

Currently jNEP has two lists of choices for the selection of the mode in which
it runs: parallel or distributed. For the first list, concurrency is implemented
by means of Threads and Processes, while in the second one, the supported
platforms are standard JVM and clusters of computers (by means of JavaParty).

Depending on the operating system, the Java Virtual Machine used and the
concurrency option chosen, jNEP will work in a slightly different manner. The
users should select the best combination for their needs.

jNEP reads the definition of the NEP from an XML configuration file that
contains special tags for any relevant component in the NEP (alphabet, stopping
conditions, the complete graph, each edge, each evolutionary processor with its
rules, filters and initial contents).

Although some fragments of these files will be shown in this paper, all the
configuration files mentioned here can be found at (http://jnep.e-delrosal.net).
Despite the complexity of these XML files, the interested reader can see that the
tags and their attributes have self-explaining names and values. The reader may
refer to the jNEP user guide for further detailed information.

3 Top Down Parsing with NEPs and jNEP

Other authors have previously studied the relationships between NEPs, regular,
context-free, and recursively enumerable languages [14-18]. [21] shows how NEPs
simulate the application of context free rules (A→ α,A ∈ V, α ∈ V ∗ for alphabet
V ): a set of additional nodes is needed to implement a rather complex technique
to rotate the string and locate A in one of the string ends, then delete it and
adding all the symbols in α. PNEPs use context free rules rather than classic
substitution (A→ B,A,B ∈ V ), as well as insertion and deletion NEP rules. In
this way, the expressive power of NEP processors is bounded, while providing a
more natural and comfortable way to describe the parsed language for practical
purposes.

PNEPs implement a top down parser for context free grammars. The parser
is able to generate all the possible derivations of each string in the language
generated by the grammar. Its temporal complexity is bounded by the length of
the analyzed string. This bound can be used to stop the computation when
processing incorrect strings, thus avoiding running the PNEP for a possible
infinite number of steps.

The PNEP is built from the grammar in the following way: (1) We assume
that each derivation rule in the grammar has a unique index that can be used
to reconstruct the derivation tree. (2) There is a node for each non terminal.
Each node applies to the strings all the derivation rules for its non terminal.
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The filters, as well as the graph layout, allow all the nodes to share all the
intermediate steps in the derivation process. (3) There is an additional output
node, in which the parsed string can be found: this is a version of the input,
enriched with information that will make it possible to reconstruct the derivation
tree (the rules indices). (4) The graph is complete.

Obviously the same task can be performed using a trivial PNEP with only
a node for all the derivation rules. However, the proposed PNEP is easier to
analyze and more usefull to distribute the work among several nodes.

We shall consider as an example the grammar Ganbncm induced by the fol-
lowing derivation rules (notice that indexes have been added in front of the
corresponding right hand side):

X ⇒ (1)SO , S ⇒ (2)aSb|(3)ab , O ⇒ (4)Oo|(5)oO|(6)o

It is easy to prove that the language corresponding to this grammar is {anbnom |
n,m > 0}. Furthermore, the grammar is ambiguous, since every sequence of o
symbols can be generated in two different ways: by producing the new terminal o
with rule 4 or with rule 6.

The input filters of the output node describe parsed copies of the initial string.
In other words, strings whose symbols are preceded by strings of any length
(including 0) of the possible rules indexes. As an example, a parsed version of
the string aabboo would be 12a3abb5o6o.

We will assume in this paper that a PNEP Γ is formally defined as follows:
Γ = (V,N1, N2, ..., Nn, G), where V is an alphabet and for each 1 ≤ i ≤

n,Ni = (Mi, Ai, P Ii, POi) is the i-th evolutionary node processor of the network.
The parameters of every processor are:

– Mi is a finite set of context-free evolution rules
– Ai is the set of initial strings in the i-th node.
– PIi and POi are subsets of V ∗ representing respectively the input and the

output filters. These filters are defined by the membership condition, namely
a string w ∈ V ∗ can pass the input filter (the output filter) if w ∈ PIi(w ∈
POi). In this paper we will use two kind of filters:
• Those defined as two components (P, F ) of Permitting and Forbidding

contexts (a word w passes the filter if (α(w) ⊆ P ) ∧ (F ∩ α(w) = Φ)).
• Those defined as regular expressions r (a word w passes the filter if
w ∈ L(r), where L(r) stands for the language defined by the regular
expression r).

Finally, G = (N1, N2, ..., Nn, E) is an undirected graph (whose edges are E),
called the underlying graph of the network.

We will now describe the way in which our PNEP is defined, starting from a
certain grammar. Given the context free grammar G = {ΣT = {t1, ..., tn}, ΣN =
{N1, ..., Nm}, A, P} with A ∈ ΣN its axiom and P = {lj → γj | j ∈ {1, .., k}, lj ∈
ΣN ∧ γj ∈ (ΣT ∪ΣN )∗} its set of k production rules the PNEP is defined as

ΓG = (V = ΣT ∪ΣN ∪ {1, ..., k}, nodeoutput, N1, N2, ..., Nm, G)
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where (1) nodeoutput is the output node; (2) G is a complete graph and (3)
the input node A, the only one with a non empty initial content (A). Each non
terminal node Ni in the PNEP has a substitution rule for each derivation rule in
the grammar applicable to it. This rule changes the nonterminal by a string made
by uppending the right hand side of the derivation rule with the index of the rule
in P . For example, the PNEP for grammar Ganbnom described above has a node
for nonterminal S with the following substitution rules: {S → 2aSb, S → 3ab}
The input filters of these nodes allow all strings containing some copy of their
non terminal to input the node. Strings that do not contain a copy of the non
terminal pass the output filter. We can get this behavior by using the set with
the non terminal symbol of the node ({Ni}) both as the permitted input filter
and as the forbidden output filter.

The input filter for the output node nodeoutput has to describe what we
have called parsed strings. Parsed strings will contain numbers, corresponding
to the derivation rules which have been applied, among the symbols of the ini-
tial string. We can easily create a regular expression and define the input filter
by means of membership. For example, in order to parse the string aabbo with
the grammar we are using above, the regular expression can be {1, 2, 3, 4, 5, 6}∗
a{1, 2, 3, 4, 5, 6}∗a{1, 2, 3, 4, 5, 6}∗b{1, 2, 3, 4, 5, 6}∗b{1, 2, 3, 4, 5, 6}∗o.Our PNEP
will stop computing whenever a string enters the output node.

The complete PNEP for our example (Γanbnom) is defined as follows:

– Alphabet V = {X, O, S, a, b, o, 1, 2, 3, 4, 5, 6}
– Nodes

• nodeoutput: Aoutput = Φ is the initial content; Moutput = Φ is the set of
rules; PIoutput = { (regular expression membership filter); {{1, 2, 3, 4, 5, 6} ∗
a{1, 2, 3, 4, 5, 6} ∗ a{1, 2, 3, 4, 5, 6} ∗ b{1, 2, 3, 4, 5, 6} ∗ b{1, 2, 3, 4, 5, 6} ∗ o}};
POoutput = Φ is the output filter

• NX : AX = {X}; MX = {X → 1SO}; PIX = {P = {X}, F = Φ}; POX =
{F = {X}, P = Φ}

• NS : AS = Φ; MS = {S → 2aSb, S → 3ab}; PIS = {P = {S}, F = Φ};
POS = {F = {S}, P = Φ}

• NO : AO = Φ; MO = {O → 4oO, O → 5Oo, O → 5o}; PIO = {P = {O}, F =
Φ}; POO = {F = {O}, P = Φ}

• It has a complete graph
• It stops the computation when some string enters nodeoutput

Some of the strings generated by all the nodes of the PNEP in succesive
communication steps when parsing the string aboo are shown below (each set
corresponds to a different step): {X} ⇒ {1SO} ⇒ {..., 13abO, ...} ⇒
{..., 13ab4Oo, 13ab5oO, ...} ⇒ {..., 13ab46oo, ..., 13ab5o6o, ...}

The last set contains two different derivations for aboo by (Ganbnnom), that
can enter the output node and stop the computation of the PNEP.

It is easy to reconstruct the derivation tree from the parsed strings in the
output node, by following their sequence of numbers. For example, consider the
parsed string 13ab6o and its sequence of indexes 136; abo is generated in the
following steps: X ⇒ (rule 1 X ⇒ SO ) SO , SO ⇒ (rule 3 S ⇒ ab ) abO ,
abO⇒ (rule 6 O⇒ o ) abo
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In section 2 we have described the structure of the xml input files for jNEP.
Two the sections of the xml representation of the NEP Γanbnom (the output node
and the node for axiom X) are shown below.

<NODE initCond="">
<EVOLUTIONARY_RULES>
</EVOLUTIONARY_RULES>
<FILTERS>

<INPUT type="RegularLangMembershipFilter" regularExpression="[1-6]*a[1-6]*b[1-6]*o[1-6]*o"/>
<OUTPUT type="1" permittingContext="" forbiddingContext=""/>

</FILTERS>
</NODE>

<NODE initCond="X">
<EVOLUTIONARY_RULES>

<RULE ruleType="substitution" actionType="ANY" symbol="X" newSymbol="1_S_O"/>
</EVOLUTIONARY_RULES>
<FILTERS>

<INPUT type="1" permittingContext="X" forbiddingContext=""/>
<OUTPUT type="1" permittingContext="" forbiddingContext="X"/>

</FILTERS>
</NODE>

The nodes for other non terminal symbols are similar, but with an empty (””)
initial condition and their corresponding derivation rules.

4 An Example for Natural Language Processing

As described in section 1, the complexity of the grammars used for syntactic
parsing depends on the desired target. These grammars are usually very complex,
which makes them one of the bottlenecks in NLP tasks.

We will use the grammar deduced from the following derivation rules (whose
axiom is the non terminal Sentence). This grammar is similar to those devised by
other authours in previous attempts to use NEPs for parsing (natural) languages
[19]. We have added the index of the derivation rules, that will be used later.

Sentence → (1) NounFraseStandard PredicateStandard
| (2) NounFrase3Singular Predicate3Singular

NounFrase3Singular → (3) DeterminantAn VowelNounSingular
| (4) DeterminantSingular NounSingular
| (5) Pronoun3Singular

NounFraseStandard → (6) DeterminantPlural NounPlural
| (7) PronounNo3Singular

NounFrase → (8) NounFrase3Singular | (9) NounFraseStandard
PredicateStandard → (10) VerbStandard NounFrase
Predicate3Singular → (11) Verb3Singular NounFrase

DeterminantSingular → (12) a | (13) the | (14) this
DeterminantAn → (15) an

VowelNounSingular → (16) apple
NounSingular → (17) boy

Pronoun3Singular → (18) he | (19) she | (20) it
DeterminantPlural → (21) the | (22) several | (23) these

NounPlural → (24) apples | (25) boys
PronounNo3Singular → (26) I | (27) you | (28) we | (29) they

VerbStandard → (30) eat
Verb3Singular → (31) eats

It is worth noticing that this grammar is very simple. As described in section
1, NLP syntax parsing usually takes as input the results of the morphologi-
cal analysis. In this way, the previous grammar can be simplified by removing
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the derivation rules for the last 9 non terminals (from DeterminantSingular to
Verb3Singular): those symbols become terminals for the new grammar.

Notice, also, that this grammar implements grammatical agreement by means
of context free rules. For each non terminal, we had to use several different
specialized versions. For instance, NounFraseStandard and NounFrase3Singular
are specialized versions of non terminal NounFrase. These rules increases the
complexity of the grammar.

We can build the PNEP associated with this context free grammar by follow-
ing the steps described in section 3.

Let us consider the English sentence the boy eats an apple Some of the strings
generated by the nodes of the PNEP in succesive communication steps while
parsing this string are shown below (we show the initials, rather than the full
name of the symbols). A left derivation of the string is highlighted: { S } ⇒ {
..., 2 NF3S P3S, ... } ⇒ { ..., 2 4 DS NS P3S, ... } ⇒ { ..., 2 4 13 the NS P3S,
... } ⇒ { ..., 2 4 13 the 17 boy P3S, ... } ⇒ { ..., 2 4 13 the 17 boy 11 V3S NF,
... } ⇒ { ..., 2 4 13 the 17 boy 11 31 eats NF, ... } ⇒ { ..., 2 4 13 the 17 boy 11
31 eats 8 NF3S, ... } ⇒ { ..., 2 4 13 the 17 boy 11 31 eats 8 3 DA VNS, ... } ⇒
{ ..., 2 4 13 the 17 boy 11 31 eats 8 3 15 an VNS, ... } ⇒ { ..., 2 4 13 the 17 boy
11 31 eats 8 3 15 an 16 apple, ... }

If we analyze now an incorrect sentence, such as the boy eat the apple, the
PNEP will continue the computation after the steps summarized above, because
in this case it is impossible to find a parsed string. It is easy to modify our PNEP
to stop when this circumstance happens.

5 Conclusions and Further Research Lines

We have found that a very simple and straightforward use of NEPs, associated to
context-free grammars, results in a parsing technique with similar characteristics
to the most popular syntactic parsers in the NLP area. PNEPs seem to be an
appropiate and natural approach to tackle both parsing of context-free languages
and the syntactic processing of natural languages.

In the future we plan to use a more realistic grammar for NLP purposes;
to incorporate this technique into a linguistic corpus in which we are currently
working; to test our approach with realistic NLP benchmarks; and to explore
the possible design of compiler tools based on PNEPs.
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Abstract. Property Grammars, or PGs, belong to a new family of lin-
guistic formalisms which view a grammar as a set of linguistic constraints,
and parsing as a constraint satisfaction problem.Rigid hierarchical parsing
gives way to flexible mechanisms which can handle incomplete, ambiguous
or erroneous text, and are thus more adequate for new applications such as
speech recognition, internet mining, controlled languages and biomedical
information. The present work contributes a) a new parsing methodology
for PGs in terms of Hyprolog – an extension of Prolog with linear and in-
tuitionistic logic and with abduction; and b) a customisable extension of
PGs that lets us model also concepts and relations to some degree. We ex-
emplify within the domain of extracting concepts from biomedical text.
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1 Introduction

New approaches to parsing include substantial efforts to obtain useful results
even for incomplete or ungrammatical input. More flexible models than the tra-
ditional, hierarchical parsing models have emerged around them, largely moti-
vated by new developments in related areas: speech recognition systems have
matured enough to be helpfully embedded in spoken command systems, e.g. for
the handicapped; the unprecedented explosion of text available online since the
internet’s advent calls for ultra-flexible text processing schemes, geographically
distributed enterprises are evolving controlled languages as a kind of interlin-
gua in which their employees from different countries can communicate despite
possible errors and imperfections. Even outside such specialized needs, a parser

� An earlier version of this paper has been presented “On Semantically Constrained
Property Grammars”, Proceedings of the 5th International Workshop on Con-
straints and Language Processing (CSLP 2008), Villadsen, J., Christiansen, H.,
(Eds), ROSKILDE UNIVERSITY COMPUTER SCIENCE RESEARCH REPORT
#122, 2008, pp. 20–32.

J. Cabestany et al. (Eds.): IWANN 2009, Part I, LNCS 5517, pp. 480–487, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



A Hyprolog Parsing Methodology for Property Grammars 481

should ideally be able to extract meaning from text produced in real life con-
versation, which typically is underspecified, often not perfectly grammatical,
and sometimes erroneous. Imperfections can result from normal human error in
actual speech, or be introduced by machines, as in the case of text produced
from speech recognition systems, which, while evolved enough to be usable, are
renowned for their error-proneness.

Our work evolves from the initial proposal by G. Bes for a formal grammar
distributed into five properties (the 5P formalism), which matured in turn into
Property Grammars [2], in which syntactic structure is expressed by means of
relations between categories rather than in terms of hierarchy. For instance, a
Property Grammar parse of the noun phrase “every blue moon” results in a set
of satisfied properties (e.g. linear precedence holds between the determiner and
the noun, between the adjective and the noun, and between the determiner and
the adjective; the noun’s requirement for a determiner is satisfied, etc.) and a set
of unsatisfied properties, which is empty for this example. In contrast, “Every
moon blue” would yield a violation of linear precedence between the adjective
and the noun, indicated by placing this relationship in the set of unsatisfied
properties.

In this paper we provide a customisable extension of PGs that lets us also
model concepts and relations to some degree, and we provide a parser for generic
grammars and for PGs in particular, formulated in terms of HyProlog. HyProlog
[8] is an extension of Prolog with assumptions and abduction, based on CHR
(Constraint Handling Rules). Assumptions are implemented using linear and
intuitionistic implication.

We illustrate our new PG model through its application to concept and rela-
tion extraction from biomedical texts.

2 Background

2.1 Property Grammars

Property based Grammars define any natural language in terms of a small num-
ber of properties: linear precedence (e.g. within a verb phrase, a transitive verb
must precede the direct object); dependency (e.g., a determiner and a noun
inside a noun phrase must agree in number), constituency (e.g. a verb phrase
can contain a verb, a direct object,...), requirement (e.g. a singular noun in a
noun phrase requires a determiner), exclusion (e.g., a superlative and an ad-
jectival phrase cannot coexist in a noun phrase), obligation (e.g. a verb phrase
must contain a verb), and unicity (e.g. a prepositional phrase contains only one
preposition). The user defines a grammar through these properties instead of
defining hierarchical rewrite rules as in Chomskyan based models. In addition,
properties can be relaxed by the user in a simple modular way. For instance, we
could declare ”precedence” as relaxable, with the effect of allowing ill-formed
sentences where precedence is not respected, while pointing out that they are
ill-formed (this feature is useful for instance in language tutoring systems).
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The result of a parse is, then, not a parse tree per se (although we do provide
one, just for convenience, even in the case of ill-formed input), but a list of
satisfied and a list of unsatisfied properties. See the table below as a toy example.

Input les cellules endothéliales immunotoxines peptides
proapoptotiques (the endothelial ... cells)

Output cat(np, [sing, masc], sn(det(les), n(cellules),
ap(adj(endothéliales)), n(immunotoxines), n(peptides),
n(proapoptotiques)), [prec(det,n), dep(det,n),
requires(n, det), exclude(name, det), excludes(name, n),
dep(sa, n), excludes(name, sa), excludes(sa, sup)],
[unicity(n)])

Property Grammars allow us to extract syntactic constructs from text, as first
proposed in [6]. This functionality is useful to deal with part of the input for
which no information can be built. It is for example the case with possibly long
lists of juxtaposed NP, frequent in spoken languages but for which no specific
syntactic relation can be given. But it is also interesting for some applications
in which the entire syntactic structure or, in other words, the description of all
possible syntactic categories is necessary. This is the case for question-answering,
information extraction, or terminological applications based on NP recognition.

3 Semantic Property Grammars

Only one of the properties in the original PG formalism – dependency – is meant to
include semantics, but there is no clear specification of how. Here we propose that,
in addition to the mostly syntactic lists of satisfied and unsatisfied properties, a list
of specifically Semantic Properties be associated as well with the category being
parsed. This lets us model also concepts and relations to some degree.

We next introduce this extension by means of examples taken from biomedical
text – one of the applications we are currently working on, which relies on a type
hierarchy of concepts, or ontology, of the domain (in our case, biomedical) having
been made available for consultation by the parser.

3.1 Extracting Semantic Concepts and Relationships

Within noun phrases: A noun is interpreted by our parser as the relational
symbol of a semantic relationship to be extracted, and the arguments of this rela-
tion are constructed from the noun’s various complements, appropriately typed
after consultation of the domain-dependent ontology. E.g., the noun phrase:
”The activation of NF-kappa-B via CD-28” parses semantically into the list of
properties:

[protein(‘NF-kappa-B’), gene(‘CD-28’),
activation(‘NF-kappa-B’, ‘CD-28’)]
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This shows the relationship obtained, i.e., activation(‘NF-kappa-B’,‘CD-28’),
together with the types that our concept hierarchy associates with each of the
arguments of the relationship (i.e, ‘NF-kappa-B’ is of type protein, whereas
‘CD-28’ is of type gene.

Within verb phrases: Verbs also induce relationships whose arguments are
the semantic representations of the verb’s syntactic arguments. E.g., in the sen-
tence: ”Retinoblastoma proteins negatively regulate transcriptional activation”,
the verb regulate marks a relation between two concepts – retinoblastoma pro-
teins and transcriptional activation. Our parser constructs a list of properties
which identifies the semantic types of the relationship’s arguments as well as the
relationship itself, just as was done for noun phrases.

[protein(‘retinoblastoma proteins’),
process(‘transcriptional activation’),
regulate(‘retinoblastoma proteins’,
‘transcriptional activation’)]

Disambiguation on the fly: Our parser’s consultation of a biomedical ontol-
ogy is useful not only to gather type information about the entities involved in
the relationships being constructed, but also to disambiguate in function of con-
text. For instance, usually binding site refers to a DNA domain or region, while
sometimes it refers to a protein domain or region. Catching the latter meaning
is not trivial since both c-Myc and G28-5 are protein molecules. However, our
parser looks for semantic clues from surrounding words in order to disambiguate:
in sentence (1) below, promoters points to the DNA region binding site, whereas
in sentence (2), ligands points to the protein meaning of binding site. Our parser
can calculate an entity’s appropriate type by consulting domain-specific clues.
More details can be found in [9].

(1) Transcription factors USF1 and USF2 up-regulate gene expression via
interaction with an E box on their target promoters, which is
also a binding site for c-Myc.

(2) The functional activity of ligands built from the binding site of
G28-5 is dependent on the size and physical properties of the molecule
both in solution and on the cell surfaces.

4 Our Parsing Methodology

4.1 Background: HyProlog

Hyprolog is an extension of Prolog with assumptions and abduction, useful for
hypothetical reasoning and other applications, running on top of Sicstus Prolog,
and particularly exploiting Constraint Handling Rules or CHR [10] . Its three
main components are:
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Assumptions: Assumptions are a logic programming incarnation of linear and
intuitionistic implications [11] which includes as well a new type called timeless
assumptions, which have been found particularly useful, among other things, for
parsing. Here we will only be concerned with linear and intuitionistic assump-
tions, which we now present in an intuitive manner. For fuller or more formal
details, see [8].

Assumptions are facts (or rules, but for our needs here we consider only facts)
that are added to a Prolog program dynamically, making them available from
the point in which they are called, and during the entire continuation. Linear
assumptions can be used at most once, whereas intuitionistic assumptions can
be used as many times as needed. Linear assumptions being made are noted
through the “+” sign and intuitionistic ones, through “*”. To use, or consume,
either type of assumption, we just precede it by the sign “-”.

For instance, the call:

?- *note(p(5)), -note(p(X)), -note(p(Y)).

will bind both X and Y with 5, since intuitionistic assumptions are reusable,
whereas the call

?- +note(p(5)), -note(p(X)), -note(p(Y)).

will bind X to 5 and then fail.
Assumptions and consumptions are similar to the Prolog primitives “assert”

and “retract”, except that they are available during the entire continuation of
the computation, and that they are backtracked upon.

Constraint Handling Rules, or CHR:

A CHR program is a finite set of rules of the form {Head ==> Guard|Body}
where Head and Body are conjunctions of atoms and Guard is a test constructed
from built-in predicates; the variables in Guard and Body occur also in Head;
in case the Guard is the local constant “true”, it is omitted together with the
vertical bar. Its logical meaning is the formula ∀(Guard → (Head → Body)) and
the meaning of a program is given by conjunction.

A derivation starting from an initial state called a query of ground constraints
is defined by applying rules as long as it adds new constraints to the store. A
rule as above applies if it has an instance (H==>G|B) with G satisfied and H in
current store, and it does so by adding B to the store.

There are three types of CHR rules:

– Propagation rules which add new constraints (body) to the constraint set
while maintaining the constraints inside the constraint store for the reason
of further simplification.

– Simplification rules which also add as new constraints those in the body,
but remove as well the ones in the head of the rule.

– Simpagation rules which combine propagation and simplification traits,
and allow us to select which of the constraints mentioned in the head of the
rule should remain and which should be removed from the constraint set.
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Abduction: Abduction is the unsound but useful rule of inference which con-
cludes – or abduces – a from the knowledge of b and of the rule that a implies b.

Abduction can be simply incorporated through CHR by declaring certain
predicates as abducibles, which when generated and not resolvable, will simply
remain in the constraint store. E.g. if every time it rains I go to the cinema,
and going to the cinema has been declared as abducible, when querying: cin-
ema, there being no definitions for it, it will remain in the constraint store,
marked as abduced thanks to the declaration which states it is an abducible
predicate.

4.2 A Hyprolog Parser for Property Grammars

A Hyprolog program is written as a Prolog program with additional declara-
tions of assumptive and abductive predicates. In this paper we neglect to write
all declarations, since it is apparent from our discussion which predicates are
assumptions and which are abducibles.

We record all categories (including lexical categories) as assumptions, and rule
application repeatedly combines two categories (one of which is a phrase or a
phrase head) between which all properties hold into new category, also recorded
as an assumption. The process stops when no more categories can be inferred.
Syntactic categories are described in the notation:

+cat(Cat,Features,Graph,Sat,Unsat,Semantics,Start,End)

where Cat names a syntactic category stretching between the start and end
points Start and End, respectively; Features contains the list of its syntactic
features, such as gender and number, Graph represents the portion of parse
tree corresponding to this category and is automatically constructed by the
parser; Sat and Unsat are respectively the list of syntactic properties respectively
satisfied and unsatisfied by this category; and Semantics holds the Semantic
Properties list.

The sentence’s words and related information, thus expressed as assumptions,
can be viewed as resources to be consumed in the process of identifying higher
level constituents from them.

Lists of satisfied and unsatisfied properties are created by our single rule, so
that incorrect or incomplete input is admitted but the anomalies are pointed
out from the list of unsatisfied properties. Our single rule’s form is described in
the Appendix found at www.sfu.ca/~emaharsh/.

Note that the parser’s single rule consumes two resources before creating a new
one, so each rule application decreases the (initially finite) number of resources
available by one. The process stops when no more rule applications are possible,
leaving if successful a category “sentence” stretching between the start and end
points of the input sentence, and containing its full characterization (satisfied
and unsatisfied properties, semantics, etc.).
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5 Related Work, Concluding Remarks

Several linguistic theories make an intensive use of the constraint based approach
to parsing, in particular HPSG (see [16]), minimalism [3] or the Optimality
Theory (see [17]). As in the last two, we aim at very few general operations: We
work with just one rule at the heart of parsing, and unlike minimalism, need not
to filter candidate structures.

One other formalism that shares the aims and some of the features of Property
Grammars are Dependency Grammars (cf. [20] and on this point [13]), a purely
equational system in which the notion of generation, or derivation between an
abstract structure and a given string, is also absent. However, whereas in Depen-
dency Grammars, the property of dependence plays a fundamental role, in the
framework we are considering it is but one of the many properties contributing
to a category’s characterization. Perhaps the work that most relates to the syn-
tactic implementation parts of our work is Morawietz’s [14], which implements
deductive parsing [19] in CHR, and proposes different types of parsing strategies
(including one for Property Grammars) as specializations of a general bottom-
up parser. Efficiency however is not addressed beyond a general discussion of
possible improvements, so while theoretically interesting, this methodology is
in practice unusable due to combinatorial explosion. Moreover, it produces all
properties that apply for each pair of categories without keeping track of how
these categories are formed in terms of their subcategories, so there is no easy
way to make sense of the output in terms of a complete analysis of a given input
string.

Our parser, as we saw, keeps track of the output in the lists of properties
(syntactic and semantic) that it constructs, and it reduces the problem of com-
binatorial explosion since every rule application condenses two assumptions into
one. However further work is needed for a rigorous analysis of efficiency and com-
plexity. Comparison with other systems and benchmarks regarding efficiency is
also part of the future work.
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Abstract. We consider, as an alternative to traditional approaches for
describing non-context-free languages, the use of grammars in which ap-
plication of grammar rules themselves control the creation or modifica-
tion of grammar rules. This principle is shown to capture, in a concise
way, standard example languages that are considered as prototype repre-
sentatives of non-context-free phenomena in natural languages. We define
a grammar formalism with these characteristics and show how it can be
implemented in logic programming in a surprisingly straightforward way,
compared with the expressive power. It is also shown how such adaptable
grammars can be applied for describing meta-level architectures that in-
clude their own explicit meta-languages for defining new syntax.

1 Introduction

An important aspect of formal linguistics is to search for suitable grammar
formalisms that can describe non-context-free languages; both the formal ex-
pressibility as well as how these languages are described, are important (are the
grammars “natural” in some sense, or which conception of language does a class
of grammars represent).

Many classical approaches to handle extra-context-free aspects apply special-
ized derivation relations so that everything is captured in terms of rewriting;
two-level grammars [1] and contextual grammars [2] are examples of this. Other
directions use extra-grammatical add-on’s to context-free grammars such as first
order logic in Definite Clause Grammars [3] and arbitrary mathematical func-
tions in Attribute Grammars [4].

We consider here a third approach by turning the grammar itself into a dynamic
entity, so that the application of grammar rules can create new or modify existing
grammar rules. The scope of grammar rules can be controlled analogously to the
way Definite Clause Grammars and Attribute Grammars pass information around
to different parts of the string being analyzed or constructed. The difference is that
here we pass the entire and dynamically evolving grammar around.

We present a formalism that we call Adaptable Grammars, based on an ear-
lier proposal of ours [5,6,7], which has not been considered in a formal lin-
guistics setting before, but confined to applications for programming languages.
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These grammars were first introduced with the misleading name of ‘generative
grammars’, later changed into ‘adaptable grammars’; other authors have used
the name ‘Christiansen grammars’, e.g., [8,9,10,11]. Recently [10] have used these
grammars for grammatical, evolutionary programming; the authors motivate
their approach by the observation that with such grammars, they can do with
shorter derivations of target programs, thus shorter chromosomes and therefore
faster convergence.

The first trace of the principle of grammars that adapt to the context seems
to be [12] from the early 1960ies, but no general formalism was developed; an
extensible grammar formalism was developed in [13] for describing one particular
system, and other proposals are [8,14]; see also [6,7] for a detailed comparison
with other selected formalism.

In the present paper, we define an adaptable grammar formalism which bor-
rows formal concepts from first-order logic and logic programing. We show a
generic implementation written as a meta-interpreter in Prolog, which is strik-
ingly simple compared with the high expressibility of the class of adaptable
grammars that it implements. We show how these grammars can capture stan-
dard non-context-free languages used in the literature (e.g., [15]) as prototypi-
cal representatives for the central natural language properties of reduplication,
crossed dependencies, and multiple agreements. Finally we show how such gram-
mars can be used to describe meta-level architectures that include their own
explicit meta-languages for defining new syntax.

2 Definition

We assume the terminology of first-order logic, including logical variables, and
logic programs (pure Prolog programs) as well as related notions such as (ground)
instances for formulas and terms.

Definition 1. An adaptable grammar is a quintuple 〈Σ,N,Π, [[−]], R〉 where Σ
is a finite alphabet, N a set of nonterminal symbols which are logical predicate
symbols of arity at least 1, Π is a logic program, [[−]] is the denotation function
which is a (partial) function from terms to grammars, and R is a set of grammar
rules (below). Nonterminals and atoms defined as predicates in Π are assumed
to be disjoint. Each nonterminal symbol has a distinguished argument called its
grammar argument (or grammar attribute). A grammar rule is of the form

lhs --> rhs.

where lhs is a nonterminal and rhs a finite sequence of elements which may be
terminal or nonterminal symbols or first-order atoms defined by Π.

We apply a notation inspired by definite clause grammars so that terminals in
grammar rules are written in square brackets, and atoms referring the program
component in curly brackets. Furthermore, the grammar argument of a nonter-
minal symbol is assumed to be the last of its arguments, and we drag it outside
the standard parentheses and attach it by a hyphen, e.g., instead of n(x,y,G),
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we prefer n(x,y)-G when n is a nonterminal of arity 3. Terms within rules that
represent grammars are generally written using Prolog’s list syntax but may
be written in other ways depending on the actual denotation function. In gen-
eral, we expect that the denotation function only changes the rule sets, so that
the other components are fixed within the derivations made with a given initial
grammar.

As it follows from the results of [16], the inclusion of logic programs in the
formalism does not add anything new as they can be seen as grammars that
generate the empty string. They are included for notational convenience only.

Definition 2 (derivation). Given an adaptable grammar 〈Σ,N,Π, [[−]], R〉, an
application instance of one of its rules r ∈ R is a ground instance r′ of r in which
grammar arguments denote grammars and any logical atom in r′ is satisfied in Π.
Whenever αβγ is a sequence of ground grammar symbols, β being a nonterminal
of the form N-G with an application instance β-->δ of a rule in [[G]], we write

αβγ ⇒ αδ′γ

where δ′ is a copy of δ with any atom referring to Π taken out. The relation ⇒∗

refers to the reflexive, transitive closure of ⇒.
The language defined by a given ground nonterminal N-G is the set of termi-

nal strings σ for which N-G ⇒∗ σ.

Notice the difference between grammars and terms that represent them. A gram-
mar attribute may be a list of rule representations containing duplicates, and
the “processing” of it may take multiplicity into account.

3 Plain Vanilla Implementation of Adaptable Grammars

Adaptable grammars as we have defined them above can be implemented in Pro-
log in a straightforward way, based on well-tested techniques. We will assume
a non-ground representation of grammars, i.e., using logical variables to denote
logical variables. This representation has the advantage that programs can be
written very succinctly but requires a bit of care to avoid mixing up quantifi-
cation levels. We take this for granted and refer to standard literature on this
topic, e.g., [17], and avoid these potential technical problems in our examples.

Instead of magically predicting the right application instances of grammar
rules in order to analyze a given string, we use unification when a rule is applied,
and embedded code chunks are executed in the order they are encountered in
the current derivation; these are also standard techniques for execution of Prolog
programs and language recognition with Definite Clause Grammars [3], so we
take correctness for granted. Our implementation is similar to a meta-interpreter
implementation of Definite Clause Grammars with the single extension that
grammar rules are picked in the grammar argument instead of in Prolog’s global
database. An extra predicate for renaming variables in grammar rules is needed,
implemented here in a traditional one-line fashion. The following few code lines
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are sufficient to check whether a given string S can be derived from an adaptable
grammar nonterminal NG by the call derive(NG, S).

derive(NG, S):- derive(NG, S, []).

derive([], S, S).

derive([T|Ts], [T|S1], S2):- derive(Ts, S1, S2).

derive({Code}, S, S):- Code.

derive((A,B), S1,S3):- derive(A, S1, S2), derive(B, S2, S3).

derive(N-G, S1, S2):-
renameVars(G,GFresh),
member( (N-G --> Rhs), GFresh),
derive(Rhs,S1,S2).

renameVars(X,Y):- assert(quax(X)), retract(quax(Y)).

It is illustrated below how new grammars rules are created and passed around.

4 Important Non-Context-Free Languages in Adaptable
Grammars

In formal linguistics, three different phenomena are often emphasized as central
for natural language; they are called reduplication, crossed dependencies and
multiple agreements. These phenomena are exposed in the following languages
(see, e.g., [15]):

L1 = {rcr | r ∈ {a, b}∗}
L2 = {anbmcndm |n,m ≥ 1}
L3 = {anbncn |n ≥ 1}

These are straightforward to describe in adaptable grammars as we will show
below. We use the language

RR = {rr | r is a string of as and bs}.

as a prototypical example and use it also to illustrate the Prolog representation
in detail. We can characterizeRR by a grammar that generates the first half part
of the string in a standard way and in parallel maintains a rule for generating
the second half.

Derivation is started from a nonterminal r-G where G is bound to a repre-
sentation of the grammar which has three rules, one rule for terminating the
string by adding a second half, one for generating an a and which adds a to
the termination rule, and a similar one for b. This adaptable grammar can be
conveniently represented in a Prolog source text by a Prolog rule as follows.
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rrgram( [ ( r-G --> [] ),
( r-G --> [a],{C1}, r-G1 ),
( r-G --> [b],{C2}, r-G1 ) ]):-

C1 = (G =[(S-->List)|RestG],
append(List,[a],NewList),
G1=[(S-->NewList)|RestG]),

C2 = (G= [(S-->List)|RestG],
append(List,[b],NewList),
G1=[(S-->NewList)|RestG]).

It could have been written equivalently as a Prolog fact, but we use the sub-
stitutions in the rule body in order to obtain a more readable representation;
variables C1 and C2 abbreviate the embedded code that transforms the gram-
mar attribute. It should be noticed that neither this grammar nor its application
creates circular Prolog structures. The denotations function which is implicit in
the rename predicate ensures this. Testing whether a given string belongs to RR
can now be made by the following query.

?- rrgram(G), derive(r-G, [a,b,b,a,a,b,b,a]).
yes

It appears that the rule r-G --> [a,b,b,a] is generated and applied as the
last one in the derivation. We have chosen the language RR instead of L1, as it
may be more difficult to model in some formalisms due to the lack of a “middle
demarcation” c. Changing our grammar above to L1 is a matter of changing the
first rule of the initial grammar into r-G --> [c].

The principle applied in the grammar for RR provides immediately the clue
for describing L2 and L3. For L2 we can use an initial grammar consisting of the
following rules (sketched).

S --> [a], S1
S1-G --> [a], {code1}, S1-G1
S1-G --> [b], S2-G
S2-G --> [b], {code2}, S2-G1
S2-G --> Cs-G, Ds-G
Cs-G --> [c]
Ds-G --> [d]

The embedded code fragment code1 adds a c to the right-hand side of the rule
for Cs, and code2 similarly a d to the rule for Ds in order to form the relevant
grammar to be unified with the G1 variables.

The language L3 can be described in exactly the same way, so that each time
the rule for generating an a is applied, rules for bs and cs are extended with one
more letter.
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5 Adaptable Grammars for Grammar-Definitions and
other Meta-languages

The language in a discourse may develop as the discourse goes along, new us-
ages are introduced or usages may achieve new meanings, which can be “stored”
in grammar rules. We may say that the semantic-pragmatic context (which is
something very different from the syntactic context considered in Contextual
Grammars [2]) is growing along the discourse and in this way enriches the lin-
guistic potential.

We consider here meta-level architectures, as they arise in parser generators
(e.g., YACC [18]), as archetypical in that they provide explicit language con-
structs that represent linguistic enrichment.

Indeed, one of the most striking features of adaptable grammars is their ability
to characterize meta-level architectures. A formal grammar, for example, may
itself by written in an idiosyncratic language of the sort typically called a meta-
language. Context-free grammars may be written with the left and right-hand
sides separated by, e.g, “::=” or “-->”.

We describe here the syntax of a meta-level system that accepts the definition
of a context-free grammar G in a specific syntax together with an arbitrary
sample string, supposed to be described by G. The following is an example of a
correct formulation in this meta-level system; for simplicity, nonterminals must
be one of “start”, “n1”, “n2”, “n3”, and “empty”, and terminals must be chosen
among “a” and “b”; “start” is assumed always to be the start nonterminal.

start ::= n1 n2 .
n1 ::= a b .
n2 ::= b a .
sample a b b a

The meta-level grammar for this system can be written as the following adapt-
able grammar; notice that “G” typically stands for a variable in the position of
a grammar attribute, whereas “Gvar” typically denotes such a variable.

s-G --> gram(C)-G, [sample], start-C
gram([(empty-Gvar--> [])])-G --> []
gram([R|Rs])-G --> rule(R)-G, gram(Rs)-G
rule((H-->B))-G --> head(Gvar,H)-G,[::=],body(Gvar,B)-G
head(Gvar,H)-G --> nonterm(Gvar,H)-G
body(Gvar, ([T],Bs))-G --> term(T)-G, body(Gvar,Bs)-G
body(Gvar,(N,Bs))-G --> nonterm(Gvar,N)-G, body(Gvar,Bs)-G
body(Gvar,empty-Gvar)-G --> [.]
term(a)-G --> [a]
term(b)-G --> [b]
term(c)-G --> [d]
term(e)-G --> [e]
term(f)-G --> [f]
nonterm(Gvar,start-Gvar)-G --> [start]
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nonterm(Gvar,n1-Gvar)-G --> [n1]
nonterm(Gvar,n2-Gvar)-G --> [n2]
nonterm(Gvar,n3-Gvar)-G --> [n3]

When the first rule is applied for s-G, where G is the term representing this
grammar, firstly gram(C)-G is processed, producing a new adaptable grammar
C which is bound to the variable C; then start-C is started for the investigation
of a sample sentence.

Analyzing the text fragment above with our Prolog implementation, a test
print can show that the following adaptable grammar is generated internally
and forwarded to start-C.

start-Gvar --> n1-Gvar, n2-Gvar, empty-Gvar
n1-Gvar --> [a], [b], empty-Gvar
n2-Gvar --> [b], [a], empty-Gvar
empty-Gvar --> []

Programming languages include also devices that may be seen as language ex-
tenders. Declaring, say, a variable n of type int means that we can now write n
in positions of the program where an int is expected; before the declaration was
added, such usages were illegal, ungrammatical so to speak. In other words, the
indicated variable declaration can be seen as the creation a new grammar rule
int-G --> [n]. Programming languages were in focus in earlier publications
on adaptable grammars; see [5,6,7] for more examples of programming language
constructs described in this way.

6 Conclusion

We have defined a highly expressive grammar formalism which captures non-
context-free language features by treating the grammar itself as a dynamic en-
tity, which can be elaborated and changed by the application of grammar rules.
We have shown a vanilla-like meta-interpreter which makes it possible to test
and experiment with adaptable grammars. We have justified the usefulness of
this grammar formalism by showing grammars for important examples of non-
context-free languages.

A more powerful and logically more satisfactory implementation may be pos-
sible using a constraint-based denotation function, which may be implemented
using ‘instance of’ constraints [19] with a potential for producing new rules in
abductive or even inductive ways from rule applications. Constraint-based ab-
duction in discourse analysis, as applied e.g., by [20,21], may also be interesting
to combine with the approach described in the present paper.
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β-Reduction and Antecedent–Anaphora
Relations in the Language of Acyclic Recursion�
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Abstract. In this paper, I introduce briefly the formal language of
Acyclic Recursion Lλ

ar (see Moschovakis [9]). Then I present the β-
reduction rule of the calculus of the referential synonymy in Lλ

ar and
some arguments for its restricted manifestation with respect to preserv-
ing the algorithmic sense of the Lλ

ar-terms. This paper demonstrates fur-
ther evidence for the need of restricted β-reduction. It also contributes to
exploration of the inherent potentials of Lλ

ar for underspecified semantic
representations. I show that the restricted β-reduction, in combination
with “underspecified” terms, gives rise to various distinctions between
antecedent-anaphora and co-denotation relations in NL.

1 Background and Recent Development

In a sequence of papers, Moschovakis developed a class of languages of recursion,
as a new approach to the mathematical notion of algorithm, for development
of computational semantics of languages, e.g., see Moschovakis [9] for FLR, and
Moschovakis [10] for Lλ

ar. In particular, the language and theory of acyclic recur-
sion Lλ

ar is intended for modeling the logical concepts of meaning and synonymy,
from the perspective of the theory of computability, by targeting adequateness
of computational semantics of NL. Lλ

ar is a higher order type theory, which is
a proper extension of Gallin’s TY2 (Gallin [3]) and, thus, of Montague’s Inten-
sional Logic, IL (Montague [8]). The formal syntax of Lλ

ar allows only recursion
terms with acyclic systems of assignments, while the FLR allows cyclicity, but
is limited with respect to its type system. The languages of recursion have two
semantic layers: denotational semantics and referential intensions. The recursion
terms of Lλ

ar are essential for encoding the two-fold semantic information. De-
notational Semantics: For any given semantic structure A, there is at most
one, well-defined denotation function, den, from terms and variable assignments
to objects in the typed domains of A. Intensional Semantics: The notion of
intension in the languages of recursion covers the most essential, computational
aspect of the concept of meaning. Intuitively, Int(A) is the algorithm for com-
puting its denotation den(A). The acyclicity condition guarantees termination of
the recursive steps that compute den(A). In general, an algorithmic process may
not terminate. Thus, the languages of recursion offer a formalisation of central
� My work on this paper was conducted during my visit at TiLPS, Tilburg University,

in the Autumn, 2008. I would like to thank my colleagues there for the fruitful time.
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computational aspects of Frege’s distinction between denotation and sense, with
two central semantic “levels”: denotation and algorithmic sense. The algorithmic
sense of a term A is its referential intension that is the algorithm for computing
its denotation. The denotation function den(A) defined in Lλ

ar captures Mon-
tague’s notion of intension, i.e., the Carnap intensions that are functions from
indexes (including possible worlds) to extensions in the indexes. The notion of
referential intension is different from the notion of Carnap intension, and has no
counterpart in higher order type theories, like TY2.

2 Short Introduction to the Language and Theory of
Acyclic Recursion

Types The types of Lλ
ar is the smallest set Types defined recursively (by using a

notational variant of Backus-Naur Form (BNF) for CFGs):

σ :≡ e | t | s | (τ1 → τ2) (Types)

Intuitively, the types are used in a typical fashion: e is for the entities of the
domain; t is for truth values; s is for states (e.g., a world, time, space location,
speaker, etc.) (τ1 → τ2) is for unary functions from objects of type τ1 to objects
of type τ2. The following are some (very) practical abbreviations used throughout
the paper:

1. t̃ ≡ (s → t), the type of the propositions, as in some type systems like TY2,
Montague’s IL, etc.

2. ẽ ≡ (s → e), the type of the individual concepts
3. τ̃ ≡ (s → τ), where τ ∈ Types
4. τ1 × τ2 → τ ≡ (τ1 → (τ2 → τ)), where τ1, τ2, τ ∈ Types

2.1 Syntax of Lλ
ar

The vocabulary of Lλ
ar consists of pairwise disjoint sets:

Constants: Kτ = {c0, c1, . . . , ckτ
}, for each type τ , a finite set of constants of

type τ ;

Pure Variables: PureVarsτ = {v0, v1, . . .}, for each type τ , a set of pure variables
of type τ ;

Recursion Variables: RecVarsτ = {p0, p1, . . .}, for each type τ , a set of recursion
variables, called also locations, of type τ .

The Terms of Lλ
ar The recursive rules1 for the set of Lλ

ar terms can be expressed by
using a notational variant of BNF, with the assumed types given as superscripts:

A :≡ cτ : τ | xτ : τ | B(σ→τ)(Cσ) : τ | λvσ (Bτ ) : (σ → τ)
| Aσ

0 where {pσ1
1 := Aσ1

1 , . . . , pσn
n := Aσn

n } : σ
1 A detailed definition will be provided in the final version of the paper, with a proper

inclusion of the acyclicity condition “inside” the recursion, as the above notational
variant of BNF should be taken.
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where {p1 := A1, . . . , pn := An} is a set of assignments that satisfies the acyclic-
ity condition2 defined as follows:

Acyclic System of Assignments: For any terms A1 : σ1, . . . , An : σn, and loca-
tions p1 : σ1, . . . , pn : σn (where n ≥ 0), such that for all i, j, if i �= j, 1 ≤ i, j ≤ n,
then pi �= pj , the system of assignments

{p1 := A1, . . . , pn := An}

is called acyclic iff the following condition, called acyclicity condition, is sat-
isfied: there is a function rank : {p1, . . . , pn} −→ N such that, for all pi, pj ∈
{p1, . . . , pn}, if pj occurs free in Ai, then rank(pj) < rank(pi).

Intuitively, an acyclic system {p1 := A1, . . . , pn := An} defines recursive
“computations” of what is to be assigned to the locations p1, . . . , pn, which end
after a finite number of steps; ranking means that pi may depend on the free
locations occurring in Ai.

2.2 Denotational Semantics of Lλ
ar

The semantics of Lλ
ar defines denotations of the terms with respect to a (typical)

typed frame of semantic objects and an interpretation of the constants in the
given typed frame. The denotations of the terms den(A)(g) in Lλ

ar-structures are
defined in a typical way, except for the recursion where-terms.

For any frame T = {Tσ | σ ∈ Types} and the set G of all assignments
g : PureVars ∪ RecVars −→ T, the denotation function is defined by recursion
on the structure of the terms:

(D1) den(x)(g) = g(x); den(c)(g) = I(c);
(D2) den(A(B))(g) = den(A)(g)(den(B)(g));
(D3) den(λx(B))(g) : Tτ −→ Tσ, where x : τ and B : σ, is the function defined

as follows: for every t ∈ Tτ , [den(λx(B))(g)]
(
t
)

= den(B)(g{x := t});
(D4) den(A0 where {p1 := A1, . . . , pn := An})(g) =

den(A0)(g{p1 := p1, . . . , pn := pn}),
where, for all i ∈ {1, . . . , n} and all τi such that pi : τi, the values pi ∈ Tτi

,
are defined by recursion on rank(pi):

pi = den(Ai)(g{pk1 := pk1
, . . . , pkm

:= pkm
}),

where pk1 , . . . , pkm
are all the recursion variables pj ∈ {p1, . . . , pn}, such

that rank(pj) < rank(pi),

Congruence Relation: A ≡congr B, iff one can be obtained from the other by
renaming of bound variables, without causing variable collisions, and re-ordering
of the assignment equations within acyclic recursion constructs (or without any
changes, i.e., A ≡congr A).

2 Note that without the acyclicity requirement, we have an extended formal language
Lλ

r , which admits cyclic recursion, and is not in the subject of this paper.
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The Reduction Calculus of Lλ
ar is provided by a set of reduction rules (see,

Moschovakis [10]) for simplifying any given term A into its canonical form cf(A),
which, intuitively, represents the algorithm for calculating the meaning of A (if it
exists) in the simplest way, from the basic facts that are computed incrementally
and “stored” in locations (recursion variables). Two major results are essential
to the algorithmic senses of the terms:

Canonical Form Theorem: For each term A, there is a unique, up to con-
gruence, irreducible term denoted by cf(A), such that:

1. cf(A) ≡ A or cf(A) ≡ A0 where {p1 := A1, . . . , pn := An}
2. A⇒ cf(A)

Referential Synonymy Theorem: Two terms A,B are referentially synony-
mous, A ≈ B, iff there are explicit, irreducible terms (of appropriate types),
A0, A1, . . . , An, B0, B1, . . . , Bn, n ≥ 0, such that:

1. A⇒cf A0 where {p1 := A1, . . . , pn := An},
2. B ⇒cf B0 where {p1 := B1, . . . , pn := Bn},
3. |= Ai = Bi, for all i = 0, . . . , n, i.e., den(Ai)(g) = den(Bi)(g) for all variable

assignments g.

Intuitively, A ≈ B iff the same algorithm “computes” their denotations (which
are equal), in case when A and B have algorithmic senses; otherwise (i.e., A and
B are immediate), A and B have the same denotations. Some other practical
abbreviations that are used through the paper:

1. τ1 × τ2 → τ ≡ (τ1 → (τ2 → τ)), where τ1, τ2, τ ∈ Types
2. A(B1, B2) ≡ [A(B1)](B2) : τ , where

A : (τ1 → (τ2 → τ)), B1 : τ1 and B2 : τ2
3. like(john,mary) ≡ like(john)(mary)

Note that, in linguistics literature, the more popular variant of the order of
the arguments is: like(john,mary) ≡ like(mary)(john). This is inessential,
especially when the terms are not associated with any specific NL syntax.

4. τ1 × . . .× τn → τ ≡ (τ1 → . . .→ (τn → τ)),
where n ≥ 1 and τ1, . . . , τn, τ ∈ Types

5. A(B1, . . . , Bn) ≡ [A(B1) . . .](Bn) : τ , where
A : (τ1 → . . .→ (τn → τ)), B1 : τ1, . . . , Bn : τn (n ≥ 1)

3 β-Reduction in Lλ
ar

The calculus of the referential synonymy of Lλ
ar has the expected rules (see

Moschovakis [10], Table 8), except for the β-reduction: a very weak form of
β-reduction is valid for the referential synonymy of Lλ

ar:(
λuC

)
(v) ≈ C{u :≡ v}, where (β-reduction)

C is explicit and irreducible,
u and v are pure variables, and the substitution C{u :≡ v} is free.



500 R. Loukanova

Given that like is a constant, and j and m are recursion variables (locations):
the following statements are valid in the calculus of referential synonymy:

like ≈ λx
(
λy like(x, y)

)
(1a)

like(j,m) ≡ like(j)(m) ≈
((
λx

(
λy like(x)(y)

))
(j)

)
(m) (1b)

≡
(
λxλy like(x, y)

)
(j,m)

No reduction rule applies to the above terms, to justification of the referential
synonymy equivalences. The β-reduction of Lλ

ar does not apply to the right hand
side of the referential synonymy (1b). The equivalences (1a) and (1b) are valid
by the Referential Synonymy Theorem, because the terms on both sides of each
of the referential equivalences are explicit and irreducible, and have the same
denotations for all variable assignments.

λx like(x, x)(mary) ⇒ λx like(x, x)(m)where {m := mary} (2a)
like(mary ,mary) ⇒ like(m1,m2)where{m1 := mary , m2 := mary} (2b)

The terms in (2a) are not referentially synonymous to the ones in (2b), since their
canonical forms do not comply with the Referential Synonymy Theorem. This
is a good argument in favour of the restricted form of β-reduction. Intuitively,
the terms in (2a) and (2b) do not carry the same information.

4 Expressiveness of Lλ
ar

As proved in Moschovakis [10], Lλ
ar is a proper extension of Gallin’s TY2, and,

thus, of Montague’s IL, as seen by the following terms, from Moschovakis [10]:

John loves his wife and he honors her. render−−−→ (3a)
love(john,wife(his))& honors(he, her) (3b)

co-index−−−−→λ λxj

[
love(xj ,wife(xj ))& honors(xj , her)

]
(john) (3c)

co-index−−−−→λ λxj

[
λyw

[
love(xj , yw )& honors(xj , yw )

]
(wife(xj))

]
(john) (3d)

The term (3d) is an IL term, which predicates a property (represented by the
λ-subterm) to the denotation of john. The propositional content of the NL sen-
tence, which is a conjunction of two declarative sentences, is more adequately
represented by a recursion term, e.g., by the following one:

John loves his wife and he honors her. render−−−→ (4a)
love(john,wife(his))& honors(he, her) (4b)

co-index−−−−→ar
[
love(j, w)& honors(j, w)

]
where {j := john, w := wife(j)} (4c)

⇒
[
L&H

]
where {L := love(j, w), H := honors(j, w), (4d)

j := john, w := wife(j)}
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The terms in (3d) and (4d) are not algorithmically equivalent, i.e., they are
not equivalent with respect to referential intension. In addition, by a corollary
of a fundamental theorem of Lλ

ar (Moschovakis [10], sec.3.24): (4d) is not algo-
rithmically equivalent to any explicit λ-term, since at least one location occurs
(actually, two: j and w) in more than one part of its canonical form.

5 Antecedent–Anaphora Relations

Typed λ-calculus with recursion terms offers more favoring arguments in com-
parison to other classical typed λ-calculi. It gives a possibility for distinguish-
ing between co-reference, i.e., co-denotation relations, and antecedent–anaphora
relations.

5.1 Co-indexing of Arguments: Antecedent–Anaphora Relations

In Lλ
ar, there are two different ways to co-index argument slots for representa-

tion of anaphoric relations. Firstly, as typically in λ-calculi, co-indexing can be
represented by filling up several argument slots, in a sub-term, with the same
pure variable, and λ-abstraction over that pure variable. Let us call this kind of
indexing λ-co-indexing. It was done in the sequence of terms (3c) and (3d), and
in the following term:

Mary likes herself.
render−−−→ λx like(x, x)(mary) (5a)
⇒cf λx like(x, x)(m) where {m := mary} (5b)

Alternatively, co-indexing can be represented by filling up several argument slots,
in a sub-term (often, but not always, that is the head part of a recursion term),
with the same location variable; the respective antecedent term is assigned to
that location. Let us call this kind of indexing ar-co-indexing. This was done in
the term (4c), and in the following term:

Mary likes herself.
render−−−→ like(m,m) where {m := mary} (6)

The terms (5b) and (6) are referentially, i.e., algorithmically equivalent. Which
one is more appropriate can be decided by a specific computational syntax of
NL, or other linguistic investigations.

5.2 Co-denotation vs Antecedent–Anaphora

The co-denotation of different occurrences of sub-expressions is expressed faith-
fully by two different locations. For example, two different occurrences of the
proper name Mary in one expression, as in the NL sentence (7), give rise to co-
denotation (typically called co-reference) relation. The co-denotation relation is
demonstrated by the assignment of the same explicit and irreducible term mary
to the different locations m1 and m2.

Mary likes Mary.
render−−−→ like(m1,m2)where {m1 := mary , m2 := mary} (7)
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5.3 Two Kinds of Antecedent–Anaphora Relations

The language Lλ
ar offers further distinctions between semantic representations

of expressions with pronominal sub-expressions.

Antecedent–anaphora via co-indexing. Capturing antecedent–anaphora via
co-indexing was presented above, with the terms (5b) and (6). The term (4d) rep-
resents one of the possible interpretations of the NL sentence “John loves his wife
and he honors her”. In a typical utterance of this sentence, the occurrences of the
pronouns “his”, “he”, and “her” participate in anaphoric relations, with their re-
spective antecedents in the same sentence. This is captured by a co-indexing op-
erator, applied over terms by using recursion variables, that identifies arguments
with recursion variables, and thus represents antecedent–anaphora relation. How-
ever, it is possible for the same sentence to be used differently, depending on utter-
ance situations, so that these (occurrences of) pronouns denote other individuals
that are provided by the context discourse, some of whom are not mentioned in the
sentence. Without any specific utterance, this sentence has an abstract linguistic
meaning, where the pronouns are semantically underspecified.

Antecedent–anaphora via speaker’s reference. Using free recursion vari-
ables of Lλ

ar gives the possibility for representation of quantifier scope underspec-
ification, as demonstrated in Loukanova [7]. Rendering pronominal expressions
by sub-terms that have occurrences of free locations, represents their semantic
“underspecification” and leaves the resolving of the pronominal denotations to
the context of use.

John loves his wife and he honors her. render−−−→ (8a)[
L&H

]
where {L := love(j, w), H := honors(h1, h2), (8b)

j := john, w := wife(h3)} (underspecified)

The underspecified term (8b) gives rise to different specifications:[
L&H

]
where {L := love(j, w), H := honors(h1, h2), (9a)

j := john, w := wife(h3), h1 := j, h2 := w, h3 := j}[
L&H

]
where {L := love(j, w), H := honors(h1, h2), (9b)

j := john, w := wife(h3), h1 := j′, h2 := w′, h3 := j′′}

The terms (4d) and (9a), are not referentially synonymous, although, they are
denotationally equivalent Neither of them is referentially synonymous with any
explicit term. Assuming that j, j′, and j′′, w, w′ are pairwise different constants,
the referential synonymy of (9a) and (9b) will depend on the denotations of
these constants, by the Theorem of Referential Synonymy.

6 Conclusion

Underspecified semantic representation became major effort of contemporary
research, see Bunt [2] for a comprehensive overview of the field. A semantic
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theory that supports partiality does not represent inherent language ambiguities
per se. Such semantic theories supporting partiality are, for example, the original,
and classic by now, Situation Semantics (see, e.g., Barwise and Perry [1], and
Devlin [4]), which was followed by Muskens’ Partial Type-theoretic Grammars
(see Muskens [11]).

The unique expressiveness of the language and theory of Lλ
ar offers power-

ful, from computational perspective, algorithmic treatment of Frege’s distinc-
tion between sense and denotation. Lλ

ar has, strictly stronger than Montague’s
IL (Montague [8]), potentials for applications to computational semantics of
natural language, for which it was originally developed by Moschovakis [10]. In
addition, Loukanova [7] demonstrated that Lλ

ar has inherent facilities for rep-
resenting semantic underspecification of quantifiers. The logical calculus of Lλ

ar

has a very restricted form of β-reduction with respect to preserving referential,
i.e., computational synonymy. This paper demonstrates that the restricted β-
reduction brings in adequateness for semantic representation of co-referential
and antecedent relations. In combination with open Lλ

ar terms that have free
recursion variable (locations), the restricted β-reduction gives rise to various
distinctions between antecedent-anaphora and co-denotation relations. In par-
ticular, the rich expressiveness of the Lλ

ar language offers unique distinctions
between semantic representations of natural language expressions with pronom-
inal sub-expressions.
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Abstract. Derivations using branch-interchanging and the language
family (Lperm) obtained by context-free and interchange (AB → BA)
rules are analysed. This family is not closed under intersection with reg-
ular sets, therefore the obtained family of languages Lperm∩reg is also in-
teresting. Some non-trivial properties are shown. Important languages of
mildly context-sensitive classes are shown to be belonging to Lperm∩reg.
Closure properties and other properties are detailed. Relations to partial
and semi-commutations and to parallel processes are shown.

Keywords: languages, Chomsky hierarchy, interchange (permutation)
rules, semi-linear languages, mildly context-sensitivity, commutations.

1 Introduction

The Chomsky type grammars and the generated language families are one of
the most basic and most important fields of theoretical computer science. The
context-free grammars (and languages) are widely used due to their generat-
ing power and simple way of derivation. The derivation trees represent the
context-free derivations. There is a big gap between the efficiency of context-
free and monotone (or context-sensitive) grammars. There are very simple non-
context-free languages as well, for instance {a2n |n ∈ N}, {anbncn|n ∈ N},
{ww|w ∈ {a, b}∗} etc. So, context-free grammars are not enough to describe
several phenomena of the world [6] including natural languages, but the context-
sensitive family is too large and has some unpleasant properties. Therefore sev-
eral branches of extensions of context-free grammars were introduced generating
proper subfamilies of context-sensitive languages. Some examples are the matrix
grammars [1], indexed grammars [2], macro grammars [9], programmed gram-
mars [20] and time-variant grammars [21]. In ordered grammars the rules are
partially ordered. In most of these approached the derivations are controlled by
some other mechanism (see [6] as a textbook on the topic).

In this paper we consider some variations of permutation grammars. A permu-
tation grammar is a special monotone grammar in which each non-context-free
production contains the same multiset of symbols in both sides. Sillars intro-
duced this concept [24], moreover it was shown that context-sensitive rules are
more effective than the composition of permutations along with the type of
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substitution allowed by context-free rules. It is mentioned, also in [3], that the
generative power of these grammars is strictly between the context-free and
context-sensitive grammars. Further Mäkinen analysed these grammars concen-
trating on conditions such that the generating power remains in the context-free
class. The language class Lperm generated by context-free and type AB → BA
rules were analysed in [16]. We note that these languages are of interest for con-
currency theory and theory of parallel processes, as well, where the order of some
processes can be interchanged. In semi-commutation two consecutive letters of
a word can be interchanged if they were in a given order [5]. In literature the
so-called partial commutation is also known [23] as an operation interchanging
two consecutive letters of a word independently of their order. Partial commuta-
tions have been intensively investigated over the two last decades in connection
with parallel processing. Semi-commutation can be viewed as a generalisation of
partial commutation. They are intensively studied in connection to Petri-nets.
Allowing to permute any two letters of the words its commutative closure is
obtained. Commutative context-free languages were analysed by their connec-
tions to Petri-nets and Basic Parallel Processes in [7]. Commutative (parallel)
context-free automata is described in [14] in connection to Basic Process Alge-
bra and Rewrite Transition Systems as well. A survey on this topic is [4]. Some
further result about commutative context-free languages can be found in [8].
The commutative closure of every semi-linear language is a permutation lan-
guage, therefore all commutative context-free languages (that is the same set as
the family of commutative regular languages) are in Lperm. Pentus showed that
Lambek grammars have the same power as context-free grammars [18]. Com-
mutative versions of this grammar were also studied as extensions to recognize
mildly context-sensitive classes of languages. A survey on this topic is [15], where
type logical grammars are discussed.

In this paper we introduce a related family of languages. Since Lperm is not
closed under intersection by regular languages, the obtained family Lperm∩reg

is analysed here. It has some non-usual properties, such as non closure under
regular operations. Linguistic examples will also be presented. Conclusions and
some open problems close the paper.

2 Basic Notions and Notations

In this section some definitions about formal language theory are recalled and
our notations are fixed. Let N denote the non-negative integers. We assume that
the reader is familiar with the concepts of Chomsky-type grammars and lan-
guages (for details see [10,19,22]). A grammar is a construct G = (N,T, S,H),
where N,T are the non-terminal and terminal alphabets, S ∈ N is the initial let-
ter. H is the set of rules. We use λ to denote the empty word. For any word and
sentential form u we will use |u| to denote its length. Two grammars are weakly
equivalent (we will use shortly the term equivalent) if they generate the same
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language modulo the empty word. Depending on the possible structures of the
derivation rules various classes of grammars are defined, such as
• monotone grammars: each rule v → u satisfies the condition |v| ≤ |u|, where
v ∈ (N ∪ T )∗N(N ∪ T )∗ and u ∈ (N ∪ T )∗ .
• context-free grammars: for every rule the next scheme holds: A → v with
A ∈ N and v ∈ (N ∪ T )∗.
• regular grammars: each derivation rule is one of the following forms: A → w,
A→ wB; where A,B ∈ N and w ∈ T ∗.

A language is regular/ context-free/ context-sensitive if it can be generated by
a regular/ context-free/ monotone grammar, respectively. For these families the
notations Lreg, LCF and LCS are used. It is well known that Lreg � LCF � LCS .

Now, the definition of partial commutations is recalled from [23]. Let the
alphabet T and a set Z containing pairs of letters (a, b) (a, b ∈ T ) be given such
that a �= b for any pairs of Z. Let the words w and w′ over T be given such
that w = uabv and w′ = ubav with (a, b) ∈ Z or (b, a) ∈ Z and u, v ∈ T ∗. The
transformation of w into w′ is called a partial commutation. For a word w ∈ T ∗

the set of words w′ such that there exists a sequence of partial commutations
which transforms w into w′ is called the commutation class of w. The concept
semi-commutation is an extension of partial commutations. A semi-commutation
is a relation defined over an alphabet T [5]. It is an irreflexive relation: it is a
subset of T × T \ {(a, a)|a ∈ T }. A semi-commutation system is a rewriting
system associated to a semi-commutation relation Θ: (T, P ), where P is the set
{ab→ ba|(a, b) ∈ Θ}. It can be viewed as a modification of a partial commutation
using ordered pairs, i.e., if w = uabv, then w′ = ubav can be obtained only if
(a, b) ∈ Z.

The shuffle operation is an extension of concatenation. Let v and u be two
words over an alphabet T . The shuffle of v and u is defined as u �� v =
{u1v1...unvn|u = u1...un, v = v1...vn, ui, vi ∈ T ∗, 1 ≤ i ≤ n, n ≥ 1}. Conse-
quently, the shuffle of languages L1 and L2: L1 �� L2 = {w| there are words u ∈
L1 and v ∈ L2 such that w ∈ u �� v}.

Let the terminal alphabet T = (a1, a2, ..., an) be ordered. For each word its
Parikh-vector is assigned: Ψ : T ∗ → N

n, Ψ(w) = (|w|a1 , |w|a2 , ..., |w|an), where
w ∈ T ∗ and |w|ai is the number of occurrences of the letter ai in w. The set of
Parikh-vectors Ψ(L) = {Ψ(w)|w ∈ L} is called the Parikh-set of the language L.
Two languages are letter-equivalent if and only if their Parikh-sets are identical.
A language is linear (in Parikh-sense) if its Parikh set can be written in the

form of a linear set:
{
v0 +

m∑
i=1

xivi

∣∣∣∣ xi ∈ N, for some vj ∈ N
n, 0 ≤ j ≤ m

}
. A

language is semi-linear (in Parikh-sense) if its Parikh set is a finite union of
linear sets. We will use shortly the term semi-linear for this property. It is known
that every context-free language is semi-linear (Parikh theorem). Non semi-linear
context-sensitive languages are known (For instance L� = {an2 |a ∈ T }).

Now we leave the Chomsky hierarchy. We will consider other language classes.
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3 Families of Permutation Languages

In this section the definitions of the language classes are presented. First we
recall a definition of the basic class Lperm.

Definition 1. A grammar G = (N,T, S,H) is a permutation grammar if every
rule in H is one of the following forms: A→ v (context-free rules, with A ∈ N
and v ∈ (N ∪ T )∗) and AB → BA (interchange or permutation rules), with
AB ∈ {NT, TN,NN}. The generated language family Lperm is the class of
permutation languages.

We note here that in [3] longer permutation rules are also defined with no fixed
points, while in [11,16] the length of both sides of these rules are 2. In all of these
papers the permutation rules contain only non-terminal symbols. Our definition
is slightly modified, i.e., it is allowed that one of the symbols of a permutation
rule is a terminal. Therefore we shall prove that it coincides with the original
definition.

Proposition 1. The class of languages that can be generated by grammars
(N,T, S,H) in which each non-context-free rule is of the form AB → BA with
A,B ∈ N is exactly Lperm.

Proof. It is obvious that our definition is an extension of the definition from
[11,16], i.e., all permutation grammars according to that definition are also per-
mutation grammars according to ours. Now, consider the other direction. Let
G = (N,T, S,H) be a permutation grammar by Definition 1. There can be two
types of permutation rules of H which contains terminal symbol: aB → Ba and
Ab→ bA. They can be eliminated as follows: For each terminal a a new nonter-
minal Xa is introduced. All occurrences of the terminal a in the original rules
are replaced with Xa and a new rule Xa → a is added to H . In this way the
obtained grammar G′ fulfills the original old definition and generates the same
language. $%

The non-context-free language containing all words over the alphabet {a, b, c}
containing the same number of a’s, b’s and c’s can easily be generated by a
permutation grammar. In [16] it was shown that for every permutation grammar
there is an equivalent one with only rules of the following forms: A→ a, A→ B,
A → BC, AB → BA with a ∈ T, and A,B,C ∈ N . This form is called the
normal form of permutation grammars. It is also known that all permutation
languages are semi-linear in Parikh-sense. Since there is no forced use of the
permutation rules, every permutation language contains the context-free basis
language that can be obtained by only the context-free rules of the grammar. To
overcome this limitation one may need additional techniques. Now, we define a
special derived family of permutation languages.

Definition 2. Let Lperm∩reg denote the family of languages obtained by the
intersection of a permutation and a regular language. So L ∈ Lperm∩reg if and
only if L = L′ ∩ L′′ where L′ ∈ Lperm and L′′ ∈ Lreg.
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This family is a non-trivial extension of Lperm, since Lperm is not closed under
intersection by regular languages as we shall see later. Using L′′ = T ∗ one can
see that all permutation languages are in Lperm∩reg.

4 Examples: Linguistic Applications –
Place in the Chomsky-Hierarchy

In this section we study the three basic languages contained by the mildly
context-sensitive classes. They are shown to be in Lperm∩reg. We also place
our language classes in the Chomsky hierarchy.

As we already mentioned each language L of Lperm contains a context-free
basis language. This basis language is letter-equivalent to L. Based on this ob-
servation and by noting that the semi-linear language class is closed under in-
tersection we infer the following statement.

Proposition 2. All languages in Lperm∩reg are semi-linear.

All the linguistically important languages are semi-linear (the sets of mildly
context-sensitive languages are included in the set of semi-linear languages).
The language multiple agreement Labc = {anbncn|n ∈ N} is important from lin-
guistical point of view. It is one of the famous mildly context-sensitive languages.
This language does not contain any context-free languages in such a way that
they are letter-equivalent. Therefore Labc �∈ Lperm. As we already mentioned the
language containing the same number of a’s, b’s and c’s is in Lperm. Thus, Labc

can be obtained by the intersection of this language and the regular set a∗b∗c∗.
Therefore Labc ∈ Lperm∩reg.

With similar method one can obtain another important language, the cross-
agreement Labcd = {anbmcndm|n,m ∈ N}: The language generated by the gram-
mar ({A,B,C,D, S}, {a, b, c, d}, S, {S → AD,A → λ,A → aAC,D → λ,D →
BDd,CB → BC,B → b, C → c}) intersected by the regular language a∗b∗c∗d∗

results Labcd.
We consider now the double marked version of the copy language Lwccw =

{wccw|w ∈ {a, b}∗}. Consider the grammar ({A,B,C,D,E, S}, {a, b, c}, S, {S →
ED,E → EaA,E → EbB,E → C,Aa → aA,Ab → bA,Ba → aB,Bb →
bB,Ca → aC,Cb → bC,AD → DA,BD → DB,A → a,B → b, C → c,D →
c}). The generated language intersected by the regular language (a+b)∗cc(a+b)∗

gives Lwccw.
Now, by our previous results, we are placing the new language classes in the

Chomsky-hierarchy:

Theorem 1
LCF � Lperm � Lperm∩reg � LCS .

All inclusions are strict, the language {w ∈ {a, b}∗||w|a = |w|b} is context-free.
The language {w ∈ {a, b, c}∗||w|a = |w|b and |w|a = |w|c} is a non context-free,
but it is included in Lperm. Moreover Labc /∈ Lperm, but Labc ∈ Lperm∩reg. Over
the 1-letter terminal alphabet the interchange rules do not add anything to the
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generating power of context-free grammars. Moreover in this case only regular
languages can be generated since it is known that in this case all semi-linear
languages are regular. Thus L(1)

perm = L(1)
reg and L(1)

reg is closed under intersection

L(1)
perm∩reg = L(1)

reg. (We used the notation L(1) for language classes over the
unary alphabet.) The context-sensitive language L� is not linear and it is not
semi-linear, therefore it is not in Lperm∩reg.

5 Properties of Permutation Language Classes

Let L be a language and Z be a set of ordered pairs of letters from the al-
phabet. Let the language Lsemi−com(Z) = {w′|w ∈ L and w′ can be obtained
from w with semi-commutations by Z}. Let Z ′ = Z ∪ {(x, y)|(y, x) ∈ Z}, then
Lsemi−com(Z′) = Lparcom(Z) is the language of the commutation classes of the
words of L. Let Z ′′ = {(x, y)|x �= y, x, y ∈ T }. Then Lcom = Lsemi−com(Z′′) is
the commutative closure of L.

Theorem 2. Let L ∈ LCF and Z be a set of ordered pairs of letters from the
alphabet. Then Lsemi−com(Z), Lparcom(Z), Lcom ∈ Lperm.

Proof. Let G be a grammar generating L in a Chomsky normal form. Let us
introduce new non-terminals Aa for all a ∈ T , and change all occurrences of
the terminals of the original rules to the respective non-terminal, moreover add
new rules Aa → a. Now there is a non-terminal for each terminal from which
only the terminal symbol can be derived. For all ordered pairs (a, b) of Z we add
the interchange rule AaAb → AbAa to the rule set. The obtained permutation
grammar generates exactly Lsemi−com(Z). As partial commutations and commu-
tative closure can be expressed as semi-commutations the rest of the proof is
obvious. $%

Since the commutative closure of a semi-linear language is the commutative
closure of a regular language, all semi-linear commutative languages are in Lperm.

In [16] it is shown that Lperm is closed under the regular operations, under
shuffle, under mirror image. It is not closed under intersection by regular lan-
guages and under complement. Now another closure property of Lperm and some
closure properties of Lperm∩reg will be analysed.

Proposition 3. The language family Lperm is closed under homomorphisms.

Proof. Let G be a permutation grammar in normal form that generates L. Let
h : T ∗ → (T ′)∗ be a morphism. Let G′ be the grammar obtained from G by
changing every rule A → a (where a ∈ T ) to rule A → v where v = h(a). It is
clear that the generated language is exactly h(L). $%

Proposition 4. The family Lperm∩reg is closed under intersection by regular
languages.
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Proof. Let L ∈ Lperm∩reg and L′ ∈ Lreg. We show that L ∩ L′ ∈ Lperm∩reg.
By definition, there are languages L1 ∈ Lperm and L2 ∈ Lreg such that L =
L1 ∩L2. Let L′′ = L2 ∩L′. Since the family of regular languages is closed under
intersection, L′′ ∈ Lreg. Then using the associativity of the intersection:

L ∩ L′ = (L1 ∩ L2) ∩ L′ = L1 ∩ (L2 ∩ L′) = L1 ∩ L′′

which proves our statement. $%
Theorem 3. The family Lperm∩reg is not closed under the regular operations
union and concatenation.

Proof. Now we give hints for the proofs. They are based on the following fact. If
L1, L2 ∈ Lperm∩reg such that different regular languages must be used in the in-
tersection to obtain them, then there is no appropriate regular language for their
combination. Consider the following examples. Let L1 = {anbncndnenfn|n ∈ N}
and L2 = {anwfn|w = ven �� dm, where v = bm �� cm for some n,m ∈ N,m >
n}. L1, L2 ∈ Lperm∩reg. Let us consider L∪ = L1 ∪ L2 that is not in Lperm∩reg.
Now, let L1 = {w ∈ {a, b, c, d, e, f}∗||w|a + |w|b = |w|c + |w|d and |w|a + |w|b =
|w|e + |w|f}. L1 is a permutation language and so it is in Lperm∩reg. Let L2 =
{anb2nc3nd4ne5nfn|n ≥ 0}. L2 ∈ Lperm∩reg. Consider the language Lc = L1L2
that is not in Lperm∩reg. $%
Based on the previous non closure properties, noting that the concatenation of
two languages of Lperm∩reg is in the same class if disjoint alphabets T and T ′

are used, we can easily infer the following fact.

Corollary 1. The language family Lperm∩reg is not closed under homomor-
phism and inverse homomorphism.

Finally, we can conclude the following statement.

Corollary 2. The language family Lperm∩reg is not a trio and not an anti-trio.

6 Conclusions, Further Remarks

We dealt with permutation languages, allowing some reordering among the
branches of the derivation trees extending the Chomsky hierarchy with two
classes between the context-free and context-sensitive ones. We showed that all
the three famous mildly context-sensitive languages are in Lperm∩reg. Unusual
closure properties of this class were presented. It is an interesting open problem
to answer whether the parsing problem of the languages of Lperm is polynomial.
If so, then Lperm∩reg is a mildly context-sensitive family. It is also open to know
if emptiness and other related problems are decidable for Lperm∩reg.
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Abstract. This paper presents a brief summary of the contents of the special 
session on practical applications held in the framework of IWANN 2009. The 
special session has been supported by the THOMAS (TIN2006-14630-C03-03) 
project and aims at presenting the results obtained in the project, as well as at 
exchanging experience with other researchers in this field.   

Keywords: Multiagent systems, Agents technology. 

1   Introduction 

Research on Agents and Multi-Agent Systems has matured during the last decade and 
many effective applications of this technology are now deployed. An international 
forum to present and discuss the latest scientific developments and their effective 
applications, to assess the impact of the approach, and to facilitate technology 
transfer, has become a necessity. 

The Special Session on Practical Applications of Agents and Multiagent Systems 
(http://iwann.usal.es/mas), in the framework of the 10th International Work-
Conference on Artificial Neural Networks (IWANN 2009) provides a unique 
opportunity to bring multi-disciplinary experts and practitioners together to exchange 
their experience in all aspects of Agents and Multi-Agent Systems, especially those 
concerned with applications, methods, techniques and tools for open multi-agent 
systems.  

The session intends to bring together researchers and developers from industry and 
academic world to report on the latest scientific and technical advances on the 
application of multi-agent systems, discuss and debate the major issues, and showcase 
the latest systems using agent based technology. It is a multidisciplinary discipline 
that may attract scientist and professionals to IWANN and to provide a different field 
in which to apply ANN based technology. It promotes a forum for discussion on how 
agent-based techniques, methods, and tools help system designers to accomplish the 
mapping between available agent technology and application needs. Other 
stakeholders should be rewarded with a better understanding of the potential and 
challenges of the agent-oriented approach. 
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This special session has been supported by the THOMAS research project 
(TIN2006-14630-C03-03), which aim is to advance and contribute methods, 
techniques and tools for open multiagent systems, principally in the aspects related to 
organisational structures. THOMAS is a coordinated project in which the University 
of Salamanca, the Technical University of Valencia and the University of Rey Juan 
Carlos cooperate to find new solutions in the field of the multiagent systems. This 
special session provides a framework to disseminate the results obtained in the project 
and to exchange knowledge with other researchers in the field of the agent 
technology. 

2   Special Session on Practical Applications of Agents and 
Multiagent Systems Details 

This volume presents the papers that have been accepted for the 2009 edition. These 
articles capture the most innovative results and this year’s trends: Multi-Agent 
Systems (MAS) Applications: commerce, health care, industry, internet, etc.; Agent 
and MAS architectures; Agent development tools; MAS middleware; Agent 
languages; Engineering issues of MAS; Web services and agents; Agents and grid 
computing; Real-time multi-agent systems; Agent-based social simulation; Security in 
MAS; Trust and reputation in MAS; Improving user interfaces and usability with 
agents; Information recovery with MAS; Knowledge management with MAS; 
Software Agents in Ubiquitous Computing; Agent technologies for Ambient 
Intelligence; Software Agents in Industry; Planning and scheduling in MAS; Agent 
Technologies for Production Systems; Service-Oriented Computing and Agents; 
Agents for E-learning and education; Mobile computation and mobile 
Communications. Each paper has been reviewed by three different reviewers, from an 
international committee composed of 15 members from 7 different countries, and the 
members of the IWANN 2009 committee. From the 22 submissions received, 17 were 
selected for full presentation at the conference. 

3   Special Session Acknowledgements 

We would like to thank all the contributing authors, as well as the members of the 
Program Committee and the Organizing Committee for their hard and highly valuable 
work. Their work has helped to contribute to the success of this special session. We 
also would like to thank the IWANN 2009 for giving us the opportunity of organizing 
the special session, for their help and support. Thanks for your help, the special 
session on practical applications of agents and multiagent systems wouldn’t exist 
without your contribution. 
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Abstract. This paper presents a chain of model transformations to
guide and support the application of the INGENIAS development pro-
cess. The MTGenerator tool generates these transformations with a
Model Transformation By-Example approach, that is, automatically from
pairs of model prototypes. The MTGenerator has the advantage over
similar approaches and tools of being able to generate many-to-many
transformation rules between non-connected graphs of elements. The
work in this paper sets the foundation for future research on software
processes aided by integrated standard transformations. Two case stud-
ies illustrate the generation of transformations with the MTGenera-
tor and its use in the process. They also show the applicability of the
approach to different application domains.

Keywords: Model-Driven Development, Model Transformation, Trans-
formation By-Example, Multi-Agent Systems, INGENIAS.

1 Introduction

The INGENIAS methodology [4] for the development of Multi-agent Systems
(MAS) is founded on Model-driven Development (MDD) [6] principles. The gen-
eration of Model Transformations (MTs) in INGENIAS has been facilitated with
the MTGenerator tool. This tool follows a Model-transformation By-Example
(MTBE) [7] approach. It generates MTs from model prototypes, which are ex-
ample pairs of the source and target models that the target MT has to consider.
In addition, its matching mechanism allows the propagation of attribute infor-
mation from the source to the target models of the MT. The MTGenerator
overcomes the limitation of other MTBE tools [7,8,9] to generate many-to-many
transformation rules. This kind of transformations is required in MAS modeling,
as the two case studies presented in this paper show. The MTGenerator tool has
been recently introduced in [3] and it is available at our website1.

This paper considers the application of the MTGenerator to specify standard
transformations that support the INGENIAS methodology. In any software pro-
cess, there are repetitive tasks that happen once and again in different projects.
1 http://grasia.fdi.ucm.es (in “Software” section)
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Fig. 1. Some relevant concepts of the INGENIAS notation

They depend more on the process than on model contents. Designers can use
the tool to generate MTs that automate for them these tasks. In this way, they
save effort in the application of the methodology.

To illustrate this approach, the paper presents a specific chain of MTs to
guide the INGENIAS development. These MTs are specified in a high level of
abstraction with pairs of model prototype examples, and the generated code for
the ATLAS Transformation Language (ATL) is omitted for the sake of brevity.
The chain of MTs starts from the use-cases and workflows diagrams. From them,
and following the INGENIAS process recommendations, it creates other parts of
the specifications using MTs. The paper also shows how to use the MTGenerator
tool to generate the MTs that implement that chain. Finally, it applies this chain
of MTs to two different practical cases: the crisis-management and the Delphi
method to evaluate document-relevance. The first practical case [2] manages
a crisis situation in a city. A poisonous material has been released, and the
central services are not enough to help all the affected citizens. For this reason,
a MAS coordinates the citizens, so the citizens with medical capabilities can
help other citizens. The second practical case [1] considers the development of
a MAS to evaluate documents following the Delphi method. In this MAS, a
moderator agent coordinates a group of experts agents, by means of rounds of
questionnaires. Although the two practical cases have different scopes, the same
chain of transformations for the INGENIAS process can be applied to both of
them. Therefore, the MTGenerator can produce MTs that designers can reuse in
several MAS development cases. In order to ease the understanding of the models
used in this discussion, Fig. 1 presents the relevant elements of the INGENIAS
notation.

The remaining of the paper is organized as follows. Section 2 describes the
chain of MTs that guide the INGENIAS development. It interleaves the intro-
duction of the MTs with their application in the two practical cases. Section 3
discusses some conclusions about the chain of MTs and future lines of research.

2 A Chain of Model Transformations to Guide the
INGENIAS Development

This section describes a process to model in INGENIAS with the support of MTs.
These MTs guide and assist designers in the specification, although they have the
possibility of manual edition if necessary. This process tries to be general in two
ways: MTs can be reused in other similar INGENIAS developments; designers
can define other MTs with our MTBE tool to support additional needs, following
similar steps to those done in the current project.
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2.1 The Steps of the Chain of MTs

An INGENIAS development based on MTBE begins choosing which models are
the seeds to generate partially other models. The chain of MTs considered here
regards the use-case and workflow models as these sources. Use cases provide in
INGENIAS the most abstract modeling level for requirements and are used for
early elicitation. From these types of source models, the chain generates several
modeling artifacts for the development. The steps are the following:

1. Definition of the use cases (first group of source models).
2. A MT creates the Role definitions from the use cases.
3. Definition of the workflows (second group of source models).
4. A MT creates the definitions of Tasks from the workflows.
5. For each Task, a MT creates an INGENIAS Code Component.
6. A MT creates the Interactions according to the workflow.
7. A MT creates the agent deployments.
8. A MT generates the tests.

The remaining sub-sections focus on the MTs for steps 2 and 4. Since the con-
cepts of use cases, roles and workflows are widely present in different domains, we
expect a high reusability of the resulting MTs beyond the INGENIAS method-
ology. For these MTs, the sub-sections show how to generate them using MTBE
with the MTGenerator. This generation consists on specifying the example pairs
of source and target models for each MT. The application of the resulting MTs
is illustrated with the Crisis and Delphi case studies. The remaining MTs of the
chain have also been applied to both practical cases, but they are omitted in this
paper for the sake of brevity. However, an appendix with the remaining MTs
can be downloaded from the Grasia website2.

2.2 MT for Generating Roles from Use Cases

In INGENIAS, the use case diagrams (see an example in Fig. 3) usually include
roles, use cases where they participate, and goals satisfied by these cases. A later
step must link roles with the goals they pursue. In addition, there must be at
least one agent that plays each role (see Fig. 5). Since these tasks are common
in INGENIAS developments, this work proposes to create automatically the role
definitions with a MT.

The model pairs in Fig. 2 can generate this MT. In the first pair, the source
model contains a role and the target model an agent that plays this role. The
agent identifier is obtained from the role identifier. The propagation of the value
from the source to the target model uses the matching-control mechanism pro-
vided by the tool. In the second pair, the source model contains a goal connected
to a role through a use case, and the target model has the same goal directly
linked with the role. In this way, the MT links roles with their goals according
to the existent use cases.
2 http://grasia.fdi.ucm.es (in “Papers” section)
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Fig. 2. MT from use cases to role and agent definitions. Each arrow represent a pair
of source and target models. The numbers in rules indicate the order of application.

Fig. 3. Use cases for the Delphi MAS

Fig. 4. Use cases for the Crisis MAS.

The proposed MT can be applied to different INGENIAS specifications. This
paper applies in two practical cases, the Crisis and Delphi ones cited in the
introduction. The MT generates from the use cases of the Delphi MAS (see
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Fig. 5. Roles and Agents of the Delphi MAS

Figure 3) the definition of the corresponding agents (see Figure 5). Similarly,
the use cases of Crisis MAS (see Figure 4) are transformed in the definition of
its corresponding roles.

This example shows that the same MT can be applied to several MAS designs,
which use different names of the modeling elements. That is, the MTBE approach
of the tool generates general MTs applicable to different models.

2.3 MT to Get the Tasks Related with a Workflow

The initial definition of a workflow in INGENIAS regards it as a chain of tasks
(see an example in Fig. 8) connected with WFConnects relationships. Designers
refine this definition giving the inputs and outputs of each task in different
diagrams. This refinement commonly distinguishes between the first task of the
workflow and the others.

An event launched by some user’s application usually triggers the first task of a
workflow. Fig. 6 shows the pairs to specify the MT required for this refinement.
Its source model contains the initial task of the workflow. The target model

Fig. 6. MT for the initial task of a workflow
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shows the task consuming an event from an INGENIAS internal application
that represents the user’s application. To determine which the initial task of a
workflow is, engineers use the criteria that it is the only one not preceded by
any other task. However, this cannot be specified within the source model of
the prototype pair. Designers of the MT has to define manually a constraint in
the code of the generated MT with the Object Constraint Language (OCL) [5].
According to the INGENIAS metamodel, the expression of the constraint is:

MMA!WFConnects.allInstances()->select(e|WFConnectstarget.
WFConnectstargettask.id=cin.id).isEmpty()

The constraint declares that there is no other task connected with this one
with a WFConnects relationship. Therefore, it is the first of the workflow. This
constraint should not need to be defined if the MTBE tool included negative
examples. The Grasia group is planning to include this feature in a next release
of the MTGenerator tool.

The non-initial tasks of a workflow usually consume a frame fact produced by
the previous task, and produce a frame fact to be consumed by the next task.
Fig. 7 presents the MT that creates these frame facts and their connections with
their related tasks. The first rule creates the frame fact and the WFConsumes
relation, and the second one creates the WFProduces relation. The MT prop-
agates the names in the source models to the target models by means of the
matching mechanism. The name of each new frame fact is the concatenation of
the names of the producer task and the consumer task with a suffix. The first
rule of this MT is not applied to the initial task of a workflow because there is
no other task that precedes it.

The rules in the MT can be applied several times to the same task if it precedes
or is preceded by several tasks. For instance, the example in Fig. 8 includes the
EndOfRound task that precedes two different tasks, so the second rule is applied
twice to this task. In the other practical case (in Fig. 9), the task CNNHelpT
also precedes two tasks.

Fig. 7. MT for non-initial tasks of a workflow
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Fig. 8. Workflow for the Delphi MAS

Fig. 9. Workflow for the Crisis MAS

As one can observe, the workflows of these case studies have different struc-
tures. The Delphi one can produce an iteration on the executed tasks, while the
Crisis one is a workflow with a bifurcation. Despite their structural differences,
the same MTs can be applied to both MAS specifications.

3 Conclusions and Future Work

This paper presents the practice of MTBE in the development of MASs, by using
the INGENIAS methodology and the MTGenerator tool. It introduces a chain
of MTs that can guide the INGENIAS development and uses MTGenerator to
generate them. The resulting chain of MTs is applied to two case studies in order
to show both the utility of the chain to guide the development, and the general
applicability of the MTs generated by the tool.

The current experimentation with the MTGenerator has shown some open
issues where the tool and its algorithm can be improved. They have to consider
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negative examples to reduce the need of specifying text constraints. In addition,
further experiments are necessary to precisely assess the increment of produc-
tivity in the development of MASs with the execution of MTs that support the
development.
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Abstract. In this paper, a secure group-oriented model for Multiagent
Systems is presented. This model is provided as a support from the Mul-
tiagent Platform level. The benefits introduced by the model are shown
applying it to an existing MAS-based application.

1 Introduction

As stated in [10], Multiagent Systems (MAS) offer strong models for representing
complex and dynamic real-world environments. The simulation of economies,
societies and biological environments, for example, is typical application areas.
On the MAS research scene there are methodologies that aim to structure agent
development but it may be difficult to implement theoretical designs. Hence,
it is important to stress the significance of applying theoretical development
improvements in real scenarios (applications).

Real scenarios in MAS technologies are often large-scaled systems that needs
Multiagent Platforms (MAP) scalable and efficient. Agent organizations becomes
an important issue to be provided by a MAP which is focussed to execute large
applications composed by thousands of agents, since they help us to simplify,
structure, coordinate and easily develop MASs. Several research groups define
theoretical proposals and methodologies oriented to agent organizations. How-
ever, only few MAPs (Jack[1], MadKit[2], Spade[3] or Zeus[4]) offers some kind
of support related with agent organizations.

Real scenarios also demand systems which take into account security concerns.
Security-related studies in the MAS research field have been growing in number
over the last few years, as well as studies into intelligent autonomous agents and
MAS based applications. This is mainly due to the fact that the understanding
of the actual risk when using these sorts of applications is needed, since an
agent’s incorrect or inappropriate behaviour may cause non-desired effects such
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as money and data loss. Therefore, security is a key issue that has to be taken into
account when developing these sorts of applications, and the lack of security in
some current MAS-based applications is one of the reasons why MAS technology
is being slowly introduced into industry.

In this paper, a secure group-oriented model for MAS is presented. This model
is provided as a support from the MAP level and is implemented in the Magentix
MAP. The benefits of this model are shown addressing the current drawbacks of
an existing MAS-based application (JGOMAS).

The rest of the article is organized as follows. Section 2 describes the secure
group-oriented model. Section 3 gives the current JGOMAS design. Section 4
describes how the secure group-oriented model presented can address the current
limitations of JGOMAS. Finally, in section 5 we present some concluding remarks
and some improvements we could make as future work.

2 Magentix Multiagent Platform

Magentix MAP (a MultiAGENT platform integrated in LInuX)[5] aims to be
scalable and efficient, mainly when it is executing large-scale MAS. This MAP
has been developed using the services provided by the OS. Thus, one of the
design decisions is that this MAP is written in C over the Linux OS. Magen-
tix also provides advanced communication mechanisms such as agent groups, a
manager to execute interaction protocols and a security mechanism to provide
authentication, integrity, confidentiality and access control.

2.1 Group Model

The Organizational Units Manager (OUM) service provides support oriented to
agent-group communication as a pre-support for agent organizations. An agent
group is called organizational unit (from now on, unit) and can be seen as a
blackbox from the point of view of external agents. Units can also be composed
of nested units. Agents can interact with an agent unit in a transparent way, i. e.
from the point of view of an agent outside the unit, there is no difference between
interacting with a unit or with an individual agent. Interaction between an agent
and a unit is carried out by the MAP through properties specified by the user.
Each unit has some properties associated to it. As each agent of the platform
has a unique name, each unit is identified in the platform by its name. In order
to interact with any unit, user must specify one or more agents to receive the
messages addressed to the unit: these agents are called contact agents. User can
also specify the way in which these messages have to be delivered to the contact
agents. This property is called the routing type and messages addressed to the
unit will be delivered to the contact agents defined, according to one of these
routing types :

– Unicast: The messages addressed to the unit are delivered to a single agent
which is responsible for receiving messages. This type is useful when we
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want a single message entrance to the group. It could be useful if the group
presents for example, a hierarchical structure, where the supervisor receives
every message and distributed them to its subordinates.

– Multicast: Several agents can be appointed to receive messages. When a
message is addressed to the unit, this message is delivered to any contact
agent of the unit. It could be useful if we want to represent an anarchic
scenario, where every message needs to be known by every agent without
any kind of filter.

– Round Robin: There can be several agents appointed to receive messages.
But each message addressed to the unit is delivered to a different contact
agent, defined according to a circular policy. This type of routing messages it
is useful when some agents offers the same service but we want to distribute
the incomming requests to avoid the bottlenecks.

– Random: Several agents can be defined as contact agents. But the message is
delivered to a single one, according to a random policy. As the previous type,
it is useful for distributing the incomming requests, but it is not specified
any kind of order for attending these requests.

– Sourcehash: Several agents can be the contact agents. But any given message
is delivered to one of the agents responsible for receiving messages, according
to the host where the message sender is situated. It is a load-balancing
technique.

A unit also has a defined set of agents which make up the unit, called members.
These agents can interact and coordinate each other and eachone plays a certain
role. Finally, each unit has a manager associated to it. This agent is responsible
for adding, deleting or modifying the members and contact agents. By default
it is the agent which creates the unit and is the only one allowed to delete it.

All of this information regarding units in Magentix, is managed by the OUM,
which stores it in the Global Unit Table (GUT). As the OUM is a distributed
service, this table is replicated and synchronized on each host of the MAP. So
far, the implemented version in Magentix allows every agent to search and create
units and only the manager can modify the unit structure and delete it.

Interaction between agents and OUM service is carried out by the sending of
messages. Message header and message content are represented as RDF models
with XML syntax specification. We provide Magentix with an API to create,
modify the structure or delete units.

2.2 Security Model

The Magentix MAP has a security model presented in [11] which is based on both
the Kerberos protocol and the Linux OS access control. This model provides
magentix with authentication, integrity and confidentiality. By means of this
model each agent has an identity that it can prove to the rest of the agents and
services of a running Magentix MAP.

With the introduction of the unit concept explained in the previous section,
the security model of Magentix is revised. Magentix units are aimed at hiding
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the agents that are inside a unit, so that when an agent is communicating with
a unit it does not need to know if it is communicating with an agent or a unit.
Regarding security, an agent cannot use its identity when it is communicating
on behalf of a unit, because in such a case the destination agent would know
the identity of the former agent and no hiding would be possible. Moreover, a
destination agent would need a mechanism to check that the agent that has sent
a message on behalf of a unit is a member of the unit that it claims to be from.

Therefore, this model is extended in order to take Magentix units into ac-
count. In this way, the security infrastructure has been extended with the unit
identity concept, so that all of the units created in the platform have a way to
prove themselves when using the support provided by Magentix related to unit
management.

With the introduction of the unit identity model, Magentix agents can now
have three identity types:

– Agent identity. Its identity as an agent. This identity is created by the AMS
when the agent is created.

– User identity. The identity of its owner, i.e, the identity of the user that
created the agent.

– Unit identity. The identity of each unit that the agent is in.

An agent always has at least its Agent identity and its owner’s User identity.
Therefore, a Magentix agent is provided with more than one identity, so a way
to indicate to the Magentix communication module which Kerberos credentials
it has to use when sending a message is needed. This is done with a new field
in the message header. If this field is in the message header of a message to
be sent, the communication module tries to use the identity chosen; otherwise
the corresponding agent identity is used. If the Kerberos credentials associated
to the identity that the agent is requesting are not available, and the agent is
trying to use an identity that it does not own for instance, the sending of the
message fails.

Regarding access control in units, due to the way units are implemented in
Magentix, only the agent that is the manager of the unit decides if a new agent
can join the unit. Moreover, this decision can be based on the identity of the
agent that is requesting being a member of the unit, because the agent identities
are assured.

The manager of the unit also decides which agents are the contact agents. A
contact agent is given with the identity of the unit, so that it can act on behalf of
the unit. In this way, inter-unit relationships can be specified in order to define
at communication level some well-known agent organizations models[8] such as
hierachies, burocracies, federations, etc. The unit concept provides us with the
control over the interactions directed to a unit and the unit identity concept
provides us with the way in which an agent can act on behalf of a unit. For
instance, regarding a simply hierarchy, the supervisor of the hierarchy can be
mapped to the manager of the unit and the unique contact agent, so that only
this agent can exchange messages on behalf of the unit. The subordinates can
simply be mapped to member agents.
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3 JGOMAS: Game-Oriented MAS

In order to show a suitable scenario for applying the secure group-oriented model
explained in the previous sections, the JGOMAS application is presented. First,
we describe the application in its current state, and then, we point out how the
application can be improved by using the secure group-oriented model presented.

JGOMAS (an acronym for Game Oriented Multi-Agent System based on
JADE [7]) is a framework that integrates a MAS and a virtual reality system as a
scalable solution for Intelligent virtual environments (IVEs)[9]. Using JGOMAS
as an IVE, it is possible to play a capture-the-flag (CTF) match. A CTF game is
proposed as the kind of social interaction to simulate, where agents are grouped
into two teams (allies and axis). The allies must go to the axis base, capture the
flag, and take it to their base, in order to win the game. The axis agents must
defend their flag against the allies and, if the flag is captured, they must return
it to their base. There is a time limit for the allies to bring the flag to their base.
If the time limit expires, the axis team wins the game. An example of execution
is shown in Figure 1.

The architecture of JGOMAS is composed of three subsystems:

– a MAP. JGOMAS uses JADE as MAP. It simplifies the implementation of
MASs through a middle-ware, so that an IVE designer has only to implement
the intelligence of his agents, avoiding wasting time on low-level technical
issues such as, for example, inter-agent communication.

– an agent collection (MAS). JGOMAS’ MAS can be viewed as an ab-
straction upper layer over a MAP. Main classes of agents are simulation

Fig. 1. JGOMAS Framework
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controller and inhabitant agents (like player agents, for examle). Simulation
controller is in charge of keeping the virtual environment’s data, maintain-
ing the consistency at any given time, while the inhabitant agents simulate
beings (humans, animals, etc.) situated in the virtual world.

– a visualization module. One of the JGOMAS’ main goals is for artificial
intelligence and virtual reality systems to work independently. In fact, it
is possible to run the JGOMAS MAS even if there are no graphic viewers
connected. In order to make things easier for IVE designers, a basic graphic
viewer displaying the 3D agents, objects, and the scenario in JGOMAS has
been implemented.

A class inheritance hierarchy for agents has been defined in JGOMAS[6].
The simulation controller is a special agent in the MAS subsystem. In fact,
there is only one running during a simulation. It can be viewed as a wrapper of
the virtual environment, because it translates all agents’ actions to the virtual
world. In addition, this agent ensures that these actions follow specific rules,
maintaining consistency throughout the simulation at all times. The inhabitant
agents have both a physical model and intelligence. They are really the players
of the current game. They have a set of basic predefined behaviors. However, the
user can modify these behaviors or even add new ones. Every Inhabitant Agent
performs a role and are specialized in: Soldier, Medic and FieldOps.

4 Improving JGOMAS by Replacing the MAP
Subsystem

This section presents some of the limitations of JGOMAS and how they can
be addressed. In this sense, we propose the use of Magentix as the MAP to be
used by JGOMAS so that taking advantage of the secure group-oriented model
provided by Magentix.

Although the original JGOMAS design take into account agent groups (allied
and axis teams), the current implementation in Jade lacks this concept. In the
current implementation, an agent has to search for allies in the Directory Facil-
itator where all of the agents in the platform register offering an allied service.
For example, an allied agent medic has to register specifically that it offers the
medic service but only for allied agents. Then, when an allied agent requires the
medic service, it focusses the search specifying the allied-medic service. Every
agent implements in the class whether it is an agent of either the allies team
or the axis team. This ad-hoc implementation restricts the application to basic
teams and known services. Therefore, an agent should be implemented whithout
taking into account the team, it will simply join the corresponding team at run
time.

Besides this drawback, JGOMAS currently does not take into account security
concerns. Therefore, any agent of the system could act on behalf of another. This
may not be a key issue if the application is used in a non-malicius environment.
However, if the application is being used as a commercial application for exemple,
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or in an educational environment as is currently the case, it becomes a major
concern. For instance, an agent could send messages as if it were the simulation
controller agent, so that it is necessary to ensure the identity of every agent.
Furthermore, as we introduce the requirement of agent groups, we should also
ensure the identity of every agent group, because from the point of view of agents
outside the group, the group is viewed as an individual agent.

Taking into account the above restrictions that arise from the current JGO-
MAS design, we propose a new design based on Magentix MAP, which resolves
them. The unit concept provided by Magentix that we have shown in section
(2.1), will allow us to group agents according our requirements, as previously
discussed. With the introduction of Magentix MAP in the JGOMAS applica-
tion, the allies and axis teams can be mapped directly to units. In this way, an
agent can always interact with all of the agents in its team in a simple way. We
can group every agent of the allied team inside the same unit. Thus, when an
agent requires a medic agent, the search for the agents which offer the medic
service is implicitelly restricted only to agents of the same unit. We can view
the agents not only as individual agents but also as a group of agents, due to
the fact that we can require an agent from our unit to help us and it makes no
difference who it may be.

Moreover, as the agent and unit identities are assured by the Magentix security
model, an agent can avoid cheating agents that try to act as members of the
allies team but are really members of the axis team. We must point out that
in this design, each agent could have two identities: its identity as agent and
the identity of the unit that it is part of. We have to take into account this
point because, as we do not want every agent of the unit to receive the messages
addressed to the unit, we probably do not want every agent to be able to use
the identity of the unit to send messages. Flexibility offered to specify the unit
properties will allow us to specify which agents can send messages using the unit
identity and which cannot. Using this model, when an agent receives a message
from a unit, this agent does not have to check which agents are able to send
messages using the unit identifier, because this identity is sure to be used by an
authorized agent.

Regarding developers of JGOMAS agents, in order to organize its agent troops
the unit concept is crucial. As explained in section 2.2, for example, agent hi-
erarchies can be defined at communication level. Therefore, the allies and the
axis teams can organize themselves as though they were an army composed of
batallions that are simple hiearchies.

Finally, besides the funcionalities offered by Magentix to improve the JGO-
MAS design, Magentix architecture focusses on offering good performance and
scalability especially when running large systems. With regards to the JGOMAS
design and its efficiency, some tests with a lot of agents and hosts have been car-
ried out using the current JGOMAS application and the performance became
slower. Using Magentix we could probably run several hosts and thousands of
agents with good response times because it is specifically designed to run these
kinds of applications.



A Secure Group-Oriented Model for Multiagent Systems 529

5 Conclusions

Agent group abstraction allows us to organize and coordinate agents in a MAS,
specially in large systems. Moreover, security concerns are a key issue in real
applications. In this paper, a secure group-oriented model is presented. This
model is implemented in the Magentix MAP and provides us with the agent
group abstraction and identities for both agents and agent groups.

The model is applied to a MAS-based framework for intelligent virtual envi-
ronments. The current framework design has some limitations due to the lack
of the agent group abstraction and security concerns. With the introduction of
these concepts in the MAP, the framework can now make use of them, so that
these limitations are addressed and the framework design is improved.

The model presented can be viewed as a pre-support for agent organizations.
It allows defining organizational structures at communication level. However, it
currently lacks some other agent organizations features like norms, prohibitions,
obligations, etc. In this sense, we are working on extending the current model
so that it allows the development of organization-based MAS.
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Abstract. Formation of agents is of recent interest in computer sciences,
robotics and control systems. Several goal formation strategies may be
of interest according to the sensory capabilities of the agents. This paper
addresses the formation of mobile agents in absolute positioning without
order. In this paper a control system based on Hopfiled neural networks
is proposed. The paper summarizes the control system and describes a
JAVA-based application developed to visualize the control system behav-
ior. This interactive animation tool improves the understanding of and
intuition for a number of aspects dealing with the formation of agents
such as agents dynamics. This tool allows to directly manipulate graph-
ical representation of the systems such as initial configuration of the
agents, and get instant feedback on the effects.

Keywords: Interactive simulation, agents, control systems, Hopfield
network, neural networks, stability.

1 Introduction

The control of collaborative robotic agents to reach and maintain a desired
formation is a recent issue in the control and robotics communities [1,2,3].

For the purpose of this paper, an agent is a point in the Cartesian plane with
no kinematic constraints of motion [4]. Consider n agents denoted by z1, · · · , zn.
The configuration of agent i is described by zi = [xi yi]T ∈ �2 and the corre-
sponding dynamics is żi = ui where

ui =
[
uxi

uyi

]

is the control input whose meaning is the agent velocity vector in the Cartesian
plane of motion.

The position of all agents gives the group configuration denoted by
z = [ z1 z2 . . . zn ]T ∈ �2n
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and the corresponding model of n agents can be written as

ż = u (1)

where u is the control input vector: u = [ u1 u2 . . . un ]T ∈ �2n.
In the context of modern control theory, (1) represents the state equation,

thus in order to complete the system description it remains to specify the output
equation —in general, a nonlinear function of the state vector z—. For the agents
model, the output equation arises from the control problem statement and may
depend on assumptions about the sensory capabilities of the agents, for instance,
to determine the relative displacement or absolute placement of some or all of
them. These constraints may derive in a hard control problem to resolve.

Formation of agents may be classified in three basic schemes: absolute posi-
tioning with order, absolute positioning without order, and relative positioning
with order. The remaining of this paper is devoted to describe the absolute posi-
tioning without order formulation as well as a control systems to deal with, and
to describe a Java–based tool to perform interactive animations.

2 Agent Formation Based on Hopfield Neural Networks

The formation of n agents in absolute positioning without order requires the
specification of n desired position z∗

1, · · · , z∗
n stacked in the vector z∗ as

z∗ = [ z∗
1 z∗

2 . . . z∗
n ]T ∈ �2n.

However, no specific desired position is associated to any agent. The formation
objective is that the agents reach desired positions regardless the order.

More formally, define the set Ψ as the permutations of n agents in n at a time.
This set has n! elements of dimension 2n. The formation objective is to achieve

lim
t→∞

dist (z(t), Ψ) = 0 (2)

where dist (z(t), Ψ) denotes the smallest distance from z to any point in the set
Ψ .

This paper proposes a control law based in the concept of associative memories
[6,7]. The rational behind this idea is that each element of the set Ψ be seen as
a pattern stored into the associative memory. Once a disturbed pattern —initial
agents formation— is presented at the associative memory, the corresponding
true pattern is recovered —the agents reach one of the formation options in Ψ—.
This means that the formation objective (2) is achieved.

Based in above arguments, this paper proposes the following control law

u = −Az + Wf(z) + b (3)

where A,W ∈ �2n×2n with A > 0, b ∈ �2n, and f(z) ∈ �2n is defined compo-
nent wisely by

f (z) = tanh(z) = [ tanh(x1) tanh(y1) tanh(x2) tanh(y2) . . . tanh(xn) tanh(yn) ]T
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The first step in the design is to select the matrices A and W and vector b in
such a way that

−Ax + Wf(x) + b = 0 ∀ x ∈ Ψ. (4)

In general the design is a hard algebraic problem to be solved analytically.
However several iterative learning procedures —training or learning rules— are
available [6,7]. This issue is out of the scope of this paper. Assuming that the
design was performed according to (4), then the closed–loop system dynamics
obtained by substituting the control law (3) into the agents model (1) yields

ż = −Az + Wf(z) + b. (5)

This is a nonlinear autonomous system which matches the structure of the
well–known Hopfield’s neural network [6].

It is worth noticing that in virtue of (4), the elements of Ψ are equilibria of
(5). However other spurious equilibria may exist, some of them may be asymp-
totically stable. Therefore, a sufficient condition to ensure the formation control
objective (2) in a local sense is by proving that all equilibria in the set Ψ are
asymptotically stable. This implies that the agents will reach a desired formation
provided that the initial configuration is sufficiently close of the desired one.

One approach to address the stability analysis is by invoking the Lyapunov’s
first method [5]. A sufficient condition reported by [8] to determine weather
an equilibrium z∗ ∈ Ψ is locally exponentially stable is by testing the positive
definiteness of the matrix

A−WG(z∗) (6)

where

G(z∗) =

⎡
⎢⎢⎣

sech2(x∗
1) 0 · · · 0

0 sech2(y∗1) · · · 0
...

...
. . .

...
0 0 · · · sech2(y∗n)

⎤
⎥⎥⎦ .

Thus, a simple test to show that an equilibrium z∗ ∈ Ψ is asymptotically
stable is by corroborating that the 2n eigenvalues of the symmetric part of
A−WG(z∗) are positives.

3 Interactive Simulations

In the recent years, the advances in software and hardware have allowed to de-
sign tools with much better man–machine interaction, with intuitive graphical
user interfaces and, more important perhaps, a high degree of interactivity. These
tools are particularly useful in the study of dynamic systems in general, and spe-
cially in automatic control. Although many interactive tools have been developed
for education in automatic control, see [11,12], for recent surveys, however the
application of interactive tools for learning agents formation is limited.
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The objective of this section is to present the application of an interactive
tool of the previously described agent formation objective. This tool is focused
on objects to explore different views of the system, manipulate views directly
using the mouse, changing the initial configuration of the agents and immediately
see the consequences on the system behavior. We have found that the tool is a
valuable complement to understand the control of agents formation because the
high degree of interactivity makes the tool stimulating and quickly captures the
interest of the user.

One of these tools is Easy Java Simulations (EJS), a free of charge software,
valuable to help create interactive simulations and animations in the Java lan-
guage [13]. This software tool is target for both science and engineering students
and teachers with basic programming skills but who cannot afford the big in-
vestment of time needed to create a complete graphical simulation; a summary
of EJS and its application in automatic control is given in [14].

EJS provides also a catalog of graphical elements to help the user to create
views of the simulated dynamic system for animation and continuous visual-
ization that reacts to the user interaction. These elements include containers,
buttons, text fields, boxes, sliders, etc. as well as elements for designing the view
of the physical phenomenon like particles, bodies, vectors, etc. These graphical
elements can be used to build the graphical interface just by drag–and–drop the
mouse.

Dynamic systems characterized by Ordinary Differential Equations (ODE)
can be simulated by EJS. These equations are described within EJS by using
a self–contained facilities (ODE solvers and Java code editor). The equations
of the physical laws that rule the phenomenon under study are written in a
way similar that written on a blackboard. EJS provides facilities to declare the
system variables, the initial conditions, and the way how the user interacts with
the system and modifies the variable values.

A graphical interface was programming under EJS to illustrate the control
system previously described. Three agents are graphically shown in the interface
and despited as bee, dragon–fly and bat, respectively. The bee, dragon–fly and
bat icons are in GIF (Graphics Interchange Format), a bitmap image format for
pictures in compressed file. The remaining of this section is devoted to describe
the interface.

The interface shows two areas. The main area is on the upper part of the
window. This is devoted to present the animation of the agents motion. Thanks
to the use of the mouse, the user can interact on–line by dragging any agents
to an arbitrary initial location or to a new location without stopping or pausing
the simulation.

3.1 Absolute Positioning without Order

Three agents are considered to illustrate the absolute positioning without order,
that is, there is no numbering of the desired locations for the agents. The control
law has the structure (3) with A = I ∈ �6×6 and the desired absolute locations
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for the agents are

z∗
1 =

[
−10
10

]
; z∗

2 =
[

10
10

]
; z∗

3 =
[

10
−5

]
.

The set Ψ of permutations has n! = 6 elements of dimension 2n = 6, that is

Ψ =

⎧⎨
⎩
⎡
⎣z∗

1
z∗

2
z∗

3

⎤
⎦ ,

⎡
⎣z∗

1
z∗

3
z∗

2

⎤
⎦ ,

⎡
⎣z∗

2
z∗

1
z∗

3

⎤
⎦ ,

⎡
⎣z∗

2
z∗

3
z∗

1

⎤
⎦ ,

⎡
⎣z∗

3
z∗

1
z∗

2

⎤
⎦ ,

⎡
⎣z∗

3
z∗

2
z∗

1

⎤
⎦
⎫⎬
⎭ ,

=

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

⎡
⎢⎢⎢⎢⎢⎣

−10
10
10
10
10
−5

⎤
⎥⎥⎥⎥⎥⎦ ,

⎡
⎢⎢⎢⎢⎢⎣

−10
10
10
−5
10
10

⎤
⎥⎥⎥⎥⎥⎦ ,

⎡
⎢⎢⎢⎢⎢⎣

10
10
−10
10
10
−5

⎤
⎥⎥⎥⎥⎥⎦ ,

⎡
⎢⎢⎢⎢⎢⎣

10
10
10
−5
−10
10

⎤
⎥⎥⎥⎥⎥⎦ ,

⎡
⎢⎢⎢⎢⎢⎣

10
−5
−10
10
10
10

⎤
⎥⎥⎥⎥⎥⎦ ,

⎡
⎢⎢⎢⎢⎢⎣

10
−5
10
10
−10
10

⎤
⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

.

Fig. 1. Configurations associated to set Ψ : desired patterns
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Fig. 2. graphical interface

Each element of Ψ corresponds to one of the configurations depicted in
Figure 1.

After tedious but straightforward substitutions, it can be shown that the
elements of Ψ satisfy the equilibria matching condition (5) and the asymptotic
stability condition (6) with the following selection of W and b:

W =

⎡
⎢⎢⎢⎢⎢⎣

−991.0 1.0 −1001.0 1.0 −1001.0 1.0
−998.5 8.5 −998.5 1.0 −998.5 1.0
−1001.0 1.0 −991.0 1.0 −1001.0 1.0
−998.5 1.0 −998.5 8.5 −998.5 1.0
−1001.0 1.0 −1001.0 1.0 −991.0 1.0
−991.0 −6.5 −991.0 −6.5 −991.0 1.0

⎤
⎥⎥⎥⎥⎥⎦ ; b =

⎡
⎢⎢⎢⎢⎢⎣

1000
1000
1000
1000
1000
1000

⎤
⎥⎥⎥⎥⎥⎦ .

The interactive simulation of the system programmed under EJS has the
graphical interface shown in Figure 2. The main area of the interface depicts the
animation of the agents where the desired locations z∗ are pictured in distinctive
colors: magenta, green, and red. Agents are represented by a bee, a dragon–fly
and a bat. The lower part of the interface contains the control buttons: Start,
Pause, and Reset.

4 Conclusions

The coordinate control for formation of agents has applications in several fields
such as in communications, robotics, and computer sciences. Several agent for-
mations objective can be defined, each one leading to a specific formulation of
a control problem. This paper summarized the Absolute positioning without or-
der for agent formations and introduced a control law inspired form associative
memories, espefically in the Hopfield Neural network.

In addition to the theoretical formulation this paper has exploited the open–
source Java–based software EJS to develop interactive animations of the forma-
tion control system. This is a computational tool to visualize and interact with
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the system. This computational tool is a valuable complement to understand
the behavior of the closed–loop systems because the high degree of interactivity
makes the application stimulating and quickly captures the interest of the user.
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Abstract. The INGENIAS Development Kit (IDK) supports the devel-
opment of fully functional Multi-agent Systems (MASs) from specifica-
tion models, following a model-driven approach. This paper presents a
practical application about crisis-management, in order to provide a full
example of application of the IDK tool; and consequently, the specifica-
tion and the code of this system are included in the IDK 2.8 distribu-
tion. The presented application manages the crisis situation of a city, in
which, a poisonous material is released, and the central services are not
enough to heal all the affected people. The software engineering process
of the presented MAS application covers the following phases: specifi-
cation, model design, implementation, and testing. Both the number of
interactions and the number of participants are economized in order to
increase the network efficiency, due to the real-time necessity of the MAS
application.

1 Introduction

The INGENIAS Development Kit (IDK) [2] allows practitioners to create Multi-
agent Systems (MASs) by defining specification models and generating the pro-
gramming code. The goals of this work is to present a practical application of the
last IDK distribution (2.8). For this purpose, a crisis-management case study is
selected, and a solution is proposed. The presented MAS is included in the IDK
2.8 distribution, which can be downloaded from Grasia web1.

In the crisis-management [1] case study, a poisonous material has been acci-
dentally released into a city. The number of affected people is very high to be
managed only with a centralized solution. The official medical services are not
enough to heal all the affected people. Thus, a distributed solution is necessary,
and the collaboration among the people on the ground is also necessary.

The presented solution is based on the following facts: the citizens with med-
ical capabilities can help affected citizens who are close enough; the citizens can
be quickly warned of the poison-affected locations to avoid them; the central
official system must be informed of all the poison-affected locations; the com-
munications should be efficient. Therefore, the three goals of the presented MAS
1 http://grasia.fdi.ucm.es (in “Software” → “INGENIAS Development Kit”)

J. Cabestany et al. (Eds.): IWANN 2009, Part I, LNCS 5517, pp. 537–544, 2009.
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are: to coordinate citizens, to keep the network efficiency, and to inform the
central services.

The next section describes the requirements of the presented MAS application
for crisis-management; and Section 3 describes the most relevant aspects of the
other stages of the process for creating the practical application. Section 4 briefly
presents some experimental results. Finally, Section 5 indicates the conclusions;
and an annex with further details of the practical application can be downloaded
from Grasia web2.

2 Requirements

The requirements of the case study are formalized with use cases in the Mai-
nUseCases diagram (see Figure 1). The first use case is called Coordination-
ForHelpingEachOtherUC. The goal of this use case is the coordination among
the people on the ground, so they can help each other. The people on the ground
with medical capabilities offer help, and the poisoned people ask for help.

The second use case, which is called InformCentralServicesUC, informs the
central services of the poison-affected locations. This makes it possible that the
central services can assist areas with many affected locations.

The performance of the communication is crucial due to the urgency of the
crisis situation; thus, a participant for managing the network is included in both
use cases. The network-participant is the intermediator in the communications,
and its goal is to improve the efficiency of the communication.

Fig. 1. Main use-cases diagram

3 The MAS for Managing the Crisis-Situation

The presented MAS satisfies the requirements mentioned at Section 2, with the
following kinds of agents: coordination-agents, network-agents and information-
agent . The coordination-agents are responsible for the coordination among the
people on the ground. Each mobile device of the people on the ground is habited
by a coordination-agent. Each user interacts with a coordination-agent. The
network-agents are in charge of the proper communication among the other
kinds of agents. The information-agent organizes the poison-affected locations
and shows them to the central official services.
2 http://grasia.fdi.ucm.es (in “Software” → “Additional Material for Papers”)
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3.1 Main Design Decisions

Amongst other concepts, INGENIAS methodology uses roles, goals, mental states
and interactions. The following sub-sections describes the most relevant design
decisions related to these concepts.

Roles and Goals. The roles (see Figure 2) of the presented MAS are the
following.

– Coordinator Role (i.e CoordinatorR). Several agents play this role, and each
user can interact with one of them. The goal of the coordination-agents is to
coordinate the people on the ground, so they can help each other; and they
also can warn each other of the poison-affected locations.

– Network Role (i.e NetworkR). Several agents play this role. The network-
agents are the intermediators for the communications in the presented MAS.
The goals of this role is to isolate the possible communication problems and
to improve the network efficiency.

– Information Role (i.e InformationR). Only one agent plays this role, and its
goal is to inform of the poison-affected locations to the central services.

Mental States. The mental state of a coordination-agent contains both the lo-
cation in the city and the state of the corresponding user. The user state can be
any of the following values: need-help, can-help, being-helped, helping. The men-
tal state of the information-agent contains a city map with the poison-affected
locations. The network-agent mental states only contains the facts necessary for
the communications. The initial mental states are shown at Figure 2.

Interactions. The user can both offer help, if the user has medical capabilities,
and ask for help, if the user gets poisoned. In case of poisoning, the coordination-
agent interacts with the network-agent with the Coordinator-networker interac-
tion. In case of receiving a message of poisoning, the network-agent is responsible
for three operations. Firstly, the network-agent must look for help around the
poison-affected location, among other citizens, through the coordination-agents.
Secondly, the network-agent must warn other citizens through the coordination-
agents. Finally, the network-agent must report the poison-affected location to

Fig. 2. Role and agent definitions of the presented MAS
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the information-agent. The first and second operations are achieved with the
Networker-coordinator interaction; whereas the third is achieved with the
Networker-informer interaction.

In all the communications, a network-agent is the intermediate for isolating
network problems. Therefore, the communication between people on the ground
involves two interactions, a Coordinator-networker interaction, and a Networker-
Coordination interaction. The communication between a person on the ground
and the information central system involves two interactions, the Coordinator-
networker interaction and the Networker-Information interaction.

In order to economize interactions, one communication among citizens satisfies
two necessities: to ask for help around the affected location; and to warn other
citizens of the affected location. In this application, a citizen only reports the ne-
cessity of help when being poisoned. This message is delivered to the coordinator-
agents of the other citizens, and only the two following cases are possible: the
receiver can help the requester and, in this case, the receiver coordination-agent
ask its user to go to assist the requester citizen; otherwise, the receiver cannot
help the poisoned person and, in this case, the receiver coordination-agent warns
its user of the poison-affected location. Therefore, the same interaction are used
for both warning and asking for help.

An alternative would be to use different interactions for each necessity. How-
ever, the current approach has a fewer number of interactions than the alterna-
tive and, consequently, increases the efficiency of the network.

In the search for help, there can be several people on the ground that can
assist the same affected person. In this case, the network-agent only asks one
of the coordination-agents to come, so the remaining people with medical ca-
pabilities can help other poisoned people. Thus, in the interaction protocol (see
Figure 3), firstly, the networker asks for help to all the coordinators. Then, all
the coordinators answer whether they can help or not. Finally, the networker
only asks one coordinator to come.

An interaction is shared between the two necessary communications: among
people in the ground; and between an affected person and the central informa-
tion system. Both communications share the first interaction, called Coordinator-
networker interaction, in which a coordinator-agent requests help to the

Fig. 3. Networker-coordinator protocol
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network-agent. Then, the network-agent initiates two interactions, which respec-
tively completes the two communications and are called Networker-coordinator
and Networker-information. Since an interaction is shared, the number of inter-
actions is fewer without changing the functionality, and the network efficiency
increases.

Participants of the Interactions. The INGENIAS Agent Framework(IAF)
adds certain participant for one-to-one and one-to-many interactions, by default.
However, the selection of participants can be tuned for special needs.

For instance, a coordinator-agent establishes the interaction with one network-
agent, when requesting for help. By default, the first network-agent is always
selected in this one-to-one interaction. However, this default behavior makes the
first network-agent get collapsed while it makes the other network-agents be iso-
lated. For this reason, in this MAS, the same number of coordination-agents and
network-agents are instantiated, and each coordination-agent is associated with
a different network-agent for the communication. In case a coordination-agent
cannot contact the associated network-agent, the coordination-agent randomly
selects another network-agent. This policy increases the reliability and the effi-
ciency (see Section 4) of the system because the first network-agent does not get
collapsed as in the default behavior.

A network-agent can search for a coordination-agent that can help a requester
coordination-agent. In this search, the network-agent initiates a one-to-many
interaction. The default behavior is to add all the coordination-agents to the
interaction. However, the default behavior is not the most appropriate for the
following reason. The requester coordination-agent is also asked for help. The
requester should not receive its own message, because it is not necessary and the
unnecessary messages make the network efficiency lower. The selected policy for
the Networker-coordinator interaction is the following: a network-agent searches
for help for a requester coordination-agent, and the network-agent initiates a
conversation with all the coordination-agents but the requester. In this man-
ner, the unnecessary messages and unnecessary collaborators in the interactions
are avoided. Thus, the efficiency (see Section 4) is increased above the default
behavior.

Tasks. A group of tasks is the responsible for reacting to the events gener-
ated by the people on the ground. A person on the ground can generate several
events from the Graphical User Interface (GUI) provided by the corresponding
coordination-agent, and these events are need-help, can-help, update-location or
none. For all the mentioned events, the corresponding task consumes the event,
and updates the mental state of the coordination-agent. In particular, for the
need-help event, the corresponding task launches a Coordinator-networker con-
versation to ask for help.

Another group of tasks is associated to the Coordinator-networker interac-
tion and transfers the information of the requester (the agent ID3, and its
3 Agent identifier name, which is unique in the MAS.



542 I. Garćıa-Magariño, C. Gutiérrez, and R. Fuentes-Fernández

location). The most relevant task is the CNNHelpT task, which receives a re-
quest for help and is executed by the network-agent. This task launches two dif-
ferent conversations, whose goals are respectively to search for help from other
coordination-agent and to inform the information-agent of the new affected lo-
cation. In addition, within the coordination-network interaction, some tasks are
the responsible for bringing back the response to the requester agent. The re-
sponse indicates whether help is found. If help is found, the response contains
the ID of the coordination-agent whose user is coming to help the poisoned user.

Another group of tasks is associated to the Networker-coordinator interac-
tion, which is related to the search of help. Firstly, the network-agent delivers
a frame fact, called NCHelpFF, requesting help to all the coordination-agents.
This NCHelpFF frame fact contains the requester agent ID and its location. The
NCCHelpT task is associated with the reception of the mentioned frame fact.
This task checks out whether the corresponding user can heal the poisonous
material effects, by consulting the coordination-agent mental state. Then, if the
user has medical capabilities, the distance between the requester user and the
helper user is calculated. If both users are close enough, the response is positive.
The network-agent executes another task that manages all the responses and
requests one user, at most, to come for helping.

Finally, some tasks are the responsible for the transfer of the new poison-
affected location to the information-agent. One of these tasks updates the city
map of the poison-affected locations in the information-agent mental state and
shows the map with a GUI.

3.2 Implementation

The presented MAS implementation is available at IDK 2.8 distribution. A fully
functional implementation skeleton is generated with IAF code generator and,
then, the skeleton is manually completed with programming code for the content
of tasks, the GUIs and other components.

Fig. 4. Example of execution
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Figure 4 shows an example of execution, in which, four people on the ground
use the presented MAS. The CoordA 1 and CoordA 3 users have medical ca-
pabilities; thus, they press the Can Help button. The CoordA 0 user gets af-
fected by the poisonous material; thus, he presses the Need Help button. The
MAS starts to coordinate and inform the central system. CoordA 1 can help
CoordA 0 because of two conditions: CoordA 1 has medical capabilities and is
close enough to CoordA 0 (look at the locations in Figure 4). On the contrary, no
other coordination-agent satisfies the same conditions. The response is sent back
to CoordA 0 with the following message, “CoordA 1 is coming to help you”. The
other people on the ground are warned of the new poison-affected location with
the following message, “Alert! Infection in (0,3). Avoid this location”. Finally,
the city map of the central services is updated. The new affected location (0,3)
is indicated in the information GUI with a different background color.

3.3 Testing

The presented MAS includes a battery of tests (see the Annex in Grasia web),
which are modeled with INGENIAS methodology. The first test, which is called
GeneralTest, checks out several functionalities by initializing the MAS with the
same values of the execution example (see Figure 4). In this case, a citizen
requests for help, and there are other three citizens. One of them is too far
for helping the requester. The second one has not medical capabilities, and the
third one is close enough and has medical capabilities. This test checks that a
citizen is asked to come for helping when the citizen satisfy two conditions: the
citizen must be close enough to the requester; the citizen must have medical
capabilities. Moreover, the GeneralTest also checks out the information of the
central services, by checking the poison-affected locations of the map at the end
of the execution.

The second test, which is called OnlyOneComesTest, is initialized with sev-
eral people on the ground with medical capabilities (a deployment called Sev-
eralDoctors). In this test, an agent asks for help, and there are several citizens
with medical capabilities nearby. Thus, there are several citizen that satisfy the
necessary conditions for helping the requester. The tests checks that only one
citizen is asked to go for healing the requester.

4 Experimental Results

The system was run in a JADE platform with several deployments (i.e. with
nine agents and twenty-one agents), and several selection-mechanisms of partic-
ipants (i.e. default selection and presented selection). In these experiments, all

Table 1. Latency-times in mili-seconds

Default Selection Presented Selection
9 agents 2069 ms 1928 ms
21 agents 13890 ms 5354 ms
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the users simultaneously either offered help or asked for help, several times. This
experiment measured the latency between the moment a user asks for help and
the moment the system replies after the coordination process. The average of
these latency-times is presented in Table 1. As one can observe, the presented
selection strategy for participants increases the performance. This increment of
performance is higher when more agents are running (for instance, latencies of
13,9 seconds and 5,4 seconds respectively for default selection and presented
selection, when running 21 agents).

5 Conclusions and Future Work

On the whole, a MAS is developed with the IDK tool from the specification
to the testing for managing crisis-situations in a city, in order to illustrate the
use of the IDK tool. Practitioners can download the IDK 2.8 distribution to
experiment with both the IDK tool and the presented practical application.

A future direction is to adapt the presented MAS solution to other crisis-
management scenarios, such as the scenarios considered in RoboCup Rescue [3].
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Abstract. The African Traditional Medicine (ATM) has been applied
over the years in the ethnics of the African continent. The experts of this
area have conserved this knowledge by oral transmission. This knowledge
varies from one ethnic to other, thus it is distributed among these eth-
nics. In this context, this work proposes to use a multi-agent system
to manage this distributed knowledge. The presented approach uses the
Delphi process, in which, there are several agents that represent ATM
healers and participate in several rounds of questionnaires in order to
reach a consensus for providing a heal to a patient.

Keywords: TraditionalMedicine,Case-BasedReasoning,language,multi-
agent system, Delphi Process.

1 Introduction

African Traditional Medicine (ATM) [14] is the result of diverse experience, mix-
ing customs and knowledge about nature, which has been transmitted by oral
tradition along the history. Nowadays, the availability of computers and net-
works in an increasing number of places around the African continent opens the
possibility to consider the support of knowledge systems for new practitioners,
who can take benefit of ATM knowledge. ATM uses many symbols and rites in
its way to cure. It distinguishes symptoms from illness. When a patient goes
to a traditional-practitioner, he suffers from something (an illness) that has a
name in the set of the diseases known in modern medicine. But the traditional-
practitioner seems to deal with a “social unrest” expressed by the tensions (re-
vealed or not) that could exist in the patient’s environment. Also, this medicine
faces a wide range of factors, causes of diseases and medicinal plants. However,
this knowledge did not have until now, a formal codification for a better un-
derstanding and management of concepts and the relations between them. The
work in [2] presents an ontology that best feeds with the ATM domain with the
particularity of being extendible to other types of traditional medicine.

This work gathers the ATM knowledge in order to provide a prescription for
a patient, by means of a Multi-agent System (MAS) that uses Delphi process.
In this MAS, some agents represent ATM healers and each of these agents have
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Fig. 1. The Most Relevant INGENIAS Notation

a piece of ATM knowledge. This MAS uses the Delphi [5] process to reach con-
sensus among agents and provide a prescription to the patient. In the Delphi
process, a monitor creates several rounds of questionnaires, in which the ATM
healers fill the questionnaires, and questionnaires include some information of
the previous rounds. In these manner, the system usually evolves to reach a con-
sensus. Before this work, the Delphi process obtained good results for a MAS
[10] that evaluates document relevance. This work chooses the INGENIAS [17]
methodology for the development and its tool support, the INGENIAS Devel-
opment Kit (IDK) [11], because they can generate fully functional MASs from
specifications. The notation of the most relevant concepts of this methodology
is presented in Figure 1.

The next section describes the background concepts, which are the ATM and
the Delphi Method. Section 3 describes the application of the Delphi process to
the ATM, by means of a MAS. Finally, Section 4 mentions the conclusions and
future work.

2 Background Concepts

2.1 African Traditional Medicine

African Traditional Medicine (ATM) [14] is a system of cure in which disease is
considered as a social illness, which is necessary to eradicate from the root. There
is intervention of several actors from several domains, which turns complex and
diversified exchanges and treated knowledge. Several actors can be identified
in ATM, with specific roles and functions: the healer, who knows the names
of plants, animals and rocks; the fetishist, who predicts important events and
is consulted to find the cause of a disease; the soothsayer, who predicts and is
seeing as the intermediary with the divinity; and the magician, who throws lots
and makes use of black arts.

In the treatment process , a healer tries to reconcile the patient in all its
integrity, as well physical as psychic, by using symbols that are a part of the
universe and the life of every day of the patient during its interventions. In
ATM, it is also necessary to distinguish symptoms from disease. When a patient
meets a traditional doctor, he suffers from the evil of which one can attribute a
name in human disease of the modern medicine. But for the traditional doctor,
this patient is seen as a person who possesses a symptom, a sign of a social illness.
Social illness expresses tensions (hidden or revealed) that could exist in the circle
of acquaintances of the patient. Some anthropologists, such as [18], introduce the
concept of traditional model to express all that is lived in the traditional vision.
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The body in this model consists of two entities: a visible part and an invisible
part. The global steps in the traditional model are : interpretation of the cause
of the bad physical appearance (sort of diagnosis); phase of divination to know
how to treat the patient; and prescriptions according to the cause of the disease
and follow-up of the patient evolution in the process of cure depending of the
case [1].

2.2 Delphi Method

The Delphi method [8] plans several rounds of questionnaires which are sent to
the different involved experts. The results collected can be included partially in
a new round of questionnaires, in order to re-orient the initial problem.

The Delphi approach has been applied in several areas: Roth [19] used the Del-
phi approach for acquiring knowledge from multiple experts. Recently, Bryant [6]
applied the Delphi method for estimating the risk factors of the terrestrial chem-
ical spill; Hayes [12] did a Delphi study of the future of marketing of the higher
education; and Miro [16] applied the Delphi method to reach consensus among
professionals with interest in chronic pain among children and adolescents.

The automatization of Delphi [21] was considered first as a set of computers
and software assisting human experts in the process. Moreover, Holsapple [13]
describes some possibilities to integrate software systems in a Delphi organiza-
tion. However, the Delphi method was not completely computerized until our
previous work [9], which concerns document relevance.

3 Delphi Process for ATM

The Delphi method can make a MAS reach a consensus [9]. The current work
applies this method in the African traditional medicine. Within this section,
Subsection 3.1 describes the general overview; and Sub-sections 3.2 and 3.3 re-
spectively indicate how the questionnaires are replied and managed.

3.1 General Overview

In this application of Delphi process, the experts are the ATM healers, and they
are modeled with a collection of cases. In this approach, the main use cases (see
Figure 2) are the following:

– beCuredUC : The MAS indicate the way a patient can be cured.
– delphiUC : In this use case, the agents, representing the healers of ATM,

cooperate to obtain the best cure for a patient.

The MAS uses the following agents for this application of Delphi process:

– Patient agent: This agent is the interface for the patient. The patient indi-
cates its illness to this agent. This agent asks a Monitor agent to obtain a
cure for its patient.
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Fig. 2. Main use cases considered in the development of the Delphi process for ATM

– ATMHealer agent: Each of these agents has a particular piece of knowledge
of the ATM. It can provide a prescription for each illness. This agent can
also be flexible and consider other opinions and slightly alter its original
prescription.

– Monitor agent: This agent can organize a Delphi process, in which it makes
a group of different ATMHealer agents to reach a consensus.

The workflow (see Figure 3) of this ATM MAS follows the Delphi process.
Firstly, in task FillSymptoms, the patient fills a form with its symptoms and the
Patient agent inquires a prescription to the Monitor agent. Then, the form is
received by the Monitor agent and a customized questionnaire is elaborated with
task InitQuestT. The questionnaire is answered by ATMHealer agents by means
of a task AnswerQuestT. The answer is processed by the Monitor with a task
ProcessAnswerT. As a result of this task, another round can be derived or not.
If a new round occurs, the task CreateOtherQuestT should be executed. This
would force another elaboration of questionnaires and a new answer delivered
by experts. If no more rounds occur, then the Monitor delivers the result to the
Patient agent, which processes the prescription with task ResultObtainedT and
presents it to the patient.

Fig. 3. Overview of the workflow used to implement the Delphi process for ATM
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3.2 Replying the Questionnaires

The ATMHealer agents reply the questionnaires. In the first round, each
ATMHealer agent receives input from the symptoms and indicates a prescrip-
tion. Each ATM healer agent has a piece of knowledge, which is represented
with a collection of African-medicine cases. These ATMHealer agents use the
Case Base Reasoning (CBR) [22] to reply questionnaires. A case here is consti-
tuted with: the symptoms, the illness, the healer experience of the case and the
prescription.

The symptoms consist of the following attributes: Family (polygamic,
monogamic, large); weight (constant or no); fever( yes or no); vomiting (fre-
quently, si or no); human part (one of the sixteen division we have adopted from
[15]); pain type (serious or no), patient’s category (child, adolescent, adult and
old); and sex (male or female)..

The names of the illness in ATM changes from one region to another region.
Thus, a brief ontology is necessary to narrow the diversity of terminology. The
ATM healer experience indicates the reliability of the case. Both the illness and
experience are taken into account for considering the answers from other ATM
healers.

The prescription consists of the following attributes:

– Operatory mode: that describes how the remedy is obtain or the technics
used to obtain the remedy.

– Posology: which describes how to take the remedy.
– Medicine Group: which is one of the fourteen medicine groups which, among

others, can be respectively: drinked, breathed, purge, ointed, gargled and
licked.

– Requirements : which are some previous conditions to make use of plants or
organic minerals in a composition or/and posology.

– Compositions : which are plants names or minerals that enter in the compo-
sition of the potion or remedy.

For replying the questionnaires, the symptoms are used to retrieve the most
similar case. The similarity function uses the cosine of the similarity for each at-
tribute. The similarity of the most symptoms attributes is calculated by means of
the ATM ontology and some table of values that indicates the similarity between
two values. These ontology and similarity values are the results of a collabora-
tive work with ten human ATM healers, who currently lives in Cameroon (a
Central African country). The questionnaires are filled with both the illness and
the prescription of the retrieved case.

Since the agent should save and learn from cases, this work uses the JColibri
[4] CBR tool. Each agent has casebase in a plain text with a mapping connector
to the CBR, where the columns are the relevant attributes of the forms ques-
tionnaires filled by the patient agent. The use of the CBR tool allows one to
make use of the similarities functions already existed and implemented within
the tool.



550 G. Atemezing, I. Garćıa-Magariño, and J. Pavón

3.3 Managing the Replies for Reaching Consensus

The Monitor agent creates questionnaires considering the Replies of the previous
Rounds. Then, ATM healer agents consider the replies of other ATM healer
agents when these questionnaires are replied. This consideration is based on the
illness and the expertise retrieved for the collections of cases.

Each Agent has his experience of treatment, that is all the cases of his different
practices. This work uses the Reputation Score (see its definition in Equation
1) to balance this experience for each disease case (EC). The ATMHealer agents
communicates this reputation score, which is within the [0,1] interval, in order
to justify its point of view.

RS =
α ∗RM + β ∗ EC

α+ β
(1)

where
- RM is the Reputation of the Master 1 of the healer who is the source of the
ATMHealer agent.
- EC is the Experience in the Case of the human-healer who is the source of the
ATMHealer agent.
- RM and EC are within the [0,1] interval.
- α, β are constant parameter values.

In the rounds of this process, different situations could be raised, which the
Monitor agent manages with the following rules:

Rule 1. if there are more than one agent with the same prescription and a high
reputation score, the solution of these agents is adopted for the case.

Rule 2. if there is one agent with a reputation score greater than 0.9 and all the
others with a score less than 0.5, the solution is the one proposed by that agent.

Rule 3. Otherwise, the Monitor starts a new round of questionnaires. The ATM
healer agents are expected to smoothly change their replies. For this reason, the
agents that strongly change their reply are considered as non-reliable, and they
are omitted in the next round.

Rule 4. If there is no one who knows the case, the case must be treated by a
human ATM healer. Each ATM healer agent saves the case in his KB and learn
from it.

3.4 CBR Integration Approach

During the last years, many successful approaches of integrating CBR to MAS
architecture have been proposed for health system [7],[3]. In many occasions,
CBR are modeled as services linked to agents different from a traditional point
1 The master is the person from whom the healer has learnt. The reputation of the

master is obtained by asking the patients of the master.
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of view where the CBR was part of the agents; with the consequence of increasing
the system’s overall performance[20]. However, we agree with that posture, but
in our system, we integrate the CBR into the ATMHealer agents just because it
makes use of the first two parts of the traditional four phases of a CBR cycle;
that means the retrieve and reuse phases. We are convinced that there is no need
in this case to model CBR here as services.

4 Conclusions and Future Work

In conclusion, this work proposes a MAS that combines the Delphi process with
the Case Base Reasoning (CBR) for African Traditional Medicine (ATM). The
Delphi method regards on the domain, and it was necessary that several experts
of ATM provide the necessary information to the engineers. The proposal is
under validation with a prototype. For future work, the presented MAS can
be tested with patients, in order to validate the system with further empirical
results. In addition, this work pursues another future goal, which is to prove
that the Delphi method is a reliable mechanism to reach consensus in MAS. The
first step was to apply the Delphi method in document relevance. In this second
work, the Delphi method is applied in African traditional medicine.
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17. Pavón, J., Gómez-Sanz, J.J.: Agent Oriented Software Engineering with INGE-

NIAS. In: Mař́ık, V., Müller, J.P., Pěchouček, M. (eds.) CEEMAS 2003. LNCS,
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Abstract. There are situations where an agent needs to compose several
services together to achieve its goals. Moreover, if these goals should be
fulfilled before a deadline, the problem of service composition become
more complex. In this paper a multi-agent framework is presented to
deal with service composition considering service execution time taking
into account the availability and the workload of the agent that offers
the service.

1 Introduction

Multi-Agent Systems technology makes possible to cover a broad area of prob-
lems. Typical problems are systems in which there are entities (Requesters) which
may require one or more services from other different entities (Providers). As
an example, in the area of manufacturing systems, Requesters would be clients
with new work orders and Bidders would be factories or factory clusters which
provide the needed resources to obtain the required product. Obviously, the de-
velopment of these types of systems is complex and, therefore, it is necessary to
analyze in detail the intrinsic characteristics of these application environments.

One of the main problems in this kind of systems is how to create added-value
services dynamically by composing elemental services. Services can be seen as el-
emental components and they are commonly used by human developers to create
bigger systems. Semantic annotations help machines to deal with services, but
service discovery and composition are complex tasks that need extra intelligence
doses to achieve proper results, specially in open and dynamic environments
where services are not always available.

Another important problem to solve in this kind of systems is to attend
requesters requirements when they ask for having the answer available in a
bounded time. The late fulfillment of some services could reduce the quality
of the response offered by the multi-agent system. Therefore, before performing
a complex service, someone must analyze if the service can be provided on time.

This paper presents a multi-agent framework which allows to compose time-
bounded services and to ensure their fulfillment. The multi-agent framework
considers the current workload and the availability of the provider agents of
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the services which can be atomic or complex ones formed by a composition of
elemental services.

The paper is structured as follows: In section 2, a general description of the
framework is presented. Section 3 presents how services are adapted to be com-
posed using planning techniques. Furthermore, a temporal extension for OWL-S
descriptions are shown. After that, in section 4, the agent in charge of consult-
ing the execution time of the services is described. Section 5 presents Real-Time
Agents, which execute time-bounded services. Finally, conclusions and final re-
marks are presented in section 6.

2 SAES Framework

SAES (Search And Execution of Services) is an multi-agent framework which
allows a client to search complex services that satisfy its requirements and to
guarantee their execution before a maximum time (deadline) established by the
client. The framework is composed of three types by agents,

1. Service Composer Agent: The Service Composer Agent (SCA) has as
objective getting service compositions which fulfill a set of constrains.

2. Commitment Manager Agent: The Commitment Manager Agent
(CMA) checks if the service composition is feasible and it can be executed
on time. Moreover, this agent monitors the service execution in order to take
it into account the observed performance for future similar situations.

3. Real-Time Agents: In our system, a Real-Time Agent (RTA) offers
temporal-bounded services. These agents are trained to provide services
whose execution needs to be controlled temporarily.

Internally, the SAES works as follow: (i) Initially a client sends a query to
determine if there is a set of services which could satisfy a goal before a deadline
established by the client. (ii) The request is received by the SCA, which starts
the service search process. The aim of this process is to find individual services or
compositions are fulfill clients goal taking into account the temporal restrictions
established by the client. (iii) When a service composition is obtained, the SCA
sends it to the CMA. (iv) After that, the CMA queries each RTA involved in
the service composition asking for the agent’s availability to provide the service
on time. (v) Each RTA analyzes the service execution time according to its
current schedule and returns it to the CMA. (vi) The CMA establishes pre-
commitments with the involved RTAs to reserve the slack for the estimated
service during a period of time. The CMA sends the resulting service to the client
with a success probability. (vii) If the client agrees with the service composition
the CMA confirms commitments with the involved RTA. Otherwise, the client
sends a message rejecting the service and the CMA breaks the established pre-
commitments. (viii) Once the service execution starts, the CMA monitors the
fulfillment of the committed execution time. When the service ends its execution,
the CMA stores the execution time to take it into account in future queries. In
the case that a RTA does not fulfill its commitment, it will be penalized.
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3 Service Composer Agent

If the client requirement cannot be solve only with one service, then a possible
solution is to compose automatically several services in a sequence. However,
dynamic service composition is a complex problem and it is not entirely clear
which techniques serve service composition best. There are several proposals
that use techniques such as hypergraphs [2][7], modelchecking [6][11] or planning
[10][4]to deal with this problem.

Service composition as planning describes a service as a process in terms of
inputs, outputs, preconditions and effects. Using the metaphor of an action,
composition can be viewed as a planning problem. An important benefit of the
planning approach is the exploitation of knowledge that has been accumulated
over years of research on the field of planning. Therefore, well know planning al-
gorithms, techniques and tools can be used to advantage of efficient and seamless
service composition.

In SAES framework, the Service Composer Agent (SCA) provides a service
composition (or a set of service compositions) which satisfies the goal and the
deadline established by the client. To do that, the SCA considers the execution
time of the services and uses AI planning techniques to automate this process.
The SCA is formed by three components:

– Service Translator: It is responsible for translating OWL-S service de-
scriptions extended with a duration non-functional parameter into PDDL
2.1 durative actions [5].

– Problem Translator: It is responsible for translating the client query into
a PDDL 2.1 problem description.

– Composer: It takes as input a PDDL 2.1 problem and provides a set of
plans which represent service compositions that satisfy the client goals and
temporal constraints.

3.1 Temporal Extension in OWL-S Service Descriptions

Agent architectures use the service abstraction to describe its functionality, but
service descriptions are somehow limited (for example, DF descriptions in FIPA-
like architectures). A more expressive language has to be used to describe services
so agents can compose and provide added-value services.

A common drawback to all standard service description languages is the im-
possibility of modeling how time pass in the system. Some services could be
completely useless if they are not provided on time. Or providers could predict
future bottlenecks and solve them with a proper scheduling of the pending tasks.
For doing that, time is an important factor for services and might be taken into
account.

The execution time of a service offered by an agent should be expressed in its
service description. Service descriptions in SAES architecture are expressed using
OWL-S, which has been extended to include temporal information. This exten-
sion consists on a new non-functional parameter which represents service time
execution. Besides that, preconditions and effects are temporarily annotated.
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Duration. Service duration is represented by a non-functional parameter called
duration which represents the service time execution. This parameter is a
PDDXML expression that contains a value assignment to the variable dura-
tion. PDDXML [8] is a XML dialect of PDDL that simplifies parsing, reading,
and communication PDDL descriptions using SOAP.

Preconditions. The annotation of a precondition makes explicit whether the
associated proposition must hold: (i) at the start of the interval (the point at
which the service is applied), (ii) at the end of the interval (the point at which
the final effects of the service are asserted), (iii) over the interval from the start
to the end (invariant over the duration of the service).

The preconditions in the OWL-S document are also PDDXML expressions.

Effects. The annotation of an effect makes explicit whether the effect is imme-
diate (it happens at the beginning of the interval) or delayed (it happens at the
end of the interval). No other time points are accessible, so all discrete activ-
ity takes place at the identified start and end points of the service. The service
effects are PDDXML expressions in the OWL-S document.

3.2 Composing Temporal Services

Basically, the SCA works as follows. When a service is registered in the sys-
tem, the SCA gets the OWL-S service description and sends it to the Service
Translator. The Service Translator (ST) is responsible for translating OWL-S
descriptions into PDDL 2.1 durative actions. Once the SCA has the services
modeled as actions, it generates a PDDL domain file which contains the defini-
tion of the actions structured as a planning problem. This process is an extension
of a converter presented by Klusch and Gerber [8] which is limited to deal with
services that are not temporally annotated.

When a query arrives at the SCA the composition process starts. The client
query is an OWL document that contains the information related with the inputs
of the desired service and the goals (outputs) to be achieved. This file is sent to
the Problem Translator (PT) to be translated. into a valid initial state which is
stored in a PDDL problem file.

After that, the domain and problem files in PDDL 2.1 are sent to the Com-
poser. The Composer can include any planner which deals with PDDL 2.1 lan-
guage and considers time as a parameter to optimize the plans. This planner
obtains a plan composed of actions (services) with their initially estimated du-
ration and the total estimated time of the plan. The plan represents a service
composition sequence that satisfies the goal considering temporal annotations.
The SCA will continue searching plans until the CMA sends to the SCA a mes-
sage to finish the search process because a previous plan has been accepted.

4 Commitment Manager Agent

The CMA has three main functions: (i) To check if the set of services offered as
a solution by the SCA will be available to fulfill the request. (ii) To establish
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a commitment relationship with the RTAs that offer the services (associated to
the services selected for the composition). (iii) A RTA controls that the services
will be executed correctly (achieve its commitments).

To fulfill the first function, the CMA must communicate with all RTAs that
offer the services involved in the composed service. Each RTA analyzes when it
can complete the service for the CMA and it returns the result to CMA. The
result consists in a tuple < Tstart, Tduration, SP > where Tstart indicates the mo-
ment when the service can begin its execution, Tduration indicates the necessary
time to complete the service and SP is the probability of a successful execution.
Moreover, a pre-commitment between the RTA and the CMA is established.

When all RTAs have responded to the CMA, it must calculate the success
probability associated to the whole service composition. For doing that, the
CMA uses the success probability sent for all RTAs weighted with the informa-
tion of previous executions of similar services. The service composition success
probability is calculated as follows:

SPcomposition =
N∏

i=0

SPi ∗ ωi (1)

Where ωi ∈ [0, 1] is the weight associated to the service i. This weight is re-
lated to the previously fulfilled commitments; A RTA who has many unfulfilled
commitments will have a low weight.

Once the CMA calculates the service composition success probability, it sends
to the client the composed service and its probability SPcomposition. The client
analyzes the result and determines if the composition is suitable for it. If the
client is agree with the composition, it communicates to CMA that can start the
execution of all services. In that case, the CMA confirms the pre-commitments
for a formal commitment with the RTAs that offer the services. If the client is
not agree with the service composition, the CMA breaks the pre-commmitments
freeing the slack reserved by the RTAs.

The CMA is also in charge of ensuring that the acquired commitments are
fulfilled. In the case that a commitment cannot be fulfilled, the CMA penalizes
the RTA who provides the service. This penalty is captured through the weights
applied when the CMA calculates the service composition success probability.

5 Real-Time Agent

The RTA that offers a service is in charge of deciding if it can commit to execute
the service without exceeding the maximum time proposed by the client.

To determine whether a service can be executed on time, it is necessary to
know the execution time for each service. In some cases, the execution time of
the service is known and limited. In these cases, to determine the necessary tasks
to fulfill the service and the maximum time needed to perform it is relatively
easy using well-known schedulability techniques [9][3].

There are services for which to calculate the needed execution time is not
possible. In this type of services, a time estimation is the unique measure that
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can be made. In order to do this estimation, each agent that offers a service
incorporates a module, called Temporal Constraint Manager (TCM).

The Temporal Constraint Manager must decide if a RTA can commit itself
to perform a specific service. A possible way of performing such decision-making
functionality is to use a Case-Based Reasoning (CBR) approach, which adapt
previous problem solving cases to cope with current similar problems [1]. There-
fore, in the absence of unpredictable circumstances, we assume that an agent
can commit itself to perform a service within certain time if it has already suc-
ceeded in doing so in a similar situation. To carry out the decision-making about
contracting or not a commitment, the TCM has been enhanced with a RT-CBR,
following a soft Real-Time approach. This RT-CBR estimates the time that the
performance of a service could entail by using the time spent in performing
similar services.

The classical CBR cycle consists of four steps: Retrieve, Reuse, Revise and
Retain. Retrieve similar experiences from a case-base, reuse the knowledge ac-
quired in them, revise such knowledge to fit the current situation and, finally,
retain the knowledge learnt from this problem-solving process. In our framework,
the CBR phases must observe soft real-time constraints and thus, its execution
time must be bounded. Otherwise, the RT-CBR could provide the TCM with
useless time estimations about services whose deadline have already expired. In
this paper is presented a generalization of the RT-CBR [12]. Each agent that
offers a service must have a specific implementation of its RT-CBR taking into
account its application domain.

To bound the response time of the TCM, the RT-CBR case-base must have an
structure that eases the case retrieval. Anyway, independently of the choice made
about the indexation, the temporal cost of most retrieval (and reuse) algorithms
depend on size of the case-base. This entails to specify a maximum number of
cases that can be stored in the case-base and to perform a constant maintenance
and updating of the information stored.

Figure 1a shows the execution phases of the TCM. The module is launched
when the agent begins its execution. At the beginning, the TCM controls if a new
service request has arrived (Figure 1b). If the new request is a service request
where the service execution time is not known, the TCM must estimate the time
required to execute that service. It is necessary to determine if the service can be
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Fig. 1. a) Temporal Constraints Manager Algorithm. b) Service Analysis state.
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completed before the deadline specified in the request. When the estimated time
is obtained and the agent confirms that it is possible to execute the service, the
necessary tasks to perform the service are analyzed at low-level using a real-time
scheduler. The worst-case execution time of each phase of the TCM is known
and, therefore, the phases are temporally bounded. This feature is crucial to
allow the TCM to have a precise time control of each execution phase. As it can
be seen in Figure 1a, the TCM execution is cyclical. When there is no request,
the manager can use its idle time to perform the revision and retention phases.

The cases of the RT-CBR module have the following general structure:

C =< S, {T } > (2)

where S represents the features that characterize a service that the RTA per-
formed in the past and T is the time that the RTA spent in the execution of
that previous service. In addition, since the same task could be executed several
times with different durations, this value T can also be a serie of temporal val-
ues. Therefore, the RT-CBR estimates the duration of new services by means
of a function t : T → f(T ) computed over the temporal values that last similar
previous services. The expected time Ts to perform a service that consists of a
set of tasks is the aggregation of the estimated time for each of its tasks:

Ts =
I∑

i=0

ti (3)

Finally, the series of observed execution times also allows the RT-CBR module
to estimate a success probability P (Ts) for a service to be performed within an
specified time. This is an interesting data for RTAs, which could use this prob-
ability to make strategic decisions about their potential commitments. Setting
a confidence factor (CF) that represents a minimum threshold for the success
probability, RTAs would commit themselves to fulfilling a service if

∃Ts/P (Ts) ≥ CF ∧ Ts ≤ deadline (4)

Thus, RTAs with more risky strategies could undertake commitments with lower
confidence values than more cautious agents. Once an RTA determines if it can
commit itself to fulfill the service, the agent will sent a message to the CMA
with the necessary information. This information is: the moment when the agent
starts the service execution, the duration of the service execution, and the success
probability. The CMA can calculate if the service composition is feasible when
all RTAs had answered.

6 Conclusions

In service composition, it is important to consider service time execution, mainly
in environments where there are temporal constraints. This time in many situ-
ations is established by the providers and could not be realistic due to it does



560 M. Navarro et al.

not consider workload or service availability in that moment. It is necessary to
contact with provider agents and to query their availability and workload at that
moment. With this information, a more realistic estimation can be obtained.

In this paper, a multi-agent system framework to deal with this problem
has been presented. In this framework, a planning technique is used to get a
service composition considering service execution time. To refine this service
execution time, provider agents are consulted. These agents use real-time and
CBR techniques to calculate the execution time taking the current situation
of agents into account. In this way, the client can make a decision with more
reliability in the information about services execution time and probability of
success.
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Abstract. In this paper we present a demonstrator application for a
real-world m-Health scenario: mobile medical emergency management in
an urban area. Medical emergencies have a high priority given the poten-
tial life risk to the patients. And the use of advanced applications that
support the different actors involved can improve the usage of appropri-
ate resources within an acceptable response time. The demonstrator is
implemented using the THOMAS approach to open multiagent system
based on an organisational metaphor. This metaphor is very suitable for
capturing the nature and the complexity of the mobile health domain
and, thus, it provides an appropriate mechanism for developing next-
generation m-Health applications.

1 Introduction

In the healthcare domain the management of medical emergencies has a huge
social impact given the immediate threat to a patient’s life or long term health.
Such extreme circumstances demand the usage of the appropriate resources
within a limited response time in order to provide an efficient assistance.

The employment of advances on computer science to improve the provision
of healthcare services is an area of significant economic and social potential.
Recently, the notion of m-health has become prominent, focusing on applica-
tions that provide healthcare to people anywhere, anytime using broadband and
wireless communications, as well as mobile computing devices [2].

In this work we apply an organisational approach to develop a prototype
application for a next-generation m-health scenario: the coordination of the dif-
ferent actors (patient, emergency centre, ambulances, hospitals, etc.) involved in
medical emergency management based on wireless mobile technology. The appli-
cation is constructed on top of an abstract architecture specified in the THOMAS
project (MeTHods, Techniques and Tools for Open Multi-Agent Systems) [7].
The THOMAS platform uses the notion of organisation as a key abstraction to
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build MAS in open environments. It defines an abstract architecture, as well
as a software platform, where agents interact according to norms and rules put
forward by the organisational structure. Furthermore, the THOMAS platform
allows for the integration of two well established research fields: Service-Oriented
computing and Multiagent Systems. Thus, it provides a way to build Service-
Oriented Multi-Agent Systems (SOMAS) – an approach proposed recently [5].

Our system is based on real-world data provided by the Medical Emergency
Service of the Region of Madrid (SUMMA112). This service handles the medi-
cal emergencies, including the transportation of patients to hospitals. It counts
with approximately 100 call operators, 36 medical doctors, 36 coordination tech-
nicians and 83 vehicles (ambulances and helicopters). Its emergency centre re-
ceives more than 1.200.000 emergency calls per year almost one call each 30
seconds, and around 60.000 of them are classified as situations of life risk.

The paper is organised as follows. Section 2 describes how the medical emer-
gencies can be modelled as an organisation. Section 3 presents the application
prototype designed to deal with these problems. Section 4 explains a case study
chosen to illustrate how the application works. Finally, section 5 concludes and
points out some future lines of work.

2 mHealth as an Organisation

A typical medical emergency assistance starts when a patient calls SUMMA112,
asking for assistance. The call is received by an Operator, who gathers the initial
data from the patient. Then she forwards the call to a Medical Doctor, who
assigns the resources to attend the request according to its evaluation, however it
does not mobilise the resource. Technicians do this task by assigning mobile units
taking into account their availability, distance and time to reach the patient, type
of resource (ambulances with different capabilities and available resources from
other organisations, such as Red Cross, Civil Protection). Finally, according to
the patient condition, she is transported to a hospital.

Analysing this typical scenario, we have determined basically the following
actors which are involved along the whole process: patients, coordinator staff,
physicians, ambulances and hospitals. These participants collaborate with each
other in order to obtain their goals - to assist patients as fast as possible. Most of
the time they act following some protocols/norms which have been determined
by some authority. The quality of the whole system depends strongly on the
efficiency and effectiveness of this collaboration, that is, on the mechanisms used
to organise and coordinate the interactions among the participants.

In order to address both, the nature of the application domain and its high
complexity, we propose to model the medical emergency assistance system as
a multiagent organisation. In particular, following the framework proposed in
[3], we have modelled a mHealth organisation as a particular type of organised
multiagent system which is endowed with an organisational mechanism based on
norms and roles. The participants in a medical emergency event will be repre-
sented by agents that join the organisation playing a particular role. Regarding
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intervention protocols, they will be modelled as norms that are shared by all par-
ticipants – agents – within the organisation. We assume that norm compliance is
effectively assured through the organisational mechanism. That is, in the realm
of the framework in [3], the organisational mechanism used can be classified as
a regulative coercive organisational mechanism.

We have identified the following basic roles within medical emergency assis-
tance processes:

– Patient: agents playing role patient represent potential users of medical
emergency assistance.

– Hospital: this role represents a hospital within the organisation.
– Ambulance: agents joining the organisation with the role ambulance are

representing an ambulance vehicle together with the human resources as-
signed to it. In our current prototype, we do not differentiate between am-
bulance vehicles of different types – all emergency vehicles are assumed to
offer the same services.

– Emergency-Coordinator: this agent is the main piece in the mHealth or-
ganisation. An agent playing this role is able to receive emergency calls from
patients, and to find the “best” ambulance for each case, thus performing
the high-level management of the emergency assistance procedure.

Whereas the roles Patient, Hospital, and Ambulance can be joined by more than
one agent, the role Emergency-Coordinator can only be joined by one agent
within the mHealth organisation.

Regarding the functional structure of the organisation, we have specified a set
of norms that define the possible action patterns that can take place. We have
used a very simple set of norms defining: i) permissions, and ii) obligations.
Some examples for the used norms are the following:

– N1: OBLIGATION isP laying(ai, Ambulance) ∧ isP laying(aj, Patient)
EXECUTE takePatient(ai, aj) WHEN assignMission(ai, aj)

– N2: OBLIGATION isP laying(ai, Hospital) ∧ isP laying(aj, Patient) EX-
ECUTE beAdmited(aj, ai) WHEN hasMedicalEmergency(aj)

– N3: PERMISSION isP laying(ai, Patient) ∧ isP laying(aj,Emergency-
Coordinator) EXECUTE emergencyCall(ai, aj)

Finally, the identified entities in the process of medical emergency assistance
can be classified into two classes: i) active entities whose actions are driven from
objectives and that possess a certain degree of freedom in their actions, and
ii) entities that actually act as providers of certain services (e.g. find an ambu-
lance, an hospital, etc.). The former - active entities - will be matched as agents
populating the organisation, playing the defined roles. Non-active entities will be
considered as resources which can be accessed by agents within the organisation.

3 System Architecture

The aim of our work is to build a system that provides decision support and
value added services to the participants who are involved in medical emergency
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assistances - physicians, patients, hospitals and coordination staff. Following the
design proposed in section 2, we have implemented a prototype of the mHealth
organisation. In that prototype, the mHealth organisation has been populated
with one type of agent for each possible role in the organisation. Thus, we have
implemented a Patient agent, Hospital agent, Ambulance agent and a SUMMA
agent. The latter plays the role emergency-coordinator. All agents have been
implement as norm-compliant, that is, they always obey the existing norms.

Regarding the non-active entities, we have modelled them as web services
because they only provide a static functionality without following intentions or
objectives. We have designed a new role and a new type of agent – Services-
Provider – which is in charge of providing the web services that implement the
non-active entities. Agents which play this role have the obligation to answer
when they receives a request of a web service call.

The web services used to implement the resources are the following:

– Emergency Centre Finder: this service finds the responsible emergency co-
ordinator for a given location. The result of the invocation of this service
will be the identifier of an agent which is playing the emergency-coordinator
role – in our system this role will be played by the SUMMA112 agent.

– Medical Record Store: it allows agents to store and retrieve patients’ medical
history information trough an user name and password.

– Ambulance Finder: This service is an internal service for the emergency-
coordinator centre, thus, it can be accessible only by the SUMMA112 agent.
The service is able to find an ambulance for a particular patient, taking into
account information such as his position, his symptoms, etc.

– Hospital Finder: this service is similar to ambulance finder service. It is
only accessible for agents which are playing the ambulance role because
of they have the obligation to find a hospital when a patient needs to be
admitted. The service is able to find a hospital taking into account the
patient’s position, symptoms, etc.

The main advantage of implementing the non-active entity as web services,
specially the ambulance and hospital finder, is that we can easily compare differ-
ent strategies to assign ambulances and hospitals to patients, simply providing
a new implementation of these web services. In the current version both, am-
bulance finder and hospital finder, return the closest ambulance and the closest
hospital (able to treat the diagnosed disease) to the patient’s location.

We have developed our prototype on top of the THOMAS platform [1].
This platform has been chosen because, on one hand, it uses the organizational
paradigm and allows to define the multiagent system based on roles and norms
that regulate the agents’ behaviours. On the other hand it allows the integra-
tion of open multiagent systems and web services. The web services have been
specified using the standards OWL-S and WSDL. This makes it possible to use
standard techniques for service discovery, composition, etc.



An Organisation-Based Multiagent System 565

3.1 THOMAS Platform

The THOMAS platform implements an abstract architecture for open multiagent
systems based on the organisational paradigm. The agents have access to the
functionality offered by THOMAS through a range of services included in several
modules. The main components of THOMAS are the following:

– Service Facilitator (SF): this component provides simple and complex ser-
vices to the active agents and organisations. Basically, its functionality is
like a yellow page service and a service descriptor in charge of providing a
green page service.

– Organisation Manager Service (OMS): it is mainly responsible of the man-
agement of the organisations and their entities. It allows to create and to
manage organisations.

– Platform Kernel (PK): it maintains basic management services for an agent
platform; it is in charge of communication between agents, etc.

Besides the possibility to structure an application through the concept of organ-
isation, THOMAS allows for a seamless integration of multiagent systems with
web services. Web services can be included and can be registered in the service
facilitator by means of the services provider agents.

3.2 Spatial Environment Simulator

In order to evaluate our system we have created a spatial environment simulation
tool in which the mHealth organisation can be embedded. The environment
simulator is an independent module that captures key features of our problem
domain. It has two fundamental functions: i) it allows to set up agents (and
thus, organisations), and ii) it recompiles information about the actions that
take place in the organisation.

The agents interact with the simulator through a request protocol, where the
agents request the execution of an action. The simulator executes that action if
the agent plays the required role. The THOMAS platform provides the informa-
tion about the agents and their roles. In our case, three roles are represented in
the physical environment: patient, hospital and ambulance. Once the simulation
starts, the environment is constantly updated. Basically, the simulator controls
the location of each agent along the time as well as their displacements.

Figure 1 shows the set of available actions for each role as well as the simula-
tor design. Patients have only one available action which consists of informing
their position in the map. The hospitals are able to accept or refuse patients
brought by the ambulances, as well as to release the patients. Finally, the am-
bulances are able to catch patients that ask for help, release patients at the
hospitals, and move around the physical environment by specifying a destina-
tion position (complex routes can be composed by specifying a sequence of po-
sitions). The simulation tool is composed of a control layer which handles the
agent interactions, and a graphical interface that presents the current state of
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Fig. 1. Simulator design and set of available actions for each role

the system. In Figure 1 the graphical interface shows a simulation with one am-
bulance (Ambulance1 ), one patient (Patient1 ), and four hospitals (Cantoblanco,
GregorioMaranon, RamonCajal, Mostoles).

4 Case Study

In this section we present an example of a concrete use case that has been
simulated using the mHealth organisation.

In this scenario, Bob is a British tourist visiting Madrid. He suddenly feels
a strong pain in his chest and as it is his first time in Madrid, he does not
know what he should do. He has his personal agent which joins the mHealth
organisation as patient. Immediately, the patient looks for a service that provides
the functionality of looking for a medical emergency centre. The services provider
agent, using its web service, returns the SUMMA112’s identifier and a form for
specifying personal data and symptoms.

Once Bob has selected his symptoms the form is sent to the SUMMA112
agent. It uses its classification method to make a decision about Bob’s case. The
preliminary diagnosis says that Bob may be suffering a hearth attack. Therefore,
he is classified as a patient that needs an ambulance urgently. The SUMMA112
agent uses its ambulance finder service to select the most adequate ambulance
to take Bob. In that case, the closest ambulance to Bob is ambulance3 so the
SUMMA112 agent assigns a new mission to take Bob. The ambulance agents
have the obligation to take a patient when he needs a medical emergency assis-
tance. Thus, ambulance3 accepts the mission and goes to take Bob immediately.

While ambulance3 is going to take Bob, the ambulance agent uses the service
“medical record store” to retrieve Bob’s medical history. This is an important
characteristic because it helps the physicians in the ambulances to make a pre-
liminary decision before actually seeing the patient.

When ambulance3 arrives at Bob’s location, the physician performs an “in
situ” diagnosis and decides to which hospital Bob should be taken. The ambu-
lance agent in ambulance3 supports this decision by using the hospital finder
service. Taking into account Bob’s location, symptoms and diagnosis, as well as
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Fig. 2. Case study sequence diagram

the available units in the medical centres, the Fuenlabrada hospital is selected
because is the nearest hospital which is able to treat heart attacks. Since hospital
agents have the obligation to admit patients if they have the capacity, Bob is ad-
mitted at the Fuenlabrada hospital. The hospital agent informs the SUMMA112
agent about this fact and the SUMMA112 agent closes the case.

In this scenario we have populated the organisation with 31 agents playing
the hospital role, 60 agents playing the role ambulance and one SUMMA112
agent which is playing the emergency-coordinator role. The information of the
hospitals (location, bed capacities, etc.) correspond to the hospitals located in
the Region of Madrid. Figure 2 shows the sequence of interactions that take
place within the organisation in this scenario.

5 Conclusions

In this work we have presented an application of a multiagent system based on
organisational principles in the healthcare domain: a prototype application for
the support the processes involved in medical emergency assistance. The appli-
cation provides value added services and decision support to the different actors
(patient, emergency centre, ambulances, hospitals, etc.) involved in emergency
assistance processes. The organisational paradigm provides a straightforward
approach to model the functioning of complex application domains by means
of roles and norms. We developed our application as an instantiation of the
THOMAS abstract architecture, which explicitly supports multiagent organisa-
tions. Furthermore, the THOMAS platform facilitates the integration of non-
active entities as web services, following a SOMAS approach. In order to show
the system dynamics, we have implemented a case study based on real data
provided by the Madrid Medical Emergency Service SUMMA112.
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Related work, such as [6], has been developed to support medical emergencies
processes. In this paper, the authors deal with the problem of selecting the best
ambulance to be assigned to an emergency call. In contrast to this work, our
approach concentrates on the whole assistance process and tends to provide
support to all involved actors. Other related work deals with coordination issues
in disaster management in general ([8]), where different teams such as polices, fire
brigades, ambulances, etc. have to coordinate each other to assist emergencies.
In our work we focus on medical emergencies, in a similar way to the work
presented in [4], taking into account just hospitals and ambulances.

In the future we plan to work on mechanisms that may optimise the global
utility of the system (e.g., response time and cost) by studying different mecha-
nisms to select the ambulances and hospitals. Finally, we also plan to extend the
functionality of the application in order to support other processes of the medical
emergency service (e.g., inter-hospital transportation of patients, management
of bed capacities of hospitals, etc.).
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Abstract. This paper presents the multi-agent TEMMAS simulator of
an artificial electric power market populated with learning agents. The
simulator facilitates the integration of two modeling constructs: i) the
specification of the environmental physical market properties, and ii)
the modeling of the decision-making (deliberative) and reactive agents.

1 Introduction

The start-up of nation-wide electric markets, along with its recent expansion to
intercountry markets, aims at providing competitive electricity service to con-
sumers. The new market-based power industry calls for human decision-making
in order to settle the energy assets’ trading strategies. The interactions and in-
fluences among the market participants are usually described by game theoretic
approaches which are based on the determination of equilibrium points to which
compare the actual market performance [1,2]. However, those approaches find
it difficult to incorporate the ability of market participants to repeatedly probe
markets and adapt their strategies. Usually, the problem of finding the equilibria
strategies is relaxed (simplified) both in terms of: i) the human agents’ bidding
policies, and ii) the technical and economical operation of the power system. As
an alternative to the equilibrium approaches, the multi-agent based simulation
(MABS) comes forth as being particulary well fitted to analyze dynamic and
adaptive systems with complex interactions among constituents [3,4].

In this paper we describe TEMMAS, a MABS approach to the electricity
market, aimed at simulating the interactions of agents and to study the macro-
-scale effects of those interactions. TEMMAS agents exhibit bounded rationality,
i.e., they make decisions based on local information (partial knowledge) of the
system and of other agents while learning and adapting their strategies during a
simulation in order to reveal and assist to understand the complex and aggregate
system behaviors that emerge from the interactions of the market agents.

2 TEMMAS Modeling Framework

We describe the structural TEMMAS constituents by means of two concepts: i)
the environmental entity, which owns a distinct existence in the real environment,
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e.g. a resource such as an electricity producer, or a decision-making agent such as
a market bidder generator company, and ii) the environmental property, which is
a measurable aspect of the real environment, e.g. the price of a bid or the demand
for electricity. Hence, we define the environmental entity set, ET = { e1, . . . , en },
and the environmental property set, EY = { p1, . . . , pn }. The whole environment
is the union of its entities and properties: E = ET ∪ EY .

The environmental entities, ET , are often clustered in different classes, or
types, thus partitioning ET into a set, PET , of disjoints subsets, P i

ET
, each con-

taining entities that belong to the same class. Formally, PET =
{
P1
ET
, . . . ,Pk

ET

}
defines a full partition of ET , such that P i

ET
⊆ ET and PET = ∪i=1...k P i

ET
and

P i
ET

∩ Pj
ET

= ∅ ∀i �= j. The partitioning may be used to distinguish between
decision-making agents and available resources, e.g. a company that decides the
biding strategy to pursue or a plant that provides the demanded power.

The environmental properties, EY , can also be clustered, in a similar way as
for the environmental entities, thus grouping properties that are related. The
partitioning may be used to express distinct categories, e.g. economical, electri-
cal, ecological or social aspects. Another, more technical usage, is to separate
constant parameters from dynamic state variables.

The factored state space representation. The state of the simulated envi-
ronment is implicitly defined by the state of all its environmental entities and
properties. We follow a factored representation, that describes the state space as
a set, V , of discrete state variables [5]. Each state variable, vi ∈ V , takes on values
in its domain D( vi ) and the global (i.e., over E) state space, S ⊆ ×vi∈VD( vi ),
is a subset of the Cartesian product of the sate variable domains. A state s ∈ S
is an assignment of values to the set of state variables V . We define fC , C ⊆ V , as
a projection such that if s is an assignment to V , fC( s ) is the assignment of s to
C; we define a context c as an assignment to the subset C ⊆ V ; the initial state
variables of each entity and property are defined, respectively, by the functions
initET : ET → C and initEY : EY → C.

The decision-making approach. Each agent perceives (the market) and acts
(sells or buys) and there are two main approaches to develop the reasoning
and decision-making capabilities: i) the qualitative mental-state based reason-
ing, such as the belief-desire-intention (BDI) architecture [6], which is founded on
logic theories, and ii) the quantitative, decision-theoretic, evaluation of causal ef-
fects, such as the Markov decision process (MDP) support for sequential decision-
-making in stochastic environments. There are also hybrid approaches that
combine the qualitative and quantitative formulations [7,8].

The qualitative mental-state approaches capture the relation between high
level components (e.g. beliefs, desires, intentions) and tend to follow heuris-
tic (or rule-based) decision-making strategies, thus being better fitted to tackle
large-scale problems and worst fitted to deal with stochastic environments.

The quantitative decision-theoretic approaches deal with low level compo-
nents (e.g., primitive actions and immediate rewards) and searches for long-term
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policies that maximize some utility function, thus being worst fitted to tackle
large-scale problems and better fitted to deal with stochastic environments.

The electric power market is a stochastic environment and we currently for-
mulate medium-scale problems that can fit a decision-theoretic agent model.
Therefore, TEMMAS adaptive agents (e.g., market bidders) follow a MDP based
approach and resort to experience (sampled sequences of states, actions and re-
wards from simulated interaction) to search for optimal, or near-optimal, policies
using reinforcement learning methods such as Q-learning [9] or SARSA [10].

3 TEMMAS Design

Within the current design model of TEMMAS the electricity asset is traded
through a spot market (no bilateral agreements), which is operated via a Pool
institutional power entity. Each generator company, GenCo, submits (to Pool)
how much energy, each of its generating unit, GenUnitGenCo, is willing to pro-
duce and at what price. Thus, we have: i) the power supply system comprises
a set, EGenCo, of generator companies, ii) each generator company, GenCo, con-
tains its own set, EGenUnitGenCo , of generating units, iii) each generating unit,
GenUnitGenCo, of a GenCo, has constant marginal costs, and iv) the market
operator, Pool, trades all the GenCos’ submitted energy.

The bidding procedure conforms to the so-called “block bids” approach [11],
where a block represents a quantity of energy being bided for a certain price;
also, GenCos are not allowed to bid higher than a predefined price ceiling. Thus,
the market supply essential measurable aspects are the energy price, quantity
and production cost. The consumer side of the market is mainly described by
the quantity of demanded energy; we assume that there is no price elasticity of
demand (i.e., no demand-side market bidding).

Therefore, we have: ET = {Pool } ∪ EGenCo ∪g∈EGenCo EGenUnitg
where EY =

{ quantity, price, productionCost }. The quantity refers both to the supply and
demand sides of the market. The price referes both to the supply bided values
and to the market settled (by Pool) value.

The EGenCo contains the decision-making agents. The Pool is a reactive agent
that always applies the same predefined auction rules in order to determine the
market price and hence the block bids that clear the market. Each EGenUnitGenCo

represents the GenCo’s set of available resources.

The resources’ specification. Each generating unit, GenUnitGenCo, defines its
marginal costs and constructs the block bids according to the strategy indicated
by its generator company, GenCo. Each GenUnitGenCo calculates its marginal
costs according to, either the “WithHeatRate” [12]) or the “WithCO2” [13]
formulation.

The “WithHeatRate” formulation estimates the marginal cost, MC, by com-
bining the variable operations and maintenance costs, vO&M, the number of
heat rate intervals, nPat, each interval’s capacity, capi and the corresponding
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heat rate value, hri, and the price of the fuel, fPrice, being used; the marginal
cost for a given i ∈ [1, nPat] interval is given by,

MCi+1 = vO&M +
(capi+1 × hri+1)− (capi × hri)

blockCapi+1
× fPrice (1)

where each block’s capacity is given by: blockCapi+1 = capi+1 − capi.
The “WithCO2” marginal cost, MC, combines the variable operations and

maintenance costs, vO&M, the price of the fuel, fPrice, the CO2 cost, CO2cost,
and the unit’s productivity, η, through the expression,

MC =
fPrice

η
×K + CO2cost+ vO&M (2)

where K is a fuel-dependent constant factor, and CO2cost is given by,

CO2cost = CO2price×
CO2emit

η
×K (3)

where CO2emit is the CO2 fuel’s emissions. Here all blocks have the same ca-
pacity; given a unit’s maximum capacity, maxCap, and a number of blocks,
nBlocks, to sell, each block’s capacity is given by: blockCap = maxCap

nBlocks .

The decision-making strategies. Each generator company defines the bid-
ding strategy for each of its generating units. We designed two types of strategies:
a) the basic-adjustment, that chooses among a set of basic rigid options, and b)
the heuristic-adjustment, that selects and follows a predefined well-known heuris-
tic. There are several basic-adjustment strategies already defined in TEMMAS.
Here we outline seven of those strategies, sttgi where i ∈ { 1, . . . , 7 }, available
for a GenCo to apply: i) sttg1, bid according to the marginal production cost
of each GenUnitGenCo (follow heat rate curves, e.g., cf. Table 2), ii) sttg2, make
a “small” increment in the prices of all the previous-day’s block bids, iii) sttg3,
similar to sttg2, but makes a “large” increment, iv) sttg4, make a “small” decre-
ment in the prices of all the previous-day’s block bids, v) sttg5, similar to sttg4,
but makes a “large” decrement, vi) sttg6, hold the prices of all previous-day’s
block bids, vii) sttg7 set the price to zero. There are two heuristic-adjustment
defined strategies: a) the “Fixed Increment Price Probing” (FIPP) that uses a
percentage to increment the price of last day’s transacted energy blocks and to
decrement the non-transacted blocks, and b) “Physical Withholding based on
System Reserve” (PWSR) that reduces the block’s capacity, as to decrement the
next day’s estimated system reserve (difference between total capacity and total
demand), and then bids the remaining energy at the maximum market price.

The agents’ decision process. The above strategies correspond to the GenCo
agent’s primary actions. The GenCo has a set, EGenUnitGenCo , of generating units
and, at each decision-epoch, it decides the strategy to apply to each generating
unit, thus choosing a vector of strategies,

−−→
sttg, where the ith vector’s component

refers to the GenUnit i
GenCo generating unit; thus, its action space is given by:
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A = ×|EGenUnitGenCo |
i=1 { sttg1, . . . , sttg7 }i∪{FIPP,PWSR }. The GenCo’s perceived

market share, mShare, is used to characterize the agent internal memory so its
state space is given by mShare ∈ [ 0..100 ]. Each GenCo is a MDP decision-
-making agent such that the decision process period represents a daily market.
At each decision-epoch each agent computes its daily profit (that is regarded as
an internal reward function) and the the Pool agent receives all the GenCos’s
block bids for the 24 daily hours and settles the hourly market price by matching
offers in a classic supply and demand equilibrium price (we assume a hourly
constant demand).

TEMMAS architecture and construction.The TEMMAS agents along with
the major inter-agent communication paths are represented in the bottom region
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Fig. 2. TEMMAS agent’s view using INGENIAS framework
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Fig. 3. TEMMAS tasks and goals specification using INGENIAS framework

of Figure 1; the top region represents the user interface that enables to specify
the each of the resources’ and agents’ configurable parameters. The implementa-
tion of the TEMMAS architecture followed the INGENIAS [14] methodology and
used its supporting development platform. Figure 2 presents the general “agent’s
perspective”, where the tasks and the goals are clustered into individual and so-
cial perspectives. Figure 3 gives additional detail on the construction of tasks and
goals using INGENIAS.

4 TEMMAS Illustrative Setup

We used TEMMAS to build an electric market simulation model. Our experi-
ments have two main purposes: i) illustrate the TEMMAS functionality, and ii)
analyze the agents’ resulting behavior, e.g. the learnt bidding policies, in light
of the market specific dynamics; cf. [15] for our extended experimental setup.

We considered three types of generating units: i) one base load coal plant, CO,
ii) one combined cycle plant, CC, to cover intermediate load, and iii) one gas tur-
bine, GT, peaking unit. Table 1 shows the essential properties of each plant type
and Table 2 shows the heat rate curves used to define the bidding blocks. The
marginal cost was computed using expression ( 1 ); the bidding block’s quantity
is the capacity increment, e.g. for CO, the 11.9 marginal cost bidding block’s
quantity is 350− 250 = 100 MW (cf. Table 2, CO, top lines 2 and 1).

Table 1. Properties of generating units; the units’ types are coal (CO), combined cycle
(CC) and gas turbine (GT); the O&M indicates “operation and maintenance” cost

Type of generating unit

Property unit CO CC GT

Fuel — Coal (BIT) Nat. Gas Nat. Gas

Capacity MW 500 250 125

Fuel price €/MMBtu 1.5 5 5

Variable O&M €/MWh 1.75 2.8 8
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Table 2. Each generating unit’s capacity block (MW) and heat rate (Btu/kWh) and
the corresponding marginal cost (€/MWh)

CO generating unit CC generating unit GT generating unit

Cap. Heat rate Marg. cost Cap. Heat rate Marg. cost Cap. Heat rate Marg. cost

250 12000 — 100 9000 — 50 14000 —

350 10500 11.9 150 7800 29.8 100 10600 44.0

400 10080 12.5 200 7200 29.8 110 10330 46.2

450 9770 12.7 225 7010 30.3 120 10150 48.9

500 9550 13.1 250 6880 31.4 125 10100 52.5

Table 3. The experiment’s GenCos and GenUnits

GenCo

name Prod. Capac. GenUnits

GenCo major 2000 2×CO & 4×CC

GenCo minor&active 875 3×CC & 1×GT
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We designed a simple experimental scenario and Table 3 shows the GenCo’s
name and its production capacity according to the respective GenUnits (cf.
Table 1). The “active” suffix (cf. Table 3, name column) means that GenCo
searches for its GenUnits best bidding strategies; i.e. “active” is a policy learning
agent.

We considered a constant, 2000 MW, hourly demand for electricity.
Figure 4 shows the market share evolution while GenCo minor&active learns
to play in the market with GenCo major, which is a larger company with a
fixed strategy: “bid each block 5€ higher than its marginal cost”. We see that
GenCo minor&active gets around 18% (75− 57) of market from GenCo major.
To earn that market the GenCo minor&active learnt to lower its prices in order
to exploit the “5€ space” offered by GenCo major fixed strategy.
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5 Conclusions and Future Work

This paper describes our preliminary work in the construction of the TEMMAS
agent-based electricity market simulator. Our contribution includes a compre-
hensive formulation of the simulated electric power market environment along
with the inhabiting decision-making and learning agents. Our initial results
reveal an emerging and coherent market behavior, thus inciting us to extend
TEMMAS with additional bidding strategies and to incorporate specific market
rules, such as congestion management and pricing regulation mechanisms.
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Abstract. Two steps reinforcement learning is a technique that com-
bines an iterative refinement of a Q function estimator that can be used
to obtains a state space discretization with classical reinforcement learn-
ing algorithms like Q-learning or Sarsa. However, the method requires a
discrete reward function that permits learning an approximation of the
Q function using classification algorithms. However, many domains have
continuous reward functions that could only be tackled by discretizing
the rewards. In this paper we propose solutions to this problem using
discretization and regression methods. We demonstrate the usefulness
of the resulting approach to improve the learning process in the Keep-
away domain. We compare the obtained results with other techniques
like VQQL and CMAC.

1 Introduction

Two Steps Reinforcement Learning (2SRL) is a method to compute the action-
value function in model free Reinforcement Learning [5]. The method assumes a
reduced set of actions and finite trials, where positive and discrete rewards can be
obtained only when a goal area is achieved. It is based on finding discretizations
of the state space that are adapted to the value function being learned, trying to
keep the convergence properties of the discretized methods using non-uniform
discretizations [11]. In this case, we learn the action value function, Q(s, a),
instead of the state value function, V (s), learned in Dynamic Programming [9].
The method is based on two learning phases. The first one is a model free version
of the Smooth Value Iteration algorithm [2], that is called Iterative Smooth Q-
Learning (ISQL). This algorithm, that executes an iterative supervised learning
of the Q function, can be used to obtain a state space discretization too. This
new discretization is used in a second learning phase, that is called Multiple
Discretization Q-Learning (MDQL), to obtain an improved policy. Performing
both phases demonstrated more accurate results in different domain [5].

However, the method presented a main drawback: it requires a discrete reward
function. Using such discrete reward function permits ISQL to learn a function
approximation of the Q function applying classification algorithms such as J48,
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an algorithm to learn decision trees [10]. However, many domains, like Keep-
away, have continuous reward functions. In this case, 2SRL needs to discretize
the reward space by hand, and to test different discretizations to obtain an
accurate one.

To apply the same ideas of 2SRL in domains with continuous rewards re-
quires that the function approximation used in the ISQL phase be a regression
approach. As before, the approximation method should generate a discretiza-
tion of the state space, so such discretization can be used in the second learning
phase. Fortunately, there are different approaches in the literature for regres-
sion that generate state space discretizations of the input space. Classical ones
are M5 [10] or PART [4], which generate regression trees and regression rules
respectively.

In this work we adapt the original 2SRL algorithm to deal with domains
with continuous rewards. Specifically, we use Keepaway [8], a sub-task of the
RoboCup simulator, to perform the evaluation. We compare the new approach
with the original algorithm (using discretized rewards), and also with previous
approaches like VQQL [3] and CMAC [8], obtaining very compiling results.

This paper is organized as follows. Section 2 describes the algorithm 2SRL
in domains with continuous rewards. Section 3 shows the evaluation of the new
approach. Last, Section 4 describes the main conclusions.

2 Two Steps Reinforcement Learning in Domains with
Continuous Rewards

The use of 2SRL requires, mainly, the adaptation of the Iterative Smooth Q-
Learning algorithm (ISQL). ISQL is derived of the Discrete Value Iteration [1],
where a function approximator is used instead of the tabular representation of
the value function, so the algorithm can be used in the continuous state space
case. The algorithm is described in Figure 1. The update equation of the Q
function used is the stochastic Q-Learning update equation. The figure shows
the adapted version of the original ISQL algorithm to permit continuous rewards.

The algorithm assumes a discrete set of L actions, and hence, it will generate
L function approximators, Qai(s). It requires a collection of experience tuples,
T . Different methods can be applied to perform this exploration phase, from
random exploration to human driven exploration [7]. In each iteration, from the
initial set of tuples, T , and using the approximators Q̂iter−1

ai
(s), i = 1, . . . , L,

generated in the previous iteration, the Q-learning update rule for deterministic
domains1 can be used to obtain L training sets, T iter

ai
, i = 1, . . . , L, with entries

of the kind < sj , cj > where cj is the resulting value of applying the Q update
function to the training tuple j, whose state is sj .

In the first iteration, Q̂0
ai

(s) are initialized to 0, for i = 1, . . . , L, and all s ∈ S.
Thus, when the respective cj are computed, they depend only on the possible
values of the immediate reward, r.

1 The Q-learning update rule for stochastic domains can be used too.
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Iterative Smooth Q-Learning with Regression

– Inputs:
1. A state space X
2. A discrete set of L actions, A = {a1, . . . , aL}
3. A collection T of N experience tuples of the kind < s, ai, s′, r >, where s ∈ X

is a state where action ai is executed, s′ ∈ X is the next state visited and r is
the immediate reward received

– Generate L initial approximators of the action-value function Q̂0
ai

: X → R, and
initialize them to return 0

– iter = 1
– Repeat

• For all ai ∈ A, initialize the learning sets T iter
ai

= ∅
• For j=1 to N, using the jth tuple < sj , aj , s′

j , rj > do

∗ cj = αcj + (1 − α)maxar∈A γQ̂iter−1
ar

(s′
j)

∗ T iter
aj

= T iter
aj

∪ {< sj , cj >}

• For each ai ∈ A, train Q̂iter
ai

to approximate the learning set T iter
ai

• iter = iter + 1
Until rmax is propagated to the whole domain

– Return Q̂iter−1
ai

, ∀ai ∈ A

Fig. 1. Iterative Smooth Q-Learning algorithm for domains with continuous rewards

The discretizations obtained in this first phase can be used to tune, in a
second phase, the action value function obtained in the previous phase, following
a multiple (one per action) discretization based approach. This second phase was
called Multiple Discretization Q-Learning (MDQL).

The figure 2 shows how to move from the first scheme to the second one,
when an approximation like M5 Rules has been used, and L rule sets have been
obtained (one for each action). Then, we transform the RuleSet obtained by a
M5 model tree/rules into a M5 regression tree/rules called RuleSet’. We apply
this transformation because the M5 model tree/rules uses a linear regression
model on the right part of the rule and we want to obtain a numerical value.
If we use the M5 regression tree/rules we get a number of the right part of the
rules. That could be more useful in the MDQL phase. The left part of the rules
of the approximator RuleSet’ i will be used as the discretization Di(s), and the
right part of the rules of RuleSet’ i will be located in column i of the generated
Q table, providing an initialization of the Q table in the second learning phase2.
Each RuleSet’ may have a different number of rules, so the number of rows of
the table is given by the maximum number of rules of the L approximators, and
zero values can be used to complete the columns with less rules.

Once the translation from the first scheme to the second one is done, a new
learning phase can be executed using the Q-learning update function shown in
equation 1.

Q(st, at) → Q(st, at) + α[rt+1 + γmaxaQ(st+1, a)−Q(st, at)] (1)

2 We also can initialize to 0 and not to use the right part of the rules.
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Fig. 2. The two steps of the 2SRL algorithm with Regression

The second learning phase can be executed with new experiences or with
the same ones used in the first phase. In the experimentation performed next,
the first approach is applied using new experiences. This second phase can be
executed exactly as it was defined in the original 2SRL algorithm, so additional
explanation of this phase, and how to connect both phases, can be found in the
literature [5].

3 Evaluation

To evaluate the new approach, we use the Keepaway subtask of the RoboCup
domain [8].

3.1 Keepaway Domain

In this subtask, the keepers try to maintain the possession of the ball within a
region, while the takers try to gain the possession. An episode ends when the
takers take the possession or the ball leaves the playing region. When an episode
ends, the players are reset for another episode. In our experiments each keeper
learns independently. From a point of view of a keeper, an episode consists of a
sequence of states, actions and rewards:

s0, a0, r1, s1, ..., si, ai, ri+1 (2)

where ai is selected based on some perception of si. We reward the keepers
for each time step which they keep possession, so we set the reward ri to the
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number of time steps that elapsed while following action ai−1 : ri = ti − ti−1.
The keepers’ goal is to select an action that the remainder of the episode will be
as long as possible, and thus maximize the total reward.

The state space is composed of several features that can be considered contin-
uous. These features use information derived from distances and angles between
the keepers, takers and the center of the playing area. The number of features
used for each state depends on the number of players. In 3vs2 there are 13 fea-
tures, in 4vs3 there are 19 and in 5vs4 there are 25 features. In the experiments,
we use VQ, CMAC and 2SRL as methods for state space generalization in order
to improve the learning process. The action space is composed by two different
macro-actions, HoldBall() and PassBall(ki) where ki is the teammate i.

3.2 Results of Two Steps Reinforcement Learning in RoboCup
Keepaway

We use both M5 and J48 (C4.5) algorithms to make an approximation of the Q
function for each iteration in the ISQL phase. In the case of J48 [10] we have
discretized the reward function by hand, and we have applied the original 2SRL
algorithm. For M5 [10], we use the adapted version proposed in this paper. The
approximator obtained in ith iteration is used as a state space generalization
in MDQL and the reward tuples are updated with the stochastic Q-Learning
update function. The first tuple set was obtained with a random policy working
in the keepaway domain.

The parameter setting for 2SRL is the following: γ = 1, α = 0.125. An
ε − greedy strategy is followed, increasing the value of epsilon from 0 (random
behaviour) to 1 (fully greedy behaviour) by 0.0001 in each episode. The size of
the playing region is 25× 25. The Q table is initialized to 0. In 3vs2, we obtain
the results shown in Figure 3.

Fig. 3. The two steps of the 2SRL algorithm with M5 and J48
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Fig. 4. Evolution of the number of leaves for ISQL-M5

Fig. 5. Evolution of the number of leaves for ISQL-J48

In the graphs, there are four learning curves using ISQL-M5, ISQL-J48, 2SRL-
M5 and 2SRL-J48. The y-axis is the average episode length when a stable policy
is obtained and the x-axis is the ISQL iteration. The ISQL-M5 curve was gener-
ated using M5 model trees obtaining a very good improvement. The ISQL-J48
curve was generated using the best discretization of the reward space obtained
with 88 classes and the performance is worse than M5 model. However, M5
model tree generates a very small state space discretization (Figure 4). For this
reason, we transform the RuleSet into RuleSet’ like we explain in section 2.
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The trees generated with J48 algorithm have too many leaves (≈ 12000 per
action) and the tree leaves are used as space state discretization. We need a
smaller discretization more useful for the second phase of 2SRL. We apply dif-
ferent pruning methods to curb the tree growth and to stabilize the space state
discretization (Figure 5).

When we use tuned M5 and J48 (88 classes) trees in MDQL we obtain better
results than M5 and J48 (88 classes) without tuning. We can see in Figure 3 that
the trees obtained from the last iterations of ISQL are more useful in MDQL
than the first ones. In the experiments, M5 obtains better or similar results than
the best configuration of J48 for ISQL and 2SRL respectively.

3.3 Comparison with Different Approaches

In this section we compare 2SRL with other techniques: the best configurations
obtained by hand for VQQL [3] and CMAC [8].

In the experiments presented in this report, 2SRL and VQQL obtain similar
results in spite of to be very different techniques. The best VQQL experiment has
64 states and 2SRL has 274(M5) and 553(J48) states. In complex domains with
a large state space, the choice of the discretization method may have dramatic
effect on the results that we obtain. For this reason, the state representation is
chosen with great care. In our experiments we have used ISQL-2SRL to tune
the state space discretization obtained from M5 and J48 algorithms. CMAC
results [8] are better than 2SRL and VQ results in 3vs2 (Figure 6).

Fig. 6. CMAC, VQQL, 2SRL algorithm with M5 and J48
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4 Conclusions

In this paper we have applied two steps reinforcement learning in Keepaway
domain. Keepaway domain has continuous rewards and we have adapted the
original 2SRL algorithm to deal with domains with continuous rewards. We use
M5 and J48 to approximate the Q function in the first phase and we use the
same approximators as discretization of the continuous keepaway state space,
obtaining very successful results. In the experiments, we present the result of the
best J48 discretization obtained after an exhaustive experimentation evaluating
different discretizations of the reward function. M5 does not need to discretize
by hand the reward space and it obtains better or similar results than J48. We
have shown that 2SRL can be used in complex domains with continuous rewards
obtaining better results than using only the first phase of the algorithm.
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Abstract. A paradigm for modelling and analysing Home Automation
Systems is introduced, based on Multi-Agent System theory. A rich
and versatile environment for Home Automation System simulation is
constructed for investigating the performances of the system. The ex-
ploitation of limited resources (electricity, gas, hot water) depends on
behavioural parameters of the individual appliances. In order to deal
with the problem of developing systematic design and validation proce-
dures for control strategies, global performance indices for the system are
introduced. Different strategies for allocating resources and establishing
priorities in their use can therefore be tested and compared.

1 Introduction

The aim of this paper is to present an approach to the study of Home Automa-
tion systems which, based on the Multi-Agent System (MAS) theory allows to
introduce a rigorous formalisation and to define practical tools for the analysis
of performances.

Home Automation Systems (HAS) consist of a number of appliances (e.g.
washing machine, dishwasher, oven, refrigerator, boiler) and other devices or
subsystems (e.g. for heating, air conditioning, entertainment), which are con-
nected by a communication network of some kind. The various elements of the
system share common resources (mainly electricity, but also water) to accomplish
their specific tasks, according to user requirements. Since resources are limited
(due to costs, contract rules or provider directives), competition between the
elements of the system generates internal conflicts. Distributed or centralised
control strategies have to be implemented within the system, so to allocate lim-
ited resources while maximising performances, using the information dispatched
over the communication network and the computational resources the devices,
or a dedicated unit of them, may have [1].

From a control theory point of view, Home Automation Systems are very com-
plex objects, characterised by the presence of components and constraints of dif-
ferent kinds, a distributed structure and a hybrid event/time-driven behaviour.
Although the market offers devices and solutions that allow to assemble more or

J. Cabestany et al. (Eds.): IWANN 2009, Part I, LNCS 5517, pp. 585–593, 2009.
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less sophisticated Home Automation Systems, efficient design techniques are far
from being developed. In particular, general methods for evaluating the perfor-
mances and for tuning the control strategies are missing. On the other hand, the
demand for methods and tools that facilitate the systematic design of efficient
Home Automation Systems is made more and more urgent by the increase of
the quantity of limited resources that are consumed for domestic use and by the
growing competition in the market of appliances and home devices [2].

Here, we present and discuss a specific contribution to the construction of
tools for the analysis and design of Home Automation Systems. We start by
recalling the notion of Home Automation System based on the Multi-Agent
System theory, that was introduced and discussed in [3,4,5,6]. On the formal
basis that notion provides, we construct an environment for the simulation and
emulation of Home Automation Systems. At the same time, we define indices
of performances for paradigmatic control strategies, characterised by suitable
parameters, that, by solving conflicts between individual components of the sys-
tem, allocate limited resources. The outcome of this work is a rich and versatile
framework in which one can analyse the effects caused on the performance in-
dices by variations in the parameter that characterise the control strategies. In
other term, control strategies for Home Automation Systems can be validated
and tuned by exploiting the results of simulation, so to increase user satisfaction
and system efficiency.

2 Multi-Agent System and Home Automation System
Definition

Multi-Agent System theory has been employed to model and study several sit-
uations, characterised by the presence of autonomous agents which interact and
possibly compete in various way, in many areas of computer science, automation
and robotics (see e.g. [3,4,7] and the references therein).

Another application is the IHome Environment [8], an example of intelligent
home that uses the Multi-Agent System technology as a way to control the be-
haviour of house appliances from the resource consumption and coordination
viewpoint. The simulated IHome environment is controlled by intelligent agents
that are associated with particular appliances. In the MavHome project [9] the
smart home is seen as an intelligent agent that perceives its environment through
the use of sensors, and can act upon the environment through the use of actu-
ators. The home has certain overall goals, such as minimising the cost of main-
taining the home and maximising the comfort of its inhabitants. C@sa [10] is a
Multi-Agent system aiming at modelling, controlling and simulating house be-
haviour according to user and context features, using several “Operator Agent”
and a “Supervisor Agent”. Another notable environment is Adaptive House [11],
that focuses on the development of a home that programs itself by observing the
lifestyle and desires of the inhabitants, and learns to anticipate and accommo-
date their needs. Although Multi-Agent System theory is not used in this work,
this system is interesting since the control is handled by neural network rein-
forcement learning and prediction techniques.
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Anyway, in all these works, the resource management strategies can neither be
fine-tuned nor evaluated by means of well-defined performance indices. Moreover,
the constraints on resource consumption are quite generic and not as “hard” as
in the present work. Our approach is based on the use of very special agents,
that are not to be seen as computer science agents; we provide an appropriate
definition of “Domotic Agent”, that stems from the more general definition of
agent as an entity who is capable of action.

2.1 Home Automation Systems as Multi-Agent Systems

As we have already mentioned, Home Automation Systems consist of appliances
and other devices or subsystems, connected by a communication network. Com-
munication may happen through the power line, by means of suitable devices
called nodes.

From the point of view we have adopted, we can consider the human user him-
self as an agent of the Home Automation System. Competing for the resources,
his needs will conflict with those of other agents in the same structured environ-
ment and the solution of conflicts will follow the same general rules. Privileges
and priorities granted to the human user do not represent external disturbances
which may interfere with system behaviour and degrade its performances, but
are integrated in the laws that govern its operations.

In a real Home Automation System, the agents must have some individual
features that facilitate their integration into a larger system, without reducing
their ability to work as stand-alone devices and to satisfy the user. Summarising,
the features can be informally described as follows:

– Autonomy: the capability to perform their own tasks, when required, without
support from the Home Automation System or, alternatively, the capability
to negotiate resources in interacting with other agents

– Collaborative behaviour: the capability to cooperate with other agents in
order to share resources and to reach common goals

– Adaptability: the capability to modify their behaviour according to the out-
come of interaction processes

– Reactivity: the capability to react, to some degree, to system actions.

The above features assure the possibility to work sharing common resources, and
suitable strategies for optimising individual performances are applied [6].

Multi-Agent approach is very suited to deal with such a situation and allows
to model the structure of a general Home Automation System at least at two
levels: a global level concerns the overall behaviour and performances of the
system, and a local level that concerns the way in which single components
and devices are integrated into the system and work. In other words, in a Home
Automation System we have a collection of components, which can be generically
called agents, and an overall architecture, which defines the environment in which
the agents interact and the modalities of interaction. From this point of view,
a Home Automation System qualifies as a Multi-Agent System in the sense of
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Sycara [3], in which, in particular, there is no centralised, global controller or
supervisor; data and knowledge are decentralised; computing power is distributed
and asynchronous; each agent has incomplete information or capabilities and, as
a consequence, limited knowledge and awareness of the overall situation.

In order to allow the system to operate, the architecture of the system and
the way in which information flows in it must guarantee that each agent may
declare itself, may detect and possibly recognise other agents and may interact
with other agents according to given rules (system rules).

2.2 Domotic Agent

Following the Multi-Agent System theory point of view, an agent, namely the
basic component of a larger system, can be defined by characterising its capa-
bilities. Keeping in mind the application we are interested in, a suitable way to
characterise an agent is provided by the following definitions.

Definition 1. An agent is a virtual or physical entity that:

1. is able to perform specific actions in a given environment;
2. is able to perceive elements of the environment;
3. is able to construct (partial) models of the environment
4. is able to use personal resources and environmental resources;
5. is able to direct its actions toward specific goals;
6. is able to communicate directly with other agents in the environment;
7. is able to offer services to other agents;
8. is able to govern its action according to its possibilities and limitations, to

its goals, to its knowledge of the environment, to the resources available.

Remark 1. This definition is formally analogous to the definition of agent in
Ferber [7]. It should be noted, as stated in Russell and Norvig [12], that in
general the definition of agent “is meant to be a tool for analyzing systems,
not an absolute characterization”. For a more extensive discussion of the issues
involved in the general definition of agent, the reader is referred to [13].

Now, we can give the notion of domotic object and of domotic agent, the ele-
mentary component of a Home Automation System, by specialising Def. 1.

Definition 2. A domotic object is a generic agent in the sense of Definition 1
that has at least the general capacities 1, 4, 5 and 8 and, concerning capacity
6, it is able to communicate to other agents in the environments at least its
requirements about environmental resources.

Definition 3. A domotic agent is a domotic object that, in addition, has at
least the general capacity 2. A cognitive domotic agent has also capacity 3.

Remark 2. Note that in this framework “cognitive” is not meant to define faculty
of cognition in general, but with respect to the object of our studies.

The above definitions are quite abstract, but, as described in [5], they fit well
with the appliances and other devices found in a domestic environment.
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2.3 Home Automation System

After having defined the main elements, namely the domotic object and agents,
that will form the overall system, we can give the following Definition.

Definition 4. A Home Automation System (HAS) consists of:

1. a set GR of Global Resources;
2. a set DO of Domotic Objects;
3. a set DA of Domotic Agents, subset of DO;
4. one Information Network IN, that connects domotic objects and agents;
5. a set R of Rules that govern the individual behaviour and the concurrent

operation of domotic objects concerning use and transformation of external
resources, communication, perception and understanding;

6. a set L of operators, called Laws, that describe the time evolution of the
global system according to the individual behaviour of objects and of agents.

The notions described must be viewed as conceptual instruments that facilitate
modelling and analysis of concrete examples, help in understanding their features
and in identifying their critical parameters. Remark that, in facts, the time
evolution of a Home Automation System formally described on the basis of
Def. 4 is completely determined by L and it depends, in particular, on the Rules
which form R. Then, developing simulation tools and procedures as described
in the next Section, it is possible to investigate the effects of different choices of
the Rules on the global evolution and behaviour of the system and to evaluate
the resulting performances in terms of indices that represent user satisfaction.

3 Simulation Environment

In the virtual environment we construct, agents are characterised in a realistic
way, by exploiting the experience in studying and modelling white goods derived
from the collaboration with Italian manufacturers. Besides making simulation
more effective, this choice is crucial to allow the simulation engine to interface
with real appliances. Anyway, since the duration of an appliance cycle may be
quite long, one of the important feature of the simulator is that it can work only
with virtual agents, whose execution speed can be increased setting a specific
parameter, so to shorten the duration of simulation.

The behaviour of each agent in the simulator is modelled as a sequence of
transitions from state to state. The sequence of state transitions during normal
operation of each agent is time-driven, except in case a required resource is or
becomes unavailable. In such case, this event may cause a transition.

Basically, the simulator consists of a software environment, developed using
LabVIEW, where programs (virtual instruments) that represent the single agents
are executed simultaneously; each program implements the sequence of state
transitions that characterises an agent. Agents exchange information by sharing
global variables. To run a simulation, one has to define the virtual environ-
ment by indicating the agents and the related global variables and by specifying
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the values of a number of global and individual (i.e. concerning a single agent)
parameters. During the simulation, agents are put into action automatically, ac-
cording to a chosen schedule, so to simulate normal operations in a domestic
environment. The set of agents in the Home Automation System is composed
of the following: washing machine, dishwasher, boiler, human user and metering
devices. Other agents can easily be added, if necessary, such as oven, vacuum
cleaner, etc.

3.1 Control Strategies

Allocation of limited resources is the key problem that the Home Automation
System we consider has to deal with, by solving conflict between competing
agents. Here, we assume that limitation of resources means that the actual con-
sumption must not exceed a fixed threshold for a limited time Tlim. The need of
a control strategy for electricity consumption is particularly perceived in typical
Italian home installations, where the contract with the provider determines ex-
pressly a 3 kW threshold and Tlim may vary around a few minutes; consumption
over the threshold for a time greater than Tlim causes a blackout. In this case the
user has to switch off some appliance to go back under the threshold and put the
master switch on again; it is undoubtedly an unwanted event, not least because
sometimes the master switch is placed outside home. Other possible goals could
be minimise the cost, if for instance different rates for resources apply depending
on peak or off-peak hours.

Denoting by overload the condition in which the threshold is surpassed and
analysing available resources and their quantitative limits, we have found con-
venient to classify the resources in two groups:

1. resources for which overload can persist, without causing degradation in
quality, for a (short) time Tlim > 0, after which, if overload persists, its
use becomes unacceptably expensive, or, alternatively, the resource is cut
off, making necessary to intervene for restarting the system;

2. resources for which overload could persist indefinitely, without causing cut
off and the necessity of restarting the system, but whose persistence in time
degrades relevantly the quality, so that it is appropriate to chose Tlim = 0.

Two paradigmatic examples are that of electricity, for which Tlim is greater
than 0 and that of hot water, for which Tlim is ideally 0, since overloads would
cause an abrupt decrease of temperature and/or flow.

Resources belonging to different groups have to be managed with different
strategies. Overall control strategies for managing first group resources can be
designed following the lines of the Power Levelling strategy introduced and dis-
cussed in [1,5]. This means that the action of each home automation agent is
determined by two parameters, respectively the Overload Time to and the Sus-
pension Time ts. The Overload Time to represents the time the agent waits
before stopping its action in case an overload occurs. The Suspension Time
ts represents the time the agent waits before restarting its action after having
stopped it because of an overload.
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Overall control strategies for managing second group resources can be de-
signed following the lines of the Water Levelling strategy. In case overload oc-
curs when more than one agent at a time tries to use the resource, planning and
evaluation turn out to be particularly simple. To do so, in fact, an agent has
only to be able to check, before using the resource, if others are already doing
so and, in case, to renounce. This kind of strategy assures the highest priority
to the agent which first gets the resource and forces the others to wait.

3.2 Performance Indices

In order to compare the results of different simulation scenarios, determining
thereby which strategies and policies are the best, we need one or possibly more
indices of performance. We have defined two indices, that point at important
aspects: relative delay in completion of tasks and number of overloads. Other
choices are possible if different problems have to be investigated.

Relative Delay. Let the duration of task i, when all the required resources are
available, be indicated by TNi and call it nominal duration. In case of conflict
and competition, during a simulation, the time needed to complete the task may
take a higher value TAi ≥ TNi. Then, we consider the relative delay

Δi =
TAi − TNi

TNi
(1)

and, letting N be the number of tasks in the considered scenario, we define the
global percent relative delay Δ% as

Δ% = 100 ·

N∑
i=1

piΔi

N
(2)

where the pi are weights that can be chosen according to the characteristics
of the task. Clearly, user satisfaction increases when this index approaches 0.
Nominal durations have been determined using real appliances.

Number of Overloads. This index simply counts the occurrences of overloads
during the simulation and it is denoted by OL. Overloads stress the system and
put it at risk or cause a great increase of costs, so the Home Automation System
is performing better if OL is kept small.

3.3 Parameter Optimisation

To optimise the choice of parameters in order to achieve better performances is
the object of a relatively new research area, the simulation optimisation.

The capabilities of the simulator have been tested on several experiments
on a simple Home Automation System, using the Power Levelling strategy with
different parameters, and different parameter optimisation procedures have been
implemented: a Tabu Search and a Genetic Algorithm [14,15].
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As an example, we can mention the simulation results obtained using the
Tabu Search approach, without entering into the optimisation method details,
for which the reader is referred to [14].

The parameters that we want to optimise are the Overload Time and the Sus-
pension Time for both the washing machine (WM) and the dishwasher (DW). As
first starting solution, we decided to choose a situation of equilibrium with the
same parameter values for both the appliances, i.e. to = 50 s and ts = 1000 s.
Running the simulation with these parameters resulted in 13 overloads and
287.1% as relative delay; clearly it was a very bad solution: the great num-
ber of overloads stresses the whole system and the accomplishment of the tasks
requires a duration that is almost four times as the expected one.

Applying the optimisation method, the best solution (WM: to = 30 s,
ts = 1100 s; DW: to = 90 s, ts = 700 s) was found after 14 iterations
and it resulted in 2 overloads and 22.6% of relative delay.

The performance of this solution is significantly better than the starting solu-
tion, so we can say that our framework has been very effective in finding a good
set of parameters starting from a set chosen with no knowledge or prediction
about the relationship between parameters and performance index, which was a
very poor solution.

4 Conclusions and Future Directions

Starting from the formal definitions of basic concepts in home automation we
have shown how a Multi-Agent approach has been used to develop a coherent,
general framework for modelling, simulating and analysing Home Automation
Systems. From a conceptual point of view, a key feature of this approach is the
possibility of defining indices of performance, that turn out to be functional in
designing and optimising global control strategies and behavioural policies.

The simulator has proven to be a useful tool that allows to adopt the most
effective strategy for each scenario; when appliances are added or discarded from
the house or the restrictions on the resources change, a new simulation optimi-
sation can be easily performed.

Actually we are investigating metaheuristic methods, such as genetic algo-
rithms, for parameter optimisation as well as other simulation optimisation
methods in order to design control strategies for energy saving and optimal
resource exploitation. Another promising direction could be the use of Artificial
Neural Networks to determine a set of resource management parameters that
optimise the performance indices.
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Abstract. This article presents a case study in which the THOMAS architecture 
is applied in order to obtain a multi-agent system (MAS) that can provide 
recommendations and guidance in a shopping mall. THOMAS is made up of a 
group of related modules that are well-suited for developing systems in other 
highly volatile environments similar to a shopping mall. Because the 
development of this type of system is complex, it is essential to thoroughly 
analyze the intrinsic characteristics of typical environment applications, and to 
design all of the system components at a very high level of abstraction. 

1   Introduction 

This article presents a dependable solution for using a novel architecture in designing 
and building a system for guiding and advising users in a shopping mall. A shopping 
mall can be considered a dynamic and volatile environment in which shops change, 
promotions appear and disappear, and the products that are offered are continually 
changing. As such, a high level design with an abstract architecture is essential. 

The architecture we used is THOMAS (MeTHods, techniques and tools for Open 
Multi-Agent Systems) [6][7]. THOMAS is a new architecture for open MAS and is 
made up of a group of related modules that are well-suited for developing systems in 
other highly volatile environments similar to a shopping mall. This design will use a 
high level of abstraction to determine which components are necessary for addressing 
all of the needs and characteristics of a shopping mall guidance system. 

Artificial intelligence techniques have given way to new studies that allow, among 
other things, modeling the problem of a shopping mall in terms of agents and MAS. 
The shopping mall is turned into an intelligent environment where users are 
surrounded by these techniques, but do not need to adapt to them. One of the 
objectives of MAS is to build systems capable of autonomous and flexible decision-
making, and that will cooperate with other systems within a “society” [5].  This 
“society” must consider characteristics such as distribution, continual evolution and 
flexibility, all of which allow the members (agents) of the society to enter and exit, to 
maintain a proper structural organization, and to be executed on different types of 
devices. All of these characteristics can be incorporated via the open MAS and virtual 
organization paradigm, which was conceived as a solution for the management, 
coordination and control of agent performance [8]. The organizations not only find 
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the structural composition of agents (i.e., functions, relationships between roles) and 
their functional behavior (i.e., agent tasks, plans or services), but they also describe 
the performance rules for the agents, the dynamic entrance and exit of components, 
and the dynamic formation of groups of agents[3]. 

The goal of this study is to present a case study in which the THOMAS architecture 
is used to build an open MAS for guiding users through a shopping mall. We will 
propose an application for this architecture and will evaluate its appropriateness for 
developing an open MAS in a real environment. The first step of this research involves 
designing the components needed for addressing all the needs and characteristics of a 
shopping mall system. The design is based on the GORMAS (Guidelines for 
Organization-based Multi-Agent Systems) [1] methodology, which is specifically 
geared towards organizations. 

This article is organized as follows: section 2 presents the principle characteristics 
of the architecture and methodologies used; section 3 indicates the MAS that was 
developed for the actual case study (the shopping mall), and highlights the 
characteristics provided by the type of architecture used for its development; and the 
final section presents some of the conclusions obtained by this research. 

2   THOMAS Outline 

THOMAS [6][7] is the name given to an abstract architecture for large scale, open 
multi-agent systems. It is based on a services oriented approach and primarily focuses 
on the design of virtual organizations. 

The architecture is basically formed by a set of services that are modularly 
structured. THOMAS uses the FIPA1 architecture, expanding its capabilities with 
respect to the design of the organization, while also expanding the services capacity. 
THOMAS has a module with the sole objective of managing organizations that have 
been introduced into the architecture, and incorporates a new definition of the FIPA 
Directory Facilitator that is capable of handling services in a much more elaborate 
way, following the service-oriented architecture directives. 

THOMAS consists of three principle components: Service Facilitator (SF), 
Organization Manager Service (OMS) and Platform Kernel (PK). 

The SF primarily provides a place where autonomous entities can register service 
descriptions as directory entries. The OMS component is primarily responsible for 
specifying and administrating its structural components (role, units and norms) and its 
execution components (participating agents and the roles they play, units that are 
active at each moment). In order to manage these components, OMS handles the 
following lists: UnitList: maintains the relationship between existing units and the 
immediately superior units (SuperUnit), objectives and types; RoleList: maintains the 
relationships between existing roles in each unit, which roles the unit inherits and 
what their attributes are (accessibility, position); NormList: maintains the relationship 
between the system rules; EntityPlayList: maintains the relationship between the units 
that register each agent as a member, as well as the role that they play in the unit. 
Each virtual unit in THOMAS is defined to represent the “world” for the system in 

                                                           
1

1 http://www.fipa.org (Foundation for Intelligent Physical Agents) 
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which the agents participate by default. Additionally, the roles are defined in each 
unit. The roles represent the functionality that is necessary for obtaining the objective 
of each unit.  The PK component directs the basic services on a multi-agent platform 
and incorporates mechanisms for transporting messages that facilitate the interaction 
among the various entities. 

From a global perspective, the THOMAS architecture offers a total integration 
enabling agents to transparently offer and request services from other agents or 
entities, at the same time allowing external entities to interact with agents in the 
architecture by using the services provided. 

The development of MAS is typically based on a design that focuses on each agent 
independently, and is geared towards each agent’s structure and performance. This 
research presents a new focus in which the design is directed at the organizational 
aspects of the agents, establishing two descriptive levels: the organization and the 
agent [4]. The system we developed used the GORMAS [1] organizational 
methodology. 

3   Case of Study: Tormes Shopping Mall 

The case study application facilitates the interaction between the users (clients in the 
shopping mall), the store or sales information, and recreational activities 
(entertainment, events, attractions, etc.), and defines the services that can be requested 
or offered. We developed a wireless system capable of incorporating agents that 
provide orientation and recommendation functionalities to the user, and that can be 
applied not only in a shopping mall, but also in other similar environments such as a 
supermarket, an educational facility, medical or health care center, etc.[2]. The clients 
use the agents via their mobile devices and RFID (Radio Frequency Identification) 
[9]technology in order to consult the store directory, receive special offers and 
personalized promotions, and ask for recommendations to navigate through the mall 
or locate other clients. Clients can also use the mechanisms available to them to plan a 
particular route that allows them to better spend their time in the mall and receive 
personalized notices. 

There are different types of agents that come into play: (i) the User agent, which is 
in charge of managing client communication, finding and identifying other user 
devices, and maintaining the user’s profile; (ii) the Shop agent, which is in charge of 
maintaining the warehouse (i.e., product database) and the promotions that can be 
offered to the clients; (iii) and the Guiding agent, which is charge  of managing user 
profiles, controlling communications, analyzing the promotions, managing all 
incidents, and most importantly, planning the best route for each user according to the 
available resources and the user profile. The Guiding agent can be considered the 
heart of the system, as it receives the most current information from each of the mall’s 
stores, and interacts directly with the clients to offer personalized services. 

The first step in analyzing and designing the problem is to define the following 
roles that will exist within the architecture: Communicator: in charge of managing the 
connections that each user makes. Finder: in charge of finding users with similar 
tastes. Profile Manager: in charge of creating and defining the client profile. 
Promotions Manager: in charge of suggesting promotions and offers. Warehouse 
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Operator: in charge of managing all inquiries made on the warehouse, managing 
updates and monitoring product shortages. Analyst: in charge of auditing sales 
information and the degree of client satisfaction. Planner: offers recommendation and 
guidance services to the shopping mall clients. This role is able to dynamically plan 
and replan in execution time. It suggests routes that clients might want to take through 
the mall, according to their individual preferences. Client Manager: in charge of 
managing the connections between the mall clients, managing the profiles for clients 
that are visiting the mall, monitoring the state of the clients, and managing the 
notification service for the mall. Incident Manager: manages and resolves incidents, 
offers a client location service, and manages an alarm system. Directory Manager: 
responsible for managing the mall’s store directory, including businesses, products, 
promotions and offers. Device Manager: makes it possible for the interactive 
elements within the environment to interact. It deals with devices that use 
technologies such as RFID, etc. 

We have also designed an organizational structure. We will first analyze its 
dimensions, and then proceed to identify the structure that is best suited to apply to 
the system [1]. Our case study is modeled as a conglomerate (ShoppingUnit) made up 
of five units, each one dedicated to one type of functionality within the setting. The 
five units are: (i)ClientUnit, contains the roles associated with the client: 
Communicator, Finder, and Profile Manager; (ii)BusinessUnit, contains the roles 
associated with a business: Promotions Manager, Warehouse Operator;(iii) 
ManagingUnit, contains the roles assigned with global management tasks for the 
mall: Incident Manager, Client Manager, and Analyst;(iv)RecommendationUnit, 
contains the roles dealing with recommendations or suggestions made to the client: 
Planner and Directory Manager;(v)DeviceUnit, which contains the roles associated 
with the management of devices: Device Manager.  

The diagram in Figure 1c provides a structural view of the organizational model, 
which is adapted according to a conglomerate pattern. Different services are provided 
within each unit of the organization. The following section defines the services 
offered by the units, and uses an example to detail each one and how it has been 
modeled and described in the architecture. The type of role, the inputs and outputs, 
and a summary of the functionality for each unit are all explained. Figure 1b shows 
the internal model of the ClientUnit. The internal structure for ShoppingUnit and the 
remaining units was modeled in the same way.  

 

a)  b) c)  

Fig. 1. a) ManageConnection service in ClientUnit b) Diagram of organization model: 
functional view of ClientUnit c) Diagram of organization model: structural view 
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One side of the diagram models the functional views of the units, which allows us 
to identify the services specific to each domain, while the other side precisely details 
the behavior of the organization services, how they interact with the environment, 
which interactions are established between the system entities, and how they approach 
the aspects of an open system. The next step is to define the rules in order to establish 
the control and management of the services. For example, the basic service provided 
by ClientUnit will be ManageConnection, which is provided by the agents that take 
on the role of Communicator. The functionalities offered by this service will allow the 
clients to control their connection to the system. 

Similarly, within the BusinessUnit there are roles associated with a particular 
business and as a result, the services offered will be related to the corresponding 
promotions, products and sales (e.g., SendPromotion or RetrievePromotion). The 
services related to ManagingUnit involve the overall management tasks within a 
shopping mall (e.g., system incidents, data analysis, surveys, client management, 
notices, etc.). RecommendationUnit is comprised of services that request 
recommendations or suggestions based on user preferences and certain restrictions 
(time, money, etc.). It also includes planning and replanning the route that the user 
will follow based on the suggested recommendations, and determines the validity and 
value of the proposed routes. The DeviceUnit services deal with the sensors 
embedded in the physical system (RFID). 

The type of services offered is controlled by the system according to the 
established norms [7]. The internal functionality of the services is responsible for the 
agents that are offered, but the system is what specifies the agent profiles, as well as 
the rules to follow for ordering requests or offering results. In this way, when faced 
with illicit or improper client performance, the system can act to impose sanctions. 
The OMS will internally save the list of norms that define the role involved, the 
content of the norms, and the roles in charge of ensuring that the norm is met. We 
have defined a set of norms in our system for controlling the performance within each 
unit. This way, for example, an agent within ClientUnit that acts like Communicator 
is required to register a service as manageConnection. If it does not abide by these 
norms, it will be punished and expelled from the unit. The punishment is logical given 
that if the agent does not establish a connection within the allocated time, it cannot 
perform any of the other system tasks. OBLIGED Communicator REGISTER manageConnection(?requestTime, 
?connectionData, ?operation) BEFORE deadline SANCTION (OBLIGED OMS SERVE Expulse (?agentID Comunicator ClienteUnit)) 

Similarly, we have defined a complete set of norms that will control all of the 
system performances.  

3.1   Example of Service Planning with THOMAS 

The system considers the client objectives, the available time, and financial 
limitations, and proposes the optimal route according to the client’s profile. The 
planning model we propose was integrated within a previously developed MAS [2]. 
We will see the series of steps that are taken within the system when a planning route 
is requested, and how THOMAS generates the system configuration that will give 
way to the plan. The first thing is to define the structural components of the 
organization, that is, the units that will be involved (which are initially empty),  
the system roles and norms. The indicated service requirements will be registered in 
the SF. To do so, either the basic OMS services for registering structural components 
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Table 1. SF: Basic services 

Service Facilitator 
Entity Action Service ClientRole ProvRole Profile 

ClientUnit Requires manageConnection ClientManager Communicator ClienteSP 
DeviceUnit Requires locate Communicator/IncidentManager DeviceManager DispositivoSP 
… … … … … … 

 
will be used, or the API will directly execute the same functionality. This way, a 
community type ShoppingUnit will be created, representing the organization, whose 
purpose is to control the shopping mall. It has five internal unit planes: ClientUnit, 
BusinessUnit, ManagingUnit, RecommentationUnit, and DeviceUnit, each of which is 
dedicated to the functionalities we have previously seen. Each unit defines the 
existing roles, indicating their attributes (visibility, position, etc) and who they inherit 
them from. 

The SF will announce basic services that are required for the overall system 
functionality. The basic services indicate which services are required (according to 
the defined norms) when creating the units. 

From this moment on, the external agents can request the list of existing services 
and decide whether or not to enter and form part of the organization and with which 
roles. In our case we have clients that use their mobile device to send a request to the 
system so that it can inform them on the optimal route to take within the shopping 
mall. In order to carry out this function, we have, for example Co1, Pe1 and Pl1 
acting as agents that will carry out the roles of Communicator, ProfileManager and 
Planner respectively. Agents C1 and C2 represent the clients that would like to 
receive a planning route. 

Initially, all the agents head towards the THOMAS platform and are associated 
with the virtual “world” organization. As such, the OMS will play the member role in 
the “world” organization. When SF is asked about existing services in the system, the 
following response is obtained: ClientUnit Requires manageConnection ClientRole 
=ClientManager;ProvRole=Comunicator; 

Because the service doesn’t have an assigned grounding, it cannot be requested. 
But a functionality can be added, thus obtaining the Communicator role. 

The Co1 agent wants to offer that functionality, for which it requests receiving the 
Communicator role for the ClientUnit: AcquireRole(ClientUnit, Communicator) 

If all goes well, the OMS will register Co1 in the role of Communicator in 
ClientUnit within the Entity Play List. This list shows the roles that the different 
agents assume within THOMAS. 

The Co1 agent has carried out all of the regular steps for acquiring a role within 
THOMAS. This process is illustrated in Figure 2a where once Co1 has been 
registered as a member of the THOMAS platform, it asks SF which defined services 
have a profile similar to its own “communicator information service”. This request is 
carried out using the SF SearchService (message 1), in which Communicator 
InformationServiceProfile corresponds to the profile of the manage Connection 
service implemented by Co1. The SF returns service identifiers that satisfy these 
search requirements together with a ranking value for each service (message 2). 
Ranking value indicates the degree of suitability between a service and a specified 
service purpose. Then Co1 executes GetProfile (message 3) in order to obtain detailed 
information about the manageConnection service. Service outputs are “service goal” 
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and “profile” (message 4). The manageConnection profile specifies that service 
providers have to play a Communicator role within ClientUnit. Thus, Co1 requests 
the AcquireRole service from the OMS in order to acquire this provider role (message 
5). AcquireRole service is carried out successfully (message 6), because ClientUnit is 
accessible from the virtual organization, thus Co1 is registered as a Communicator. 

There will be another inquiry regarding which services exist within the units. 
DirectionUnit, RecommendationUnit and DeviceUnit will return the services that are 
necessary for planning. The SF will again return a list (similar to Table1). 

Based on the profiles, we will determine that Co1 is interested in acquiring the role 
of DeviceManager since in this case it wants to interact with the elements within the 
environment. Co1 will use this role to act as intermediary to process the signals that 
come from the client devices and make them comprehensible to the system. It will 
allow the order requested by the client from a mobile device to be understood and 
executed by the specific device that is the object of the request. (AcquireRole(DeviceUnit, 
DeviceManager)). 

The agent will now be registered as a member of DeviceUnit with the role of 
DeviceManager. This role will require the agent to register the Locate service, 
associating it with the process and grounding that it considers to most useful. If this is 
not done within the allocated time, the agent will be expelled. The actual norm is as 
follows: OBLIGED DeviceManager REGISTER Locate(?route) BEFORE deadline SANCTION (OBLIGED OMS 
SERVE Expulse (?agentID DeviceManager DeviceUnit)) 

The agent will be informed of the norm upon carrying out the “AcquireRole”, so 
that it can take it into consideration if it is a normative agent (otherwise ignore it). To 
avoid external agents assuming the role of DeviceManager, the agent registers a new 
incompatibility norm in the system. This norm will make it impossible for other 
agents to take on the same role: RegisterNorm (“norm1”, “FORBIDDEN Member REQUEST AcquireRole 
Message(CONTENT(role ‘DeviceManager))”) 

The Pe1 and Pl1 agents will act in a similar fashion, registering at the end for the 
corresponding units ProfileManager and Planner. They too will be required to 
register the services as indicated by the defined norms. (GenerateProfile, 
ConsultProfile, UpdateProfile, MSState, UpdateMSGState, Replan, ValidateRoute, 
ValueRoute, ShopListRecovery) Each one is required for generating the optimal route 
for the user to follow. The C1 and C2 agents will request acquiring the 
ClientManager role in order to access the basic services: FindClient, GenerateProfile, 
ConsultProfile, UpdateProfile, MSGState, and UpdateMSGState. 

The agents will also consider whether to acquire other system roles that might be 
necessary for the required functionality. C1 can request existing services from the SF, 
and will receive a list with all the agents that offer their services. In this case, for 
example, C1 could be interested in offering the SendPromotion service as a 
suggesting sent to the user. These services are offered from the BusinessUnit, for 
which it is necessary to acquire the role of ProfileManager (AcquireRole, (BusinessUnit, 
ProfileManager)). The Entity Play List would end up as shown in figure 2b. 

 

a)  b)  
 

Fig. 2. a)Agent Co1 registering,b)Entity Play List 
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4   Conclusions 

An important issue in the development of real open multi-agent systems is to provide 
developers with methods, tools and appropriate architectures which support all of the 
requirements of these kinds of systems. Traditional MAS development methodologies 
are not suitable for developing open MAS because they assume a fixed number of 
agents that are specified during the system analysis phase. It then becomes necessary 
to have an infrastructure that can use the concept of agent technology in the 
development process, and apply decomposition, abstraction and organization 
methods. We propose a methodology that incorporates decomposition and abstraction 
via the THOMAS architecture for a dynamic MAS environment. This architecture has 
allowed us to directly model the organization of a shopping center according to a 
previous basic analysis, to dynamically and openly define the agent roles, 
functionalities and restrictions, and to obtain beforehand the service management 
capabilities (discovery, directory, etc.) within the platform. THOMAS provides us 
with the level of abstraction necessary for the development of our system, and the set 
of tools that facilitate its development. In THOMAS architecture, agents can 
transparently offer and invoke services from other agents, virtual organizations or 
entities. Additionally, external entities can interact with agents through the use of the 
services offered. A case-study example was employed as an illustration of not only 
the usage of THOMAS components and services, but also of the dynamics of the 
applications to be developed with this architecture. In this way, examples of 
THOMAS service calls have been shown through several scenarios, along with the 
evolution of different dynamic virtual organizations. 
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Abstract. This paper presents a multiagent architecture that facilitates active 
learning in educational environments for dependents. The multiagent architecture 
incorporates agents that can be executed on mobile devices and that facilitate 
language learning in an ubiquitous way. Moreover, the agents are specifically 
designed to provide advanced interfaces for elderly and dependent people. The 
architecture has been tested in a real environment and the preliminary results 
obtained are presented within this paper.   
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1   Introduction 

Ambient Intelligence evolves from the ubiquitous computing [4], and constitutes the 
most promising technological approach to meet the challenge of developing strategies 
for early detection and prevention of problems in dependency environments [17]. One 
of the segments of the population who will benefit with the advent of systems based 
on Ambient Intelligence will be the elderly and people with disabilities [8], 
contributing to improve their quality of life [10]. 

Different authors [3] [9] [18] consider that in the near future, the institutions for 
health care will be provided with intelligent Systems capable to easily interact with 
the humans. It is necessary to improve the supply of services, as well as the way to 
offer them. Trends situate the user surrounded of technology that facilitates new and 
personalized services. Multiagent systems and architectures based on mobile devices, 
have recently been explored as a system of interaction with the elderly and dependent 
[1]. These systems can provide support in the daily lives of dependent people [20], 
providing a cognitive and physical support for the assisted person [2]. They can also 
provide mechanisms for establishing new strategies for learning interaction, which 
greatly facilitates the teaching, particularly languages learning. 

The aim of this work is to provide a methodology, on the basis of the Ambient 
Intelligence (AmI) [5] [15], for formal teaching of languages oriented to dependent 
people. We propose the combination of new technologies along with the traditional 
teaching. In this way it will be possible to combine the advantages of the face to face 
teaching with the advantages of distance learning. It will be necessary to upgrade the 
systems of evaluation/accreditation to assess the knowledge or skills acquired during 
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the learning process. To achieve this objective, we propose the use artificial 
intelligence techniques, intelligent agents and wireless communications.  

The rest of the paper is structured as follows: Next section introduces the 
problem that motivates most of this research. Section 3 presents the multiagent 
architecture proposed to resolve the problem. Section 4 describes a case study to test 
the proposal and, finally, Section 5 presents the results and conclusions obtained. 

2   Ambient Intelligence in Dependent Educational Environments 

There is an ever growing need to supply constant care and support to the disabled and 
elderly and the drive to find more effective ways to provide such care has become a 
major challenge for the scientific community [4]. During the last three decades the 
number of Europeans over 60 years old has risen by about 50%. Today they represent 
more than 25% of the population and it is estimated that in 20 years this percentage 
will rise to one third of the population, meaning 100 millions of citizens [4]. In the 
USA, people over 65 years old are the fastest growing segment of the population [1] 
and it is expected that in 2020 they will represent about 1 of 6 citizens totaling 69 
million by 2030. Furthermore, over 20% of people over 85 years old have a limited 
capacity for independent living, requiring continuous monitoring and daily care [2]. 
Some estimations of the World Health Organization show that in 2025 there will be 
more than 1000 million people aged over 60 in the world, so if this trend continues, 
by 2050 will be double, with about the 80% concentrated in developed countries [18]. 

Education is the cornerstone of any society and it is the base of most of the values 
and characteristics of that society. The new knowledge society offers significant 
opportunities for AmI applications, especially in the fields of education and learning 
[17]. The new communication technologies propose a new paradigm focused on 
integrating learning techniques based on active learning (learning by doing things, 
exchange of information with other users and the sharing of resources), with 
techniques based on passive learning (learning by seeing and hearing, Montessori, 
etc.) [7]. While the traditional paradigm, based on a model focused on face to face 
education, sets as fundamental teaching method the role of the teachers and their 
knowledge, the paradigm based on a learning model highlights the role of the 
students. In this second paradigm the students play an active role, and build, 
according to a personalized action plan, their own knowledge. Moreover, they can 
establish their own work rhythm and style. The active methodology proposes learning 
with all senses (sight, hearing, touch, smell and taste), learn through all possible 
methods (school, networking, etc.), and have access to knowledge without space or 
time restrictions (anywhere and at any time). 

There are different studies that have used the Ambient Intelligence to facilitate 
learning. In [4], Bomsdorf shows the need to adapt intelligent environments to 
changes depending on the educational context and the characteristics of users. 
Morken et al. [18] analyze the characteristics of intelligent environments for learning. 
They focus on the role of mobility in educational environments and the role that 
acquire the mobile devices. Naismith et al. [19] conducted a detailed study describing 
the role of mobile devices in education, analyzing the characteristics of the devices 
and their capacity for learning in educational environments. All these approaches are 
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focused on the role of learning in Ambient Intelligence environments, but none of 
them is oriented on learning for dependents or elderly people. The following section 
presents a multiagent architecture that facilitates learning methodology using an 
active through mobile devices. 

3   Multiagent-Based Intelligent Environment for Language 
Education 

Information technologies can notably improve the learning process in educational 
environments, providing the users with new technological resources [7]. At present 
there are various tools to facilitate the active learning, such as forums, wikis, email, 
chat, virtual campuses, and so on. However, none of them is focused to language 
learning for elderly people or dependents. This paper presents a multiagent architecture 
specially designed to facilitate active learning in dependence environments. Agents can 
be characterized through their capacities in areas such as autonomy, reactivity, pro-
activity, social abilities, reasoning, learning and mobility [12] [21], which make them 
particularly suitable for use in the design and development of intelligent environments 
for dependency. That way, each student can have a personal agent, able to adapt to his 
personal needs taking into account the characteristics of his profile. In addition, each 
teacher has a personal agent that facilitates his interaction with students. The outline of 
the proposed architecture is presented in Figure 1. 

In Figure 1 it is possible to see the four types of agents defined within the 
architecture: a student agent, a professor agent, an evaluator agent and a manager 
agent. The student and professor agents can be run on mobile devices, while the 
evaluator and manager agents run on a central computer. In the following paragraph, 
the main characteristics of the agent types are presented: 

• Student Agent. It is a type of interface agent that allows a student to interact 
with the system. The student agents adapt to the needs of the human 
students, taking into consideration their profiles and customizing their access 
to the system. 

• Professor Agent. It is a type of interface agent that allows a teacher to 
interact with the multiagent system. Through this agent a teacher is able to 
establish tasks for the students, and keep track of the personal development 
of the students 

• Evaluator Agent. This agent is responsible for evaluating the work done by 
the students and allows progress on the level of difficulty. It is the agent that 
evaluates the level of learning acquired by the students. Moreover, it is in 
charged of statistics and reports periodically delivered to the teachers. 

• Manager Agent. This agent is responsible for all management tasks within 
the system. These tasks include communications between the other agents in 
the multiagent system, assignation of tasks to students, or the creation of 
reports to be delivered to the professors. The allocation of tasks is based on 
past experiences, using a case-based reasoning system [9], so that the agent 
is able to learn and perform a more efficient assignation of tasks to students. 
Case-based reasoning is a technique in which past experiences are used to 
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solve new problems. This technique has been successfully used for the 
assignation of tasks on previous works focused on planning the working day 
of nurses and doctors in geriatric residences [5] [10] [11], or planning 
guidance routes in shopping malls [4].  

 

 

Fig. 1. Multiagent architecture for educational environments 

The proposed architecture has great capacity for learning and adaptation to the user 
needs. Some works [14], which proposes an e-mail system adapted to elderly people 
without experience in the use of computers, show that not all users have the same 
difficulties. Even when an application was developed specifically for them, may 
require different versions for different users depending on their characteristics. The 
customization of the tasks and the interface can solve this problem because it allows 
different versions depending on the needs and particularities of each user [18]. 

One of the advantages of the architecture proposed in this paper is the ability of the 
agents to communicate through wireless channels, which facilitate independence of 
location or time constraints. The professor and student agents can be executed in 
mobile devices, and communicate using Wi-Fi, Bluetooth, SMS or MMS 
technologies. In this way, the students can use the learning system at their homes 
regardless of timetables. Access to services is independent of the terminal used and 
the use of services is simple and homogeneous, allowing a rapid assimilation by the 
user. In addition, users can receive fully customized services. 

4   Case Study: Learning Languages at the Universidad de la 
Experiencia 

Concern about the education of elderly people has led the universities to set up, under 
different names, studies for elderly people. These initiatives began to be put into 
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practice in Spain in the early 90's, and nowadays all the Spanish universities have an 
educational program for elderly. In general, elderly people are inexperienced in the 
use of the Internet, finding problems to understand and use some of the conventions 
used in user interfaces: double-clicking with the mouse, movements between text 
fields to be filled in, bar displacement [16]. Moreover, the problems are common 
vision [15], cognitive problems [10], manual dexterity [20]. In order to benefit this 
group from the advantages of the digital environment, it is necessary to provide new 
methods and techniques. The usability is a key factor, given that a difficult-to-use 
system will be probably rejected by the users, increasing the fear and, perhaps, a sense 
of frustration in the use of these technologies. The work of Marqui and Todman [18] 
presents the difficulties and negative experiences of the elderly people in the use of 
computers (mainly the anxiety it causes). 

Among the agencies that investigate new proposals to improve the daily life of 
elderly and dependent people, we can find the European Educational Programs 
Autonomous Agency, whose mission is to manage the Spanish participation in the 
Lifelong Learning Program (PAP) of the European Union. Within the adult education 
program is included the Grundtvig program. Encourage learning throughout life has 
become a political priority for all European countries. Language training for 
dependents is common and widely accepted. In this way, under the frame of the 
Grundtvig program, we defined a case study at the University of the Experience at  
the Pontifical University of Salamanca. To encourage the active learning and the 
autonomy of the students, we designed a series of tests that can be completed in a 
simple way through mobile phones. The case study, that involved 20 individuals, 
allowed us to evaluate the proposed methodology, and more concretely the 
improvement of the knowledge acquired in French language learning. Specifically, 
we developed questions with multiple options (A B C D) presented in groups of 10 to 
each student. If the success obtained exceeded the 80%, the student agreed to a higher 
level of difficulty. Moreover, at the same time the user chooses the option at the 
mobile phone, a microphone system records the phonetic. If the pronunciation is 
correct, the system recognizes the improvement and the user can advance to the next 
phase. In order to highly facilitate the user interaction with the multiagent system, we 
developed simple and intuitive interfaces. 5 tests were conducted at each of the 
students. Each test had a maximum duration of 60 minutes. 

5   Results and Conclusions 

This paper has presented a methodology for teaching languages to dependents, using 
techniques of Ambient Intelligence. The new multi-architecture presented in this 
paper provides an active learning through simple and intuitive interfaces, installed on 
mobile devices. This requires the integration of intelligent agents with innovative 
strategies of teaching languages and mobile devices. In this way we have obtained: 
 

• An active method of teaching and learning of languages for dependents and 
elderly people. 

• An interaction system based on the AmI paradigm for language education.  
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• The obtained language learning system was adapted to be executed on 
mobile devices, facilitating the adaptation to the needs of the dependent and 
elderly people.  

• The multiagent architecture presented in this work has been tested by means 
of the case study presented in Section 4. 

 
Table 1 shows the average number of hits in each of the five tests of the case study, 

and the average time to complete the 10 questions per test for each of the students at 
the University of Experience. As shown in Table 1, in the first test, the students had 
low rates of success and the time spent completing them was greater. As students 
learnt, the success rate increased and the time to complete tests decreased.  

Figure 2 shows the results of the five tests performed in the case study presented in 
Section 4. Figure 2 shows the evolution of the successes of the students in the tests. 
As can be seen, the number of successes was lower in the early tests, and increased as 
new tests were performed. The horizontal axis represents the time (the tests), and the 
vertical axis the number of successes along the time. It is usual to find errors at  
the beginning of a new task. In the later stages the error rate decreased, but also the 
learned new subjects, reaching a plateau. The task of learning for the French language 
presented in the case study is steep at the beginning and then increasingly flat. This 
means that at the beginning made great progress, but after a while acquiring new 
knowledge is more difficult.  

 

Table 1. Average success rate and time (in minutes) for the tests in the case study 

 Success Rate Time
Test 1 32 51 
Test 2 43 47 
Test 3 56 42 
Test 4 77 38 
Test 5 85 34 

 
 

 
Fig. 2. Learning curve for the elderly students at the Universidad de la Experiencia. The curve 
shows the average learning rate for each of the five tests performed.  



608 A. Macarro, A. Pedrero, and J.A. Fraile 

This paper has presented a multiagent architecture that facilitates languages 
learning to elderly people. The preliminary results obtained in a case study in a real 
scenario are promising, and let us conclude that our proposal can be useful in 
educational environments. However, there are still certain aspects to improve. Unless 
the users have remarked the usability of the system, it is necessary to design more 
efficient interfaces, facilitating the interaction to disabled people. Moreover, it is 
necessary to evaluate the architecture in different environments and for different 
users. Finally, it would be useful to take into account the possibility of creating agent 
based virtual organizations, facilitating the simulation of situations and enabling the 
detection of key aspects for optimum learning. 
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Abstract. Finding adequate (win-win solutions for both parties) negotiation 
strategy with incomplete information for autonomous agents, even in one-to-
one negotiation, is a complex problem. First part of this paper aims to develop 
negotiation strategies for autonomous agents with incomplete information, 
where negotiation behaviors, based on time-dependent behaviors, are suggested 
to be used in combination (inspired from empirical human negotiation 
research). Suggested combination allows agents to improve negotiation process 
in terms of agent utilities, round number to reach an agreement, and percentage 
of agreements. Second part aims to develop a social and cognitive system for 
learning negotiation strategies from interaction, where characters conciliatory, 
neutral, or aggressive, are suggested to be integrated in negotiation behaviors 
(inspired from research works aiming to analyze human behavior and those on 
social negotiation psychology). Suggested strategy displays ability to provide 
agents, through a basic buying strategy, with a first intelligence level in social 
and cognitive system to learn from interaction (human-agent or agent-agent). 

1   Introduction 

Negotiations have received wide attention from the distributed Artificial Intelligence 
(AI) community as a pervasive mechanism for distributed conflict resolution between 
intelligent computational agents [1]. In a context where agents must reach agreements 
(deals) on matters of mutual interest, negotiation techniques for reaching agreements 
(deals) are required. In general, any negotiation settings will have four different 
components [2]: - a negotiation set, - a protocol, - a collection of strategies, one for 
each agent, and - an agreement rule that determines the reach agreements stopping the 
negotiation. These four parameters lead to an extremely rich and complex 
environment for analysis. Another source of complexity in negotiation is agent 
number involved in process, and way in which these agents interact [2]. 

An interesting survey on negotiation models in AI field is given in [3], [4], [5]. 
Elsewhere, Lomuscio et al. [6] identified the main parameters on which any 
automated negotiation depends and provided a classification scheme for negotiation 
models. Instead of focusing on analyzing strategy equilibrium and historical 
information as in game theory, AI researchers are interested in designing flexible and 
sophisticated negotiation agents in complex environments (incomplete information). 
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Faratin et al. [7] devised a negotiation model that defines a range of strategies and 
behaviors for generating proposals based on time, resource, and behaviors of 
negotiators. Moreover, a type of combinations was earlier suggested in [7], and 
developed [8], [9], it concerns linear combinations of different behaviors. Then, 
several research works suggested negotiation strategies based on such type of 
combinations. Elsewhere, a second type of combination (inspired from empirical 
research on human negotiation) [10] consists of using different behaviors during a 
thread, i.e., a behavior during the first part and another one during the second part. In 
fact, a negotiator’s demand level is the level of benefit to the self associated with the 
current offer. Concession rate is the speed at which demand level declines over time 
[11]. These studies support the conclusion [11], [12], [13]: negotiators who start with 
high demands and concede slowly often fail to reach agreement leading to inferior 
outcomes; those who start with low demands and concede rapidly usually reach 
agreement on the other party’s terms yielding inferior outcomes; those between these 
extremes ordinarily achieve better outcomes. 

By another way, in research works developed aiming to analyze and describe the 
human behavior in [14], twelve categories representing three major parts of the 
behavior have been defined: the positive socio-emotional part, a neutral task part, and 
the negative socio-emotional part. In another side, in research works on the social 
psychology of the negotiation of Rubin and Brown developed in [15], the 
interpersonal orientation of a person has an influence on his negotiating behavior. 

Elsewhere, learning from interaction in negotiation is fundamental, from embodied 
cognitive science and understanding natural intelligence perspectives [16], [17], for 
understanding human behaviors [18]. Reinforcement learning is more focused on 
goal-directed learning from interaction than other approaches [19], [20], [21], offering 
advantages over classical dynamic programming [22]: they are on-line taking into 
account dynamics the real environment nature, and they can employ neural networks 
[23], [24], [25], to represent their knowledge, and to generalize. 

In this paper, first, one-to-one bargaining process over single issue, is developed in 
Sect. 2. In this work, this process is based on time-dependent behaviors developed by 
Faratin et al. [7]. These behaviors, which can be used individually, are suggested to 
be used in combination. Afterwards, experimental environments and measures are 
detailed for these two strategy kinds in Sect. 3. Also, experimental results of different 
strategies, are presented and analyzed in Sect. 3. Second, a social and cognitive 
system is developed to interact with an integrated system of simulation for negotiation 
allowing to learn, from interaction, a negotiation strategy based on human personality 
behaviors in Sect. 4. Also, reinforcement learning (Q-learning) approach is developed 
in order to acquire the strategy negotiation behaviors in Sect. 4. Afterwards, a Fuzzy 
ArtMap Neural Network (FAMNN) is developed, in Sect. 4, to acquire this strategy. 

2   One to One Negotiation 

The negotiation set is the range of issues over which an agreement must be reached. 
Let i represents the negotiating agents, in bargaining negotiation i ∈ {buyer(b), 
seller(s)}, and j the issue under negotiation (j = price). For agent b, the proposal to 
offer or accept is within interval [minb, maxb], where maxb is the reservation price of b 
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in the negotiation thread, and minb is lower bound of a valid offer. Similarly, for agent 
s, the proposal to offer or accept is within interval [mins, maxs], where mins is the 
reservation price of s and maxs is upper bound of a valid offer. Thus, proposals xb[t] 

to be offered by b and xs[t] to be offered by s at time t, with 0<= t <= itmax , are: 

xb[t] = minb + αb(t) (maxb - minb), xs[t] = mins + (1 - αs(t)) (maxs - mins), 

where αb(t) and αs(t) are ensuring that 0 <= αi(t) <= 1, 

αi(0) = Ki (positive constant) and αi( i
maxt ) = 1, 

(1) 

where btmax  and stmax  denote the negotiation deadline for agent b and agent s, 

respectively. Such αi(t) functions can be defined in a wide range according to the way 
in which αi(t) is computed by Eq. (2) defining: Boulware (B) with β < 1, Conceder 
(C) with β > 1, and Linear (L) with β = 1 [5]. 

αi(t) = Ki + (1 - Ki) β
1

i
max

i
max )

t

)t,tmin(
( . (2) 

Concerning the strategies, this paper deals the work developed Lopes et al. [10] 
based on the second type of combination inspired from empirical human negotiation 
research as explained in Sect. 1. Indeed, Lopes et al. suggested a combination of 
opening negotiation behaviors (starting optimistic, realistic, or pessimistic) and 
concession behaviors, resulting in three strategy families (starting high and conceding 
slowly, starting reasonable and conceding moderately, and starting low and conceding 
rapidly). With regard to the work of Lopes et al. [10], in this paper, experiment results 
of strategies using behaviors individually are given in order to compare them with 
those of suggested strategies using behaviors in combination. More experimental 
measures are used as utility product and utility difference in order to finely evaluate 
the strategy results, and in order to perceive the improvement degree given using such 
combination. Thus, two kinds of strategies are considered for both agent b and agent 
s: - individual behaviors (one behavior for each strategy), where each strategy use 
individually the behaviors Boulware (B), Linear (L), or Conceder (C) during a 
negotiation thread ; and - behaviors in combination, where each strategy use two 
behaviors (among B, L, C) in combination during a negotiation thread, resulting in 
combinations: BL, BC, LB, LC, CB, and CL. Concerning agreement rule, agent b 
accepts an offer xs[t] from agent s at time t if it is not worse than the offer he would 
submit in the next step. Similarly, agent s accepts an offer xb[t] from agent b. 

3   Experiments: Environments, Measures, and Results 

Environments are defined in bargaining bilateral negotiation between buyer(b) and 
seller(s), in single issue j = price. The experimental environment is defined by the 

following variables [ b
maxt , s

maxt , Tmax, K
b, Ks, minb, maxb, mins, maxs]. The negotiation 

interval for price is defined using two variables as detailed in [7]: iθ  randomly 
selected between the ranges [10, 30] for both agents, and Φ  = 0. 
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Analysis and evaluation of negotiation strategies developed in [8], indicated that 
negotiation deadline significantly influences the performance. From this, the 
environment is defined, in short term deadlines (which the performance is more 
sensitive than long term deadlines), from random selection of the round number 

within [1, 5] corresponding to a random selection of i
maxt  within [2, 10]. Parameter β 

ranges are defined as: β ∈ [0.01, 0.2] for B, β = 1 for L, and β ∈ [20, 40] for C. 
Constants Ki are chosen as small positive Ki = 0.1, for both agents, in order to not 
constrain time-dependent behaviors. Also, initiator of an offer is randomly chosen [7]. 

To produce statistically meaningful results, for each experiment, the precise set of 
environments is sampled from the parameters specified in Sect. 3.1 and the number of 
environments used is N = 200, in each experiment. This ensures that the probability 
of the sampled mean deviating by more than 0.01 from the true mean is less than 0.05. 

To evaluate the strategy effectiveness the three following measures are considered: 

- Average Intrinsic Utility for each agent is given by AUi in Eq. (3), where N is the 
total number of environments in each experiment, Ui the utility of each agent, for each 
environment with deal, and ND is the number of environments with deals. If there is 
no deal in an environment, then Ub = Us = 0. 
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- Average Round Number AR is given in Eq. (4), for each environment with deal: 
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== , where RD is number of rounds. 

(4) 

- Percentage of Deals, the percentage of deals D(%) is obtained, from the Average 
Deal AD given in Eq. (5), and also given in Eq. (5). 

 
N

 N
AD D=  and % 100 . AD(%)D = . (5) 

In order to analyze the performance of strategies, two measures are obtained [9]: - 
utility product, UP, of the utilities is computed as shown in Eq. (6) ; and - utility 
difference, UD, difference is computed as shown in Eq. (6). 

UP = sb AU .AU  and UD = sb AUAU − .  (6) 

Results given in Table 1 are obtained from 9 experiments (B-B, B-L, B-C, L-B, L-
L, L-C, C-B, C-L, C-C) where both agents b and s have same or different strategies 
(using behaviors individually) and where each experiment is an average of N=200 
environments. These results show that the adequate strategy when both agents have 
strategies using behaviors individually is L(buyer)-L(seller) case with the best 
(compromise of high UP and low UD and high D(%) and low AR) performance in 
term of utility product UP(high) about 0.2547 and utility difference UD(low) about 
0.0451, and percentage of deals D(%)(high)=83% and average round to reach an 
agreement AR(low)=1.1807. 
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Results given in Table 2, Table 3, and Table 4 are obtained from 36 experiments 
(BL-BL, BL-BC, BL-LB, BL-LC, BL-CB, BL-CL, and BC-BL, BC-BC, BC-LB, BC-
LC, BC-CB, BC-CL, and LB-BL, LB-BC, LB-LB, LB-LC, LB-CB, LB-CL, and so 
on…) where both agents b and s have same or different strategies (using behaviors in 
combination) and where each experiment is an average of N=200 environments. 

Table 1. Results AR, D(%), UP, UD, both agents have strategies using behaviors individually 

 AR, D(%), UP, UD AR, D(%), UP, UD AR, D(%), UP, UD 
Seller B(Buyer) L(Buyer) C(Buyer) 

B 1.4693, 49, 0.2508, 0.3826 1.2881, 59, 0.3193, 0.2390 0.5142, 70, 0.3364, 0.3482 
L 1.3906, 64, 0.2333, 0.3474 1.1807, 83, 0.2547, 0.0451 0.5057, 87, 0.2571, 0.3915 
C 0.3595, 89, 0.1511, 0.6861 0.3111, 90, 0.1684, 0.5844 0.2065, 92, 0.2520, 0.1390 

Table 2. Results AR, D(%), UP, and UD, agents with strategies using behaviors in combination 

 AR, D(%) UP UD AR, D(%) UP UD 
Seller BL(Buyer) BC(Buyer) 

BL 2.71264, 87% 0.25436 0.00106 2.52747, 91% 0.26541 0.04873 
BC 2.06382, 94% 0.27210 0.19270 2.07777, 90% 0.25150 0.21552 
LB 2.43820, 89% 0.24643 0.06170 2.30681, 88% 0.25174 0.00780 
LC 2.05154, 97% 0.23353 0.25296 1.94949, 99% 0.20627 0.40024 
CB 0.54000, 100% 0.09391 0.79355 0.60000, 100% 0.10619 0.78095 
CL 0.56000, 100% 0.08450 0.80261 0.55000, 100% 0.10600 0.77828 

Table 3. Results AR, D(%), UP, and UD, agents with strategies using behaviors in combination 

 AR, D(%) UP UD AR, D(%) UP UD 
Seller LB(Buyer) LC(Buyer) 

BL 2.38823, 85% 0.28493 0.00764 2.31958, 97% 0.23666 0.14254 
BC 2.23076, 91% 0.26701 0.01793 2.01075, 93% 0.24630 0.27879 
LB 2.30232, 86% 0.25757 0.00986 2.01136, 88% 0.24515 0.12918 
LC 1.94791, 96% 0.27118 0.09615 1.88888, 99% 0.25533 0.00050 
CB 0.61000, 100% 0.17878 0.56262 0.59000, 100% 0.19029 0.54408 
CL 0.48000, 100% 0.18538 0.57058 0.54000, 100% 0.18075 0.56877 

Table 4. Results AR, D(%), UP, and UD, agents with strategies using behaviors in combination 

 AR, D(%) UP UD AR, D(%) UP UD 
Seller CB(Buyer) CL(Buyer) 

BL 1.12903, 93% 0.15593 0.61685 1.24175, 91% 0.16614 0.59882 
BC 1.37078, 89% 0.17057 0.56780 1.29473, 95% 0.16629 0.61102 
LB 0.93750, 96% 0.19787 0.48905 1.05208, 96% 0.21860 0.42831 
LC 0.96907, 97% 0.20937 0.44588 0.96938, 98% 0.17765 0.48887 
CB 0.27000, 100% 0.26951 0.05934 0.31000, 100% 0.24658 0.17449 
CL 0.37000, 100% 0.22223 0.10801 0.24000, 100% 0.25171 0.13275 

 
 

These results show that the adequate strategy when both agents have strategies 
using behaviors in combination is LC(buyer)-LC(seller) case with the best 
performance in term of UP(high)=0.25533 and UD(low)=0.00050, and 
D(%)(high)=99%, and AR(low)=1.88888. From these results, since with incomplete 
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information, an adequate strategy could be also here a strategy which imitates the 
other agent since: for b(BL) adequate strategy is s(BL) (UP=0.25436, UD=0.00106), 
for b(BC) adequate strategy is s(LB) (UP=0.25174, UD=0.00780), for b(LB) 
adequate strategy is s(BL), for b(LC) adequate strategy is s(LC), for b(CB) adequate 
strategy is s(CB), and for b(CL) adequate strategy is s(CL). From comparison of 
strategies using behaviors individually with those using them in combination, 
suggested combination allows agents to improve negotiation process in terms of agent 
utilities (utility product UP and utility difference UD), average round number to reach 
an agreement AR, and percentage of agreements D(%) as demonstrated by the 
following results: - from Table 1 using behaviors individually, L(buyer)-L(seller) case 
with the best performance in term of UP=0.2547, UD=0.0451, D(%)=83%, and 
AR=1.1807 ; and - from Table 3 using behaviors in combination, LC(buyer)-
LC(seller) case with best performance in term of UP=0.25533, UD=0.00050, 
D(%)=99%, and AR=1.88888. 

4   Social and Cognitive System for Learning Negotiation Strategies 

The technology of multi-agent systems which facilitates the negotiation at operative 
level of the decision-making [26] is used. More, in order to satisfy their design 
objectives, agents are designed to be intelligent, i.e., capable of flexible behavior [2], 
[16], [17]: able to perceive their environment, and respond in a timely fashion to 
changes (reactivity), to exhibit goal-directed behavior (proactiveness), and capable of 
interacting with other agents and possibly humans (social ability) ; such abilities are 
guaranteed in this work by psychological aspects of the personality, multi-agents, and 
Q-Learning. In order to elaborate such negotiation strategy, social and cognitive 
system which is presented in Fig. 1, is developed. It is built of three main parts: a 
multi-agent system representing environment model, an intelligent agent, and a 
simulation environment. In this work, for an intelligent agent, given a state (round) 
and a given strategy (basic buying strategy), the agent reactions (choosing an Action 
in each state) is based on the updating of Qvalues (from reinforcement Q-Learning) 
corresponding to negotiation behaviors. The basic negotiation behaviors Conciliatory 
(Con), Neutral (Neu), and Aggressive (Agg) have been extended to nine such as: 

- more Conciliatory (+Con), Conciliatory (Con), less Conciliatory (-Con), 
- more Neutral (+Neu), Neutral (Neu), less Neutral (-Neu), 
- less Aggressive (-Agg), Aggressive (Agg), more Aggresive (+Agg). 

These behaviors correspond to the Actions such as: +Con (Action0), Con (Action1), -
Con (Action2), +Neu (Action3), Neu (Action4), -Neu (Action5), -Agg (Action6), Agg 
(Action7), and +Agg (Action8). A strategy is then fixed using for instance the strategy 
rewards ( for a basic buying strategy used for training) in Table 5. After learning, Action 
corresponding to character with the max Qvalue is chosen. 

Fuzzy ArtMap Neural Network (FAMNN) implementation of reinforcement Q-
learning offers the advantages of learning, generalization, and limited memory 
requirement for storing the knowledge [23], [24], [25]. Such learning can be achieved 
exploiting Adaptive Resonance Theory (ART) in combination with neural networks 
and fuzzy logic. Indeed, ART can be used to design hierarchical artmap neural 
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Fig. 1. Social and cognitive system            Fig. 2. Fuzzy ArtMap Neural Network architecture 

Table 5. Strategy rewards (basic buying strategy) 

 States From S0 to S8 States From S9 to S16 States From S17 to S24 
+ Con - 60 - 60 … - 60 - 60 - 60 … - 60 - 2 - 2 … - 2 

Con - 50 - 50 … - 50 - 50 - 50 … - 50 - 1 - 1 … - 1 
- Con - 40 - 40 … - 40 - 40 - 40 … - 40 + 1 + 1 … + 1 
+ Neu + 1 + 1 … + 1 - 30 - 30 … - 30 - 10 - 10 … - 10 

Neu - 1 - 1 … - 1 - 20 - 20 … - 20 - 20 - 20 … - 20 
- Neu - 2 - 2 … - 2 - 10 - 10 … - 10 - 30 - 30 … - 30 
- Agg - 40 - 40 … - 40 + 1 + 1 … + 1 - 40 - 40 … - 40 

Agg - 50 - 50 … - 50 - 1 - 1 … - 1 - 50 - 50 … - 50 
+ Agg - 60 - 60 … - 60 - 2 - 2 … - 2 - 60 - 60 … - 60  

 
networks that can rapidly self-organize stable categorical mappings between i-
dimensional input vectors and n-dimensional output vectors [27]. FAMNN is then 
trained to acquire the suggested strategy, from learning algorithm detailed in [28], and 
from a training set of one hundred (100) examples. This classifier sprouted output 
category node number OCNN=9 and yields convergence in well under cycle number 
cycle number CN=1 with the learning rate η=1, the small positive constant 
λ=0.000001, and the vigilance baseline σ=0.4. After learning, FAMNN classifier is 
built of raw input layer (complement coder), input and output category, and category 
layers as illustrated in Fig. 2. 

5   Discussion and Conclusion 

In a first part, a combination, inspired from empirical human negotiation, of time-
dependent behaviors has been suggested for autonomous agent systems with 
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incomplete information intending to find adequate (win-win solutions for both parties) 
strategy, in one-to-one single issue negotiation. With regard to strategies using 
behaviors individually, obtained results demonstrate that the suggested combination 
allows agents to improve negotiation process in terms of agent utilities, round number 
to reach an agreement, and percentage of agreements. Another interesting conclusion 
is that, since with incomplete information, an adequate strategy could be a strategy 
which imitates the other agent (adequate strategies have been BL-BL, BC-LB, LB-
BL, LC-LC, CB-CB, and CL-CL). With regard to work developed in [10]: - 
strategies of class starting reasonable and conceding moderately lead, on average, to 
superior outcomes (in our case: LB-BL and LC-LC) ; - strategies of class starting high 
and conceding slowly lead, on average, to fewer and slower agreements (in our case: 
BL-BL and BC-LB) ; and strategies of class starting low and conceding rapidly lead, 
on average, to more and faster agreements but with inferior outcomes (in our case: 
CB-CB and CL-CL). In a second part, a negotiation strategy using behaviors 
capturing psychological aspects of human personality has been suggested. Such 
negotiation behaviors are acquired by reinforcement Q-learning approach in order to 
guarantee agent reactivity, agent proactiveness, and agent social ability. The strategy 
is then acquired by FAMNN exploiting particularly their fast and stable learning 
capabilities (essential trait of intelligence). Thus, the suggested strategy displays 
ability to provide agents, through a basic buying strategy, with a first intelligence 
level in social and cognitive system for learning negotiation strategies from 
interaction (human-agent and agent-agent). 
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Abstract. This paper proposes a corpus of metrics to evaluate the balance of 
communications in these systems. The hypothesis of this paper is that these 
metrics are strongly related with the quality of service of the MASs. In addition, 
some classification rules are provided to classify agents according to the met-
rics; thus, an origin of the low quality of service of MASs is detected. The de-
tection of this origin is the first step for debugging and improving the commu-
nication in MASs. The experimentation of this work uses the INGENIAS De-
velopment Kit, because it supports the development of fully functional Multi-
agent Systems (MASs) from specification models. As a proof of concept, this 
work measures two variants of a MAS for managing a crisis situation in a  
city and shows the relationship between the proposed metrics and the quality of 
service. 

Keywords: Communication load balancing, classification, metrics, multi-agent 
systems, quality of service, response times. 

1   Introduction 

During the execution of Multi-agent Systems, several resources (like CPU time and 
network traffic) are consumed, and consequently they must be properly designed. One 
of the key aspects of the design of MASs concretely is the manner agents communi-
cate. The goal of this work is to provide a quantitative mechanism to aid designers in 
designing the communication of their MASs, and the mechanism is based on the load 
balancing. For instance, a group of agents can always choose the same agent, and the 
consequences are that an agent is overloaded with the continuous requests while oth-
ers are not receiving any request. This fact causes the overall time response to be 
higher, and the overall consequence is a Quality of Service reduction. 

For avoiding these kinds of situations, this work presents a corpus of metrics for 
measuring communication in MASs and detecting the origin of the unbalanced com-
munications. The metrics measures the balance of communication in an active manner 
(sending messages) and in a passive manner (receiving messages).  
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The INGENIAS is a well-known established methodology that asserts the impor-
tance of communication in MAS. Its support tool, INGENIAS Development Kit 
(IDK) [1], allows building plug-ins to make the specifications work, and therefore, 
this fact facilitates the creation of a framework for measuring the proposed metrics. In 
the application of these metrics to several IDK developments, one can observe that 
the measurement values of these metrics are strongly related with the Quality of Ser-
vice (QoS). This paper presents one of these cases, in which the metrics measures the 
communication of a MAS for crisis-management, and indicates which is the origin of 
the low QoS of this system.  

2   Communication in Multi-Agent Systems 

This work measures the amount and type of communication activity in several scopes. 
According to our study, there can be five main patterns of agents regarding the com-
munication activity: overloaders, overloaded, isolated, overloaded-overloader, and 
regular. The first four types should not exist in a balanced system and the last one is 
the ideal agent: 

1. Overloaders: Agents that overload the communication by sending too many  
messages. 

2. Overloaded: Agents that are overloaded by receiving too many messages. 
3. Isolated: Agents that neither send nor receive any message. 
4. Overloaded-overloader: Agents that are overloaded but also overload other ones. 
5. Regular: Agents whose behavior is ideal because they send and receive an ade-

quate amount of messages according to the communication activity of the system. 

The existence of the first four types is related with a low quality of QoS of the sys-
tem. For instance, when an agent is occupied in paying attention to a great amount of 
requests (an overloaded agent), its response time delays and, consequently, the overall 
response time of the system also delays. In this example, the response time is used as 
an indicator of the QoS. The next section presents the necessary metrics for detecting 
the aforementioned types of agents.  

3   Definition of MAS Communication Metrics 

In order to determine when an agent is overloading or overloaded, this paper provides 
the definition of some metrics in two different scopes: the global system and the 
group of agents playing the same role The classification of the agents will be within 
each scope, e.g. an agent will be classified into any of the mentioned classes using the 
value of metrics. . It is important to distinguish both scopes because an agent can have 
a pattern (e.g. overloader)  regarding the rest of the agents of  scope (e.g. global 
scope), and have another pattern (e.g. regular) regarding the agents of the other scope 
(e.g role scope). For instance, the reason can be that its activity is neutralized by the 
other agents’ activity within a particular scope. 
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3.1   Scope of the Global System  

The scope of the global system is the performance of all agents in the system. Table 1 
provides the metric name with each calculation (1), (2), and limits (3), (4). All the 
metrics presented in this paper use the following notation: 

•    A1..An are agents. 
•    S is the set of agents in the system. 
•    n(X) is the cardinality of X set. 
•    r(Ax) is the number of the Ax agent’s received messages. 
•    s(Ax) is the number of the Ax agent’s sent messages. 
•    R is the subset of agents playing the same role. 

Table 1. Metrics for an agent performance in the system scope 

 Metric 
name Description Limits 

BS(Aj) OverloaderSystem Metric measures the amount 
of an agent’s sent messages comparing it to the 
amount of sent messages in the system, with the 
following definition: 

BS Ai =
s Ai

( s(Aj))Aj  S

n S

                       (1) BS Aj =
X
X

n S

BS(Aj)  [0, n(S)] 
Min(BS(Aj))=0 in case Aj does not send 
any message. 
Max(BS(Aj))=n(S) if all messages are sent 
by the same agent Aj :

                             (3) 

MS(Aj) OverloadedSystem Metric measures the amount 
of an agent’s received messages comparing it to 
the amount of received messages in the system, 
with the following definition: 

MS Ai =
r Ai

( r(Aj))Aj  S

n(S)

                 (2

MS(Aj)  [0, n(S)]  
Min(MS(A )) = 0 inj  case Aj does not send 
any message. 
Max(MS(Aj)) = n(S) if all messages are 
sent by the same agent Aj :

 

The following rules interpret the measurement with certain thresholds: 

1. Agents who do not receive or send any messages will be classified as isolated. 
2. Agents whose BS is much higher than the threshold will be classified as 

overloaders.  
3. Agents whose MS is much higher than the threshold will be classified as 

overloaded. 
4. Agents whose BS and MS are both much higher than the threshold will be 

classified as overloaded-overloader. 
5. Agents whose BS and MS are close to the threshold will be classified as regular, 

because their communication is balanced.  
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3.2   Scope of Agents Playing the Same Role 

The performance of each agent can also be measured in the scope of the agents play-
ing the same role. Table 2 provides the metric names with each equation (5), (6), and 
limits (7), (8): 

Table 2. Metrics for an agent performance in the role scope 

Metric 
name Description Limits 

BR(Aj) OverloaderRole Metric measures the amount of an 
agent’s sent messages comparing it to the amount of 
sent messages by the agents playing the same role, 
with the following definition: 
                         

BR Ai =
s Ai

( s(Aj))Aj  R

n(R)

   (5) 

BR(Aj)  [0, n(R)] 
Min(BR(Aj)) = 0 in case Aj does 
not send any message. 
Max(BR(Aj)) = n(R) if all 
messages are sent by the same 
agent Aj :

MR(Aj) OverloadedRole Metric measures the amount of an 
agent’s received messages comparing it to the amount 
of received messages by the agents playing the same 
role, with the following definition: 

MR Ai =
r Ai

( r(Aj))Aj  R

n(R)

     (6) 

MR(Aj) [0,n(R)] Min(MR(Aj)) = 
0 in case Aj does not send any 
message. 
Max(MR(Aj)) = n(R) if all 
messages are sent by the same 
agent Aj :

 

The agents are classified with the following rules, considering certain thresholds: 

1. Agents who do not receive or send any messages will be classified as isolated. 
2. Agents whose BR is much higher than the threshold will be classified as 

overloaders.  
3. Agents whose MR is much higher than the threshold will be classified as 

overloaded. 
4. Agents whose BR and MR are both much higher than the threshold will be 

classified as overloaded-overloader. 
5. Agents whose BR and MR are not much higher than the threshold will be classified 

as regular, because their communication is balanced.  

4   Case Study: A Crisis-Management MAS 

A MAS with overloaded communication effect has been tested to identify communi-
cation patterns. The MAS implements a crisis-management case [2]; in which, a poi-
sonous material has been released into a city. Since the centralized medicals services 
are not enough, the citizens with medical capabilities can offer help to the affected 
people in nearby areas; at the same time citizens are warned of the affected locations, 
in order to avoid them. All the experiments presented in this work can be reproduced  
 



 Evaluation of Multi-Agent System Communication in INGENIAS 623 

 

Fig. 1. The Coordinator-Network Interaction, with the INGENIAS notation 

with both the IDK 2.8, which contains the crisis-management MAS and is available 
from Grasia Web (http://grasia.fdi.ucm.es in “Software” section).  

There are four coordinator agents (beginning with CoordA prefix) and four net-
work agents (beginning with NetworkA prefix), which exchange messages to coordi-
nate help and notify the risk areas.  

The experimentation considers two versions of the system: a crisis simulation with 
overloaded communication and another with balanced communication. In the first 
version, the crisis management system may be blocked because the coordinator agents 
send messages to the same interface agent due to the ingenuous selection in the com-
munication process, which always selects the first agent of the yellow pages of the 
MAS. In the second version, this problem has been fixed by randomly selecting a 
network agent. In particular, this work only alters the mechanism of selecting the 
network agent for triggering the Coordinator-network interaction (CNInt in figure 1). 

From the experience of this case study, in both versions, a threshold of unit order 
(3.00) provides an accurate way to distinguish the regular and irregular patterns, in the 
global and role scopes, because the values are of unit order.  

4.1   Experimental Results in the Crisis System with Ingenuous Communication 

Using the metrics from previous sections, concretely BS(Aj), MS(Aj), BR(Aj), and 
MR(Aj), the results in table 3 have been obtained: 

Table 3. Values of the metrics for the agents 

Agent ID BS(Aj) MS(Aj) BR(Aj) MR(Aj) 
CoordA_034 0.61 1.85 1.00 1.33 
CoordA_134 0.61 1.23 1.00 0.89 
CoordA_234 0.61 1.23 1.00 0.89 
CoordA_334 0.61 1.23 1.00 0.89 
NetworkA_0 0.00 0.00 0.00 0.00 
NetworkA_1 5.50 2.46 4.00 4.00 
NetworkA_2 0.00 0.00 0.00 0.00 
NetworkA_3 0.00 0.00 0.00 0.00 

Classification results within the three scopes have been collected from this execu-
tion as in table 4:  
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Table 4. Classification results of the metrics for the agents 

Agent ID Global system Agents playing the same role 
Coord_034 Regular Regular 
Coord_134 Regular Regular 
Coord_234 Regular Regular 
Coord_334 Regular Regular 
Network_0 Isolated Isolated 
Network_1 Overloader Overloaded-overloader 
Network_2 Isolated Isolated 
Network_3 Isolated Isolated 

 
In the classification, none of the network agents follows a regular pattern; there-

fore, there is an unbalanced communication in both scopes. Since a Network agent is 
overloaded while the other Network agents are isolated, the problem is the mecha-
nism-selection of the Network agents in the Coordinator-network interaction. The 
problem is fixed straightforward by changing this mechanism selection to a more 
balanced strategy, such as random-selection. 

4.2   Experimental Results in the Crisis System with Random-Selection 
Communication 

This architecture has the same number of agents than the previous one. As the origin 
of the unbalanced communication is the mechanism of selection of the coordinator-
agent, this mechanism of selection is changed. Thus, in this version, coordinator-
agents randomly interact with any agent of the network-role. In this system, the values 
of the metrics are presented in Table 5, and the results of applying the classification 
rules are collected in Table 6. The values of metrics are closer to 1 and all agents of 
the system are classified as regular; hence, all network agents have taken part in the 
system in a proper proportion.  

Table 5. Values of the metrics for the agents 

Agent ID BS(Aj) MS(Aj) BR(Aj) MR(Aj) 
CoordA_034 0.55 1.38 1.00 0.95 
CoordA_134 0.55 1.65 1.00 1.14 
CoordA_234 0.55 1.38 1.00 0.95 
CoordA_334 0.55 1.38 1.00 0.95 
NetworkA_0 1.65 0.55 1.14 1.00 
NetworkA_1 0.83 0.55 0.57 1.00 
NetworkA_2 1.65 0.55 1.14 1.00 
NetworkA_3 1.65 0.55 1.14 1.00 

Table 6. Results of the classification of the agents within the three scopes 

Agent ID Global system Agents playing the same role 
Coord_034 Regular Regular 
… … … 
Network_0 Regular Regular 
… … … 
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4.3   Response Times in the Crisis System with Ingenuous Communication and 
with Random-Selection Communication 

Table 7 shows the response times for each agent and the system in both variants. The 
system response time is the average of the agents’ response times. CoordA_034 agent 
has no response time because it is the one who offers the service requested. As sus-
pected, response times are lower in the second variant, because the communication is 
well balanced and therefore, it improves the response time and quality of service. 
Therefore, the presented metrics are strongly related with the QoS of the system. 

Table 7. Agent and System response times in milliseconds for 4 agents 

Agent ID/System Response time (Ingenuous 
Communication)  

Response time (Random-selection 
Communication)  

CoordA_034 N/A N/A 
CoordA_134 2524 1973 
CoordA_234 2987 1287 
CoordA_334 698 2526 
System 2069 1928 

5   Related Work 

Load balancing in MASs has been pursued in several ways and applied in multiple 
scopes. [3] explains a multi-agent reinforcement learning process in MAS load bal-
ancing. When choosing a resource, the agent must optimize both the resource usage in 
the system and fairness by using purely local information. [4] mentions that mobile 
agents are a paradigm used to balance load in dynamic environments because this 
type of agent can decide when and where to move, depending on the system condi-
tions.  Although load balancing has been studied extensively in MAS context, the 
design of analysis tools of debugging data of MAS executions is only preliminary. In 
[5], a task of clustering has been made to detect of agents with similar communication 
activity. In [6], clustering algorithms and complex data visualization techniques have 
been applied to the logs of interactions resulting from the execution of a MAS on the 
JADE platform. [7] has a formalism, called Enhanced Dooley Graphs, to explicate 
relationships within agent conversations and provide aid to new designs. In contrast, 
our work has quantitatively evaluated the communication with metrics and classifica-
tion rules; and these metrics are empirically proven to be strongly related with QoS. 
Moreover, the advantage of our approach is that assigning these patterns to agents 
using the IDK methodology, allows the straightforward identification of the interac-
tions that are causing the unbalanced communication. With this information, the de-
signer has just to change the selection mechanism of the affected interaction. 

6   Conclusions and Future Work 

The presented metrics measure the communication in MASs, and their measurement 
values are strongly related with the QoS. The metrics and the presented classification 
rules assist designers in creating balanced communications in MASs and,  
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consequently, efficient MASs. In this case, the overloading effect has been due to a 
wrong agent selection-mechanism and has been solved by changing it. 

In the future, the relationship between the metrics and QoS can be corroborated in 
other MAS methodologies and tools. 

According to the scalability, our preliminary experiments advocate that the unbal-
anced patterns of communications have worse effects when MASs are larger. Thus, 
the presented metrics can become more valuable for huge MASs. One of our short-
term goals is to corroborate this preliminary theory.  

Moreover, the proposed metrics can be applied to open MASs, to facilitate the de-
tection of malicious or problematic agents that considerably decrease the performance 
of the whole open-system.  
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Abstract. Mobile agent technology has traditionally been recognized
as a very useful approach to build applications for mobile computing
and wireless environments. However, only a few studies report practical
experiences with mobile agents in a wireless medium. This leads us to
the following question: is mobile agent technology ready to be used in
this environment?

In this paper, we study existing mobile agent platforms by analyzing
if they could be used effectively in a wireless medium. We identify some
key missing features in the platforms and highlight the requirements and
challenges that lie ahead. With this work, we expose existing problems
and hope to motivate further research in the area.

1 Introduction

Mobile agents [6] are programs that execute in contexts called places, hosted
on computers, and can autonomously travel from place to place resuming their
execution there. Thus, they are not bound to the computer where they were
created; instead, they can move freely between computers.

Mobile agents provide interesting features, thanks to their autonomy, adapt-
ability, and capability to move to remote computers. They can carry the compu-
tation wherever it is necessary, without the need of installing specialized servers
there (only a generic mobile agent platform [12] is needed). In particular, the in-
terest of mobile agent technology for wireless environments has been emphasized
in the literature (e.g., see [10]). Thus, for example, instead of communicating a
large amount of data from a computer to a mobile device, a mobile agent can
move to that computer to process the data locally, filtering the non-relevant data
that should not be communicated through the network. As another example, a
mobile device could use a mobile agent to perform a processing-intensive task
on a fixed computer with the required resources, relieving the overload of the
mobile device. This will increase, in turn, its battery life, which is an important
limitation on these devices.

However, and despite mobile agent technology has been evaluated in many
research works in the context of distributed systems, there are only a few re-
ported experiences on the use of mobile agents in real wireless environments with
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mobile devices. In most cases, a simple and static wireless environment is con-
sidered (e.g., we performed an experimental evaluation in this context in [13]).
Moreover, we also believe that it is important to study the challenges that mo-
bile environments imply for a mobile agent platform. For example, in ad hoc
networks multi-hop protocols may be required to reach a certain node (as each
node can only communicate with other nodes within its communication range)
As another example, it becomes apparent that mobile agent platforms should
provide services for agents to discover other nodes.

As far as we know, no other work has studied in depth the requirements and
current limitations of mobile agent platforms to be usable in a mobile environ-
ment1, which is the goal of this paper. We analyze the challenges that need to
be solved and highlight the advantages and disadvantages of existing platforms
in a mobile environment. The structure of the rest of this paper is as follows. In
Section 2, we introduce the concept of mobile agent platform and motivate the
development of this work. In Section 3, we study security issues. In Section 4, we
consider the challenges of using wireless communications and mobile ad hoc net-
works. In Section 5, we focus on architectural elements that must be considered.
Finally, in Section 6, we summarize our conclusions.

2 Mobile Agent Platforms in Wireless Environments

There exist several mobile agent platforms, which allow the execution of mobile
agents and provide them different services (e.g., communication services, trans-
portation services, security, etc.). These platforms differ in different aspects (such
as their general architecture, communication style, etc.) and compare differently
in terms of performance, reliability or scalability [12].

Mobile agent technology has been proposed as a key element in the devel-
opment of many applications, for a variety of reasons (e.g., their capability to
exploit the locality of data by moving to the data source instead of interacting
remotely using a network). With the increasing popularity of mobile devices, it
was a natural step forward to try to apply mobile agents to the mobile environ-
ment. Given its portable nature, mobile devices use wireless communications,
creating a scenario completely different from a traditional distributed environ-
ment with fixed networks. Such an environment has a number of advantages
(e.g., the processing is not tied to a fixed location) but also some drawbacks,
such as the limited computational power of mobile devices and a short communi-
cation range based on wireless technologies –that usually offer a low bandwidth,
a high latency, and intermittent/unreliable connectivity–. Thanks to their fea-
tures, mobile agents can be very useful in wireless applications (e.g., see [10]),
as they could help to reduce the negative effects of such limitations.

However, despite the increasing popularity of wireless services and the ad-
vantages of mobile agents in these environments, there are not many practical
1 We are only aware of the work presented in [1], which focuses only on security issues

over a P2P communication model for mobile agents in ubiquitous computing and
does not analyze the existing platforms.



Agents Jumping in the Air: Dream or Reality? 629

applications of this technology, except for some proofs of concept. A possible ex-
planation could be that it is very difficult to develop and maintain such mobile
agent based applications because existing platforms lack a number of features
that should be present for their use in a wireless and mobile environment. Among
them, we could emphasize:

– Features related to security, since the use of wireless communications broad-
cast data that could be intercepted or altered without having any notice.

– Features related to special network topologies, since there are multiple mobile
nodes with short range and unstable communications, which can make the
process of transfer data between two nodes challenging.

– Features related to the way the platform itself works, since the mobile agents
need some services to perform their tasks efficiently, such as the transporta-
tion to other places or the communication with other agents in the network.

Not providing the features listed above is an important difficulty to develop
applications based on mobile agents for mobile environments. Thus, for example,
an agent should be able to detect the availability of new nearby devices (e.g.,
to travel to them) and to communicate with other agents easily and efficiently.
Mobile agent platforms have usually been developed with a static context in
mind and now they must be adapted to a more open and dynamic environment.

Besides, scalability and reliability are two key features that should also
be provided. They are important even when the mobile agents rely on
fixed networks, and therefore even more critical in a challenging environ-
ment with wireless networks. Some tests indicate that the scalability/reliability
of some platforms should be improved [3]. However, as this need is not
tied to the wireless case –although heightened by it– we will focus on the
other features in the rest of this paper. We will consider the following plat-
forms: SPRINGS (http://osiris.cps.unizar.es/SPRINGS/), Voyager Com-
munity Edition (http://www.recursionsw.com/), and JADE with LEAP
(http://jade.tilab.com/). SPRINGS provides a high scalability in distributed
environments [3]. Along with SPRINGS, Voyager is one of the most reliable plat-
forms according to experiments performed in [12]. Finally, JADE is currently the
most popular agent platform and its extension LEAP supports agents on mobile
devices. Therefore, we believe that these platforms will be representative of the
state of the art.

3 Security Issues

Security is always a major concern. Besides security problems with mobile agents
in fixed networks [2,14], other problems particular to wireless environments arise.

3.1 Communication Encryption

Wireless communications usually broadcast the transmitted data in an omnidi-
rectional way. The disadvantage is that these data will be received not only by

http://osiris.cps.unizar.es/SPRINGS/
http://www.recursionsw.com/
http://jade.tilab.com/
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the intended destination but also by anyone within the range of the originating
communication device. Although almost every wireless communication protocol
(such as Wi-Fi or Bluetooth) can encrypt the data, it is not mandatory and in
some circumstances an unencrypted communication can be the only form avail-
able (e.g., with public access points or hotspots). If a mobile agent is transferred
using an insecure channel, its code and data will be exposed to any nearby de-
vice. To avoid this problem, the mobile agent platform should be able to encrypt
all its communications when connecting to others.

Regarding the considered existing mobile agent platforms, both Voyager
and JADE-LEAP can natively use SSL connections –which assure data flow
encryption–, whereas SPRINGS lacks this feature.

3.2 Code Integrity

The code of a mobile agent can be altered, either intentionally or accidentally, in
many ways. For example, in the first case, a malicious user could modify it while
it is running on its device. In the second case, a failure such as a memory loss or
a problem with the wireless transmission of the agent could lead to a corruption
of its code. The execution of an agent whose code has been altered can lead
to unpredictable consequences and should be avoided. Thus, the mobile agent
platform should verify the agent’s code integrity before starting its execution,
for example signing the code with a X.509 digital certificate.

Thanks to the use of SSL by Voyager and JADE-LEAP, any attempt to tamper
with an agent while it is being transmitted will be detected. Moreover, Voyager
provides a signing mechanism to assure that the agent is not modified while it
is stored in the device’s memory. SPRINGS lacks both features.

3.3 Authentication and Trust

A mobile device has a number of resources (such as the CPU, the memory, the file
system, the user interface, etc.) susceptible to be used by an agent to accomplish
its task. To avoid abuses on the use of these resources, the platform should state
the extent to which it trusts an incoming agent –this is critical in an open
environment–. Depending on it, the platform should allow, limit or even deny
the mobile agent the access to the resources. There already exist mechanisms of
authentication for distributed environments (e.g., Kerberos) that could be used
to determine the owner of an agent. Once it is authenticated, different access
control policies can determine the resources that the agent can use.

Voyager and JADE-LEAP have mechanisms to verify the identity of agents
and other platform components, and grant different privilege levels. However,
SPRINGS has no authentication mechanisms and just a basic access control.

4 Network Issues

Existing mobile agent platforms assume the existence of a TCP/IP network
where every node can potentially connect to any other. This approach has the
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advantage of its simplicity, but prevents considering explicitly other forms of
communication that could be beneficial in a context with wireless mobile agents.

One limitation of mobile devices is that their communication interfaces (usu-
ally Wi-Fi or Bluetooth) have a relatively short range (a few hundred meters).
Therefore, in a mobile ad hoc network a multi-hop routing protocol may be
needed for two nodes to communicate. For a mobile agent platform, it would be
interesting to access information about: whether the connection is fixed or wire-
less, the bandwidth available, if an established link (e.g., a Wi-Fi connection) is
encrypted or not, the coverage level or the strength of the received signal in the
case of a wireless communication, the identifiers of nearby wireless networks or
nodes that could be contacted, etc.

With all this information, the platform would be able to take different useful
decisions. For example, it could select the most appropriate communication link
if there are several options available, in the case of a secure channel it would avoid
encrypting the communicated data –reducing the CPU utilization and therefore
saving battery power in the mobile device–, it could decide not to retry a failed
communication if the coverage is poor, etc. Making this information accessible
to the agents would also be interesting. For example, an agent could decide to
jump to another device/node if its current device is getting out of coverage.

As far as we know, current mobile agent platforms do not have the ability
to obtain this kind of information, which would be important in order to make
the platform truly adaptive to different network environments. The closest re-
lated features that the considered platforms have are the following: Voyager can
measure the network latency and detect that a communication is broken when
an abnormally high value is obtained; JADE-LEAP can get basic information
about the link status (connected or disconnected); finally, SPRINGS retries failed
communications automatically according to some predefined policy.

5 Architecture Issues

In this section, we provide an overview of some architectural issues that should
be considered in a mobile agent platform suitable for a mobile environment.

5.1 Automatic Discovery Service

As opposed to a fixed distributed infrastructure for mobile agents, a mobile
context usually presents an open environment where many different comput-
ers/devices may appear and disappear at any time. Therefore, it is of paramount
importance to provide agents with appropriate mechanisms to locate nodes to
where they can travel. Moreover, the capabilities/services offered by these nodes
should be advertised to allow the agents to decide a convenient target node.

Discovery of Services. There exist several service discovery protocols, such
as the Service Location Protocol (SLP), the Universal Plug and Play (UPnP),
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or the use of the Jini technology. The suitability of these protocols for ambient
intelligence is analyzed in [9].

Mobile agents should be provided an automatic discovery mechanism to allow
them the detection of services of interest2. However, as far as we know, these pro-
tocols have not been integrated in any existing mobile agent platform. Moreover,
it is not clear if they are the best choice in a mobile environment. For example,
JADE-LEAP has a federated Yellow Pages (YP) service, but allocating it to a
node is not transparent to the programmer and movements of the mobile device
may invalidate the convenience of using that allocated YP service.

Finally, we would like to highlight the importance of providing a semantic
matching of services [11], not only syntactic matching, if we want to enable
dynamic and flexible interactions among the mobile agents. Thus, Agent Com-
munication Languages (ACLs) [4] could play an important role. The language
proposed by the Foundation for Intelligent Physical Agents (the FIPA ACL –see
http://www.fipa.org/–) is the most popular proposal and it is supported by
several mobile agent platforms (e.g., JADE). If services for mobile agents are
implemented as web services, as suggested in [15], then existing techniques for
web services (UDDI, WSDL, SOAP, OWL-S, etc.) could also be adopted.

Discovery of Nodes. It is necessary for an agent to be able to detect the
nodes that are reachable and which services/features provide them. Thus, nodes
must be auto-descriptive. This is particularly important in a heterogeneous en-
vironment where there will be computers/devices with different processing and
communication capabilities.

However, no platform provides mechanisms to allow an agent to detect other
potential target computers/devices. Although some platforms provide name ser-
vices to query the computers that can host an agent (e.g., the Region Name
Server in SPRINGS [3]), they do not consider that some computers/devices may
not be accessible from a given location (e.g., if the mobile agent is executing on
a device that can only communicate with other devices within communication
range); indeed, the name service itself may be unreachable.

5.2 Tracking of Mobile Agents and Name Services

As mobile agents move from one computer/device to another, tracking their loca-
tions efficiently (which is required if we want to be able to allow communications
with those agents from any computer/device) is challenging. To solve this prob-
lem, different approaches have been considered. Some mobile agent platforms
provide a naming service that can be used to locate an agent and then send a
message to its address. An alternative approach supports communications by
using proxies (similar to the stubs in RMI) as a convenient abstraction to refer
to remote agents (e.g., to send them messages or call methods remotely). Sev-
eral platforms, such as SPRINGS and Voyager, support proxies. Related to the

2 Some works propose using mobile agents to implement service discovery [5,8].

http://www.fipa.org/
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Table 1. Comparison of mobile agent platforms: features for mobile environments

Feature Voyager JADE/LEAP SPRINGS

Security Issues

Encryption Yes (SSL) Yes (SSL) No

Code integrity for transmissions Yes (SSL) Yes (SSL) No

Code integrity for execution Some (signing) No No

Authentication and trust Yes (very rich) Yes (rich) Very basic

Network Issues
Access to link layer No No No

Adaptability Latency measure Conn. status Conn. retrying

Architectural
Issues

Discovery of nodes No No No

Transparent service discovery No (YP) No (DF) No

Adapted tracking approach No (AgentSpaces) No (AMS) No (RNS)

Strong points Messaging, devices Messaging, ontologies Scalable, reliable

concept of proxies, dynamic proxies remain valid independently of the agents’
migrations (i.e., the reference is updated automatically) [3].

However, existing strategies have been developed with a fixed network in
mind and are not appropriate in a mobile environment. For example, SPRINGS
assumes the existence of stable Region Name Servers (RNSs) and location servers
with tracking responsibilities. This could be unsuitable in a dynamic context
because nodes can leave/enter the network at any time and some nodes could
be temporarily unreachable. Similarly, according to [7], Voyager uses forwarding
chains of proxies, which may be inconvenient because any link (pointer) in the
chain could disappear at any time. Thus, we believe that new tracking techniques
are needed in this context, avoiding mechanisms that rely on the availability of
certain nodes or centralized approaches, in favor of adaptive tracking approaches.

Finally, we should mention that ensuring the uniqueness of agent names and
at the same time providing user-friendly mechanisms to address the agents is
a challenge in an open and dynamic environment. A potential solution would
imply a shift in the way agents communicate. At present, it is usually assumed
that agents identify their partners by name. An alternative would be to identify
partners by service, which would make user-friendly agent names unnecessary.

6 Conclusions

Mobile agent technology has been highlighted as a very interesting approach to
build applications for mobile environments. However, despite many theoretical
studies proving the usefulness of this alternative, it is hard to find practical
applications with real prototypes and using the available mobile agent platforms.
One reason is probably that such platforms have been developed with a fixed
distributed environment in mind, but not considering the features that may be of
special interest in a mobile environment (e.g., reliance against security threats,
adaptation to the network technology, and service/node discovery). Considering
these features would make the adoption of the technology much easier.

In this paper, we have identified the requirements and desired features of
mobile agent platforms to be used in a mobile environment. In light of these re-
quirements, we have analyzed the missing features in some popular mobile agent
platforms (see Table 1 for a summary). Thus, we cover a gap in the literature,
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where many works propose the use of mobile agents in wireless environments
but without analyzing the applicability of current mobile agent platforms.

As future work, we plan to study these issues in detail and propose solutions
for SPRINGS [3]. We hope that this work will encourage research and develop-
ment efforts that will eventually lead to a big leap forward into the wireless.
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Abstract. A scenario is an example narrative description of typical
interactions of users with the system. Scenarios are concrete, informal
descriptions, and are not intended to describe all possible interactions.
This document describes the scenarios used in the SHARE-it project.
These scenarios have several purposes. The main purpose of scenarios
is to provide a communication tool between the user experts and the
technology experts. As scenarios describe the actual deployment of the
system, it encapsulates both knowledge about how the system can be
useful, and also what is technically feasible. Each scenario in this docu-
ment has the following items: Purpose of the scenario, User Description,
Narrative Scenario, Structure of the scenario, Roles of the Agents, Role
of Communication.

1 Introduction

We do believe that in order to solve problems, we, humans are able to synthesize
apparently unrelated concepts, take advantage of serendipitous opportunities
and previous experiences, hypothesize, invent solutions to everyday problems in
well-know environments.

SHARE-it is exploring how robotic and agent-based technologies, designed in
forms as familiar as mobility platforms and other interface appliances, might be
used to assist elders to stay longer at their preferred environment and to give
support those who provide care. Mobility is a key aspect for elderly and im-
paired people, which the SHARE-it project addresses with the development of
four different mobility platforms, namely Rolland, Spherik, ı-Walker and CAR-
MEN. Interdisciplinary research requires the collaboration of several groups of
participants with different backgrounds. In the SHARE-it project for instance,
the medical doctors are experts in their domain, and have knowledge about
how the system might be useful to support certain types of disability. On the
other hand, the developers of the technology have more experience with build-
ing systems, but have little knowledge of the everyday activities and needs of
the users. The former are called the application domain experts, and the latter
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the solution domain experts [4]. The main purpose of scenarios is to provide
a communication tool between these expert groups. As scenarios describe the
actual deployment of the system, they encapsulate both knowledge about how
the system can be useful, and also what is technically feasible. A scenario is
a description of a user’s interaction with a system. Scenarios help focus design
efforts on the user’s requirements, which are distinct from technical or business
requirements. Inhere scenarios are related to use cases, which describe interac-
tions at a technical level. Unlike use cases, however, people who do not have any
technical background can also understand scenarios. Natural language is used
for scenarios, so that all participants could understand them easily. Scenarios
are also used to determine what exactly the SHARE-it system should do. By
designing and reviewing the scenarios, application domain experts know what
to expect from the system, and solution domain experts know what must be im-
plemented. Scenarios can be updated to reflect novel implementation decisions.
The usability of a system can be characterized by how well it fits the users in-
tentions. Therefore, a goal-directed design process, which explicitly takes these
intentions into account, is a valuable method to develop useful systems [5].

The Assistive Technology (AT) developed during the life of this project is
aimed to use users capabilities to enable them to do things that they previously
could not do due to their needs not being addressed by the existing standard
technology. In this document we assume that the mobility platforms mentioned
provide equivalent services as the ones developed during the life of the SHARE-it
project: CARMEN, ı-Walker, Rolland and Spherik. The technical characteristics
of those mobility platforms are described in [1] [8] [9]. Although not typically part
of a scenario description, this document also describes the high-level interaction
of different system modules. The level of abstraction at which this is done is
that of the agents, which are described more elaborately in [7] and [3]. In this
paper, the goal is not to completely describe all possible interactions between
the agents, but rather describe interactions that arise during a typical example
of use. The specification of the communication level between the elements of
the architecture is described in [2]. SHARE-it relies on Agent Based Control for
the implementation of the middleware, which will be used for interpretation and
intelligent distribution of available information. This agent system, composed
of different Agents that provide a set of high level services, adapted to each
user needs, as result of the interaction with other modules that require cognitive
processes such as: a) Route Planning, b) Proactive monitoring of patient actions,
c) Proactive monitoring of local environment conditions, d) Scheduling daily
activities, e) Cognitive assistance and, f) Proactive emergency detection and
planning in the system. Finally, the narratives of the scenario texts are also used
to describe the SHARE-it project to the general public, and will be included on
the SHARE-it website (http://www.ist-shareit.eu).

1.1 Plan of the Paper

In §2 we give a concise description of the SHARE-it Target Population. We give
just the basic elements to allow the reader to put in place the complexity of
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the support that a user may need and the difficulties in to address the issue of
personalization of the services. In §3 describes each one of the elements of the
structure of an Scenario and §3.1 is real example of one of those scenarios. That
is one that is implemented to show the capabilities of SHARE-it. In §4 we give
some conclusions of our work and mark the future lines of work.

2 Target Population

A pivotal moment of the SHARE-it project is the modelling of the users and of
the actions to be supported. The main aim of this section is to define the Target
Population and the functions to be supported to help the user in recovering
self-dependency through cognitive/physical support. Since the major purpose is
represented by the possibility of assisting people older or disabled to stay or
to get back to their homes, it has to be individuated a target population in
terms of functional, social, and clinical features so that a number of individuals
as large as possible could achieve benefits as effective as possible. According to
these premises, our Target Population will operatively be individuated through
the assessment of the presence of:

Mild functional impairment older and/or disabled populations are made up
by individuals who present widely different and heterogeneous functional
profiles. Considering the more prevalent diagnosis in this group of persons
(hip fracture, stroke, Alzheimers disease), impairments range from extremely
mild (people able to walk with a cane or affected by such a mild memory
loss that allows them to live on their own) to extremely severe (persons
bedridden or completely unable to understand a simple order). In the first
case we are in the realm of prevention, in the second in that of palliative care
or institutionalization. People with mild functional impairment those in the
middle area of impairment are expected to have the best results through
the use of proper assistive technology and are the target of the assistive
intervention.

Possibility of changing functional profile mild disability is characterized
by the possibility of increasing the functional level according to proper as-
sistive or rehabilitative interventions. Users of a flexible assistive device can
benefit from its adaptation so that it could help to improve their condition
as a result of rehabilitation treatment, or can prevent the decrease of their
autonomy due to intervening conditions or diseases.

It is difficult to define disability because it is a multi-dimensional concept
with both objective and subjective characteristics. When interpreted as an ill-
ness or impairment, disability is seen as fixed in an individuals body or mind.
When interpreted as a social construct, disability is seen in terms of the socio-
economic, cultural and political disadvantages resulting from an individuals ex-
clusion. Persons with disabilities, advocacy groups, medical practitioners and
the general public all have a different view of disability. The meaning of dis-
ability has evolved over the years through various perspectives such as a moral
perspective, a medical model as well as social and human rights perspectives
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3 Scenarios in SHARE-it

A scenario is an example narrative description of typical interactions of the users
with the system. There are several types of scenarios [6]:

– As-is scenarios, which describe the current situation.
– Visionary scenarios, which describe the future system. This is the main

communication tool between the application and solution domain experts.
In a sense, these scenarios are inexpensive prototypes.

– Evaluation scenarios, which are used to test if the system provides the desired
functionality.

Scenarios are concrete, informal descriptions, and are not intended to describe
all possible interactions [4]. In SHARE-it we defined 9 scenarios in here we will
describe only one of them. For each scenario, we describe the following aspects:

Purpose of the scenario describes which aspects of the system and its inter-
actions with the user are focused by the scenario.

User Description a description of the typical user for the scenario. The actor
represents the typical individual of a defined target group. Target groups are
described in §2.

Narrative Scenario the narrative that describes an example of the users inter-
action with the system. Born as visionary scenarios, which described in the
first draft of this document the intended functionality of the systems archi-
tecture, at later stages, these descriptions can be used as evaluation scenarios
to determine whether the intended functionality has been achieved.

Structure of the scenario this is a summary of the concepts present inside
the scenario and is provided by the application domain experts. It describes
the activities of the user, without the use of SHARE-it technology. Therefore,
this part is the as-is scenario. At the same time, services provided by the
SHARE-it system are anticipated (see table 1 as an example).

Roles of the Agents Describes the interactions between the different agents
and the technology they represent. The main agent types interacting in these
scenarios are:
– Patient Agents (pa), which will run in PDAs or Ultra-Mobile PCs. An

instantiation of this agent should provide all the available and permitted
services to each user for instance security, mobility, monitoring and help
services.

– The Vehicle Agents (va), allocated in the assistive hardware devices re-
lated to the project, be it the different wheelchair (CARMEN, Rolland,
Spherik) or in the ı-Walker. Most services will be related to mobility,
monitoring and resource management.

– The Caregiver Agents (cga) will be situated in the computers belonging
to the caregivers of SHARE-it target population as well as in their in-
dividual PDA. These agents will be in charge of managing all the user’s
help request messages, so they can be attended properly. Also, it will be
notified if any anomalies are detected in the user’s biometric signals.
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Table 1. Structure of the Scenario

Disability Degree Disease Device Environment Domain Functional Services
ADL

Physical Mild Hip fracture i-Walker Bedroom Functional Transfer Transfer
(post surgery) Activities support

Bedroom Functional Mobility Navigation
Corridor Activities
Kitchen
Kitchen Functional Transfer Transfer

Activities support

– The Environment Agent (va) will run in a network computer connected
to all the environment network of sensors (i.e. AmI sensors). Its basic
target is to distribute the information from all available sensors to all
the agents interested.

Role of Communications describes the communication infrastructure used
in the scenario.

Involved SHARE-it technologies describes which elements of the SHARE-
it modular technology need to be available and active in the scenario.

3.1 Martha Goes to the Kitchen with the ı-Walker

Purpose Scenario 1 shows a typical interaction of the user with his/her ı-
Walker [8]. The first scenario features two services: assisted navigation and
transfer support.

User Description Martha is a 75-year old woman who lives alone since her
husband died 5 years ago. She suffers from a moderate physical disability
after hip fracture surgery and therefore uses as a mobility tool her ı-Walker.

Narrative Scenario as every morning, Martha wants to go to the kitchen and
have a breakfast. She is in bed and needs the ı-Walker to help her stand-
up and go to the kitchen. The ı-Walker stands still, with braked wheels,
obtaining the necessary information from the environment sensors. Since
Martha suffers from a decreased range of motion, she needs to lean on the
ı-Walker especially when changing position (i.e. from sitting to standing).
The ı-Walker detects an exceeded force on the right side and consequently
breaks the ipsilateral wheels. Martha successfully gets up and starts walking
towards the kitchen. On her way, Martha moves across a corridor where static
obstacles mainly furniture exist. The interaction between the ı-Walker and
the environment allows a gentle navigation after the necessary corrections
(correct trajectory), provided by theı-Walker. Martha gets to the kitchen.
She leans on the ı-Walker once again when trying to sit down. Once again
the ı-Walker detects an exceeded force on the right side and consequently
breaks the ipsilateral wheels. Finally, Martha sits at the kitchen table and
has her breakfast.
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Roles of the Agents 1. Users are interacting with their pa placed in a UMPC
or other computational device.

2. The pas Agenda and Activity Monitor service has stored knowledge of
the users daily routine, and the average timings spent with each activity.
Following the daily schedule, the patient-agent may engage a Reminder
acknowledging the user that is time for that activity.

3. Using the information of its Localizator service the pa will request the
navigation module in va a plan to reach the kitchen (connected via Wi-
Fi) and will be giving support only in the case of users disorientation.

4. Once the user reaches the kitchen, the pa’s Agenda and Activity Monitor
service checks the snack activity as started and keeps monitoring. The ac-
tivitywill be summarized in the daily agenda and stored in the home-agent,
so the user or the caregiver can check what has been done through the day.

Role of Communication in the most basic case, the ı-Walker could operate
on its own and leave all considerations to Martha. Still, it would be interest-
ing to at least have the localization network active so that the Agenda and
Activity Monitor service can be up to date, so Wi-Fi should be available at
Marthas home. If reminders are required and the home agent needs to com-
municate, a local network needs to be active in the environment. Basically,
the localizator service outside the ı-Walker will communicate with the vehi-
cle agent to correct trajectories if necessary by updating the target position.
The Agenda and Activity Monitor may communicate with Martha via her
handheld preferred device: a mobile phone or a PDA supporting Wi-Fi. In
brief, it is required:

– Odometric localization and time stamp in ı-Walker connected to a server
via Wi-Fi.

– Wi-Fi connection between localization network and ı-Walker vehicle
agent

– If pa is attached to ı-Walker, it is connected to the server via ı-Walker
Wi-Fi. Otherwise, a Wi-Fi enabled PDA is required.

– DLA software protocol used for internal communications.

Involved SHARE-it technologies this scenario relies on the most basic ı-
Walker services for assisted navigation, meaning that the ı-Walker requires
its range sensor to detect obstacles in the way and also the pressure sensors in
the handles to check how weight is distributed. The ı-Walker CPU should be
active to perform assisted navigation. If the person does not have cognitive
disabilities, it would be interesting to have localization sensors related to
the ı-Walker (ultrasound or RFID, KNX, Zb) so that the home agent can
update activity record. Yet, in this case, no reminders need to be sent to the
user and, hence, localization is not compulsory. If reminders need to be sent
to the user, a terminal (e.g. PDA, mobile phone) is required and localization
via the aforementioned technologies is compulsory and fed to the ı-Walker
CPU to update targets in case Martha steers from the kitchen path. In this
last case, the user needs a Wi-Fi network at home.
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4 Conclusions

Trying to be patient-centered enables to delve into the minute details of our
domain. Domain knowledge takes on particular importance for success when the
user’s characteristics are complex. Scenarios are a good vehicle for representing
domain knowledge and to explain the real complexities of the kind of prob-
lems that one can expect when dealing with providing continuos personalized
support to elders. Domain knowledge, in this case, includes the user’s profile
characteristics, the existing abilities and deficits, the environment, the caregiver
environment, the supporting technology available, etc.
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7. Cortés, U., Mart́ınez, A.B., Barrué, C., Benedico, T., Campana, F., Annicchiarico,
R.: An agent-based service to elders mobility using the i-walker. In: 7th International
Conference on autonomous agents and Multiagent systems (AAMAS 2008) (2008)

8. Mart́ınez, A.B., Escoda, J., Benedico, T., Cortés, U., Annicchiarico, R., Barrué, C.,
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Abstract. The paper presents an abstract architecture specifically ad-
dressed for the design of open multi-agent systems (MAS) and virtual
organizations. The proposal takes into account all the components to
cover the characteristics and needs for systems of this kind. This archi-
tecture has been called THOMAS (MeTH ods, Techniques and Tools for
Open Multi-Agent Systems) and consists of a set of modular services.

1 Introduction

Research into MAS organizations has ranged from basic organizational concepts,
such as groups, communities, roles, functions [10,13,6,12]; organizational model-
ing [9,6,4]; Human Organization Theory [1]; structural topologies [8,2]; to nor-
mative research, including internal representation of norms [11], deontic logics
[3] and institutional approaches [5]. But there is not an approach which cov-
ers all the needed lifecycle management of an agent organization. Another key
problem for open MAS organizations development is the vision of agents and
organizations as service-provider entities. This vision needs a main effort in the
integration of agents and web services directed at masking services for redirec-
tion, aggregation, integration or administration purposes [7].

This work presents a new open multi-agent system architecture consisting
of a related set of flexible modules that are suitable for the development of
open MAS systems and virtual organizations where agents can offer and invoke
services in a transparent way from other agents, virtual organizations or entities.
This requires, as a first step, the high-level design of an abstract architecture.
This new architecture has been called THOMAS (MeTH ods, Techniques and
Tools for Open Multi-Agent Systems).

This paper is structured as follows: section 2 briefly presents the proposed
architecture model; section 3, 4 and 5 presents the three main modules of the
proposal with a description of the services offered by each one of the modules;
finally some conclusions and future lines of work are shown in section 6.
� This work has been partially funded by TIN2006-14630-C03 project of the Span-

ish goverment, FEDER funds and CONSOLIDER-INGENIO 2010 under grant
CSD2007-00022.

J. Cabestany et al. (Eds.): IWANN 2009, Part I, LNCS 5517, pp. 642–650, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



On the Road to an Abstract Architecture for Open Virtual Organizations 643

2 Architecture Model

THOMAS architecture consists basically of a set of modular services. THOMAS
feeds initially of the FIPA architecture expanding its capabilities. The agents
have access to the infrastructure offered by THOMAS through a range of ser-
vices including on different modules or components. The main components of
THOMAS are the following: (i) Service Facilitator (SF), this component offers
simple and complex services to the active agents and organizations. Basically,
its functionality is like a yellow page service and a service descriptor in charge
of providing a green page service; (ii) Organization Manager Service (OMS), it
is mainly responsible of the management of the organizations and their enti-
ties. Thus, it allows the creation and the management of any organization; (iii)
Platform Kernel (PK), it maintains basic management services for an agent plat-
form. The following sections describe the different components of the THOMAS
architecture detailing their offered services.

3 Service Facilitator

The SF is a mechanism and support by which the organization and agents can, at
the same time, offer and discover services. The SF provides a place in which the
autonomous entities can register service descriptions as directory entries. The SF
can find services searching for a given service profile or searching by the goals
that can be fulfilled executing the service. This is done using the matchmaking
and service composition mechanisms that are provided by the SF. The SF acts
also as a yellow pages manager and in this way it can also find which entities
provide a given service. A service represents an interaction between two entities,
which are modeled as communications among independent processes. In our case,
the Multi-agent Technology provides us with FIPA communication protocols
which are well established mechanisms in order to standardize the interactions.
In this way, every service has an associated protocol. The SF entries are service
descriptions using the following structure:
<ServiceID, Providers, ServiceGoal, ServiceProfile>
Providers = <ServiceImpID, ProviderIDList, ServiceModel, ServiceGrounding> +
ProviderIDList = ProviderID +

– ServiceID is a unique service identifier.
– Providers is a set of tuples made up by a Providers identifier list (ProviderID-

List), the service process model specification, and the particular instantiation
of the service that is provided by these providers.

– ProviderIDList maintains a list of identifier of the service providers.
– ServiceGoal is a general definition of the goal that can be fulfilled executing

the service. It provides a first abstraction level for service composition.
– ServiceProfile, specifies what the service does, in way readable for those

agents that are searching information (or matchmaking agents which act
as searching service agents). The ServiceProfile is specified using the OWL-
S standard for service Profile definition is augmented with the following
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attributes: providerRole and clientRole, which specify the roles of the entity
which offer or require the service.

– ServiceModel details the semantic content for using the service, the situa-
tions in which the results are obtained, and, whenever it is required, the step
by step processes to get these results. The ServiceModel is specified using
the OWL-S standard.

– ServiceGrounding specifies in details how an agent can access the ser-
vice. A grounding specifies a communication protocol, the message formats,
and other specific details of the service such as the used port to contact
the service. The ServiceGrounding is specified using the OWL-S standard
augmented with the FIPA protocols.

The SF provides the following standard services:

1. RegisterProfile: it is used when an autonomous entity wants to register a
service description. To do this the following structure has to be completed
in order to provide the service description.

RegisterProfile(ServiceID ?sID, ServiceGoal ?sGoal, ServiceProfile ?sProfile)

2. RegisterProcess: it is used when an agent wants to register a particular
implementation of a given service. The ID of the service provider entity has
to be specified.

RegisterProcess(ServiceID ?sID, ServiceModel ?sModel, ServiceGrounding
?sGrounding, EntityID ?ProviderID)

There could be several providers for the same service implementation. The
providers can be added or modified calling the AddProvider and Remove-
Provider services.

3. DeregisterProfile: it is used to delete a service description.

DeregisterProfile(ServiceID ?sID)

4. SearchService: it searchs a service whose description satisfies the client
request. The search process can use matchmaking, composition and other
techniques to solve complex queries.

SearchService(ServicePurpose ?sPurpose)

where ServicePurpose is a general structure in which the request is stored.
It can be expressed as a SeviceGoal, a ServiceProfile description or a com-
bination of both.

5. SearchProvider: it is used to find a service provider for an specific service.

SearchProvider(ServiceID ?sID)

6. ModifyProfile: it is used to modify the description (profile) of a registered
service. The client specifies the part of the service to be modified. The Ser-
viceId will not change.

ModifyProfile(ServiceID ?sID, ServiceGoal ?Sgoal, ServiceProfile ?Sprofile)
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7. ModifyProcess: it is used to modify the implementation of a registered ser-
vice. The client specifies the part of the service to be modified. The ServiceId
will not change.

ModifyProcess(ServiceID ?sID, ServiceModel ?Smodel, ServiceGrounding
?Sgrounding, EntityID ?ProviderID)

If more than one provider implements the service, then the implementation
will not be modified.

8. AddProvider: adds a new provider to an existing service implementation.

AddProvider(ServiceID ?sID, EntityID ?ProviderID)

9. RemoveProvider: it deletes a provider from a service implementation.

RemoveProvider(ServiceID ?sID, EntityID ?ProviderID)

If it is the last provider, the implementation is automatically erased. Further-
more, if this were the last implementation of the service, then the provider
is alerted and it can deregister the service.

Summarizing, the SF supplies a set of standard services to manage the services
provided by organizations or individual agents. These meta-services can also be
used by the rest of THOMAS components to advertise their own services.

4 Organization Manager Service

This component is in charge of organizations life cycle management, including
specification and administration of both their structural components (roles, units
and norms) and their execution components (active entities in each moment). To
carry out this management the OMS makes use of the following lists: (i) UnitList :
it stores the list of existing units, together with their objectives, type and parent
unit (SuperUnit); (ii) RoleList : is stores the list of roles defined in each unit and
their attributes (accessibility, visibility, position and inheritance); (iii) NormList :
it stores the list of norms defined in the system; (iv) EntityPlayList : it stores
the list of units in which each agent has been registered as a member, together
with its adopted roles inside.

OMS offers all services needed for a suitable organization performance. These
services are classified as: structural services, that modify the structural and nor-
mative organization specification; and dynamical services, that allow agents to
entry or leave the organization dynamically, as well as role adoption.

Structural services. The OMS provides a group of services for registering or
deregistering structural components, specifically roles, norms and units. Also it
offers services for informing about these components. A role represents a po-
sition inside the unit in which it is defined. It is related to some interaction
norms, imposed by the unit structure and its concrete position inside the unit;
and some behaviour norms, that specify its functionality (services that needs
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and offers), restrict its actions (prohibition, obligations and permissions) and
establish the consequences of these norms (sanctions and rewards). Therefore,
a norm indicates obligations, permissions and prohibitions of roles related to
service registering, requesting and fulfilment; service composition, or quality of
service results. Thus, a norm defines those restrictions that cannot be expressed
by means of service preconditions or postconditions. Finally, a unit represents
groups of agents and establishes the topological structure of the system. It is
also a recursive concept, so units can be defined inside others units. It enables
the representation of organizative structures like hierarchy, matrix, coalition,
etc. Furthermore, it indicates which are the structural positions of the system
(i.e. member, supervisor, subordinate), as well as the relationships among these
positions imposed by the structure. Following, register services of structural
components are described:

1. RegisterRole: service used for requesting the registration of a new role in-
side a unit. As input parameters, it requires the role identifier, the unit in
which this role must be registered, its visibility (whether it is public or pri-
vate), its accessibility (internal or external), its position (whether it inherits
from “member”, “supervisor”, “subordinated”), as well as its parent role in
the role hierarchy. Only role and unit identifiers are mandatory.

RegisterRole(RoleID ?Role, UnitID ?Unit, Visibility ?Visible, Accessibility
?Accessible, Position ?position, IsA ?SuperRole )

2. RegisterNorm: used for requesting the registration of a new norm inside
a unit. A norm definition includes which role it is addressed and which
is its content (including deontic value, conditions, actions and associated
sanctions or rewards). Optionally, it also indicates which role is in charge of
the fulfilment of the norm (issuer), who will carry out the sanction (defender)
and who is in charge of its reward (promoter).

RegisterNorm(NormID ?NID, AddressedRole ?Role, Content ?Cont, Issuer
?IssuerRole, [Defender ?DefenderRole], [Promoter ?PromoterRole])

3. RegisterUnit: used for requesting the registration of a new empty unit in
the organization, with a specific structure, goal and parent unit.

RegisterUnit(UnitID ?AID, UnitType ?Type, UnitGoal ?Goal, [UnitParent
?UnitParent])

All these structural services are implemented by means of the FIPA-Request
protocol. Moreover, services for modifying component features might also be
offered. For example, a service for changing the visibility value of a specific role.

On the other hand, OMS offers services for deregistration of structural com-
ponents. These deregister services are:

1. DeregisterRole: used for requesting the deregistration of a role. There must
not be any agent playing this role nor any norm addressed to it.

DeregisterRole(RoleName ?Role, UnitID ?Unit)
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2. DeregisterNorm: used for deleting a norm. The role that requests this
service should be the issuer of the norm, that is, the controller of the norm.

DeregisterNorm(NormID ?NID)

3. DeregisterUnit: service used for deleting a unit. This unit must be com-
pletely empty, without agents, nor roles or units inside. If the UnitParent
input parameter is not given, it is assumed that the unit belongs to a “vir-
tual” unit created by the agent platform.

DeregisterUnit(UnitID ?UID, [UnitParent ?UnitParent])

All these deregister structural services are also implemented by means of the
FIPA-REQUEST protocol.

Information services offered by OMS, provide specific information of all
components of the organization and they might be restricted to some internal
roles of the system. Following, the set of informative services is detailed:

1. InformAgentRole: service used for requesting the list of roles and units in
which an agent is in a specific moment.

InformAgentRole(AgentId ?AID)

2. InformMembers: used for requesting the list of entities that are members
of a specific unit. Optionally, it is possible to specify a role of this unit, so
then only members playing this role are detailed.

InformMembers(UnitID ?Unit [,RoleID ?Role])

3. QuantityMembers: used for requesting the number of current members
of a specific unit. Optionally, if a role is indicated then only the quantity of
members playing this role is detailed.

QuantityMembers(UnitID ?Unit [,RoleID ?Role])

4. InformUnit: used for requesting information about a specific unit that has
been registered.

InformUnit(UnitID ?Unit)

5. InformRole: used for requesting the list of roles that have been registered
inside a unit.

InformRole(UnitID ?Unit)

6. InformProfile: used for requesting the list of profiles associated to a specific
role, according to the norms assigned to this role. Those norms specify its
functionality.

InformProfile(RoleID ?Role)

7. InformNorm: used for requesting the list of norms addressed to a specific
role. This service accesses to the NormList.

InformNorm(RoleID ?Role)
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All information services are implemented by means of the FIPA-Query protocol.

Dynamic Services. OMS offers a set of basic composed services for dynamical
role adoption and entry/exit of unit members. Most of these basic services are
not directly accessible for agents, but are combined through compound services.

Basic services for role adoption are:

1. RegisterAgentRole: used for registering a new item in EntityPlayList,
indicating that an agent plays a specific role inside a unit. This service is
not directly published in the SF.

RegisterAgentRole(AgentID ?AID, RoleId ?Role, UnitID ?UID)

2. DeregisterAgentRole: used for deleting an item in EntityPlayList, so then
a specific agent does not play the role in the unit anymore. This service is
not directly published in the SF.

DeregisterAgentRole(AgentID ?AID, RoleId ?Role, UnitID ?UID)

OMS also offers a set of compound services that can be used by agents for
adopting roles, leaving them and apply sanctions. Following, these compound
services are related: (i) AcquireRole: serviced used for acquiring a role in a
specific unit; (ii) LeaveRole: service used for leaving a role inside a specific
unit; (iii) Expulse: service for forcing an agent to leave a specific role.

To sum up, the OMS is responsible for managing the life-cycle of the orga-
nizations. Thus, it includes meta-services for defining structural components of
organizations, i.e. roles, units and norms. These components could be dynami-
cally modified over the lifetime of the organization. Moreover, it includes services
for creating new organizations (i.e. creating new units), admitting new members
(i.e. acquiring roles) and member resigning (i.e. expulsing or leaving roles).

5 Platform Kernel

This component is in charge of providing the usual services required in a multi-
agent system. Therefore, it is responsible for managing the life cycle of the agents
included in the different organizations, and also allows to have a communication
channel (incorporating different message transport mechanisms) to facilitate the
interaction among different entities. On the other hand, the PK offers a safe con-
nectivity and the necessary mechanisms that allow multi-device interconnectiv-
ity. The services offered are in most cases FIPA legacy with some modifications.

The THOMAS approach does not pursue the development of a new multi-
agent platform kernel. The services required are a subset of the services typically
offered by diverse well-known agent platforms. So, PK functionalities can be pro-
vided by any agent platform which offers the minimum services mentioned above.
Moreover, the chosen agent platform must offer an appropriate communication
mechanism which at least offers FIPA compatibility.
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6 Conclusions

An important aspect for the development of open multi-agent systems is to pro-
vide developers with methods, tools and appropiated architectures which support
all the requirements for this kind of systems. This document has deepened into
this problem trying to propose an abstract architecture for the development of
virtual organizations. Moreover, the proposal tries to raise a total integration
of two promising technologies, that is, multi-agent systems and service-oriented
computing. In THOMAS architecture agents can offer and invoke services in
a transparent way to other agents or entities, as well as external entities can
interact with agents through the use of the offered services.

This architecture is the first step in order to obtain truly deployed virtual
organizations. Currently, a detailed description of the THOMAS architecture,
examples and the first version of an implementation of the architecture is avail-
able in http://www.dsic.upv.es/users/ia/sma/tools/Thomas. This implementa-
tion includes the whole set of services described in the abstract architecture,
with a basic support for norm management.
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Abstract. The use of Electro-encephalography (EEG) for Brain Com-
puter Interface (BCI) provides a cost-efficient, safe, portable and easy
to use BCI for both healthy users and the disabled. This paper will first
briefly review some of the current challenges in BCI research and then
discuss two of them in more detail, namely modeling the “no command”
(rest) state and the use of control paradigms in BCI. For effective pros-
thetic control of a BCI system or when employing BCI as an additional
control-channel for gaming or other generic man machine interfacing, a
user should not be required to be continuously in an active state, as
is current practice. In our approach, the signals are first transduced by
computing Gaussian probability distributions of signal features for each
mental state, then a prior distribution of idle-state is inferred and subse-
quently adapted during use of the BCI. We furthermore investigate the
effectiveness of introducing an intermediary state between state prob-
abilities and interface command, driven by a dynamic control law, and
outline the strategies used by 2 subjects to achieve idle state BCI control.

1 Introduction

Non-invasive Brain Computer Interfacing (BCI) has recently become a hot topic
with research activities outside its traditional fields medicine, psychology, neu-
roscience and rehabilitation engineering [11,37,18]. As many novel applications
beyond rehabilitation have emerged [23,11,17] also other disciplines such as com-
puter science have started to contribute with novel signal processing, machine
learning, software and man machine interaction concepts [3]. Furthermore novel
sensors, amplifiers and open source software [30,32] have increased the ease of
handling BCIs and have therefore lowered the overall threshold for new groups
to enter this highly interdisciplinary field of neurotechnology. In particular em-
ploying machine learning techniques allows a successful BCI communication for
novices even from the first session [2,4]: instead of several hundred hours of sub-
ject training now the machine learns to decode the brain states of BCI users
individually [2,4,11]. This concept of ’letting the machine learn’ (instead of the
subjects) was introduced by the Berlin Brain Computer Interface, adapting fea-
ture extraction and classification to data acquired in a so-called brief calibration
phase (less than 5 minutes) where the subject is focussing to reproducibly gener-
ate certain brain states, e.g. imagery movements. The learning machine computes

J. Cabestany et al. (Eds.): IWANN 2009, Part I, LNCS 5517, pp. 651–665, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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a statistical estimator from this calibration data which then allows to discrimi-
nate these learned brain states during the feedback part of the experiment where
the subject can communicate with the machine by power of though only (see
[4,15]).

The practical versatility of BCI – this novel additional modality of interaction
between man and machine – is yet far from explored [11,23,3,17]. Note however
that despite its bright future perspectives EEG based BCI faces a number of
challenges that we would like to discuss following [25,11].

1.1 Challenges in BCI

First of all, the information transfer rate (ITR) achievable through EEG is ap-
proximately one order of magnitude lower than the one observed by invasive
methods in monkey studies [29,24,34]. That said, the potential benefits of brain
implant based BCI has so far not been demonstrated to be worth the associated
cost and risk in the most disabled of patients, let alone in healthy users [13].
EEG seems for now the only practical brain-machine interaction (BMI) choice
(cost and ITR limitations hamper other non-invasive methods).

The most elementary of EEG-BCI challenges for healthy users is not – at
first glance – a computational one. Standard EEG practice involves the tedious
application of conductive gel on EEG electrodes in order to provide for accurate
measurements of the micro-volt level scalp potentials that constitute EEG sig-
nals. Without “dry-cap” technology the proper set-up of BCI sessions in, say, a
home environment, is too tedious, messy and therefore impractical. Marketing
promises of impending “dry-cap” EEG have already made some media impact,
while we have also presented “dry-cap” EEG-BCI design and performance in
a controlled study [28]. All foreseeable systems, for reasons of ease-of-use and
cost, use fewer electrodes than found on standard EEG caps. The computational
challenges which we have addressed are (1) optimal placement of the reduced
number of electrodes and (2) robustness of BCI algorithms to the smaller set of
recording sites. With only 6 uni-polar electrodes we can achieve about 70% of
full gel cap BCI performance at sites above the motor cortex, while being able
to discount any potential influence of muscle and eye movement artifacts. Most
other dry-cap challenges remaining are of an engineering design nature, exclud-
ing perhaps the computational reduction of artifacts produced not by unrelated
electro-physiological activity but by measured low-frequency voltage variations
caused by the physical movement of the head.

A long-standing problem of BCI designs which detect EEG patterns related to
some voluntarily produced brain state is that such paradigms work with varying
success among subjects/patients. We distinguish mental task based BCI such
as “movement imagination” BCI from paradigms based on involuntary stimulus
related potentials such as P300 which are limited to very specific applications
such as typing for locked-in patients and require constant focus on stimuli ex-
traneous to the task at hand. The peak performance to be achieved even after
multiple sessions, varies greatly among subjects. Using a recent study [6] and
other unreported data by many research groups, we estimate that about 20%
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of subjects do not show strong enough motor related mu-rhythm variations for
effective asynchronous motor imagery BCI, that for another 30% performance is
slow (<20 bits/min) and for up to 50% it is moderate to high (20-35 bits/min).
It is still a matter of debate as to why BCI systems exhibit “illiteracy” in a sig-
nificant minority of subjects and what in terms of signal processing and machine
learning algorithms can be done about it. Our first steps using a fully adaptive
approach for calibration seem promising.

So far most BCI systems are capable of performing asynchronously (self-
paced), say, cursor control, however this can become tiring since the user is
required to continuously imagine one of the two classes. Often the user does not
intend to control anything but rather leave the BCI inactive, thus BCI usability
would benefit from an “idle” or “rest” class where the cursor does not respond
when no active class (from a set of two or more) is activated, on top the BCI
being self-paced. The “idle” state may take one of two forms: a “relax” state
where the subject stays still and tries to “think of nothing”, or can do almost
any other mental task than those which belong to the active classes, but the
latter may not be intuitive. Remaining challenges are to find a classifier that
can induce rest state without a “relax” cue and to optimize the relationship
between classifier output and BCI command. Due to physiological variations in
background EEG activity, where a main factor is fatigue, we believe that the
introduction of a controller layer are necessary for maximal performance.

The remainder of the paper will discuss both rest class and control strategies
in more detail. Note that we are well aware to only report first conceptual steps
in this paper and empirical evidence drawn from two subjects only. Clearly, a
broader exploration of this interesting direction will still have to come, along
with larger subject studies.

1.2 Background on Rest Class and Controller Concepts

Relatively few results showing idle-state asynchronous BCI exist. Early neuro-
feedback studies did feature an “idle” state, but required months of training on
the part of subject to learn to modulate the slow cortical potentials required for
classification and exhibited relatively low Information Transfer Rate (ITR) [1].

Among “rest-class” studies based on movement imagination, which offers in-
tuitive control for gaming and prosthetics, the important measures of interface
quality are the false positive (FP) rate, which is the probabilty of choosing an
active class during “rest”, the true positive rate (TP), meaning the probability of
detecting the correct active class when movement imagination occurs or should
occur. Other than accuracy measures, speed related measures of interest are the
maximal time duration of correct idle state detection and the latency of correct
responses to active states. Birch et al. [8,20] used a single active class vs. rest
paradigm with FP rates of 3%, TP rates of 70%, and idle state lengths of 7s
in multiple normal subjects, and more limited success in spinal-cord injury pa-
tients, using nearest-neighbor classifiers on windowed band-power features. Also
Millán et al. [9,10] have implemented a 2-active class rest-class interface based
on Malahobnis distance classification of band-power features. After an earlier
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study in which rest-state was performed with eyes closed (doing so produces
distinctive alpha wave EEG modulation), a follow-up study used “active relax-
ation” [10] and showed FP of 2%, TP of 70%, and 1.5s of relax state. In the last
specialized BCI data competition [5] a synchronous “relax”-vs.-active data set
was addressed by the winning submission described in [35].

The type of classifiers currently employed in BCI (linear discriminants (LDA)
and combinations thereof, cf. [21]) may partition the feature space in an overly
simple manner, not allowing for “rest” class to be separated from active class
regions with appropriate efficiency. To take a first step beyond linear methods
we assigned continuous class membership probabilities, using compact principal
component bandpower features instead of channel bandpower features as in [10],
and added an intermediate, continously moving state which is driven by classifier
output via a differential equation, which we call a “control law”, such that when
that intermediate state reaches a threshold, the output of the BCI interface
changes. In the current approach, the classifier outputs a set of distances from
each active class mean (or equivalently, a probability measure centered on the
mean). We present feedback data using two active classes (left hand vs. right
hand – or foot – movement imagination, “L” and “R”) and an idle state. For
the “active” classes the probabilities are of elliptical, Gaussian shapes. A given
state (set of features) is either of higher probability (i.e. closer) to state L or R
or far from both. Outside of both volumes is an outlier class, or the idle state.
Stipulating that the idle state itself can be anywhere outside the “active” zones
but also knowing where it lies preferentially, we place a “prior” on it as well - in
between the active class zones, based on training data for “active” classes only.
Training trials are recorded during cues to the subject to imagine “left” or “right”
hand movements: no “idle” or “relax” trials are cued or recorded, and therefore
the paradigm was not tuned to active relaxation. In subsequent feedback trials,
i.e. actual asynchronous BCI control that is cued so that performance can be
measured, all 3 probability distributions adapt and overlap, and the resulting
posterior probabilities are fed into the “control law”. Thus the subjects adapt
their strategies based on feedback they receive while the classifier adapts also.

Post-hoc analysis was performed and is presented which outlines more efficient
extraction of control signals could be achieved, for “rest” class inference as well as
multi-class classification (i.e. for more than two mental tasks) by optimizing the
control law on collected data. Also, we investigate the role of occipital alpha band
power (a frequency range of 8-12 Hz around the cortical location related to visual
processing) in the strategies used by two different subjects in achieving rest-class
control. An increase in occipital alpha activity is traditionally associated with
lack of attention to visual stimuli [27], be it because of closing of the eyes while
awake, in some phases of sleep, during a state of drowsiness, or during a general
lack of focus on sensory stimuli, which occurs when subjects actively relax or
do not perform any cognitive tasks [27,36]. We used this phenomenon to help
determine if the subjects “actively relaxed” or tried to modulate their active
state EEG patterns more discernibly.
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2 Methods

2.1 Experimental Paradigm

A 1D cursor control paradigm was reproduced in this study with two healthy
volunteer subjects (both male). A standard DC amplifier set-up (BrainAmp-
128DC, Munich, Germany) was used (64 EEG channels, 4 bipolar EMG/EOG
channels). In the first part of the experiment (“calibration session”), a sequence
of 70 left/right cues was presented visually by means of a letter which appears
in the middle of the computer screen. The subject was asked to imagine the
cued class without moving either limbs or eyes. Apart from off-line checks, elec-
tromyograms and electro-oculograms were monitored.

In a second part of the experiment subjects were asked to move a cross dis-
played on the screen to a target represented by a bar on either the right or left
side of the screen by imagining the corresponding class. The cross movement
provided continuous performance feedback to the subjects. After training, 70
trials of normal, synchronous left/right target feedback trials were performed
(no rest state, cursor moved as soon as the target was presented): this was done
to ensure quality of common spatial patterns as well as to compare “usual” BCI
performance to asynchronous performance. Cross-validation with LDA classi-
fiers was used on the resulting Common Spatial Patterns (CSP) [7,19,14] only
on training trials.

The subject then performed 80 idle-to-active feedback trial attempts, in 4
blocks of 20 trials each. Each trial within the feedback phase consists of two
separate parts. Within the first part no cue is presented to the subject for a
period randomly varying (first subject: 8–12 sec, second subject: 10–20 sec),
while the subject is instructed to relax. During this period the cursor is free to
move, but not shown to the subject.

In general the cursor moves on a horizontal line, the center representing the
relaxed state and respective edges active classes, e.g. left and right or left and
foot. Not providing cursor feedback to the subject during this first part prevents
the subject from steering the cursor stably into the middle by imagining move-
ments. If during this “relax” period the subject reaches any target – without
being aware of it – , an error is recorded and a new trial attempt begins. If nei-
ther of the two active classes are selected during the “relax” cue, the feedback
progresses to the second part, where a visual cue (target on the left or right edge
of the window) is presented, indicating the desired active class. In this second
part the cursor is made visible to the subject. There is no time limit as to when a
class has to be selected, but the subject is instructed to reach the cued target as
fast as possible. After selection of any of the two active classes (the correct one
or incorrect one) a new trial begins. The cursor does NOT represent an object
whose position the subject is trying to control, it is merely a 1-D intermediate
“state” which allows the subject to output a command when its position reaches
the “left” or “right” boundaries.
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2.2 Feature Extraction

A semi-automatic search for the time interval of the event-related desynchro-
nization (ERDs) and frequency band whose power discriminates most between
classes for each subjects generally selects the so-called mu- and beta-rhythms
(10-25 Hz) in the motor cortex [2,26]. Note that the lower part of this frequency
range (the mu range) slightly overlaps the alpha range (8-12) Hz and that due
to brain and scalp electrical conductivity EEG signals are known to be spa-
tially “mixed”, that is, a single source of electrical acitvity in the cortex can be
recorded at multiple locations on the scalp, albeit with higher amplitudes at elec-
trodes close to that cortical location. The discriminating frequency band search
determined a band-pass filter which attenuated signal amplitude outside these
bands thereby accomplishing a temporal “demixing”. The resulting filtered mul-
tivariate signals, segmented in the ERDs time interval, are used to compute two
covariance matrices Σ1 and Σ2 from the calibration data. The CSP algorithm
(see e.g. [7,19,14]) searches for a matrix W and a vector of n values 0 ≤ di ≤ 1
which achieves:

WΣ1W
� = D and WΣ2W

� = I −D, (1)

where n is the number of channels and D is a diagonal matrix with entries di.
Using z-transform notation for digital signals, for any trial, the spatio-temporally
de-mixed data is:

f (z) = W H(z) s(z) (2)

Where x is the raw EEG signal and H(z) is a diagonal matrix of identical band-
pass filter transforms. The columns of the source to signal transform W−1 are
called the Common Spatial Patterns (CSPs). The CSP decomposition can be
thought of as a coupled decomposition of 2 matrices (for 2 classes) similar to
a principal components analysis yielding eigenvectors and eigenvalues. As the
eigenvalues di are equal to the power ratio of signals of class 1 by class 2 in
the corresponding CSP filter (eigenvector in i-th column of matrix W), best
discrimination is provided by filters with very high (i.e. near 1) or very low (i.e.
near 0) eigenvalues. Accordingly CSP projections with the highest 2 and lowest
2 eigenvalues were chosen as features (n = 4).

2.3 Feature Processing

Let x ∈ R
n the input feature vector as determined by CSP (n = 4) and y ∈

{1, 0,−1} be the class label. The prior distributions p(x|y = i,μi, Σi) for each
class i are modelled as:

p(x|y = i,μi, Σi) = N (x|μi, Σi) ∀ i, (3)

where N (x|μ, Σ) is the Gaussian density function with mean μ and variance
Σ. We chose the distributions’ parameters Θ = {μi, Σi} by maximizing the
logarithm of the data’s joint likelihood:

logL =
∑

t

log P(yt,xt|Θ) =
∑

t

log
p(xt|yt, Θ) P(yt)

p(xt)
(4)
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Fig. 1. Prior and posterior class membership probabilities during adaptation; after
training, after 12, 24 and 36 trials, from left to right. In each panel, top white ellipse
is left class, middle is rest class and bottom is right class 68% confidence region. The
classifier output [1 − P(y = 0|x)] [P(y = +1|x) − P(y = −1|x)], see eq. 11, is encoded
as grayscale, with the light area having a high probability for “rest” and dark (blue,
red) areas having high probabilities for “left” or “right”. Only the largest and smallest
CSP projections (the x and y axes of the plots above) are shown for visualization
purposes, as they are the 2 most relevant of the 4 features. The two right-angled lines
on the leftmost panel indicate the method of selecting the rest class prior mean: the
minimum of movement class means in each CSP projection, corresponding to minimal
bandpower difference.

The maximum likelihood estimators for the parameters of a Gaussian probability
density function are given by the empirical mean μ̂ and the empirical covariance
matrix Σ̂:

μ̂ =
1
n

n∑
t=1

xt and Σ̂ =
1
n

n∑
t=1

(xt − μ̂) (xt − μ̂)� (5)

Training data give us the CSPs which decompose each training trial, yielding
a population of 4-dimensional vectors x for each of the 2 movement (i.e. active)
classes, by taking the logarithm of the variance of each of the 4 chosen CSP
projections over a (moving) time window of 800ms.

As we have chosen not to collect training data for the rest class, we must
instead initialize the parameters of its probability distribution heuristically. If
in rest state, we expect both hemispheres to generate roughly the same power
in the alpha and beta band. We therefore initialize each component of the rest
state’s mean at the minimum of the respective means of the two active classes
for each CSP component (see Figure 1, leftmost panel). The rest state’s initial
covariance matrix is set to the average of the covariance matrix of the two active
classes.

2.4 Adaptation

In order to track nonstationarities in feedback BCI performance, we adapt by
iteratively adding each new data point to the empirical means and covariance
matrices. We make use of the sequential formulas for updating means:

μn+1 =
1

n+ 1

n∑
t=1

xt +
1

n+ 1
xn+1 =

n

n+ 1
μn +

1
n+ 1

xn+1 (6)
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Substituting the fraction 1/(n+ 1) by the constant α we introduce a forgetting
factor (i.e. we compute leaky average):

μn+1 = (1− α)μn + αxn+1 (7)

For the covariance matrix Σ, we implement a similar procedure (covariance
estimation with forgetting factor). In the following, the notation x2� = x x�

signifies a vector’s outer product with itself.

Σn+1 =
1

n+ 1

n∑
t=1

(
xt − μn+1

)2� +
1

n+ 1
(
xn+1 − μn+1

)2� (8)

Substituting the leaky mean estimate for μn+1 from eq. 7 yields:

Σn+1 =
n

n+ 1
Σn + (xn+1 − μn)2� ×

[
α2 n

n+ 1
+ (1− α)2

1
n+ 1

]
(9)

For the sequential estimation of Σ, too, we introduce a constant β for 1/(n+1),
thereby weighting data points with a possibly different forgetting factor as above:

Σn+1 = (1− β)Σn + (xn+1 − μn)2� ×
[
α2 (1− β) + (1− α)2 β

]
(10)

Thus the pdf’s of the active classes adapt to feedback trials in a straight-
forward fashion. The prior for the rest class (i.e the outlier class) is formed by
choosing the mean as a combination of the active class means (See Figure 1)
while the covariance is the mean of the two active class covariances. The adap-
tation proceeds similarly as for the active classes, described above.

2.5 Determination of Cursor Speed

The (left/right) cursor position c, which is also the “cross” sometimes presented
to the subject and is the “intermediate state” given by the control law, is cal-
culated by numerically integrating its time derivative, the cursor speed ċ. The
cursor speed depends directly on the current class membership probabilities:

ċ = (1− p0) s (p+1 − p−1)− p0
c

τ
(11)

where pi = P(y = i|x).
This reduces to the simple rate control law ċ = s (p+1 − p−1) with the speed

constant s if the probability of the rest state is zero. However, if the rest-state
probability is non-zero, the exponential decay term −p0 1/τ c pulls back the
cursor to its middle position c = 0 with the time constant τ , thereby effectively
avoiding the accumulation of small movements to either side.
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3 Results

The accuracy of classification for synchronous feedback is given in Table 1. In-
formation Transfer Rates (ITR) of 11.7 and 7 bits/min were achieved by the
two subjects. Table 2 summarizes the average results of the 4 individual asyn-
chronous feedback sessions. Note that most asynchronous trials reach target
under 5s for Subject A. The shape and adaptive response of the classifier are
shown in Figure 1.

Table 1. Main classification re-
sults for 1D feedback. Band stands
for the frequency band, selected by
a heuristic. xval stands for cross-
validation error of training trials
and TP is the accuracy of the two
active classes.

Subject A B
classes left-right left-foot
band [Hz] [9 22.5] [11 13]
xval [%] 1.5 ± 4.2 6.4 ± 5.6
time/trial [s] 2.23 2.98
TP [%] 94.3 88.9
ITR [bit/min] 11.7 7.04

Table 2. Idle state feedback results. Idle state
timeout stands for the time the subject was re-
quired to stay in the idle state without activat-
ing any classes, FP stands for the percentage of
trials, where an active class was selected dur-
ing the required idle-state period. To illustrate
effectiveness of adaptivity in our classifier, in
FP∗ the first 5 trials were disregarded, showing
higher performance after most of the adaptation
occured.

Subject A B
Idle state timeout [s] 10 ± 2 15 ± 5
FP [%] 11.2 18.7
FP∗ [%] 7.8 13.7
TP [%] 100 96.9
Activation time [s] 6.00 17.24
Under 10sec [%] 91.3 55.3

3.1 Alpha Power

Alpha power was calculated from raw EEG data sampled at 100 Hz from the six
occipital electrodes PO3, POz, PO4, O1, Oz, O2. After applying a a band-pass
butterworth filter in the alpha band ranging between 8-12 Hz, the log variance
of the resulting signal was calculated and averaged over channels over shifting
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Fig. 2. Trace of occipital alpha for a sample experimental session. Vertical bars are
cued rest (green) left (blue) and right (red) states.
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Table 3. Per-class alpha power for both subjects. The column pVal shows the p-Value
for the hypothesis that the alpha powers of each active class and the rest class are
distributed with the same mean. The hypothesis can not be rejected at the 5% level
for any of the classes and subjects.

Subject A
class Ntrials mean stdev pVal
left 34 4.63 0.69 0.36
right 37 4.59 0.68 0.23
rest 80 4.74 0.59 -

Subject B
class Ntrials mean stdev pVal
left 32 1.70 0.89 0.64
right 33 2.00 1.31 0.03
rest 80 1.63 0.52 -

causal time windows of 800ms (same windowing as in CSP calculation fed into
the classifier). Then, mean and standard deviation of the average alpha power
per trial was evaluated for each class (Table 3). The p-values shown for the t-
test of the mean difference show no statistical difference between either active
class and the rest class. Figure 2 shows actual traces of alpha power along with
labeled bars indicating detected states for a typical session. The spaces between
bars correspond to time between cued trials. Although alpha power is being
modulated it is not significantly higher in the rest state than active states.

3.2 Post-hoc Optimization of Meta-parameters

We investigate whether we could have attained higher performance if we had
chosen other meta-parameters, these being the decay time constant τ , the mov-
ing window size w and cursor speed constant s. For this the EEG recordings,
transduced into CSP component traces, were fed off-line into a simulated con-
troller and adaptive classifier having different meta-parameter values. Through a
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Fig. 3. The two cost functions used for optimization. A weighted integral of trajectory
over time is computed with weights as functions of cursor state as shown for each class.
The sum over all trials is minimized. Left “slow but accurate” cost function (eX = 10,
eLR = 1), right panel “fast but less accurate” (eX = 1, eLR = 1) cost function for each
of the three classes (left: blue, right: red, rest: green). Vertical scaling is arbitrary. The
variable v (Eq. 12) is selected to scale the function at the threshold to equal values.
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combination of brute-force parameter search followed by downhill-simplex min-
imization, the following two performance cost functions were evaluated:

cost ∼
∑

i

⎧⎪⎨
⎪⎩
v |c|eX if yi = 0 (i.e. state ’X’)
Θ(θ + c)(θ + c)eLR if yi = −1 (i.e. state ’L’)
Θ(θ − c)(θ − c)eLR if yi = +1 (i.e. state ’R’),

(12)

Optimization variables v, eX and eLR control the trade-off between accuracy
and speed, Θ is the Heaviside step function (see Figure 3)

The resulting traces, before and after optimization, for Subject A are shown
in Figure 4. The traces shown correspond to the intermediate state (the cursor).
Intersection of treshold (θ) means that a L or R command is given. First note that
one of the active states is detected much faster than the other, within 2s. This is
consistent with both subjects reporting that they had less difficulty moving the
cursor in one direction than another. The hypothetical trajectories that “would
have been” from parameters optimized by the different cost functions differ. In
one case (the first cost function) the rest state is more robust (i.e. the cursor
trajectories are further from the treshold and the FP rate is lower) and using the
second cost function the active classes would have responded faster, but with a
rest class that is less robust.
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Fig. 4. (Data in Table 4) Top: original trajectories for one subject. Middle: “slow but
accurate” optimized trajectories. Bottom: “fast but less accurate” optimized trajecto-
ries. The vertical bars indicate average time to hit in each class. Green: rest, red: right,
blue: left. Note that in the middle panel there are no false positives, the rest trajectory
which seems to hit threshold is in fact slightly below it.
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Table 4. (Data for Figure 4) Control law parameters and results for original experiment
(orig) and after the 2 optimizations, for accuracy (slow) and for speed (fast). The
control law parameters are: Window size w [msec], speed constant (s), decay rate
(1/τ ), TP rate, FP rate, activation time tAct [sec] and rest state duration tRst [sec]

Subject A
w s 1/τ TP FP tAct tRst

orig 1000 0.70 0.20 100% 10% 2.30 8.56
slow 546 0.31 0.14 100% 0% 2.81 9.19
fast 1547 1.14 0.50 100% 20% 1.45 8.02

4 Conclusion and Outlook

The study reported success in an asynchronous feedback BCI paradigm using
minimal subject training involving a “rest” class. It incorporated several features
postulated to be important in “switch” type classification. One was the classifier
type: adaptive as to account for rest state non-stationarities (see also [31,33]),
and distance-based rather than linear-partition based such that it could classify
“rest” state as outlier (distant) from either active state. Although the adaptation
scheme used involves merely a leaky average of covariance and mean of class-
conditional probability densities, our results show that performance increases
quickly with practice. The free design parameters of this transduction algorithm
are the coefficients of the implemented control law and the learning rates of the
leaky running average.

Fortunately, the current heuristic search for the initial adaptibility meta-
parameters was rather quick: an adaptive system needs to be neither excessively
adaptive or inert with respect to the process it needs to track (in this case, the
behavior of the subject), and for the control law, the cursor needed to be re-
sponsive but not so fast as to reach thresholds in less than 2-3 sec: data from
prior experiments was used to choose these. Post-hoc analysis revealed that op-
timizing control law parameters for each subject could be useful, however there
is a fundamental trade-off that is due to the integrative nature of the control
law: one can make the interface more responsive but at a higher risk of sending
inadvertent commands. Furthermore, the off-line analysis must be interpreted
with caution: as users are active learners their behavior would adapt if the meta-
parameters changed. Thus in future studies we aim to make this optimization
run on-line, adaptively, such that the interface changes behavior gradually, al-
lowing stable convergence of combined user and interface performance. Long
term adaptation, over many sessions and many days, is also a future direction of
research. An anecdotal note: the classifier was robust to the subject sometimes
moving, or talking during the “rest” state, which suggests that this is in part an
“idle” state.

The classification scheme we have employed makes “anything other than ac-
tive state” detection possible, as it is based on “distance” from a particular
mental state and an “outlier” cutoff or competition between distances. Future
studies will therefore consider also non-parametric outlier models (e.g. [22]).
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The benefit of adaptation and lack of explicit rest class training is the fol-
lowing: instead of collecting training data by instructing the subject to relax,
or recording the other mental tasks which do not correspond to commands but
which the subject may otherwise perform during BCI use, we only train the
active classes, and through cued performance which provides feedback or perfor-
mance, we allow the subject to find the approach that works best for him/her.
The classifier then adapts to the strategy chosen or changes therein. Although
they could have chosen to “think of nothing”, and one of the subjects reported
that he sometimes attempted to do so, this was not evidenced by the available
physiological measure of active relaxation, namely occipital alpha-band EEG
activity. This could be seen as further evidence that the rest state detected was
an idle state and not a relaxation state - without objective measures, no mat-
ter what the subjects report it is difficult to tell between the two. It remains
to be seen whether the optimized control law, then placed in an uncued “real-
world” BCI use environment translates to effective rest-state BCI control which
allows the subject to attend to other tasks than BCI commands. As such, new
paradigms must be designed in which the BCI performance is quantified against
various levels of background cognitive workload. Concluding, we envisage an
EEG BCI scenario in which users purchase an affordable computer peripheral
which is simply placed on the head and requires no gel. Novel users undergo a
one-time calibration procedure which takes maximally 5 minutes, ideally even
less [16,12]. They then proceed to use the BCI system in a game environment, to
control a robot or wheelchair, and the performance of the system slowly adapts
to the users’ brain patterns, reacting only when they intend to control it. At each
repeated use, parameters from previous sessions are recalled and re-calibration is
rarely, if ever, necessary. We strongly believe such a system, capable of an aver-
age performance of about >20 bits/min, is achievable within the next few years.
Clearly, challenges as the ones discussed above need to be met, in order to bring
EEG BCI technology closer to becoming a commonplace computer peripheral.
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Abstract. A tough question to address would be who can be considered the in-
ventor of the Brain-computer interface. Many researchers have contributed to 
the evolution of this concept, from the basis conception of the neurons, synaptic 
connections and rudimentary EEG measurement systems up to the use of virtual 
reality environments with modern wireless devices. In the middle, series of de-
voted people with the honourable aim of provide a better quality of life to dis-
abled patients. In the course of this evolution a key point is the use of efficient 
techniques of mutual training for both the patient and the system. In this  
paper we introduce the multi-disciplinary nature of the Brain-computer  
interfaces, for later focus on training techniques used in those based in the  
sensorimotor rhythm. 

Keywords: Brain-computer interface, training, virtual reality environment,  
sensorimotor rhythm. 

1   Antecedents of the BCI 

At the end of the XIX century, the Spanish doctor Santiago Ramon y Cajal came up 
with a revolutionary theory about the organization and structure of the mind, based in 
the fact that it is composed of series of independent cells, neurons, which communi-
cate each other by means of functional contacts, synapses. This revolutionary theory 
was worth him to obtain the Nobel Prize in 1906. This and other relevant advances set 
up the basis for the electroencephalography (EEG). 

Few years after, in 1924, the German psychiatrist Hans Berger, considered to be 
the father of the EEG, made the first record of EEG in a human being and afterwards 
in 1929 stated the existence of rhythms alpha and beta [1]. Afterwards the American 
William Grey Walter used cutting edge electronic to built, in 1957, the first brain 
topography machine, able to build maps of cerebral activity, revealed as a useful tool 
in the diagnosis of mental diseases (e.g. epilepsy). 
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Afterwards in the 60’s, the Japanese researcher Kasamatsu, verified that the tran-
scendental meditation Zen carried out by Buddhist monks was able to voluntarily 
modify both the frequency and amplitude of the alpha wave as an indication of a spe-
cific change of consciousness [2]. In order to enhance this effect, this physiological 
information was fed back to the subject, in such a way that he could adjust it voluntar-
ily. Neal Millar is considered the father of this technique called biofeedback. A pio-
neer study of modulation of the alpha wave and auditory biofeedback is that from 
Nowlis y Kamiya [3]. Afterwards, in 1974, Sterman used biofeedback to control the 
sensorimotor rhythm or mu rhythm [4]. 

The fact that a subject was able to voluntarily modulate his cerebral activity hence 
generating information, that this information could be registered by means of EEG, 
processed and translated to statements or commands over a device or computer and, 
finally, the subject could know the results of those commands by means of biofeed-
back and hence the loop could be closed; all together sets up the basis of a full-duplex 
communication system between the man and the machine.  

Some researchers came up with definitions for this new communication system. 
The first contribution in 1973 by J. J. Vidal was "The BCI system is geared to use 
both the spontaneous EEG and the specific evoked responses triggered by time-
dependent stimulation under various conditions for the purpose of controlling such 
external apparatus as e.g. prosthetic devices” [5]. But , perhaps the most popular one 
is the one from the researches J. R. Wolpaw, N. Birbaumer, D. J. McFarland, G. 
Pfurtscheller, y T. M. Vaughan “A direct brain-computer interface is a device that 
provides the brain with a new, non-muscular communication and control channel” [6].  

The next questions to address would be: Who can benefit of such a communication 
system? The answer can be found in subjects with some kind of sever motor impair-
ment, such as subjects with amyotrophic lateral sclerosis or in a wheelchair. The 
communication is a process of cognitive nature, hence this communication should not 
be limited by second order issues, such as motor impairments, when the most impor-
tant task is executed in the brain. 

From these thoughts, from the innate desire to overcome the adversities and, spe-
cially, thanks to the effort of so many researchers, the Brain-computer interface is 
nowadays a multi-disciplinary reality. However to guarantee successful control of a 
BCI, many problems must be resolved, being the required training to operate a BCI, 
one of the most important. 

2   Importance of Training Protocol 

Some BCIs are based on an individual's capacity to control some features of EEG 
activity, which include a variety of different rhythms that are identified by their fre-
quency and location, and are associated with various aspects of brain function. Per-
formance of BCI will depend, especially, on the ability of the subject to control his or 
her own EEG patterns. To this end, it is necessary to provide suitable training, which 
can sometimes go on for several months [7]. It is also very important to provide some 
type of feedback allowing subjects to see their progress [8], [10]. 

Nowadays, the vast majority of research on the BCI field focuses on improving 
features extraction methods and classification algorithms. Emphasis is usually placed 
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on the importance of developing training methods based on biofeedback techniques 
that would improve human performance [8],[9]. 

However, the purpose of BCI is not to select subjects with high EEG control ability 
and then train them to achieve greater classification accuracy. No matter how sophis-
ticated the feature extraction procedures and classification algorithms are, BCI will 
not be useful if it cannot be used by subjects with serious motor function problems, 
who after all, are those the system is being designed for. If an inappropriate training 
programme is added to the difficulty of controlling EEG signals, the result will be 
frustration and early retirement for many subjects. To avoid this problem, working on 
a suitable training technique is considered necessary.  

Few studies have dealt with training techniques, and those have tended to concen-
trate on the advantages of providing continuous or discrete feedback [10],[11]. In 
previous studies, to obtain results, classification accuracy is usually the only parame-
ter considered, and not the effects that feedback can have on subjects. Besides the 
subject’s capacity to control EEG signals, other psychological factors such as concen-
tration, frustration, fatigue and motivation, which can affect EEG signals [12], should 
be considered to define a suitable training protocol. However, these factors are gener-
ally not taken into account when defining a suitable training protocol as a means to 
achieve a more effective learning. 

The design of a training protocol should take into consideration several different 
aspects: 1) training paradigm timing, 2) presentation and type of feedback and 3) 
choice of the mental tasks to be carried out. The first includes: i) duration, repetitive-
ness and pause between trials, ii) duration of the mental activities, and iii) duration of 
the session. The second combines: i) sessions with or without feedback, ii) whether 
feedback is continuous or discrete, and iii) how the feedback is presented. Nowadays, 
conventional systems of feedback are based on cursor control and horizontal bar ex-
tension. Due to the lengthy training in BCI systems, this type of feedback may result 
tiring or somewhat boring. In order to improve the effectiveness of the training proc-
ess and reduce training time, feedback needs to be attractive, thus motivating subjects 
to control their EEG signals. The third aspect, the choice of the mental tasks, is one of 
the most important to consider. The difficulty of the mental task has been shown to 
affect EEG signals [13], and in the performance of BCI.  

In order to obtain reliable results and conclusions regarding what the best training 
techniques might be, is it not advisable to select only those subjects who have been 
previously trained, nor to consider failure and success rates as the only parameters 
when classifying mental tasks. Objective and subjective measures should be taken, 
based on the record of other psychophysiological signals, attention tests and question-
naires allowing subjects to describe their own impressions. 

3   Choice of Mental Tasks 

The performance of the BCI systems can depend on many parameters related to the 
training protocol, being one of these parameters, the different mental tasks to dis-
criminate. Some BCIs discriminate between 3 [14], [15] and 5 different mental tasks 
[16]; however, the vast majority of them are based on the classification of 2 mental 
tasks. The fact is that increasing the number of different mental tasks to discriminate 
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is an option to increase the number of commands. However, some studies have re-
ported that an increasing number of classes resulted in a decrease of the classification 
accuracy [16], [17].  

Little research has been conducted on the different mental tasks that may turn out 
to be more effective to manage and control a BCI system. Some training protocols 
consist of letting the subject find any mental task to control the EEG signals [18-20]; 
however, the majority of training protocol ask subject to employ specific mental task 
to produce different EEG patterns.    

The motor imagery is the most commonly used mental task in BCI. Some BCI sys-
tems discriminate between imagination of right/left hand movements [11], [21], [22] 
or imagination of hand/foot movements [9]. Other systems discriminate between a 
motor imagery and another cognitive task, such as a math task [23], [24] or simply 
relaxing state [22], [25]. 

Even though motor imagery has proven to be a good option to control a BCI, it 
may be inappropriate for certain groups of subjects, for example for a person who has 
been paralyzed for many years or, indeed, from birth [25], [26]. Furthermore, for 
untrained subjects, combining different motor imagery tasks could not be the best 
option, as suggested in [22]. In this study, a group of 10 untrained subjetcs followed a 
training protocol which consisted of the discrimination between imagination of right 
and left hand movement. The discrimination between these mental tasks is based on 
amplitude changes of mu and central beta rhythm. These rhythms display an ampli-
tude attenuation (Event-Related Desynchronization, ERD) or an amplitude enhance-
ment (Event-Related Synchronization, ERS), over the contralateral hemisphere [27]. 
The majority of these subjects (8 subjects) obtained poor classification results, and 
although many of them showed, from the beginning of sessions, a clear ERD during 
the motor imagery, this was produced in both hemispheres independently of the men-
tal task (Figure 1) and not in the contralateral hemisphere.  
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Fig. 1. Time course of band power in the mu rhythm during imagination of right and left hand 
movement. The cue is presented at 3s and the mental tasks are carried out during the period 3-
8s. Data from one untrained subject. 

Difficulty of untrained subjects in producing contralateral desynchronization,  
suggested that these mental tasks was not suitable to learn to control a BCI system, 
causing them frequent frustration. In order not to discourage subjects and to avoid 
retirement, it could be advantageous to start training with two mental tasks that were 
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easier to discriminate. These mental tasks could be relaxed state and imagination of 
right hand movement. As is showed in [22], with these mental tasks, a larger number 
of subjects got control in EEG signals, and training supposed less effort, less fatigue 
and more satisfaction for subjects.  

Training protocols must not be chosen at random. On the contrary, in many cases, 
they must adapt to the subject to be effective, as is suggested in [16].   

2   The Use of Virtual Reality to Improve Training Performance  

Virtual reality is a powerful tool with graphical possibilities to improve BCI-feedback 
presentation. Virtual reality technology has the capability of creating immersive  
and motivating environments, which are very important in guaranteeing a successful 
training [28]. To prove this theory, a study has been carried out in our laboratory 
(DIANA research group) [29]. This one consisted of submitting different group  
of untrained subjects to a training protocol providing different types of feedback  
(Figure 2).  

 

    
 

Fig. 2. Feedback base on: a) bar extension, b) controlling a car to avoid puddles and c) control-
ling a car to avoid puddle and obstacles located at the end (wall) 

A group of subjects (group 1) was trained using a system equivalent to the Graz 
BCI [21] which used conventional feedback. This consisted of a horizontal bar, which 
extends in varying degrees to the right or to the left depending on the classification 
result (Figure 2a). Two other groups were trained using a system which submits sub-
jects to a more familiar environment, such as controlling a car to avoid obstacles. For 
one group (group 2), the obstacle was a puddle which appeared in the left or right lane 
(Figure 2b). The subject controlled the movement of the car to the right or left, ac-
cording to the mental task required in order to avoid the puddle. For the other group 
(group 3), the same paradigm was used but different obstacles were incorporated at 
the end of the puddle (Figure 2c). The training was carried out discriminating between 
mental relaxation and imagined right hand movements. The duration of each trial was 
8 seconds, being the feedback period between 4.25 and 8s. In figure 3, the times 
course of the grand average error rate (average between error rates of each subject) 
for each group is showed. 

 
 

a) b) c) 
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Fig. 3. Times course of the grand average error rate for each group (average of error time 
courses between all subjects of each group) during the trial time 

 

Significant differences in feedback control were obtained, suggesting that an in-
terface based on virtual reality techniques can improve the feedback control, spe-
cifically for untrained subjects. During feedback period (4.25-8 s), subjects of group 
1 tended to have a higher error percentage and had more difficulty controlling the 
EEG signals, suggesting a lack of concentration, On the contrary, subjects of group 
2 and 3 managed to decrease their error rate, achieving the lowest error rates during 
that same period. However, a worsening of this control was noticed during the last 
second of feedback (7-8 s) for subjects of group 2, due probably to the fact that 
subjects did not make an effort when they realised the puddle was almost behind 
them. The presence of an obstacle located at the end of the puddle seems to help 
subjects to maintain the control of the EEG signals until the end of the feedback 
period (group 3). 

The obtained results suggest that EEG behaviour can be modified via feedback 
presentation. In BCI systems, training must be as easy and attractive as possible. The 
graphical possibilities of a multimodal interface combining 3D display and sound 
would be a good option in developing training techniques which help subjects to 
achieve a better control of the BCI. 
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Abstract. Electroencephalographic single-trial analysis requires methods that
are robust with respect to noise, artifacts and non-stationarity among other prob-
lems. This work contributes by developing a maxmin approach to robustify the
common spatial patterns (CSP) algorithm. By optimizing the worst-case objec-
tive function within a prefixed set of the covariance matrices, we can transform
the respective complex mathematical program into a simple generalized eigen-
value problem and thus obtain robust spatial filters very efficiently. We test our
maxmin CSP method with real world brain-computer interface (BCI) data sets in
which we expect substantial fluctuations caused by day-to-day or paradigm-to-
paradigm variability or different forms of stimuli. The results clearly show that
the proposed method significantly improves the classical CSP approach in multi-
ple BCI scenarios.

1 Introduction

Feature extraction is an important prerequisite for analyzing high dimensional real
world data. For single-trial electroencephalographic (EEG) classification tasks, spa-
tial filters have become very popular feature extractors. Data driven approaches that
optimize spatial filters for each subject individually have been proven useful [1], in
particular in brain-computer interfaces (BCI), which translate the users intent (coded
by a small set of mental tasks) into control actions such as computer applications or
neuroprostheses [2,3,4,5].

In the past years machine learning methods have led to significant advances in the
analysis and modeling of neural signals. While early EEG-BCI efforts required neuro-
feedback training on the part of the user that lasted on the order of days, in systems
based on machine learning (ML) it suffices to collect examples of EEG signals in a so-
called calibration measurement during which the user is cued to perform repeatedly a
small number of e.g. motor imagery tasks [6,7,8]. This data is then used to adapt the sys-
tem to the specific brain signals of each user (machine training). This step of adaption
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seems to be instrumental for effective BCI performance despite the large inter-subject
variability of the respective brain signals [9]. After this preparation step, which is very
short compared to the complementary subject training in the operant conditioning ap-
proach [10], the feedback application can start. Here, the users can actually transfer
information through their brain activity and control applications. In this phase, the sys-
tem is composed of the classifier that discriminates between different mental states and
the control logic that translates the classifier output into control signals, e.g. a cursor
position or a selection from an alphabet.

There are several aspects in which BCI research can profit from improvement, see
the ‘Challenges’ section of [11].

One of them is to make the system more robust against non task-related fluctuations
and/or non-stationarity of the measured EEG signals. These fluctuations may be caused
by changes in the subject’s brain processes, e.g. change of task involvement, fatigue
etc., or by artifacts such as swallowing, blinking or yawning.

Recently Kim et al. [12] applied a maxmin approach to Fisher discriminant analysis
(FDA) and proposed a novel robust classification method.

From their maxmin theorem, the maxmin FDA is guaranteed to have larger Rayleigh
coefficients for any fluctuations within a prefixed tolerance set.

The present paper contributes by investigating a maxmin approach in the spirit of
[12] to common spatial patterns (CSP) [13], which is one of the working horses for
spatial filtering in BCI applications. In contrast to the FDA case, we can obtain the worst
case covariance matrices analytically, which leads a modified generalized eigenvalue
problem.

2 Sensorimotor Rhythms and Common Spatial Patterns

Apart from transient components, EEG comprises rhythmic activity located over var-
ious areas. Most of these rhythms are so-called idle rhythms, which are generated by
large populations of neurons in the respective cortex that fire in rhythmical synchrony
when they are not engaged in a specific task. Over motor and sensorimotor areas in
most subjects oscillations with a fundamental frequency between 9 and 13 Hz can be
observed, the so called μ-rhythm. Due to its comb-shape, the μ-rhythm is composed of
several harmonics, i.e., components of double and sometimes also triple the fundamen-
tal frequency with a fixed phase synchronization. These sensorimotor rhythms (SMRs)
are attenuated in the corresponding cortical area when a motor task (e.g. movement or
motor imagery) takes place. As this effect is due to loss of synchrony in the neural pop-
ulations, it is termed event-related desynchronization (ERD), see [14]. The increase of
oscillatory EEG (i.e., the reestablishment of neuronal synchrony) is called event-related
synchronization (ERS). The ERD in the motor and/or sensory cortex can be observed
even when a subject is only thinking of a movement or imagining a sensation in the
specific limb. This phenomenon makes the ERD/ERS feature attractive for BCIs.

For ‘decoding’ of different motor intentions from brain activity, the essential task is
to distinguish different spatial localization of SMR modulations. Due to the topograph-
ical arrangement in the motor and somatosensory cortex, these locations are related to
corresponding parts of the body. For example, left hand and right hand have correspond-
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ing areas in the contralateral, i.e., right and left motor cortex, respectively. Thus, spatial
filters are an essential step for a meaningful feature extraction for the classification of
motor intentions, and far from being a black-box method, learned spatial filters can be
visualized appropriately and checked with neurophysiological knowledge.

The common spatial pattern algorithm is successful in calculating spatial filters for
detecting modulations of the SMR or other ERD/ERS effects. Given two distributions
in a high-dimensional space, the CSP algorithm finds directions (i.e., spatial filters) that
maximize variance for one class and simultaneously minimize variance for the other
class. Since band-power can be calculated as the variance of band-pass filtered signals,
this criterion corresponds to ERD/ERS effects.

Technically CSP analysis works as follows. Let Σ+ and Σ− be estimates of the co-
variance matrices of the band-pass filtered EEG signals under the two conditions (in this
paper, motor imagery of two different limbs). These two matrices are simultaneously
diagonalized such that the eigenvalues of Σ+ and Σ− sum to 1. Practically this can be
done by calculating the generalized eigenvectorsW :

Σ+W = (Σ+ +Σ−)WD. (1)

Here, the diagonal matrix D contains the (generalized) eigenvalues of Σ+ (defined
such that they are between 0 and 1) and the column vectors of W are the filters w’s
for computing the CSP features. By this procedure a full decomposition of the sensor
space is determined. Best contrast is provided by those filters with high eigenvalues
(large variance for condition 1 and small variance for condition 2) and by filters with
low eigenvalues (vice versa). Therefore, the common practice in a classification setting
is to use several eigenvectors from both ends of the eigenvalue spectrum as features for
classification. The solution for the eigenvector with the largest eigenvalue can also be
obtained by maximizing the Rayleigh quotient:

maximize
w∈RC

w�Σ+w

w�(Σ+ +Σ−)w
. (2)

This correspondence is often useful for algorithmic considerations. CSP filters can be
visualized as scalp maps and chosen according to physiological plausibility. For more
details, see the CSP tutorial [1].

3 Robust Spatial Filters Based on Maxmin Framework

The class covariance matrices Σ+ and Σ− used in CSP can vary substantially because
of non task-related fluctuations and/or non-stationarity of the EEG signals. In BCI appli-
cations, it is important to make the features robust against various kinds of fluctuations,
e.g. caused by change of task involvement or by changes in the subject’s brain pro-
cesses. Under such situations, the maxmin approach which Kim et al. [12] successfully
applied to FDA could be one of the promising directions to construct robust CSP filters.
The key idea is that, instead of just two single matrices, we consider convex sets S+
and S− for the class covariance matrices Σ+ and Σ−, respectively. These sets specify
the tolerant regions of fluctuations around the class covariance matrices. For simplicity,
we assume that the sets S+ and S− are independent of each other.
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Based on the maxmin framework, robust CSP can be constructed by maximizing
the worst case (minimum) Rayleigh quotient within all possible covariance matrices in
the tolerant regions. That is, the optimization problems for our maxmin CSP can be
expressed as

max
w 
=0

min
Σ+∈S+, Σ−∈S−

w�Σ+w

w� (Σ+ +Σ−)w
(3)

max
w 
=0

min
Σ+∈S+, Σ−∈S−

w�Σ−w

w� (Σ+ +Σ−)w
(4)

For a moment, we will consider only the first optimization problem (3), because the
other (4) can be handled in the same way.

3.1 Derivation of the Maxmin Filters

We will consider special cases where the subspaces S+ and S− can be defined by balls
in the space of C × C positive definite matrices Pd(C) centered at Σ+ and Σ−

S+ =
{
Σ+

∣∣Σ+ , 0, ‖Σ+ −Σ+‖P+ ≤ δ+
}
,

S− =
{
Σ−

∣∣Σ− , 0, ‖Σ− −Σ−‖P− ≤ δ−
}
,

(5)

where ‖X‖2
P = Tr

(
P−1XP−1X

)
is the norm of a symmetric matrix X and the pos-

itive definite matrix P specifies the metric of Pd(C), or in other words, shape of the
balls.

Lemma 1. For the sets S+ and S− defined in Eq. (5), the worst case Rayleigh quotient
becomes

w� (
Σ+ − δ+P+

)
w

w�
(
Σ+ +Σ− − δ+P+ + δ−P−

)
w
, ∀w, (6)

if Σ+ − δ+P+ , 0.

3.2 Choice of the Parameters of the Tolerance Sets

The remaining problem is how to determine the sets S+ and S− of the class covari-
ance matrices. We used the average class covariance matrices for the centers Σ+ and
Σ−. There are several choices of the matrix P+ and P− which specify the shape of
the tolerant balls. The standard norms of such forms are ‘Frobenius’ (P+ = P− = I)
or Σ+ and Σ− (the centers). However, in the latter case the filters coincide with those
of CSP. Although the identity matrix ignores plausible directions of fluctuation in EEG
signals, the maxmin CSP with this setting still improved the performance in the day-to-
day transfer experiment. We conjecture that this is analogous to the fact that Bayesian
regularization helps even with non-informative priors. If we have extra (prior) informa-
tion about possible fluctuations as is the case with the real world BCI data in [15], the
covariance of the distortions can be used for the matrices P+ and P−. This approach
was called invariant CSP (iCSP). Future work should be done to analyze the scatter of
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Fig. 1. Figs. (a), (b) and (c) represent Σ+ and Σ− at different time points. Mean of the features
is 0, as it is bandpass filtered data. Fig. (d) represents the previous matrices as points in the space
of positive definite matrices. The ellipsoids in Fig. (d) are the tolerant sets S+ and S− centered
at the average matrices Σ+ and Σ−, respectively. From both ellipsoids, a pair of the worst case
covariances is obtained for each optimization problem (3) or (4).

the short-term covariance matrices in detail and to find a reasonable choice of these
matrices. The sizes of the balls δ+ and δ− are assumed to be equal and are selected by
cross-validation on the training set.

Fig. 1 is an illustrative explanation of our method. Although we develop the theory
only for the first eigenvectors, in the experiments we will use a few eigenvectors each.
Further work should be done to extend the lemma 1 for multiple eigenvectors.

4 Application to EEG Data from Brain-Computer Interfacing

In this paper we evaluate the proposed algorithm on off-line data in which substantial
fluctuations are expected. First we show that maxmin CSP can work under the same
settings as iCSP, that is robustifying the filters when a known and measurable distortion
affects the data. Later we also test the algorithm to robustify the filters against session-
to-session (day-to-day) variability which may be caused by different mental conditions,
materials (cap and electrodes) and different preparation of the measurement devices.
In the last example, we test whether classifiers trained with recordings from multiple
paradigms can be transferred to data in yet another paradigm. The non-stationarity is
induced by having different background conditions (presentation of the cues) for the
same primary task (motor imagery). In this paper we use ‘calibration measurements’ in
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which no feedback is provided to avoid bias toward any method. The trials of these ‘cal-
ibration data’ have fixed length of 3.5 seconds in which an imagery motor task is per-
formed (right or left hand or foot movement). The cue is given as auditory (‘imag audi’)
or visual stimuli. The visual stimuli can be a letter L, R, F (‘imag lett’), a fixed arrow
pointing to left, right or down (‘imag arrow’) or a randomly moving small rhomboid
(‘imag move’) with either its left, right or bottom corner filled to indicate the task.
The movement of the object in ‘imag move’ is independent from the indicated targets
with the aim to induce target-uncorrelated eye movements. For the evaluation, we only
considered binary classification. From the three motor imaginary tasks, the best pair
was selected based on separability for each subject. The data was recorded using 48
Ag/AgCl electrodes in an extended 10-20 system sampled at 1000 Hz with a band-pass
from 0.05 to 200 Hz.

Linear discriminant analysis (LDA) is used as the classifier and the performance is
measured by error rate.

Maxmin CSP Working as iCSP. First we want to show that maxmin CSP can work
under the same conditions of iCSP obtaining similar results. Therefore we realize two
experiments. The first one is a replica of that presented in [15]. As in [15], we in-
vestigate whether it is possible to robustify CSP against different demands in visual
processing, which cause substantial differences in the background brain activity [15].
We train CSP using ‘imag move’. Additional data (‘sham feedback’) with task uncor-
related eye movements and visual activity is recorded to create a disturbance matrix (for
more information of the paradigm please refer to [15]). Fig. 2(a) depicts the results of 4
subjects in which we see that iCSP and maxmin CSP exhibit very similar performance.

The second experiment is done with 5 subjects to test maxmin CSPs invariance prop-
erties in another setting. We use ‘imag move’ data for training

CSP and some data recorded while subjects were told to keep their eyes closed, is
used to characterize the expected disturbance (matrices P+ = P−). Maxmin CSP is
then tested in ‘imag lett’, in which the visual activity is supposed to be less intense
(more similar to an ‘eyes-closed’ condition). Results are depicted in Fig. 2(b). Again
iCSP and maxmin CSP perform very similarly, however, better than the original CSP.

Session-to-session Transfer. For this test we use data from four subjects for whom we
had recorded several sessions in different days (even with more than 12 months differ-
ence). For subject zq we use 6 available datasets, 5 datasets for cm and zp and finally
4 for subject zk. All files except one are used for training the maxmin filters. Matrices
P+ and P− are the identity matrix. The last file is used to test the performance of each
subject. All datasets correspond to ‘calibration measurements’ of type ‘imag lett’. The
performance of the subjects is described using error rate and the trials are classified using
LDA. Fig. 2(c) shows this error rate when using CSP or maxmin CSP for preprocessing
the data. Again the new maxmin CSP method outperforms CSP in all cases.

Paradigm-to-paradigm Transfer. To test whether it is possible to use ‘calibration mea-
surements’ recorded using different paradigms, we perform an experiment in which
‘imag move’ and ‘imag audi’ data are used to train maxmin CSP, whereas the perfor-
mance test is done in ‘imag arrow’, in which the visual task is less demanding than
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Fig. 2. Test errors of our maxmin CSP compared with CSP and iCSP. The legend provides subject
codes (two letter codes) and the selected parameters in square brackets. (a) maxmin CSP working
as iCSP (with sham feedback), (b) maxmin CSP working as iCSP (with ‘eyes closed’ measure-
ment), (c) session-to-session transfer, only possible with maxmin CSP, (d) paradigm transfer,
only possible with maxmin CSP.

‘imag move’. The number of trials used from ‘imag audi’ is found subject-specifically
by cross validation on the training set. Note that no additional and specific recording is
necessary to estimate maxmin CSP. In this setting, we use data from five subjects and
their performance using CSP and maxmin CSP is depicted in Fig. 2(d). Again, matrices
P+ and P− are the identity matrix. We see that the performance of all five subjects can
be improved by maxmin CSP.

All parameters of the experiments are fixed on the training set using 10 fold cross-
validation before testing in unseen data: δ for maxmin CSP, ξ for iCSP and the number
of trials from ‘imag audi’ in the paradigm-to-paradigm transfer experiment.

5 Conclusions

BCI data is contaminated by a variety of noise sources, artifacts, non-stationarities and
outliers that make it indispensable to strive for more robust learning methods. In this
paper we proposed a novel classification algorithm that is inspired by the work of Kim
et al. [12].
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In particular, we analyze the worst case performance among possible class covari-
ance matrices and optimize the respective CSP-like filters based on such a criterion.
When we take hyperspheres in the matrix space for the sets of the covariances, the al-
gorithm can be elegantly reduced to a generalized eigenvalue problem similar to the
original CSP, but with modified covariance matrices. Extensive simulations show that
our new CSP framework is indeed more robust as it allows to transfer BCI classifier
knowledge from session to session. This is again a further step towards a BCI system
that is more stable with respect to non-stationarities and non-task related fluctuations.

In future studies we will continue working towards more robust BCIs and also eval-
uate the present approach in feedback experiments. Since the maxmin approach is an
extreme case, we will furthermore pursue Bayesian approaches which may bridge the
gap between this extreme method and classical CSP.
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Abstract. Steady-state visual evoked potential (SSVEP) based Brain-computer 
interfaces (BCIs) use the spectral power at the flickering frequencies of the 
stimuli as the feature for classification in an Attend/Ignore multi-class para-
digm. The performance of a BCI based on this principle increases with the 
number of stimuli. However the number of the corresponding flickering fre-
quencies is limited due to several factors. Besides the frequency response of 
SSVEPs is not uniform for the full range of frequencies and varies among indi-
viduals, being difficult to establish accurate decision boundaries. In this paper 
we propose a new technique to overcome this limitation based on the AM 
modulation of the flickering stimuli that reuses the same modulating frequen-
cies with different phase. 

Keywords: Brain-computer interfaces, steady-state visual evoked potentials, 
selective attention, AM modulation, LVQ. 

1   Introduction 

The SSVEP is a periodic response elicited by the repetitive presentation of a visual 
stimulus, at a rate of 6 Hz or more, whose power extends over an extremely narrow 
bandwidth as the periodicity of the response matches that of the stimulus [1]. The 
SSVEP amplitude is substantially increased when attention is focused upon the loca-
tion of the flickering stimulus and it is more pronounced in recordings over the poste-
rior scalp contralateral to the visual field of stimulation over the occipital area [2]. 
BCIs based on this principle use a set of flickering frequencies that are presented to 
the subject in an Attend/Ignore paradigm [3], [4]. The data of the trial is submitted to 
Fourier analysis and the amplitude of the spectral component at the flickering fre-
quency and first harmonic are, generally used as the criteria for classification [5], [6]. 

A common problem in the design of SSVEP based BCIs is the selection of the 
flickering frequencies, as it is a key point in the performance of the system and is 
limited by several factors. In one hand an efficient stimulus, in terms of amplitude of 
the response, is limited to the band [6..28] Hz. This range of frequencies includes de 
alpha band that should be avoided if possible. In the other hand a discrete number  
of frequencies should be used to avoid spectral leaking. This restriction applies to 
frequencies with an exact number of cycles in the duration of a trial as well as  
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submultiples of the CRT refresh rate. In this paper we propose a new technique that 
avoids the limitations in the number of suitable frequencies by the AM modulation of 
the flickering stimulus by pure tones with different phase shifts. In this way different 
stimuli using the exactly the same modulating frequency can be classified by the in-
formation conveyed by the phase. 

2   Multiple Modulated SSVEPs 

The multiple modulated SSVEPs is a technique based on the multiple AM modulation 
of the flickering frequency that elicits the SSVP by one or more modulating pure 
tones with the same or different frequencies and phases. If two AM modulated visual 
stimuli according to expressions [ ] )2cos()2cos(1 010 tftfaAs m ππ+=  and 

[ ] )2cos()2cos(1 011 tftfaAs m πψπ ++=  where A  is the amplitude of the signal, ma the 

factor of modulation, 0f  the frequency of the flickering stimulus, 1f  the frequency of 

the modulating pure tone and ψ  an arbitrary phase, are shown to the subject and he is 

instructed to attend one while ignore the other, it is expected to measure the same 
arbitrary phase ψ  in 1f , based in the physiological principle that selective attention 

does not noticeably affect the latencies of SSVEPs [7]. This scheme can be repeated 
for m stimuli 10 ... −mss , reusing the same flickering and modulating frequency with m 

equal spaced phases mkk πψ 2= , with the only limitation of the requested SNR for a 

certain accuracy in classification. 
Taking into account that the human visual system can be modelled as a linear, 

minimum phase shift plus a fixed delay [8] and the cognitive process of selective 
attention does not affect significantly the delay of the SSVEP, it can be concluded that 
the phase shift of two input visual stimuli flickering at the same frequency keeps 
constant from the retina up to the visual cortex. This conclusion is consistent with 
studios about the use of the phase as an independent feature for classification in 
SSVEP based BCI [9], [10]. 

One advantage of this technique is that the number of suitable frequencies of 
stimulation can be increased. Submultiples of vertical scan rate of the CRT should be 
used to avoid spectral leaking. The use of a display with a refresh rate of 100 Hz only 
offers 13 suitable submultiples frequencies in the range [6..28] Hz, that is [25.00, 
20.00, 16.67, 14.29, 12.5, 11.11, 10.00, 9.09, 8.33, 7.69, 7.14, 6.67, 6.25] Hz. This 
number is not enough for the design of a high performance BCI, as it increases with 
the 2log  of the number of stimuli. For instant in [11] the performance of the system 

achieved 1.13 bps of information transmission rate (ITR) using 48 stimuli. In this 
study the stimuli were generated by means of LEDs and associated circuitry, at the 
cost of a paradigm without visual images. In other study frequencies were reused 
allocating them by rows and columns in a matrix of stimuli [12]. 

The SSVEP presents a frequency response with different amplitudes for different 
flickering frequencies [13]. Hence, for an optimal performance the system must take 
this into consideration, with the need of a previous session to estimate it. The use of a 
small number of frequencies can overcome this problem. Another advantage is that 
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reusing the same frequencies, all the stimuli are affected uniformly by the same noise 
or in-band artefacts. 

3   Methodology 

In order to check the convenience of the technique depicted in the previous section an 
experiment was proposed. 

3.1   Recordings and Stimulation 

The system used for recording was the Geodesic EEG System 200, by Electrical Geo-
desic. Data in each electrode was amplified by 1000, collected at a sampling rate of 
250 Hz, filtered with a low-pass filter of 100 Hz bandwidth and digitized using 16 bits 
per sample. According to the ISCEV standard, only one channel is used at position Oz 
with reference at Fp [14].  

An envelope detector was used as AM demodulator. Butterworth filters were used 
as the phase varies linearly with the frequency causing small distortion in the signal. 
The visual stimuli were presented using a CRT with vertical refresh rate of 75.1 Hz 
measured during the experiment. It was situated 75 cm away from the subject. The 
screen was broken down into four sectors with one stimulus each. The modulating 
frequencies and phases of each sector are depicted in Table 1.  

 
Table 1. Modulating frecuencies and phases 

 
Sector Freq(Hz)-Phase(º) Sector Freq(Hz)-Phase(º)

1 1 - 0 2 1 - 90
Sector Freq(Hz)-Phase(º) Sector Freq(Hz)-Phase(º)

3 1.5 - 180 4 1.5 - 270  

3.2   Experimental Design 

A group of three individuals, average age of 32, with university studies and normal 
vision participated in the experiment. They remained comfortably sat down in a quiet 
testing room, isolated from noise and external disruptions. They were encouraged to 
relax in order to reduce the background noise level when the EEG was being  
recorded. 

The experiment was performed in 1 session with 4 sets of 10 trials. In each set of 
trials they were told to focus attention to the stimuli of one sector, ignoring the others, 
gazing at the corresponding sector. Each trial lasted for 6 seconds, and there were 2 to 
4 seconds rest inter-trial. As selective attention is an inherent feature of human beings, 
no previous training was needed.  

3.3   Data Analysis 

The system classified in 4 classes, 1 per sector, using information of frequencies and 
phase of the demodulated signal. A simple LVQ network was used to classify offline 
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the input vectors with components the amplitudes and phases of the modulating tones 
extracted from the EEG records using Fourier analysis. As the number of available 
training vectors was only 40, cross-validation was used partitioning the data in 2 sub-
sets of 39 vs. 1 vector, used for training and evaluation respectively. For each con-
figuration the evaluation was executed 100 times and average and standard deviation 
were calculated. The results shown in the next section has been averaged across the 
group of subjects. 

4   Results 

The majority of the 40 trials presented higher amplitudes of the SSVEPs correspond-
ing to the attended stimuli than those ignored. That is consistent with the effect of 
selective attention on attended stimuli. Besides, for a certain frequency, the averaged 
phase shift between stimuli matched of that stimulation, that is approximately 90º. 
This is coincident with the original phase shift between the stimuli and thus consistent 
with the expected behaviour. 

The Fig. 1 shows the ratio of amplitudes of spectral components at 1 Hz and 1.5 Hz  
( )5.1(/)1( HzAmplitudeHzAmplitude  versus the number of trials. It shows ratios 

above the green horizontal threshold for trials 1 to 20 and below for trials 21 to 40. 
That is consistent with the expected behaviour as during the first 20 trials the attention 
was focused on sectors 1 and 2, both flickering at 1 Hz whereas during the second 
half the attention was focused on sectors 3 and 4, flickering at 1.5 Hz. The fact that 
the horizontal threshold in the figure is not set up at 1.00 ca be due to the frequency 
response. 

 

 
 

Fig. 1. Ratio of amplitudes of spectral components at 1 Hz and 1.5 Hz versus the 40 trials 

 
The Fig. 2.a shows one histogram per sector with the phases of the modulating tones 

of the 40 trials. On the right, the Fig. 2.b shows the phases of the grand average. The 
calculation of the phase is a not linear operation with more accurate results in the pres-
ence of less noise. That justifies the differences between columns 4 and 6 of Table 2. 
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                            (a)                                                                                  (b) 

Fig. 2. (a) Histograms per sector of the absolute phases of the spectral component of SSVEPs 
for the 40 trial. (b) Absolute phases per sector of the spectral component of SSVEPs of the 
grand average. 

 
The differences of phases between sectors 1-2 and 3-4 are -96º and -117º respec-

tively (see Table 2, column 4), that reasonably match the expected -90º initial phase 
shift (see Table 1). That is consistent with the hypothesis supported in this paper that 
the human visual system behaves like a linear, minimum phase shift plus a fixed delay 
[8]. Columns 5 and 6 of Table 2 show the absolute phases per sector of the grand 
average. In this case we obtain a better approximation to the theoretical -90º phase 
differences ( -91º and -105º for sectors 1-2 and 3-4 respectively). The results obtained 
in columns 5 and 6 are more accurate than those from columns 3 and 4 as the phase 
was estimated in the presence of less noise. 

 
Table 2. Phases measured averaging 1 and 10 trials for the 4 stimuli 

 

 

Sector 
Stimuli 

phase   shift 
(º) 

Averaged phase 
(º) 

Difference 
(º) 

Phase of grand 
average(º) 

Difference 
(º) 

1 0 -130 -117 
2 90 -34 

-96 
-26 

 -91 

3 180 -45 -37 

4 270 72 
-117 

68 
 -105 

 
The Table 3 shows the results in classification of the LVQ network. The LVQ net-

work classified among 4 classes corresponding to the 4 sectors with a successful clas-
sification rate of 69.80%.  
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Table 3. Classification with a LVQ network 

Neurons Classes Simulations av. min. max. std.
8 4 100 69.80 65.00 75.00 2.61

Successfull
classfication (%)

LVQ 
Network

 
 
 

The equation 
[ ] [ ]

T

NppppN
bpsITR aaaa )1()1(log)1()(log)(log

)( 222 −−−++=  

estimate the information transmission rate in bits per second, with N the number of 
classes, T de length of a trial and ap  the accuracy [15]. Applying this equation, in our 

experiment it is achieved and ITR of only 6 bps. However we must keep in mind that 
the purpose of this experiment was not to achieve a high ITR, but to verify the reuse 
of frequencies by means of phase shifts. 

5   Conclusions 

In this paper we propose the AM modulation of visual stimuli to overcome the limita-
tion in the number of suitable frequencies that elicit SSVEP in an efficient way. It has 
been shown that the original differences of phases among visual AM-modulated stim-
uli are kept across the human visual system and it can be recovered. If the visual stim-
uli that elicits the SSVPS are previously multiple AM modulated by modulating pure 
tones with well-know phase shifts, these phases can be easily recovered and intro-
duced in the classification system as a new independent feature. In this way using the 
information of the phase, the same frequency can be reused, with the only limitation 
of the SNR requested for a target probability of error. 

Another advantage of reusing frequencies, is that the stimuli are affected uniformly 
by the same noise or in-band artefacts. 
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Abstract. In this paper a brain computer interface (BCI) based on steady state 
visual evoked potentials (SSVEP) is presented. For stimulation a box equipped 
with LEDs (for forward, backward, left and right commands) is used that flicker 
with different frequencies (10, 11, 12, 13 Hz) to induce the SSVEPs. Eight 
channels of EEG were derived mostly over visual cortex for the experiment 
with 3 subjects. To calculate features and to classify the EEG data Minimum 
Energy and Fast Fourier Transformation with linear discriminant analysis was 
used. Finally the change rate (fluctuation of the classification result) and the 
majority weight were calculated to increase the robustness and to provide a null 
classification. As feedback a tiny robot was used that moved forward, 
backward, to the left and to the right and stopped the movement if the subject 
did not look at the stimulation LEDs. 

1   Introduction 

A brain computer interface (BCI) is a new way of communication between humans 
and computers. It utilizes a very uncommon, but on the other hand probably the most 
direct way of access to the intentions of a person. The communication towards the 
computer – the will of the person – which is fed into the machine gets collected at its 
source – the brain.  

With a BCI a person ideally does not have to make use of the common output 
pathways of peripheral nerves and muscles, which is the main argument for a BCI-
system. A BCI-system provides a completely new output pathway and this is perhaps 
the only way a person can express herself if he/she suffers for example on disorders 
like amyotrophic lateral sclerosis (ALS), brainstem stroke, brain or spinal cord injury 
or other diseases which impair the function of the common output pathways which are 
responsible for the control of muscles or impair the muscles itself [1]. In such a case 
one possibility is to work with the electrical brainwaves of the person. These are 
measured with the well-known electroencephalography (EEG), which was primarily 
used for clinical purposes only in the past, amplified and fed into a personal computer 
which is under certain circumstances and with appropriate algorithms able to process 
them to give the person a new kind of communication channel. 

For the proposed BCI a neurological phenomenon called steady state visual evoked 
potential (SSVEP) is utilized. A visual evoked potential (VEP) is an electrical 
potential-difference, which can be derived from the scalp after a visual stimulus, for 
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example a flash-light. VEPs after stimuli with a frequency  3.5 Hz are called 
“transient” VEPs. If the stimulation frequency is > 3.5 Hz they are called “steady 
state” VEPs because the individual responses overlap and result a quasi-sinusoid 
oscillation with the same frequency as the stimulus [2]. The goal is to detect this 
frequency reliably with high accuracy and furthermore to detect when the frequency 
is not present, thus when the person does not look at the stimulus. The later one is a 
very challenging task in BCI systems. The paper will introduce signal processing 
methods that allow answering these questions. 

In the following section the methods used for measuring EEG, extracting features 
and classification are described. In Section 3 test results of three test-subjects are 
presented and interpreted. Section 4 summarizes the proposed BCI-system and makes 
suggestions for future work. 

2   Methods 

2.1   Experiment 

Three healthy subjects participated in the BCI experiment and performed first the 
training and then the testing procedure. The training/test procedure is depicted in 
Figure 1. 

 
20 secs 14 secs 6 secs 14 secs 6 secs 14 secs 6 secs ... 14 secs 6 secs 

Relax flash item #1 break flash item #2 Break flash item #3 break  flash item #12 break  

Fig. 1. The training procedure starts with a 20 second brake to have baseline EEG activity. 
Then each light is flashing sequentially for 14 s with 6 s breaks in between. This loop is 
repeated 3 times. The test procedure layout looks identical with the only exception that the 
lights are flashing three times each in random order. 

2.2   Communication Channels 

This BCI consists of three communication channels. Two of them direct from the 
computer to the test person and one of them directs from the person to the computer. 

The first channel is the stimulation channel in which the computer produces the 
stimulus with certain frequencies. This is realized with a 12x12cm box (see Figure 2) 
equipped with four LED-groups containing three LEDs each. Each LED has a 
diameter of 8 mm and according to the manufacturer a light intensity of 1500 mcd. A 
semitransparent foil was put over the LEDs to make them look like one compact light 
source. Additionally four arrow LEDs were added to indicate the index the user has to 
look at (for training the BCI system). The LEDs are controlled by a microcontroller 
connected to the computer via USB. The accuracy of the produced frequencies has 
been validated using a digital oscilloscope. The measured maximum frequency error 
is < 0.025 Hz at room temperature. 



692 R. Prueckl and C. Guger 

       

Fig. 2. Left: The layout of the LED stimulation box. Right: A test person wearing an electrode 
cap with mounted electrodes and holding the LED stimulation box. The electrodes are 
connected to the biosignal amplifier g.USBamp (g.tec medical engineering GmbH, Austria). 
The robot is located on the right side of the picture, besides the bottle.  

The second communication channel is the EEG-data which is derived from the test 
person. Eight gold electrodes placed mostly over visual cortex on positions POz, PO3, 
PO4, PO7, PO8, O1, O2 and Oz of the international 10-20 system were used with an 
additional reference electrode at the right earlobe and a ground electrode at position 
Fpz. Abrasive gel was applied to make sure that impedances were below 5 kΩ. The 
electrodes were connected to an EEG-amplifier, the g.USBamp (g.tec medical 
engineering GmbH, Austria) which fed the signals over a USB connection into a 
personal computer. The internal bandpass and notch filters of the g.USBamp were 
used. The bandpass was set to 0.5 to 60 Hz and the notch filter was set to 50 Hz. 

The last communication channel is the feedback the computer gives. The EEG data 
is analyzed with feature extraction and classification methods resulting in a 
classification output for each method. Each classifier has a discrete output in the form 
of a number (1, 2, 3 and 4). Finally in the last processing stage, the change rate / 
majority weight analysis step adds a 0 to this set of outputs. The device driver of the 
robot transforms these five numbers semantically to driving commands (0-stop, 1-
forward, 2-right, 3-backward, 4-left) and sends them to the device, the robot, which 
moves and gives the feedback back to the user. 

The output of the first communication channel, the stimulation is more or less 
unvarying. Four LED-groups are flickering with different frequencies. In case of the 
tests the frequencies were 10, 11, 12 and 13 Hz. These frequencies have been chosen 
in preceding off-line tests and showed good performance for five test subjects. 

The processing of the EEG-data, thus the signals of the second communication 
channel is the core piece of this BCI. The programming environment to achieve the 
detection of the frequencies is MATLAB and Simulink.  

EEG data is recorded with a sampling rate of 256 Hz. The overall process (core 
system in Figure 3) works on 2-second windows (512 samples) with an overlap of 
448 samples and consists of three steps: pre-processing, classification and change 
rate/majority weight analysis. These three steps are executed four times a second to 
have a new output every 250 ms. The paradigm controls the stimulation (see 
Section 2.1 – Experiment). 
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Fig. 3. Overview of the BCI-system 

2.3   Pre-processing 

In the pre-processing step the incoming signal windows from the g.USBamp are 
combined using unweighted Laplacian derivations to form some of the input signals 
for the classifiers [3]. Each Laplacian derivation is composed of one center signal  
and an arbitrary number  of side signals  which are arranged 
symmetrically around the center signal. These signals are then combined to a new 
signal  where  is the index of the derivation. Building 
the derivations in such a way performs superior to common reference or bipolar 
derivations in terms of artefact removal and noise cancellation. 

To choose the optimal channel combinations nearly 30 different Laplacian 
derivations were tested on five different subjects to determine which ones deliver the 
best SSVEP-response. The following four derivations have performed best and were 
chosen for the experiment: 

 
 Oz,  
 Oz,  
 Oz,  
 Oz,  

2.4   Feature Extraction / Classification 

Currently classification is done with two different methods. One is the minimum 
energy approach (ME), which was published by O. Friman et.al. in 2007 [4] and 
requires no training. This algorithm is fed with raw EEG-data channels, thus no 
derivations, since it selects the best combination of channels by itself. First of all the 
EEG-data gets “cleaned” of potential SSVEP-signals. This is done by projecting 
artificial oscillations with stimulation frequencies (and harmonics) onto the 
orthogonal complement of the EEG-signals. After that operation the signals contain 
(theoretically) just the unwanted noise. Now a weight vector is generated, which has 
the property of combining the channels in a way, that the outcome has minimal 
energy. Now SSVEP detection is done utilizing a test statistic which calculates the 
ratio between the signal with an estimated SSVEP-response and the signal where no 
visual stimulus is present. This is done for all stimulation frequencies and all EEG-
channels. The output of this classifier is the index of the frequency with the highest 
signal/noise ratio.  
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As second method a straight forward approach with the Fast Fourier 
Transformation (FFT) and linear discriminant analysis (LDA) using the Laplacian 
derivations is used. First of all the incoming data gets transformed to the frequency 
spectrum with a 1024-point FFT. A feature vector is extracted by taking the values on 
the points of the stimulation frequencies and their 1st and 2nd harmonics of all input 
channels. With these feature vectors a weight/bias vector must be generated for each 
user in a training procedure described in Section 2.1. When the training was 
completed successfully the classifier can then be used to classify new feature vectors 
to one of the stimulation frequency indices. 

In the model used for the experiments described in this paper four ME 
classification units and four FFT+LDA classification units were used. In Table 1 the 
input configurations of all classifiers are listed. 

Table 1. Input configurations of the eight classification units 

Classifier Nr Input channels 
 FFT+LDA ME 

1   Oz, O1, O2, PO7, PO8 
2   Oz, O1, O2, POz 
3   Oz, O1, O2, PO7, PO8, POz 
4   Oz, PO7, PO8 

2.5   Change Rate / Majority Weight Analysis 

The last step is a procedure called change rate/majority weight analysis. By having 
multiple classification units configured with slightly different input data there will be 
in general random classification results on noise input.  

This effect is used on one side to produce a zero decision when the outputs of the 
classifiers are changing heavily and are very different. On the other side a low change 
rate and a high majority weight (the number of classifications of the different 
algorithms which are pointing in the same direction) can be used to strengthen the 
robustness of the decision. Calculation is made on the last four classification results, 
thus on the last second. Default thresholds of 0.25 for change rate and 0.75 (1 – all 
outputs are pointing into the same direction) for majority weight were used. These 
thresholds were chosen more or less instinctively, but have performed well during the 
tests. However, fine tuning these thresholds is an important task for future work. 

The first step of the procedure is to look at the change rate. If it is above the 
threshold the procedure returns a final classification result of 0 which corresponds to 
stop the robot. Otherwise, if it is below the threshold the next step is to look at the 
majority weight. If this is above the threshold the majority is taken as final result, 
otherwise the final output is again 0. In Figure 4 you can see the in- and outputs of the 
procedure. 

The final classification is then sent to the device controller and finally to the robot 
which then provides feedback (the third communication channel) to the user by 
moving towards the corresponding direction (or stopping). 
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Fig. 4. Classification procedure of the BCI-system on the example of 3 decisions (1 -forward, 
3- back, 3- back). Channel 1 shows the target classification of three trials (each 14 seconds in 
length and a 6 seconds break). Channels 2 to 5 are the outputs of the four ME classification 
units and channels 6 to 9 are from the FFT+LDA units. Channel 11 shows the change rate and 
channel 13 shows the majority weight. These two values range between 0 and 1. Channel 12 is 
the majority and channel 10 the final classification result which also shows classifications 1, 3, 
3 with breaks in between which are correctly classified as 0. Note the delay of the final 
classification in comparison to the target. 

3   Results 

Table 2 shows the results of the testing phase. The error rate includes the whole data 
set which means that also the breaks were classified to test the null classification 
when the subject was not looking at the lights to stop the robot. 

Subject 1 for example had an overall error rate of 22.7%. This error breaks down in 
58.5% with no decision (robot stopped where SSVEP stimulation actually happened) 
and 41.5% of wrong decisions (where the chosen class was wrong, unconcerned if 
there had been stimulation or not). 

As mentioned above there exists a delay between the target classification and the 
real output of the BCI. This is caused on one hand by the data collection for the 2-
second analysis window of the classifiers and on the other hand by the change 
rate/majority analysis section which collects four classification outputs for its 
calculations, thus needs 1 second1. The sum of this delay is 3 seconds. To get an idea 
how the error looks if this delay is disregarded the final classification result (channel 
10 in Figure 3) was shifted backwards for 768 samples. For online processing this 
would theoretically mean that at the time of analysis the time windows of the system 
would already be filled with appropriate EEG data which was generated by the brain 

                                                           
1 Smaller delays like the physiological delay of SSVEP itself, from perception of the stimulus 

until the potential is measurable, or delays between sending the “stimulation on/off” signal 
from the computer to the microcontroller of the stimulation box, have been unattended here. 
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processing the right visual signals. This gives a more objective view to the 
classification quality itself. As you can see on the right side of Table 2 subject 1 had 
an overall error rate of 9.5% with a fraction of 28.3% of wrong classifications. This 
means only 28 wrong classifications were made during the whole experiment 
including the breaks (in total 1046 decisions). 

Table 2. Results of SSVEP tests for 3 subjects. The error is calculated by comparing the target 
with the actual classification. The table shows the results without delay (target and actual 
classification are directly compared) and with a 3 seconds delay (the actual classification has a 
delay of about 3 seconds and therefore the target was shifted forward for the comparison). The 
overall error splits up into two subcategories of errors. No decision: no majority could be found 
for one class. Wrong class: the classification result was > 0 and not equal to the target 
classification. ‘Rel’ is the percentage with regard to the overall error. ‘Abs’ is the percentage 
with regard to the whole experiment. 

 Without delay Shifted by 768 samples 

Subject

Overall 
error [%] 
ME+LDA

No
decision  
[%]
Rel / Abs 

Wrong
class  
[%]
Rel / Abs 

Overall 
error [%] 
ME+LDA

No
decision  
[%]
Rel / Abs 

Wrong
class  
[%]
Rel / Abs 

S1 22.7 58.5 / 13.3 41.5 / 9.4 9.5 71.7 / 6.8 28.3 / 2.7 
S2 35.7 77.9 / 27.8 22.1 / 7.9 23.5 92.7 / 21.8 7.3 / 1.7 
S3 28.7 63.8 / 18.3 36.2 / 10.4 18.9 75.0 / 14.2 25.0 / 4.7 
Mean 29.0 66.7 / 19.3 33.3 / 9.7 17.3 79.8 / 13.8 20.2 / 3.5  

4   Conclusion 

A BCI system based on SSVEPs was presented which delivers a quasi-continuous 
command stream and has a robust zero-classification mechanism. Three subjects 
participated in tests and achieved an average error rate of 29%. Of these errors 66.7% 
on average are zero-class errors where the robot remains stopped and executed no 
wrong command. Thus the average percentage of wrong commands seen for the 
whole experiments was 9.7%. This is a great performance for controlling the 
movement of a robot including the zero class.  

In future test runs it is necessary to evaluate other parameter configurations (source 
derivations, electrode positions, analysis window lengths, feature extraction 
procedures, thresholds for change rate/majority analysis) to optimize the error rates 
and the delay. This is important for providing fast feedback to the user to give him a 
precise and crisp feeling of control for the robot. 

Further tests will use a predefined route that must be followed with the robot to 
observe performance parameters such as duration, excursions, behaviour of the test 
person when looking between box and feedback of the robot, ... That would not only 
give an impression of the error rate, but also of the usability of the system.  

It would also be very interesting to test the performance of the computer screen 
stimulator and compare it to the LED stimulator. 

In some other test runs partly other electrode positions were used which lay below 
position Oz. Experiments showed that this yields to a further improvement. 
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Furthermore tests have shown that for some subjects LDA had superior performance 
and for other subjects ME worked better. Further experiments are needed to optimize 
this configuration. 
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Abstract. A Brain-Computer Interface (BCI) application focused on the control 
of a wheelchair must consider the danger which a wrong command would in-
volve in a real situation. Virtual reality is a suitable tool to provide subjects with 
the opportunity to train and test the application before using it under real condi-
tions. Recent studies aimed at such control let the subject decide the timing of 
the interaction, those are the so-called asynchronous BCI. One way to reduce 
the probability of misclassification is to achieve control with only two different 
mental tasks. The system presented in this paper combines the mentioned ad-
vantages in a paradigm that enables the control of a virtual wheelchair with 
three commands: move forward, turn left and turn right. The results obtained 
over three subjects support the viability of the proposed system. 

Keywords: Brain-computer interface (BCI), virtual environment (VE), naviga-
tion, asynchronous, motor imagery (MI), mental tasks. 

1   Introduction 

A Brain-Computer Interface (BCI) is a system that enables a communication that is 
not based on muscular movements but during brain activity. This activity can be 
measured through electroencephalographic (EEG) signals. Several EEG signals can 
be detected, resulting in different types of BCI. Sensorimotor rhythm-based BCIs 
(SMR-BCI) are based on the changes of µ and β rhythms [1]. These rhythms corre-
spond to specific features of the EEG signals characterized by their frequencies that 
can be modified by voluntary thoughts. When a person performs a movement, it 
causes a synchronization/desynchronization in this activity (event-related synchroni-
zation /desynchronization, ERS/ERD) which involves a µ  rhythm amplitude change. 
However, the outstanding property of these signals is their behaviour when someone 
merely considers movement (motor imagery, MI), because this causes a similar am-
plitude change [2]. This relevant characteristic is what makes SMR suitable to be used 
as input for a BCI. 

The main aim of the BCI research is to provide severely disabled people with an 
alternative non-muscular communication channel. Researchers have worked to de-
velop many applications to improve the quality of life of these patients, for whom a 
BCI represents a viable channel to interact within their environment. Among these 
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applications, there are some where subjects take control of a real wheelchair in an 
experimental situation [3]. However, in most cases subjects are instructed to drive a 
simulated wheelchair in a virtual environment (VE). Before people can use a wheel-
chair in a real situation, it is necessary to guarantee that they have enough control to 
avoid dangerous scenarios. Virtual reality (VR) is a suitable tool to provide subjects 
with the opportunity to train and test the application. In order to control a wheelchair, 
several paradigms can be used. We will mention some of the works related to this 
field, in the following paragraph. 

Some studies describe a system in which the wheelchair moves in only one direc-
tion (move forward) [4], [5]. Because of this restricted movement, only one command 
(and therefore, one mental task) is needed. Other systems let the subjects choose 
among more commands. In [6], a simulated robot performs two actions (‘turn left then 
move forward’, or ‘turn right then move forward’) in response to left or right hand 
MI. A more versatile application can be found in [7] with three possible commands 
(three MI tasks): turn left, turn right and move forward. A higher number of com-
mands makes it easier to control the wheelchair, since the subject has more choices to 
move freely (by means of an information transfer rate increase). The mentioned works 
bind the number of commands to the number of mental tasks. Nevertheless, it has 
been reported in several studies ([8], [9]) that the best classification accuracy is 
achieved when only two classes are discriminated. For this kind of applications, the 
aim of which is to control a wheelchair, a classification error (a wrong command) can 
cause dangerous situations, so it is crucial to guarantee a minimum error rate to keep 
the users safe. Many works aimed at navigation in VE have the limitation of being 
synchronous: the control is system-paced, that is, the subject can only interact with 
the environment at certain moments given by the system. Recent research tends to let 
the subjects decide when to control the system [3]-[7], which is a more natural form 
of interaction. These systems, called self-paced or asynchronous, distinguish between 
two states: (i) a non-control (NC) state in which subjects can be involved in a mental 
activity different to controlling the BCI, and (ii) an intentional control (IC) state, in 
which subjects can control the system by specific mental tasks [5], [7]. Subjects 
switch voluntarily the state they are in. 

The purpose of this study is to present an asynchronous paradigm to improve the 
synchronous system proposed in [10]. The new system waits in a NC state, until sub-
jects voluntarily enter the IC state. In such state, subjects are offered a graphical inter-
face with three navigation commands (move forward, turn right and turn left) they can 
choose carrying out only one MI. After a command is selected, the system performs 
the appropriate action and returns to the NC state. 

2   Methods 

2.1   Subjects and Data Acquisition 

Three subjects (male, right-handed, age 24 ± 11.4), named S1, S2 and S3 participated 
in the study. They had all previous BCI experience. 

The EEG was recorded from two bipolar channels. The active electrodes were 
placed 2.5 cm anterior and posterior to electrode position C3 and C4 (right and left 
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hand sensorimotor area, respectively) according to the 10/20 international system. 
The ground electrode was placed at FPz position. Signals were amplified by a four 
channel Coulborn V75-08 amplifier and then digitazed at 128 Hz by a 12 bit 
resolution data acquisition card DAQCard-6025E (National Instruments). 

2.2   Initial Training and Signal Processing 

Although all subjects had experience in BCI, they underwent two initial training ses-
sions for calibration purposes. This training was the same as the used in [10], and was 
based in the paradigm proposed by the Graz group (see [11] for details), in which a 
bar extended according to the mental task carried out (relaxed state or right hand MI). 
The training protocol consisted of two sessions: a first one without feedback and the 
other one providing continuous feedback. An offline processing of the first session 
(see [10] for details) made possible to determine the parameters for the feedback ses-
sion. The same parameters were used to calibrate the system for the VE exploration 
sessions. This processing is based in the procedure detailed in [12], and consisted of 
estimating the average band power of each channel in predefined, subject specific 
reactive frequency (manually selected) bands at interval of 500 ms. In the feedback 
session, the length of the bar was computed on line every 31.25 ms as a result of a 
Linear Discriminant Analysis (LDA) classification. The trial paradigm and all the 
algorithms used in the signal processing were implemented in MATLAB 

2.3   Virtual Environment Exploration Sessions 

Paradigm Description. The VE created to navigate through consisted of a park 
where subjects could move freely (Figures 1 and 2) but needed to avoid several 
obstacles (trees, bushes, lamps, benches and others). 

The system waited in a NC state in which it an NC interface was shown. The NC 
interface enabled subjects to remain in the NC state (not generating any command) 
until they decided to change to the IC state, where the control was achieved through 
the IC interface. 

The NC interface consisted of a semi-transparent vertical blue bar placed in the 
centre of the screen. The bar length was computed every 62.5 ms as a result of the 
LDA classification: if the classifier determined that the mental task was right hand 
MI, the bar extended; otherwise (relaxed state), the bar length remained at its mini-
mum size. When the length exceeded a subject dependant selection threshold (Figure 
1) for a selection time (also chosen by each subject) the system changed to the IC 
state. Once the threshold was exceeded, the bar colour changed immediately to yel-
low, and then, progressively to red while the length was above the threshold, until the 
selection time had passed. If the length was temporarily lower than the threshold, the 
bar colour did not change unless it lasted less than the threshold for a reset time; in 
this case the colour turned again to blue, and the selection time was reset. The colour 
changes represented another kind of feedback that enabled subjects to know how 
much time (approximately) they still needed to succeed in their selection. 

The IC interface was similar to the one presented in [10]: a circle divided into three 
parts, which corresponded to the possible navigation commands (move forward, turn 
right and turn left), with a bar placed in the centre of the circle that was continuously 
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rotating clockwise. The subject could extend the bar carrying out the MI task to select 
a command when the bar was pointing at it. The way the selection worked in this 
interface was the same as in the NC interface, with the same selection and reset time 
and selection threshold. In the IC interface, another threshold was defined (stop 
threshold). When it was exceeded, the bar stopped its rotation in order to help the 
subject in the command selection. The rotation speed was fixed to 2.5 degrees every 
computation iteration, so it lasted 9 s to complete a turn if there was not any stop. 

Once a command was selected, the subject moved in the VE as a consequence in a 
discrete way: it turned 90º right or left, or it moved forward a fixed distance (1 m in 
the VE) or until it collided with an obstacle. After the movement, the system changed 
again to the NC state. Subjects could choose a pause time in the changes between the 
two states. 

To increase the degree of inmersion, the VE was projected on a large screen (2 x 
1.5 m) and subjects were placed at a distance of 3 m. The VE was created with 
VRML 2.0, and its interaction with MATLAB was achieved using the MATLAB 
Virtual Reality Toolbox. 

 

Fig. 1. NC interface (a) and IC interface (b) 

Evaluation Sessions. One important issue in a BCI system is its evaluation. In an 
asynchronous system, in which subjects can freely select a command (whatever 
command, whenever they want), this evaluation is difficult to establish. 

What we propose in this paper to evaluate our paradigm, is to use it firstly as a 
synchronous BCI, before letting subjects navigate in the VE. For this reason, after the 
initial training, subjects underwent an evaluation session, in which they were asked to 
select a series of commands after determined cues. The cue consisted of the colour 
change of an arrow at the top of the screen whose direction indicated which command 
should the subject select once he/she got the IC state (move forward, turn right or turn 
left). The initial colour was red, meaning that subjects should not yet change to the IC 
state. After a random time (2 – 5 s), the arrow colour changed to green, indicating that 
subjects should carry out the MI to change to the IC state. 

The two main parameters measured in the NC state were true positive (TP) and 
false positive (FP) rates, which corresponded to an activation in the correct or incor-
rect moment (after the cue or before it), respectively. The nomenclature was taken 
from [13]. In the IC, the main measure is the performance error. 
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Each subject underwent a first run, which took approximately 10 minutes, so that 
they could become familiar with the paradigm, and the system could be calibrated. 
The calibration consisted of the choice of the selection, pause and reset time and the 
selection and stop threshold adequate to each subject. The same day they participated 
in two evaluation runs. In a separate day they had other three runs. Each run consisted 
of 21 trials (7 of each command, randomly distributed). 

Free Navigation Sessions. After the system was evaluated, subjects participated in 
the sessions which represented the main aim of this study. They were asked to move 
freely through the VE to reach an objective: an avatar placed 24 m (Manhattan or 
grid-line distance) away from the subject’s initial position. The objective of this test 
was to check the usefulness of the system, simulating the behaviour in a real 
environment. In these sessions, the only cue the system gave to the subjects was the 
relative position of the avatar, indicated by an arrow pointing in the direction of the 
objective in case it was not in the subjects’ field of view. As users were not supposed 
to follow the same route, a command could be considered neither wrong nor correct, 
so the measures that were taken correspond to the number of commands and the time 
needed to reach the avatar. 

3   Results 

3.1   Evaluation Sessions 

In the evaluation sessions, two points of view were taken into account. First of all, 
several parameters were measured for each subject, according to their performance in 
the NC state. In Table 1 the number of FP activations is shown for each subject and 
run. The parameter FP (%) was computed over 105 trials. In the two last columns, we 
show the mean time subjects used to change to the IC state when they did it after 
(Mean TP TNC) and before the cue (Mean FP TNC).  

Table 1. Results for the NC state during the evaluation sessions 

FP 
Run 

 
Subject 

1 2 3 4 5 
All runs 

FP (%) Mean TP TNC 
± SD (s) 

Mean FP TNC 
± SD (s) 

S1 0 0 0 1 0 1 0.95 6.86 ± 0.97 1.69 ± 0.00 
S2 1 0 0 1 0 2 1.69 7.02 ± 1.22 1.14 ± 0.89 
S3 2 0 0 2 0 4 3.81 3.41 ± 0.35 2.46 ± 0.52 
All 3 0 0 4 0 7 2.22 5.78 ± 0.56 1.97 ± 0.63 

These times were measured from the beginning of the trial in the FP and from the 
system cue in the TP. These times include the selection time chosen by each subject 
in the calibration session: 1.3 s, 1 s and 1.2 s for S1, S2 and S3 respectively. 
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Secondly, subjects’ performance in the IC state is shown in Table 2. These 
measures do not consider if the change from NC to IC was due to a TP or a FP. They 
represent the subjects’ capability to select the commands they were asked. We show 
the number of errors they made in each run and for each kind of command they were 
asked, as well as the total number of errors. The parameter Error (%) is computed 
over 35 trials for each command (105 trials for all of them). The last two columns 
present the time that subjects needed to select a command starting: i) at the moment 
the bar pointed to this one (Mean block TIC) and ii:) when the IC interface was shown 
(Mean total TIC). 

Table 2. Results in the IC state in the evaluation sessions 

Errors 
Run 

 
Subject 

 
Command 

1 2 3 4 5 
All 
runs  

Error 
(%) 

Mean block 
TIC ± SD (s) 

Mean total 
TIC ± SD (s) 

Forward 0 0 0 0 1 1 2.86 4.46 ± 0.77 5.91 ± 1.95 
Right 0 0 0 0 0 0 0 4.69 ± 0.8 12.04 ± 2.93 
Left 1 0 0 1 1 3 8.57 4.41 ± 0.83 13.86 ± 1.38 

S1 

All  1 0 0 1 2 4 3.80 4.52 ± 0.45 10.55 ± 1.42 
Forward 0 0 0 0 0 0 0 3.35 ± 0.74 11.8 ± 3.92 
Right 1 0 0 1 0 2 5.71 3.2 ± 0.6 17.7 ± 7.6 
Left 2 0 1 0 1 4 11.42 4.07 ± 0.76 18.8 ± 4.48 

S2 

All  3 0 1 1 1 6 5.71 3.58 ± 0.4 15.97 ± 3.16 
Forward 0 0 0 0 0 0 0 3.95 ± 0.68 6.7 ± 1.62 
Right 2 0 0 1 0 3 8.57 3.18 ± 0.48 7.63 ± 1.17 
Left 2 1 0 3 0 6 17.1 3.27 ± 0.48 10.86 ± 0.76 

S3 

All  4 1 0 4 0 9 8.57 3.5 ± 0.32 8.06 ± 0.86 
All  All  8 1 1 6 3 19 6.03 3.88 ± 0.23 11.56 ± 1.24 

3.2   Free Navigation Sessions 

The results obtained in the navigation sessions are shown in Table 3, and the different 
paths subjects followed in Figure 2. The table presents the number of commands of 
each type that subjects selected. Mean TNC and Mean total TIC show the mean time 
they needed to get the IC state and to select a command respectively. Finally the total 
time used to reach the avatar is presented (TTOT).  

Table 3. Results in the free navigation sessions 

Subject Forward Right Left Total Mean TNC ± SD 
(s) 

Mean total TIC 
(s) 

TTOT 

(s) 
S1 27 7 6 40 4.62 ± 0.86 5.96 638 
S2 24 5 4 33 4.41 ± 1.23 8.98 619 
S3 25 3 2 30 3.86 ± 0.83 4.74 420 
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Fig. 2. Paths covered by the three subjects 

4   Discussion and Conclusion 

Three trained subjects participated in the study. Firstly they underwent two training 
sessions for calibration purposes. Afterwards they were able to remarkably control a 
virtual wheelchair within the first two sessions using the proposed paradigm. This 
paradigm combines the main advantage of a system with several classes (i.e. to have 
different control commands to ease the way of interaction) with the high classification 
accuracy which provides a system with only two mental tasks. We have presented an 
asynchronous BCI, in the sense that it is the subject who gives the cue to the system 
when he/she wants to achieve control. 

Although the number of subjects is not high enough to deduce strong conclusions, 
the results of the evaluation sessions show that with a very low FP rate (2.22%), sub-
jects could select the commands they wanted with an error rate close to 6%. 

Another important fact is that the mean time needed to get the IC state and to select 
a command among three (4.33 and 6.56 s respectively, averaged over the three sub-
jects during the navigation session) is quite low to consider the paradigm as useful. In 
these sessions subjects showed more motivation, and maybe for this reason, they 
achieved an error rate lower than 1%. 

There is a remarkable difference in the time that S3 needed to reach the avatar in 
front of S2 and S1. It can be explained because S3 chose the shortest route (in term of 
number of commands) and had a lower TNC and TIC time. 

It must be mentioned that from a total of 103 commands (for all subjects), only one 
was considered incorrect by subjects (the first advance of S1), and only one collision 
occurred (the fourth advance of S2). The average selection time in these sessions was 
noticeably lower than in the evaluation sessions because of the higher appearance rate 
of the command forward, which, due to its position in the IC interface, needed less 
time to be selected. 

The recent work of our group is aimed at extending the study to a continuous 
movement, instead of the discrete advances and turns presented in this paper. 
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Institute of Automation (IAT) - University of Bremen
Otto-Hahn-Allee, NW1, 28359 Bremen, Germany

http://www.iat.uni-bremen.de/

Abstract. In this work, the high impact of appropriate selection of vi-
sual stimuli on liquid crystal displays (LCDs) used for the brain-computer
interfaces (BCIs) based on the Steady-State Visual Evoked Potentials
(SSVEPs) has been confirmed. The number of suitable frequencies on
the standard LCD monitor is limited due to the vertical refresh rate
of 60Hz and the number of simultaneously used stimuli. Two sets of
frequencies have been compared among each other during the on-line
spelling task with the Bremen-BCI system in the study with 10 healthy
subjects. This work is meaningful for the practical design of LCD based
BCIs. In this study, appropriate selection of visual stimuli results in a
40% change in the BCI literacy under otherwise equal conditions.

Keywords: BCI (Brain-Computer Interface), SSVEP (Steady-State Vi-
sual Evoked Potential), frequency selection, LCD, visual stimuli.

1 Introduction

A brain-computer interface (BCI) is a technical system that acquires and ana-
lyzes brain neural activity patterns in real time to translate them into control
commands for computers or external devices [1,2, 3]. Therefore, because a BCI
requires no user movement, they are particularly suited for disable or elderly
persons who are unable to communicate through any classical muscular control.
Steady-state visual evoked potentials are the continuous brain responses elicited
at the visual and parietal cortical area under visual stimulation with a specific
constant frequency; they can be used for BCI and are described as reliable in
the literature [4, 6, 5,7]. Wang et al. [8] reviewed the recent progress of SSVEP
based BCIs.

Current developments have lead to an increase of portability and practicability
of BCIs. One challenge is to build a portable all-in-one SSVEP based BCI system
that operates on a standard notebook. In this case LCD screen will be used as
both the graphical user interface (GUI), and the source of flickering stimuli. This
solution would be more convenient for the BCI users as they would not need to
shift their gaze too much.

Our recent study [9] evaluated the demographics of BCI literacy, it was car-
ried out on the international trade fair CeBit 2008 with over 106 participants.

J. Cabestany et al. (Eds.): IWANN 2009, Part I, LNCS 5517, pp. 706–713, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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The performance of the volunteers was slightly below expected when compared
with previous results using the newly developed Minimum Energy Combination
method published in [6]. During the study we noticed that some subjects were
able to navigate the cursor over the virtual keyboard of Bremen-BCI speller, how-
ever they were unable to select the desired letter (therefore they were counted as
BCI-illiterate). In this study the BCI system’s visual stimuli have been changed
from conventional LEDs to flickering boxes on the LCD screen of a laptop PC.
This paper deals with the high impact of appropriate frequency selection due to
specific characteristics of LCD screens. To do this two sets of frequencies have
been compared. The original frequency set described e.g. in [10] and a new fre-
quency set which is hypothesized to be more suitable for the LCD screen (the
selection of frequencies is described in the next section):

– 1. frequency set: 13.00Hz, 14.00Hz, 15.00Hz, 16.00Hz and 17.00Hz
– 2. frequency set: 7.50Hz, 8.57Hz, 10.00Hz, 12.00Hz and 6.67Hz

The paper is organized as follows: The second section presents typical prob-
lems of producing of visual stimuli on LCD screen for SSVEP based BCIs. The
experimental protocol, experiments, and subjects are presented in the third sec-
tion. The results are presented in the fourth section, followed by discussion and
conclusion in the final section.

2 SSVEP Stimuli on LCD Screen

The SSVEP based BCI system requires the user attention to be focused on an
oscillating visual stimulus. The stimuli are usually flickering lights oscillating
at different frequencies. The SSVEP response to visual stimulation flickering
with a frequency f0 is well modeled as a superposition of a number of sinusoids
with frequencies f0, 2f0,. . . , i.e., the fundamental stimulation frequency and its
harmonics.

The choice of frequencies which obtain the best response has been largely dis-
cussed in the literature. An SSVEP response is possible with a large number of
frequencies, ranging from 1Hz to 100Hz, with resonance peaks at 10, 20, 40 and
80Hz [4]. The spectrum differences of three kinds of flickers and the differences
in SSVEPs evoked by three different stimulators, the light-emitting diode, the
cathode ray tube of a desktop monitor and the liquid crystal display of a laptop
screen have been investigated in [11]. The amplitude of SSVEP response evoked
by LEDs is significantly larger than that evoked by stimuli on the monitors. How-
ever, this flicker requires the custom made array of LEDs as visual stimulator
with an additional hardware device for generating of frequencies; the BCI user
has to switch his attention between the LEDs and the feedback on the computer
screen. The use of the LCD screen on conventional PC compatible notebooks
for creating the visual stimuli for SSVEP based BCIs will allow the develop-
ment of cheap and portable BCI systems. This is a long-awaited step in moving
from demonstration systems toward practical BCI systems. This promises the
inclusion of a much larger audience for this kind of BCI.
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(a) 17Hz (b) 10Hz

Fig. 1. Oscilloscope plots for different frequencies on a LCD screen

The creation of flickering boxes on a LCD screen requires the sequential ren-
dering of two different colors at the stimulus frequency. This seems to be a trivial
and very simple task. However, the appropriate selection of flickering frequen-
cies, correct software realization under an operating system, for example the
widely used Microsoft Windows, that does not run in real-time, can be a chal-
lenge. In addition, the desktop windows manager of Windows Vista determines
visualization effects (for example the Aero effect, which is generally turned on
by default installation), which provides smoother picture on the screen, but can
also impair the generated frequencies. Therefore, the stability of the frequen-
cies has to be checked precisely, preferably with an external device, in order to
check the assumption that the SSVEP deteriorations result from the differences
of the flickering signals. In this work, the frequencies on the LCD screen were
checked with a purpose-built hardware tool which consisted of a photo transistor
BP103 (the sensor) and an amplifier BC547. Digital justification of the signal
fronts was done with two elements 4093N, for easy evaluation of the frequencies.
Figure 1(a) presents the observed oscilloscope signal for stimulating frequency
17Hz. Although the number of observed signal periods is correct, there are some
artefacts and the signal is not homogeneous. Unstable signals such as these may
still produce an effective SSVEP response, but generally a better SSVEP re-
sponse is generated with a stimulus at a constant frequency.

It is thought that in order to produce stable frequencies on the LCD screen
the frequencies should be chosen as divisors of the standard vertical refresh rate
of 60Hz (periods equivalent to 2, 3,. . . frames on the LCD screen). This ensure
that only whole frames are seen on the screen. Based on the above, suitable
frequencies are: 12.00, 10.00, 8.57, 7.50 and 6.67Hz for the alpha band, 20.00
and 15.00Hz for the beta band. Figure 1(b) confirms this hypothesis with the
clear and stable signal for the flickering frequency of 10Hz under otherwise equal
conditions.

The classical two dimensional BCI control requires five classes: four classes
are dedicated to the directions (up, down, left and right) and one class for action
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(select). Gao et al. [5] gives many reasons for choosing the low-frequency band
(6-15Hz) for SSVEP visual stimulation. There are 7 frequencies, 6.00, 6.67, 7.50,
8.57, 10.00, 12.00, 15.00Hz, which belong to this frequency band. After remov-
ing two boundary values, the frequencies 6.67, 7.50, 8.57, 10.00 and 12.00Hz
were chosen for the experiments. In [12], the impact of harmonic frequency
components for SSVEP-based communication was analyzed in detail. They rec-
ommended SSVEP processing under consideration of first three harmonics of
stimulus frequency i.e. f0, 2f0, 3f0. However, only the first two harmonics of
suggested frequencies can be used for SSVEP detection in this case; under con-
sideration of three harmonics the frequencies f0 = 10.00Hz and 6.67Hz cannot
be used simultaneously, because second harmonic of 10.00Hz is equal to the third
harmonic of 6.67Hz.

The assumption about the high impact of appropriate selection of visual
stimuli on liquid crystal displays (LCDs) used for the brain-computer inter-
faces (BCIs) based on the Steady-State Visual Evoked Potentials (SSVEPs) was
successfully validated in experiments.

3 Experiments

The experiments were carried out in normal office room in the Institute of Au-
tomation at the University of Bremen. This is worth noting that this is different
to the usual EEG recording conditions which is usually an electrically shielded
room with low background noise and luminance.

3.1 Subjects

Experiments were performed on 10 healthy volunteer subjects. Every subject
uses daily a computer screen at work. Eight of the subjects were male and
two were female, all subjects had normal or corrected-to-normal vision. Table 1
presents the demographic distribution of the subjects. Subjects did not receive
any financial reward for participating in this study.

Table 1. Demographic distribution of subjects

Subject number 1 2 3 4 5 6 7 8 9 10
Age 30 29 24 27 24 26 25 28 31 28
Gender M M M M M M F M F M

3.2 Materials and Hardware

Subjects were seated approximately 60 cm from the LCD screen (15.4” with
resolution of 1280 x 800 pixels) of the notebook running the BCI software. The
graphical user interface of the used SSVEP based Bremen-BCI speller is shown
in the Fig. 2. The notebook has an Intel Core 2 Duo (2x1.50GHz) processor
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Fig. 2. GUI of the SSVEP based Bremen-BCI speller

running Microsoft Windows Vista. The EEG data were recorded from the surface
of the scalp via 8 standard Ag/AgCl EEG electrodes. They were placed on sites
PZ , PO3, PO4, OZ , O9, O10; AFZ was used for ground and CZ was used for the
reference electrode on the international system of electrode placement. Standard
abrasive electrolytic electrode gel was applied between the electrodes and the skin
in order to bring impedances below 5kΩ. An EEG amplifier g.USBamp (Guger
Technologies, Graz, Austria) was used and the sampling frequency was 128Hz.
During the EEG acquisition, an analog bandpass filter between 2 and 30Hz, and
a notch filter around 50Hz (mains frequency in Europe) were applied directly in
the amplifier.

The virtual keyboard with 32 characters (letters and special symbols) is lo-
cated in the middle of the screen. The five white boxes (150x150 pixels) at outer
edges and upper left corner of the screen are flickering as described above (see
Fig. 1) and correspond to the commands “left”, “right”, “up”, “down”, and “se-
lect” respectively. At the beginning of each spelling trial, the cursor is located
in the middle of the virtual keyboard over the ’E’ character. By focusing on one
of five oscillating boxes subjects navigate the cursor to the desired letter. Audio
feedback follows every recognized command. The spelling is made by activating
the command “select” for the chosen letter. After every selection the cursor auto-
matically moves back to the initial letter ’E’. Therefore, at least nine commands
are needed for spelling the word “SIREN” (“right”, “select”, “up”, “select”,
“down”, “select”, “select”, “left”, “select”). The word SIREN was chosen as the
shortest word which requires all moving commands in order to be spelled. In the
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case of a spelling error the last letter or the whole spelled text can be erased by
selecting the special characters ’Del’ or ’Clr’ respectively. The current status of
the spelling (the text that the subject has already spelled) is shown in the line at
the bottom on the screen, see the text “SIREN” in the Fig. 2. The special letter
arrangement takes into account the probabilities of occurrence of each letter in
English, it is not possible to move over the layout boundaries, e.g. from the letter
’H’ to the letter ’L’ by choosing the “down” command. The signal-to-noise ratio
(SNR) was calculated on-line every 13 samples (ca. 100ms) on the basis of the
last 2s of acquired data (time segment length). After every command detection
an idle time of 2s was applied in order to prevent repeated selection of the last
spelled command. More details about the used SSVEP detection method can be
found in [6].

3.3 Experimental Protocol

After completing the consent form, subjects were prepared for EEG recording as
described above. A short familiarization run was carried out in order to introduce
the speller application to the subjects. The task was to spell the word “SIREN”
with the SSVEP based Bremen-BCI system. The first run was done with the
frequency set 1, which was used during the CeBit study and the second run
with the new frequencies, frequency set 2. Before every spelling run, the SNR
threshold was manually adjusted for every subject. All data collected during the
experiment were stored anonymously.

4 Results

The resulting spelling times, number of commands with corresponding accura-
cies and information transfer rates (calculated as described in [3]) for each set
of frequencies are reported in Table 2. As already mentioned, at least nine com-
mands are needed for spelling the word “SIREN”. A larger number of commands
indicates wrong detections. Either of moving commands (up, down, left or right)
or selection commands, which could be corrected using the special ’Del’ charac-
ter. Among 10 subjects, four subjects were not able to use the BCI with the first
set of frequencies. For these subjects Table 2 contains null values. With the new
set of frequencies that have been suggested, all the subjects were able to cope
with the spelling task. Furthermore, the new frequencies show an improvement
of the ITR and the accuracy for almost all of subjects (except for subject 7,
which achieved the overall highest ITR with the first frequency set).

This improvement could be due to the stability of the stimuli frequencies
but it could be also due to the fact that they are simply different. The type of
flicker used, as well as the frequency used is also very important. Subject 2 had
extensive experience with the Bremen-BCI speller based on the LEDs. In this
prior work, this subject always achieved very high ITR, comparable with the
results of subject 7. For this reason it was completely unexpected that subject 2
was unable to accomplish the spelling task with the stimuli on the LCD screen
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Table 2. Experimental Results

1. Frequency Set 2. Frequency Set
13.00, 14.00, 15.00, 16.00, 17.00Hz 7.50, 8.57, 10.00, 12.00, 6.67Hz

Subject Com. Acc. Time ITR Com. Acc. Time ITR
# [-] [%] [s] [bpm] [-] [%] [s] [bpm]
1 11 90.91 79.32 17.04 9 100.00 44.79 27.99
2 0 0.00 0.00 0.00 9 100.00 135.48 9.25
3 0 0.00 0.00 0.00 9 100.00 46.11 27.19
4 0 0.00 0.00 0.00 9 100.00 39.10 32.07
5 9 100.00 65.31 19.20 9 100.00 60.63 20.68
6 9 100.00 126.65 9.90 16 68.75 103.69 14.85
7 9 100.00 21.33 58.78 9 100.00 34.23 36.63
8 9 100.00 45.20 27.74 9 100.00 41.74 30.04
9 0 0.00 0.00 0.00 15 93.33 55.76 34.06

10 13 84.62 66.42 22.31 11 90.91 51.70 26.14
Min 0 0.00 0.00 0.00 9 68.75 34.23 9.25
Max 13 100.00 126.65 58.78 16 100.00 135.48 36.63
Mean 6.00 57.55 40.42 15.50 10.50 95.30 61.32 25.89
S.D 5.31 49.78 43.67 18.49 2.72 9.90 32.55 8.63

using the first frequency set. This proves that the problem was due to the display
(the signal form, stability of the frequencies, the contrast and the luminance
of visual stimuli are different) and not from the signal processing. However,
judicious choice of frequencies allows this subject to use the BCI speller with
the LCD display. For some subjects, the quality of the stimuli defines the access
to the SSVEP based BCIs.

5 Discussion and Conclusion

The experiments conducted in this paper have shown the high impact of judi-
cious frequency selection on LCD screens for SSVEP based BCIs. This work is
meaningful for the practical design of LCD based BCI applications. Appropriate
selection of visual stimuli results in a 40% change in the BCI literacy under
otherwise equal conditions (see Table 2).

The subjects in this study spelled only one word “SIREN” with two different
sets of frequencies. Nevertheless the results can be treated as representative and
they are in line with results of our new study with 37 naive subjects (without
any SSVEP-BCI experience), including eight handicapped users, performed on
the international rehabilitation fair RehaCare2008 in Düsseldorf, Germany, with
the new frequency set proposed in this paper.

Our future work will address an extensive analysis of all collected data (during
this experiment and during the fairs CeBit 2008, RehaCare 2008), statistical
evaluation of results, demographical analyses, comparisons between healthy and
people with disabilities etc. in order to facilitate BCIs that can adapt to each
user, ideally with little or no expert help.
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Abstract. The concept of optimization refers to the process of finding one or 
more feasible solutions of a problem which corresponds to the extreme values 
(either maximum or minimum) of one or more objective functions. Initial 
approaches to optimization were focused on the case of solving problems 
involving only one objective. However, as most real-world optimization 
problems involve many objectives the research on this area has rapidly broaden 
this attention to encompass what has been called multi-objective optimization.  

Keywords: Multiobjective Optimization, Real World Problem. 

1   Introduction 

When moving from the single-objective approach to the multi-objective one the 
question of objective trade-offs arises. This is caused by the fact that a solution that 
might be optimal with respect to one objective would be less-than-optimal for the rest. 
Therefore the globally optimal solution to a given problem would be a compromise 
between feasible ones of the different objectives. 

This leads us to the dilemma that hovers over all multi-objective optimization 
algorithms: how to select a solution from the set of feasible ones. This selection 
implies the use of high-level pondering criteria. An ideal strategy for solving this 
issue can be devised as: (1) find a set of partially optimal solutions using different 
selection criteria, and then; (2) choose among the elements of the set using a high-
level knowledge. 

Classical approaches to this class of problems are based on preference-based search 
procedures. In these procedures fitness values produced by each objective are scaled 
via a relative preference vector. This kind of process is repeated on a point-by-point 
basis generating a (hopefully) better solution after each iteration. This field has been 
extensively studied in last years by Evolutionary Computation (ECs) researchers [1], 
analyzing the properties and advantages for different families of algorithms. Two 
basic types of approaches can be distinguished, on the one hand the aggregation of all 
objectives into a single scalar function, applying then standard optimization methods, 
and on the other hand the use of specific multi-objective evolutionary algorithms 
                                                           
* This work was supported in part by Projects CICYT TIN2008-06742-C02-02/TSI, CICYT 

TEC2008-06732-C02-02/TEC, SINPROB, CAM MADRINET S-0505/TIC/0255 and 
DPS2008-07029-C02-02. 
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(MOEAs), exploiting the concept of multi-objective domination. In this second case, 
the algorithms preserving dominance are intended to maintain diverse population and 
provide a representation of the whole Pareto-optimal front after a single optimization 
run. These methods apply operations to preserve the population diversity, such as 
niching or clustering, and all non-dominated solutions are given similar emphasis 
with respect to dominated solutions, avoiding their collapse in a single point of the 
front. 

2   Multiobjective Problem Definition 

In general terms, the multi-objective optimization problem can be formally stated as: 
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Where x∈ℜn is the vector of variables to be optimized, each bounded by l
ix   and  u

ix ; 

fm(x) are the objective functions being minimized or maximized and gj(x) and hk(x) are 
the inequality and equality constraints, respectively. We can refrase any maximization 
objective as a minimization one (and vice versa). Thanks to this and because of the 
fact that we are not going to deal with constraints we can rewrite as: 

( ) ;,,1, minimize Mmfmm …== xz   (2) 

Here the vector zm designates the quality of a given solution and is known as the 
objective vector. In order to rank the quality of a solution with respect with the others 
the concept of dominance has been introduced. 

Definition: A solution ix  is said to dominate a solution *ix  (
*ii xx ) if both of the 

following conditions hold true: 

1. Solution ix  is not worse than *ix  for all objectives: 

{ } ( ) ( )*:,,2,1 i
j

i
j ffMj xx ≤∈∀ …

 
2. Solution ix  is strictly better than *ix  for at least one objective: 

{ } ( ) ( )*:,,2,1 i
j

i
j ffMj xx >∈∃ …

. 

An intuitive consequence of the above definition is that if a solution ix  dominates 

a solution *ix  then its understood that ix  is a better solution than *ix . On the same 
line of thought, the set of non-dominated solutions is defined as the set of solutions 
that are not dominated by any other. If a set of non-dominated solutions is built upon 
the whole set of feasible solutions it is called globally Pareto-optimal set.  
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3   Multiobjective Evolutionary Algorithms (MOEAs) 

The algorithms which search solutions to simultaneously optimize several objectives 
have recently received a considerable attention. The key of Evolutionary Computation 
[2] success in this field is the potentially capability to search and handle a population 
of solutions forming a representative sample of the Pareto-optimal set [3].  

This set is defined making use of the domination concept in multi-objective 
optimization problems. When there are several objectives involved, different solutions 
cannot be directly compared and ranked to determine the best one as the single-valued 
function case, but the stronger concept of domination appears. A solution x is 
dominated by solution, y, if is better than simultaneously in all objective functions 
considered. In any other case they could not be strictly compared to select the best 
one (unless a numeric criterion for trade-off is explicitly defined). Taking into account 
this concept of domination, a Pareto-optimal set, P, is defined as the set such there 
does not exist any solution in the search space dominating any member in P. 

The MOEAs have the double goal of guiding the search towards the global Pareto-
optimal set and at the same time cover as many solutions as possible. This implies the 
enlargement of population size and besides specific procedures in the genetic 
operators to guarantee a well-distributed sample of the front. The textbook by Deb [4] 
presents a wide analysis of the most outstanding multi-objective evolutionary 
algorithms. There are several tens of different approaches, depending on the types of 
operators for selection, mutation and use of domination. Basically, they can be 
divided into two groups, non-elitist and elitist algorithms. The non-elitist group 
includes first approaches, such as VEGA (Vector Evaluated GA) [5]), which divides 
population in subsets assigned to different objectives, or most recent MOGA (Multi-
objective GA) [6], NSGA (Non-dominated Sorting GA) [7] and NPGA (Niched-
Pareto GA) [8], PESA (Pareto Envelope-Based Selection Algorithm) [9]. The last 
algorithms apply non-dominated classification in the GA population, with variations 
in the type of selection operators. The elitist approaches to MOEA are the most recent 
techniques, and explicitly use operators to preserve the elites of population in the 
offspring generation of to assure that fitness does not decrease. Among them, we can 
mention the NSGA-II (Non-dominated Sorting GA-II) [10], SPEA (Strength Pareto 
EA) [11], SPEA2 [12], PAES (Pareto-Archived Evolution Strategy) [13], [9], PESA-
II [14], CAEP (Cultural Algorithms with Evolutionary Programming) [15], etc. These 
algorithms exploit elitism by explicitly keeping a population with non-dominated 
solutions until now, so the selection operators are based on comparisons with them. A 
thorough survey regarding the above models and many others can be found in [16] 
and elsewhere. 

4   Applications in Real Problems 

In a real problem, we define a partial cost for objective and situation cij: 

ijijijij s/)s)x(f(R)x(c −= , being sij the expected value for i-th objective under j-

th situation; fij(.) is the corresponding performance function evaluated on input x ; 



 Multiobjective Evolutionary Algorithms: Applications in Real Problems 717 

and R(.) is the ramp function to only take into account excesses over sij. Considering 

this formulation with normalized costs ),x(cij some aggregation options are: 

A. Weighted sum: It is the most direct evaluation is the weighting sum on 
partial objective functions:  
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Optimization of weighted sums converge to particular solutions of Pareto 
front, corresponding to the tangential points in the directions defined by the 
weights vectors wi [17]. All potential non-dominated solutions can be 
obtained in the case that the Pareto front has a convex shape. In other case, 
local minima appear in the front, and some points may be left unreachable 
with this procedure.  

B. Weighted m-distance: the limitations of weighted linear combination may be 
overcome by means of a generalization with a weighted m-metric computed 
over objective functions: 
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In that case, any point in the front is potentially reachable, independently of 
its convexity, with an optimizer by choosing the appropriate value for 
parameter m.  

C. Maximum metric: in the limit of previous case, when m → ∞ , we have the 
Tchebycheff (or maximum) metric: 
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A theoretical result [18] shows that any point in the Pareto front can be 
reached by solving the weighted Tchebycheff problem with the appropriate 
weight vector, independently of the front shape. 

D. WCES [19]: the aggregation proposed for this type of problems is a variation 
of maximum operation, taking into account that evaluated functions (objectives 
1…Nm) will have a similar behaviour among the design scenarios (1…Ns), 
varying only the particular values and shapes in every one.  
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E. Multi-objective functions: Conversely, the application of multi-objective 
algorithms to this problem, formulated with normalized costs, is: 
 

[ ])x(c...,),x(c),x(c...,),x(c...,),x(c),x(c),x(c...,),x(c),x(cf
smssmm NNN2N12N22121N2111MO=

  
(7)

 
 

and the optimization address the NmNs objectives at the same time.  
F. Aggregated multi-objective: Between the pure multiobjective approach and 

the scalar aggregated function, an intermediate approach has been 
considered, an aggregated multi-objective problem: 
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in this case the optimization would address only Nm objectives, the worst cases for 
each magnitude in a similar way as WCES aggregation. 
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Abstract. This paper evaluates a genetic algorithm and a multiobjec-
tive evolutionary algorithm in a constraint satisfaction problem (CSP).
The problem that has been chosen is the Eternity II puzzle (E2), an
edge-matching puzzle. The objective is to analyze the results and the
convergence of both algorithms in a problem that is not purely multi-
objective but that can be split into multiple related objectives. For the
genetic algorithm two different fitness functions will be used, the first
one as the score of the puzzle and the second one as a combination of
the multiobjective algorithm objectives.

1 Introduction

The Eternity II puzzle [1] is a constraint satisfaction problem created as a chal-
lenge, with a prize, to know if someone is able to solve it. The difficulty lies on
the huge search space of the problem, there is not any algorithm that can find a
solution in a reasonable time. It is an edge-matching puzzle with 256 tiles that
are differents one to each other. The tiles have a color pattern in each of its
edges and there are not two tiles with the same color pattern in all their edges.
All the tiles must be placed in a 16× 16 board, and can be rotated 90o, 180o or
270o before being placed. There are tiles with a grey pattern in their edges that
must be placed in the corners and the borders of the board. These grey edges
must be placed next to the border. There is also known the cell and position of
one of the tiles but we will omited this information because it is irrelevant for
the objectives of this paper.

If we use the information about the tiles that have to be placed into the
corners and the border of the board, then the search space of this problem
is approximately 4196 · 196! � 10485. A more accurate approximation can be
calculated with the Equation 1 where n is the number of tiles.

S = 4! + (4 · (
√

n− 2))! + 4(
√

n−2)2 · ((
√

n− 2)2)!

� 4(
√

n−2)2 · ((
√

n− 2)2)! (1)

Our objective is not to solve the puzzle, but satisfy the greatest number
of constraints with evolutionary algorithms in the minimum possible time. A
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constraint is the join of two adjacent edges of tiles, if the adjacent edges match
then the constraint is satisfied. We do not bear in mind the edges that must
be placed in the border of the board, only the inner ones among tiles. We will
called the number of constraints satisfied the score. In a squared board of m×m
cells the maximum score that can be reached is obtained by Equation 2. For the
Eternity II the maximum score is 480.

score = m · (m− 1) + (m− 1) ·m = 2 ·m · (m− 1) (2)

The edge-matching puzzles are NP-complete problems [2], specifically they
are constraint satisfaction problems (CSPs) [3]. When the problem is computa-
tionally intractable and we want to satisfy the maximum number of constraints
we call it a MAXSAT [4] problem and here is where an evolutionary algorithm
can be used [5].

In the rest of the document it will be shown some related work of evolution-
ary algorithms in combinatorial problems (Section 2), a description of the search
algorithms used (Section 3), the experimental results of the evolutionary algo-
rithms with different parameters (Section 4) and, finally, the conclusions and
future works (Section 5).

2 Related Work

Constraint satisfaction problems are solved through two different techniques:
inference and search; although sometimes a combination of both is used [6,3].
The inference modifies the problem to create another one that is easier to solve,
normally this change is made with domain information. The main algorithms in
inference are the consistency algorithms, also known as constraint propagation
[3]. In search the most known algorithm is backtracking [6], this algorithm es-
sentially performs a depth-first search of the space of potential solutions. The
lack of the search algorithms is that they do not use the domain information to
improve the search and they repeat the same mistakes, that is, they repeat lot
of times searches that do not lead to a solution and could be avoided with some
domain information.

The exhaustive search is the unique algorithm that grants to find a solution if
it exists, but in problems with big search space this algorithm is useless because
the time required to finish. So in this sort of problems, like some MAXSAT,
a local search is performed instead of an exhaustive search. The local search
algorithms starts with a set of assigned variables and tries to allocate the rest
of variables. When it is reached a situation where a constraint is violated the
algorithm modify the values of the variables that break the constraint. The best
known results in the Eternity II were obtained with an algorithm of these features
that uses an hibridization of constraint propagation and very large neighborhood
stochastic local search [7], it satisfies 458 of the 480 constraints.

Another way to find solutions in a MAXSAT problem is through the use of evolu-
tionary algorithms [8]. Some of the algorithms in the literature are SAWEA [9,10],
RFEA [11,12], FlipGa [13], ASAP [14] and genetic algorithm [5], although a clasic
algorithm as FC-CBJ [15] outperforms these kind of evolutionary algorithms [16].
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3 Search Algorithms

Besides the genetic algorithm and the multiobjective evolutionary algorithm, we
have used an exhaustive search algorithm and random search. The exhaustive
search is a backtracking algorithm that places the tiles in the board but with
an improvement. When the maximal deep of search is reached, instead of do the
backtracking in that moment, the algorithm continues browsing the board and
placing tiles in the right way with the cells where any tile can be placed left in
blank. When it finishes the backtracking is performed.

Next, it will be seen a brief description of the evolutionary algorithms and
the two fitness functions used in the genetic algorithms.

3.1 Genetic Algorithm (GA)

In the experiments we have used a simple genetic algorithm with elitism and
tournament selection. Codification, crossover, mutation and fitness function will
be described below.

The representation of a solution is a bidimensional matrix where each cell
contains a tile and its orientation. This representations keeps the spacial relations
among the adjacent tiles between generations, so specific crossover operator and
mutation have to be used.

The crossover operator for the coding is based on the regions exchange. Two
parents are selected, then a region of random size in a random point is chosen.
Then the outer cells of the region are copied into the offspring from one of the
parents, and the inner from the other one. In this operation it has to bear in
mind that there can not be duplicated or missed tiles, this must be avoided. An
example of the crossover operator is shown in Fig. 1.

Fig. 1. A simple example of crossover

The mutation operators are two, when a mutation is going to be applied only
one of the operators is chosen randomly. One mutation operator is the region
exchange (Fig. 2(a)), this operator exchanges two regions of the same size that
are not overlap. The second mutation operator is the region rotation (Fig. 2(b)),
this operator rotates a squared region.
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(a) Exchange (b) Rotation

Fig. 2. Examples of mutations

For crossover and mutation operators, the height and width of the regions
are chosen randomly between two bounds. The minimum size of the region for
crossover is 2 and the maximum 8, and for mutation the bounds are 1 and 10.

In this algorithm two fitness functions have been used, both of them will try to
be minimized. The maximum value of this fitness functions is 1 and the minimum
is 0, where 0 also means that the puzzle is solved. The first one, called the normal
fitness, it is one minus the normalized score (see Equation 3). The second fitness
is a combination of the three objectives in the multiobjevite algorithm, so it is
called the combined fitness. The equation to calculate this combined fitness is
shown in Equation 4 where k is the number of objectives, objectivei is the value
of the objective i and max objectivei is the maximum value of the objective i (in
Section 3.2 the objectives will be described).

normal fitness = 1− score
480

(3)

combined fitness = 1−
(

1
k
·

k∑
i=1

objectivei

max objectivei

)
(4)

3.2 MultiObjective Evolutionary Algorithm (MOEA)

The multiobjective evolutionary algorithm has been developed from the concepts
used in the NSGA-II algorithm [17]. But three modifications have been done to
improve the performance in the problem. The chromosome, crossover operator
and mutation operator are the same as in the genetic algorithms we saw before.

The first improvement is how the dominance is calculated. Instead of use
fronts of dominance, the dominance of one individual is calculated by counting
the number of individuals that dominate that individual. This is faster than
calculate the fronts of dominance.

The second improvement is how the distance among individuals is calculated.
Only the distances among the individuals of the pareto front are calculated. This
distance is through the diversity in the values of the objectives of the individuals.
If the same objective in both individuals has different values the distance between
that individuals is increased one unit, thus the maximum distance between two
individuals is the number of objectives and the minimum is 0.
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(a) Objective 1 (b) Objective 2 (c) Objective 3

Fig. 3. The three objectives of the MOEA

The third improvement is the number of elitism individuals that are copied
from one generation to the next one. Only a fixed number of individuals in the
pareto front are copied. The first ones that are copied are those ones which have
more distance with the rest of individuals.

The objectives that have to be maximized for the problem are three:

– Objective 1 : The score of the puzzle explained in Section 1 (Fig. 3(a)). The
maximum value of this objective is 480 and the minimum is 0.

– Objective 2 : The number of square regions of four tiles (2 × 2 regions) that
match in their adjacent inner sides (Fig 3(b)). The maximum value is 225
and the minimum is 0.

– Objective 3 : The number of tiles that have their four sides matched with the
adjacent tiles (Fig. 3(c)). The maximum value is 256 and the minimum is 0.

4 Experimental Results

In the experimentation it has been launched a random algorithm (RAND),
the exhaustive search (ES) explained in the beginning of Section 3, a genetic

Table 1. Results

Experiment Algorithm Cross. Mut. Elit. Fitness Max. Min. Mean Std. Dev.

RAND RAND - - - - 49 45 46.5 ± 1.02
ES ES - - - - 369 357 363.7 ± 3.66
GA1 GA 9000 999 1 norm 316 286 295.9 ± 7.76
GA2 GA 5000 4999 1 norm 160 151 157.3 ± 2.53
GA3 GA 7500 2500 0 norm 130 75 106.7 ± 18.48
GA1C GA 9000 999 1 comb 355 337 347.9 ± 6.5
GA2C GA 5000 4999 1 comb 357 146 210.4 ± 90.03
GA3C GA 7500 2500 0 comb 366 348 357.5 ± 5.48
MOEA1 MOEA 9000 990 10 - 367 345 353.7 ± 6.56
MOEA2 MOEA 5000 4990 10 - 371 350 361.7 ± 5.1



Evolutionary Genetic Algorithms in a Constraint Satisfaction Problem 725

 0

 50

 100

 150

 200

 250

 300

 350

 400

 0  1e+07  2e+07  3e+07  4e+07  5e+07

S
co

re

Evaluations

RAND

ES

GA1

GA2

GA3

GA1C

GA2C

GA3C
MOEA1

MOEA2

Fig. 4. Evolution of the score in the experiments

algorithm (GA) and a multiobjective evolutionary algorithm (MOEA). Both
evolutionary algorithms have been executed with different values for crossover,
mutation and elitism, but the population has been 10000 individuals for all
experiments and the tournament is always of size 3. The results of the experi-
ments are shown in Table 1. First column (Experiment) shows the experiment
name. Second column (Alg.) is the algorithm used in that experiment. Next three
columns are the number of individuals that are generated for the next genera-
tion by crossover (Cross.), mutation (Mut.) and elitism (Elit.) respectively. The
next column (Fitness) is the sort of fitness that have been used in the genetic
algorithm: normal fitness (norm) or combined fitness (comb). In the next three
columns are shown the minimum (Min.), maximum (Max.) and mean (Mean)
value of the bests scores of the puzzles in the experiments. For these columns
the higher value is the better is, with a maximum value of 480. The last column
(Std. Dev.) is the standard deviation of the experiments. Empty cells (‘-’) mean
that parameter is not used in the algorithm. Each experiment was executed 10
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times and each time it was running until 5 · 107 evaluations, a evaluation means
each time the fitness of an individual is obtained.

Fig. 4 shows the evolution of best average score of the experiments. The x-axis
is the number of evaluations and the y-axis is the average best score. The name
of the experiment is shown next to its line, just top-left of the line.

5 Conclusions and Future Works

The best result was obtained in the MOEA2 experiment with a score of 371 over
480, but the best average score was obtained with the exhaustive search (ES ),
363.7 over 480.

The genetic algorithm with the normal fitness got better results with a higher
crossover rate and the experiment GA1 got the best results among then. There
also notice that the experiment without elitism (GA3 ) got very bad results, it
looks like it was slower to converge. In the genetic algorithm with combined
fitness the results were better than with normal fitness and converged faster.
But unlike before, here the experiment without elitism (GA3C ) got the best
results and converged almost as fast as the experiment with the higest crossover
rate (GA1C ). The difference between use a normal fitness or combined one
without elitism is incredible huge, the algorithm goes from a results near the
random search (RAND) to results very close the better ones (ES ). If we compare
the experiments GA2 and GA2C, where the only difference is that the second
one uses a combined fitness, the results were better in GA2C but the standar
deviation increased a lot.

Between the two multiobjective experiments, MOEA1 converged faster than
MOEA2 but this second one got better results, closer to the exhaustive search.

In future works we will compare these results with more evolutionary algo-
rithms like SAWEA or FlipGA and with more specific algorithms for CSPs like
FC-CBJ.
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Abstract. The aim os this paper is to study the hybridization of two
multi-objective algorithms in the context of a real problem, the MANETs
problem. The algorithms studied are Particle Swarm Optimization
(MOPSO) and a new multiobjective algorithm based in the combina-
tion of NSGA-II with Evolution Strategies (ESN). This work analyzes
the improvement produced by hybridization over the Pareto’s fronts com-
pared with the non-hybridized algorithms. The purpose of this work is
to validate how hybridization of two evolutionary algorithms of different
families may help to solve certain problems together in the context of
MANETs problem. The hybridization used for this work consists on a
sequential execution of the two algorithms and using the final population
of the first algorithm as initial population of the second one.

1 Introduction

Nowadays, many real-world optimization problems require compromise between
several objectives. Mathematically, this is modelled as trying to simultaneously
optimize several fitness functions depending on the same set of parameters.

Whenever there is a chance of combination of these objectives in a single ob-
jective function, these problems can be solved using conventional single-objective
optimization methods. However, quite often there is no easy, or proper, way to
combine the problem’s objectives; this happens whenever objectives are conflict-
ing, that is, improving some of the objectives means decreasing some of the rest.
In these cases we need to solve a Multiobjective Optimization problem. The
solution to this kind of problems is known as the pareto-optimal solution [2].

Multiobjective Evolutionary Algorithms (MOEAs) have been proved to be
specially suited for this kind of optimization task. Some of the better known
are SPEA[3] , PAES [4] or NSGA-II [5]. Hybrid metaheuristics are currently a
subject of great interest for the community. Some combinations of techniques
have been quite successful, such as combination of Local Search (LS) heuristics
(Hill-descent, Simulated Annealing, Tabu Search) or even combinations of a
LS technique with Evolutionary-based techniques. There are also some tools
that may help performing this kind of experiments: for instance, Paradiseo[6] or
Team[7].
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In this paper we consider the problem of broadcasting on a particular sub-class
of MANETs called Metropolitan MANETs (Mobile Ad-hoc Networks). This prob-
lem has been already studied using Multiobjective Evolutionary Algorithms[8].

The purpose of this work is to study how hybridization of two evolutionary
algorithms of different families may help to improve the results obtained by
individual algorithm for the MANETs problem. The evolutionary multi-objective
algorithms combined in this work are MOPSO (Multi-Objective Particle Swarm
Optimization) and ESN (Evolution Stratety with NSGAII) algorithms[9]. The
first one is an adapted version of Particle Swarm Optimization to multi-objective
optimization problems. And the second one is a multi-objective version for the
Evolutionary Strategy algorithm.

2 MANETs Problem Definition

According to IETF (Internet Engineering Task Force), MANETs are autocon-
figuration structures where stations (also called terminals) are temporally con-
nected without a pre-existing infrastructure or a centralized administration [10].
MANETs are wireless networks where one station can communicate directly with
the other stations.

In the last years, MANETs have increased its interest, as path to the 3G
networks: a) they allow to extend the coverage, b) they don’t need new infras-
tructure. In this way, a terminal user can use another users’ terminals as part of
a multistep path toward the kernel of the network.

In this paper we consider the problem of broadcasting on a particular sub-class
of MANETs called Metropolitan MANETs, which span from shopping malls to
metropolitan areas. Instead of providing a generic set of parameters that per-
forms well on average situations, the goal is to optimize the broadcast messages.
Optimizing a broadcasting strategy is a multiobjective problem where multiple
functions have to be satisfied at the same time.

For this work, the broadcasting strategy considered for optimization is
DFCN [11]. The DFCN strategy defines five parameters (minGain, lowerBound-
RAD, upperBoundRAD, proD and safeDensity) to determine the following three
objective values:

– Minimizing the makespan, or time required to perform the broadcast.
– Maximizing the network coverage, or number of stations reached.
– Minimizing the bandwidth used for broadcast messages and retries.

These three objectives define the objective space, and are considered three
independent fitness functions. The purpose of optimization is to tune the input
parameters of DFCN in order to find the three-dimensional Pareto-optimal front
defined in objective space. The front is made by all the feasible non-dominated
values for the three objective functions.
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3 Multi-Objective Algorithms

The hybridization studied in this work consists on just sequentially executing
the two algorithms and using the output population of the first algorithm to
initialize the population of the second one. Thus, one algorithm is executed
during a number of generations and, afterwards, the other algorithm is executed
using as initial population the result obtained by the first one. This mix of
populations requires certain considerations because individuals of the algorithms
use different information. For MOPSO, individuals represent a particle with a
position in the swarm and a velocity. However, ESN works with individuals that
have assigned a variance value, which is updated during the evolution and it is
used to generate new individuals. Thus, depending on the order in which the
algorithms are executed, the following considerations are taken into account:

– MOPSO+ESN: When the population obtained by MOPSO is used to ini-
tialize ESN, the position of particles are the individuals for ESN and the
variance value for all individuals in the population is fixed to 0.1.

– ESN+MOPSO: When the first algorithm used is ESN and the population
obtained after a number of generations is used to initialize the swarm, the
position of particles is initialized using the solutions of ESN and the velocity
is determined randomly from the interval [-1.0,1.0]

3.1 Multi-Objective Particle Swarm Optimization: MOPSO

MOPSO [1] is an adapted version of Particle Swarm Optimization (PSO) to
multi-objective optimization problems. MOPSO combines PSO [12] with the
archiving strategy of PAES [4]. In this work, we use the version available in the
EMOO repository [13].

The algorithm uses an external repository that stores non-dominated solu-
tions in the swarm. Each iteration, for each particle, a leader is selected. The
mechanism of leader selection is as follows: the fitness space is divided in hy-
percubic sectors, and one of the positions in the repository is randomly selected
using a roulette algorithm that favors the sectors that are less populated. The
velocity and position of particles are updated using the standard equations of
PSO but using the leader particle selected from the repository. The fitness of
the new position is calculated. This new position is compared with solutions
already in the repository, and is inserted if it is a non-dominated solution. The
maximum number of particles in the repository is fixed, so when this limit is
reached, before the insertion, a particle from the most-populated sector of the
repository is removed. If the new solution dominates some of the solutions in the
repository, those solutions are removed.

3.2 Evolution Stratety with NSGAII: ESN

The ESN algorithm is based on the hybridization of Evolution Strategies and NS-
GAII. The algorithm uses the standard Evolution Strategies’ steps [14], replacing
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the selection process by the NSGAII [5] selection process. In our implementation
of Evolution Strategies, each of the μ individuals in the population produces one
offspring only by mutation. From the resulting population of 2 · μ individuals,
the best μ are selected for the next generation.

In the reproduction phase, for each individual the variance value is updated.
Each parent generates one child using the new variance and a Gaussian distribu-
tion. After reproduction, the population is sorted using the NSGAII mechanism.
This process creates the front F1 with all the non-dominated solutions in the
population. Then, those individuals are discarded and new fronts are created
using the rest of the population. The worst μ individuals are deleted using the
following criterion: an individual is better than another when it belongs to a
front with a lower index; if two individuals are in the same front, the one with
the greater crowding distance is better.

3.3 Results Evaluation: Metrics for Multiobjective Problems

Solutions resulting from different executions of the multiobjective algorithms
must be compared using quantitative metrics that measure the success of the
algorithms toward the MO problem objectives: distance to the “true” Pareto-
optimal front, distribution of solutions over the obtained front, and spread.

It is generally admitted that there is no single metric that can be used to
evaluate those objectives simultaneously; this is specially true when the best
Pareto-optimal front is not known. A detailed description of available metrics
can be found in [15].

We have chosen the following metrics to compare solutions (fronts) obtained
by the algorithms:

– Set Coverage (SC). Coverage of a set of points A over a set of points B
(SC(A,B)) is defined as the fraction of the points in set B that are weakly
dominated by a point in set A. This measure has to be calculated in both
directions (A vs. B and B vs. A) because SC(A,B) �= 1− SC(B,A).

– Hypervolume (HV). This metric, also called size of the dominated space,
is the volume enclosed by the union of the of the points in the set. The
volume dominated by any point is calculated as the volume of the hypercube
defined by each point. The value of this metric is usually calculated after
normalization of the points in the solutions.

Set Coverage is a measure of how a set dominates the other in terms of number
of points. However, it does not take into account the actual distance between
the points in both sets; that is, “how much” a point in a set dominates the rest.
It requires two sets of points (two fronts) for comparison, so it cannot be used
to assign a performance measure to a single front except if the “true” Pareto-
optimal front is known and used as reference.

Hypervolume assigns a quantitative value to a given set (where greater values
mean better performance) but it cannot be used to derive dominance of a set
over the other and its actual value depends on the normalization used.



732 S. Garćıa et al.

4 Experiments

In this section we present the utility of algorithm hybridization proposed in this
article in order to solve the aforementioned problem, tuning of the parameteres
of the DFCN broadcasting protocol for MANETs.

All the experiments are performed using Madhoc [16], a Metropolitan MANET
simulator. It aims at providing a tool for simulating different level services based
on distinct technologies on MANETs for different environments. The simulator
provides several different models of network structure, of which we have used
the Mall environment, that simulates a commercial shopping center.

4.1 Experimental Settings

Experiments have been performed using different combinations of the order of
execution of the algorithms and the number of evaluations performed by each of
the algorithms.

Moreover, we have also executed experiments using only MOPSO and ESN,
and we have calculated their metrics in order to compare their results with the
other obtained by the hybridizations. The obtained fronts have been evaluated
using the metrics explained in section 3.3 and their results are shown in tables
1,2,3 and 4.

All of these experiments used a total of 25000 evaluations. The population
size for both algorithms was 100 individuals/particles. The initial variance for
ESN was 0.1, and the value of the constant Δ was set to 0.7.

MOPSO used a swarm size of 100 particles, and fixed PSO parameters: w =
0.4, r1 = r2 = 2.0, X = 0.4. We used 30 divisions of the adaptive grid as
suggested in [1]. The number of non-dominated points in the solution was limited
to 100.

In tables presented in this section, ESN-X + MOPSO-Y means an experi-
ment of X evaluations of the ESN algorithm, followed by Y evaluations of the
MOPSO algorithm (and thus X + Y = 25000). A generation of 100 individu-
als takes 100 evaluations (one for each indivivual). So, X evaluations represents
X/100 generations. In the same way for MOPSO, Y evaluations represents Y/100
iterations.

For each configuration, five experiments were performed. Tables in this section
shown the mean value of the metrics for those experiments.

4.2 Experimental Results

Table 1 presents the Hypervolume for the different combinations of algorithms.
As we can see, all the solutions have very similar values for this metric. The best
result is attained by ESN-25000, but it is not much better than the other results.
Thus, we can conclude that this metric is not enough to compare the quality of
the hybrid algorithms, so we need to study the Set Coverage.

Set Coverage is studied in tables 2, 3 and 4. Table 2 shows the dominance
that each hybridization obtain over the solutions that the MOPSO and ESN non-
hybridized algorithms produces for this problem. Table 3 shows the dominance
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Table 1. Hypervolume

Algorithm Hypervolume Variance
ESN-8000 + MOPSO-17000 0.7123 0.0000
ESN-12500 + MOPSO-12500 0.7119 0.0000
ESN-17000 + MOPSO-8000 0.7108 0.0000
MOPSO-8000 + ESN-17000 0.7143 0.0000
MOPSO-12500 + ESN-12500 0.7116 0.0000
MOPSO-17000 + ESN-8000 0.7080 0.0000
MOPSO-25000 0.7080 0.0000
ESN-25000 0.7195 0.0002

Table 2. Set Coverage

Set Coverage MOPSO-25000 Variance ESN-25000 Variance
ESN-8000 + MOPSO-17000 0.4267 0.0082 0.3461 0.0044
ESN-12500 + MOPSO-12500 0.4444 0.0132 0.3576 0.0062
ESN-17000 + MOPSO-8000 0.4420 0.0104 0.3774 0.0057
MOPSO-8000 + ESN-17000 0.4351 0.0087 0.3614 0.0083
MOPSO-12500 + ESN-12500 0.4168 0.0081 0.3362 0.0030
MOPSO-17000 + ESN-8000 0.4034 0.0094 0.3052 0.0063
MOPSO-25000 - - 0.3548 0.0092
ESN-25000 0.4581 0.0153 - -

Table 3. Set Coverage

Set Coverage ESN-8000 + ESN-12500 + ESN-17000 +
MOPSO-17000 Variance MOPSO-12500 Variance MOPSO-8000 Variance

MOPSO-25000 0.3552 0.0124 0.3436 0.0093 0.3368 0.0101
ESN-25000 0.4464 0.0115 0.4332 0.0102 0.4348 0.0152

Table 4. Set Coverage

Set Coverage MOPSO-8000 MOPSO-12500 MOPSO-17000
+ ESN-17000 Variance + ESN-12500 Variance + ESN-8000 Variance

MOPSO-25000 0.3370 0.0065 0.3636 0.0095 0.3708 0.0124
ESN-25000 0.4726 0.0196 0.4608 0.0130 0.5164 0.0145

of the non-hybridized algorithms over the ESN+MOPSO hybridized algorithms,
and table 4 over the MOPSO+ESN algorithms.

Next, we analyze the Set Coverage obtained by the execution using first Evo-
lution Strategy with NSGA-II as a first part and Particle Swarm Optimization
as a second part of the hybridization. If we compare the percent of dominant
points of these first three approaches versus MOPSO, we can see how these
hybridizations improve the Set Coverage obtained by the solutions of ”MOPSO-
25000”. But this does not happen with “ESN-25000” because their Pareto fronts
are better (they have a greater Set Coverage) than the solutions obtained by the
hybrid algorithm, as can be seen in tables 3 and 4. In conclusion, we cannot say
that the hybridization in which ESN starts the execution improves the solutions
obtained by the executions of the non-hybridized algorithms.

Continuing with the Set Coverage analysis, the experiments which use MOPSO
as the first algorithm and ESN as the second one, we can see that the more ESN
evaluations we perform, the better Set Coverage it obtains over the non-hybridized
ESN. This also happens when we compare the hybridized experiments with non-
hybridized MOPSO: it means that using more ESN evaluations produces better
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Set Coverage over non-hybridized MOPSO. We think this is due to fact that the
ESN algorithm has better performance in this kind of problem and helps MOPSO
to find better fronts.

For the experiments with hybridized algorithms, we usually find better fronts
in terms of Set Coverage when ESN is used first; and when MOPSO is used first,
the results are better as long as MOPSO has less evaluations.

5 Conclusions

A mobile ad-hoc network (MANETs) is defined as a self-configuring network
of mobile routers (and associated hosts). Due to the fact that network topology
varies dynamically, the operations of broadcasting are of utter importance for the
existence and the performance of the network and can benefit from parameter
optimization on the broadcasting algorithm used in the network.

We have defined the optimization problem for the broadcasting strategy in
MANETs as a multiobjective problem where a single solution is defined as a
set of values for those parameters, and the objectives that must be simultane-
ously achieved are: Maximum Coverage, Minimum Bandwith usage and Mini-
mum makespan. Experiments are conducted by simulation of the broadcasting
protocol in a predefined network environment.

This paper applies the hybridization of two different MOEAs (MOPSO and
ESN) to find the Pareto-optimal front, that is, the set of non-dominated solutions
for this problem. In order to study the benefits of the hybridization, experiments
using the non-hybridized algorithms, MOPSO and ESN, were also carried out.
All experiments were compared using two standard metrics for evaluation of the
solutions to multiobjective problems: Set Coverage and Hypervolume.

Results show that both algorithms and their different combinations are able
to find non-dominated fronts that approximate the “true” Pareto-optimal front
with adequate accuracy and distribution of the solutions.

When comparing the hybridizations, in terms of Hypervolume we cannot de-
cide what performance is the best one, because its results are very similar. In
terms of Set Coverage, we have proved that hybridization is a good tool to im-
prove the results of MOPSO, but ESN without any hybridization obtains better
fronts than other combinations of MOPSO and ESN.
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Abstract. Network-on-chip (NoC) are considered the next generation of com-
munication infrastructure for a multiprocessors system-on-chip (MPSoCs). In the
platform-based methodology, an application is implemented by a set of collabo-
rating intellectual properties (IPs) blocks. In this paper, we use NSGA-II and
microGA to yield efficient topological pre-selected sets IPs on the tiles of a mesh-
based NoC. Each IP is associated with a processor that best implements its func-
tionality. The IP mapping optimization is driven by the area occupied, execution
time and power consumption.

1 Introduction

Normally, a NoC is designed to establish the communication between the processes of
an application parallel implementation as a MPSoCs. The application, usually, consists
of a limited number of tasks that are implemented by a set of IP blocks. Different appli-
cations may have a similar, or even the same, set of tasks. An IP block can implement
more than a single task of the application. For instance, a processor IP block can exe-
cute many tasks as a general processor does but a multiplier IP block for floating point
numbers can only multiply floating point numbers. The number of IP blocks designers,
as well as the number of available IP blocks, is growing up fast.

In order to yield an efficient NoC-based design for a given application, it is necessary
to choose the adequate minimal set of IP blocks. With the increase of IP blocks avail-
able, this task is becoming harder and harder. Besides IP blocks carefully assignment,
it is also necessary to map the blocks onto the NoC available infra-structure, which
consists of a set of cores communicating through switches. A bad mapping can degrade
the NoC performance. Different optimization criteria can be pursued depending on how
much information details is available about the application and IP blocks.

Usually, the application is viewed as a graph of tasks called task graph (TG). The
IP blocks features can be obtained from their companion documentation. The IP as-
signment and IP mapping are key research problems for efficient NoC-based designs.
These two problems are NP-hard problems and can be solved using multi-objective
optimizations.

In this paper, we propose a multi-objective evolutionary-based decision support sys-
tem to help NoC designers. For this purpose, we propose a structured representation of
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the TG and an IP repository that will feed data into the system. We used two MOEAs:
NSGA-II [2] and microGA [1]. Both of these algorithms were modified according to
some prescribed NoC design constraints.

The problem of mapping IP blocks into a NoC physical structure have been ad-
dressed in some previous studies [6] [7] [4]. However, some of these works did not
take into account of the multi-objective nature of these problems and adopted a single
objective optimization approach.

A NoC platform consisting of architecture and design methodology, which scales
from a few dozens to several hundreds or even thousands of resources. As mentioned
before, a resource may be a processor core, DSP core, an FPGA block, a dedicated
hardware block, mixed signal block, memory block of any kind such as RAM, ROM or
CAM or even a combination of these blocks. A NoC consists of set of resources and
switches. Resources and switches are connected by links. The pair (R,S) forms a tile.
The simplest way to connect the available resources and switches is arranging them as
a mesh so these are able to communicate with each other by sending messages via an
available path. A switch is able to buffer and route messages between resources. Each
switch is connected to up to four other neighboring switches through input and output
channels. While a channel is sending data another channel can buffer incoming data.

The rest of the paper is organized as follows: First, in Section 2, we describe a struc-
tured TG and IP repository model based on the E3S data. After that, in Section 3,
we introduce the mapping problem in NoC-based environments. Then, in Section 4, we
sketch the two MOEAs used in this work, individual representations and objective func-
tions for the optimization stage. Later, in Section 6, we show some experimental result.
Last but not least, in Section 7, we draw some conclusions and outline new directions
for future work.

2 Task Graph and IP Repository Models

In order to formulate the IP mapping problem, it is necessary to introduce a formal def-
inition of an application first. An application can be viewed as a set of tasks that can be
executed sequentially or in parallel. It can be represented by a directed graph of tasks,
called task graph. A Task Graph (TG) G = G(T,D) is a directed graph where each
node represents a computational module in the application referred to as task ti ∈ T .
Each directed arc di,j ∈ D, between tasks ti and tj , characterizes either data or con-
trol dependencies. Each task ti is annotated with relevant information, such as a unique
identifier and type of processing element (PE) in the network. Each di,j is associated
with a value V (di,j), which represents the volume of bits exchanged during the commu-
nication between tasks ti and tj . Once the IP assignment has been completed, each task
is associated with an IP identifier. The result of this stage is a graph of IPs representing
the PEs responsible of executing the application.

An Application Characterization Graph (APG) G = G(C,A) is a directed graph,
where each vertex ci ∈ C represents a selected IP/core and each directed arc ai,j char-
acterizes the communication process from core ci to core cj . Each ai,j can be tagged
with IP/application specific information, such as communication rate, communication
bandwidth or a weight representing communication cost. A TG is based on application



738 M.V.C. da Silva, N. Nedjah, and L. de Macedo Mourelle

features only while an APG is based on application and IP features, providing us with a
much more realistic representation of the an application in runtime on a NoC. In order
to be able to bind application and IP features, at least one common feature is required
in both of the IP and TG models.

The E3S (0.9) Benchmark Suite [3] contains the characteristics of 17 embedded
processors. These processors are characterized by the measured execution times of 47
different type of tasks, power consumption derived from processor data-sheets, and
additional information, such as die size, price, clock frequency and power consump-
tion during idle state. In addition, E3S contains task graphs of common tasks in auto-
industry, networking, telecommunication and office automation. Each one of the nodes
of these task graphs is associated with a task type. A task type is a processor instruction
or a set of instructions, e.g., FFT, inverse FFT, floating point operation, OSPF/Dijkstra,
etc. If a given processor is able to execute a given type of instruction, so that processor
is a candidate to receive a resource in the NoC structure and would be responsible for
the execution of one or more tasks. Here, we represent TGs using XML code. A TG is
divided in three major elements: taskgraph, nodes and edges. Each node has two main
attributes: an unique identifier (id) and a task type (type), chosen among the 47 different
types of tasks present in the E3S. Each edge has four main attributes: an unique iden-
tifier (id), the id of its source node (src), the id of its target node (tgt) and an attribute
representing the communication cost imposed (cost).

The IP repository is divided into two major elements: the repository and the ips
elements. The repository is the IP repository itself. Recall that the repository contains
different non general purpose embedded processors and each processor implements up
to 47 different types of operations. Not all 47 different types of operations are available
in all processors. Each type of operation available in each processor is represented by
an ip element. Each ip is identified by a unique identifier and other attributes such as
task type, processor identifier, power consumption, execution time and hardware area.

3 The IP Mapping Problem

The platform-based design methodology for SoC encourages the reuse of components
to increase re-usability and to reduce the time-to-market of new designs. The designer
of NoC-based systems faces two main problems: selecting the adequate set of IPs that
optimize the execution of a given application and finding the best physical mapping of
these IPs into the NoC structure.

The main objective of the IP assignment stage is to select, from the IP repository, a
set of IPs that minimize the NoC consumption of power, area occupied and execution
time. At this stage, no information about physical allocation of IPs is available so opti-
mization must be done based on TG and IP information only. So, the result of this step
is the set of IPs that maximizes the NoC performance. The TG is then annotated and an
APG is produced, wherein each node has an IP associated with it.

In this paper, given an application, described by its APG, the problem that we are
concerned with is determining how to topologically map the selected IPs onto the
MPSoS structure, such that the objectives of interest are optimized. Some of these
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objectives are: latency requirements, power consumption of communication, total area
occupied and thermal behavior.

4 Multi-Objective Evolutionary Approach

The search space for a ”good” IP mapping for a given application is defined by the
possible combinations of IP/tile available in the NoC structure. Assuming that the mesh-
based NoC structure has N ×N titles and there are at most N2 IPs to map, we have a
domain size of N2!. Among the huge number of solutions, it is possible to find many
equally good solutions. In huge non-continuous search space, deterministic approaches
do not deal very well with MOPs. The domination concept introduced by Pareto is
necessary to classify solutions. In order to deal with such a big search space and trade-
offs offered by different solutions in a reasonable time, a multi-objective evolutionary
approach is adopted.

The core of the proposed tool offers the utilization of two well-known and well-
tested MOEAs: NSGA-II [2] and microGA [1]. Both adopt the domination concept
with a ranking schema for classification. The ranking process separates solutions in
Pareto fronts where each front corresponds to a given rank. Solutions from rank one,
which is the Pareto-optimal front) are equally good and better than any other solution
from Pareto fronts of higher ranks.

4.1 Representation and Genetic Operators

The individual representation includes, for each gene, the task identifier, the processor
identifier and the tile indicates location on which a gene is mapped. On aN×N regular
mesh, the tiles are numbered successively from top-left to bottom-right, row by row. The
row of the ith tile is given by -i/N., and the corresponding column by i mod N . The
crossover and mutation operators were adapted to the fact that the set of selected IPs
can not be changed as we have to adhere to the set of prescribed IP assignments. For this
purpose, we propose a crossover operator that acts like a shift register, shifting the genes
around a random crossover point and thus generating a new solution, but with the same
set of IPs. This behavior does not contrast with the biological inspiration of evolutionary
algorithms, observing that certain species can reproduce through parthenogenesis, a
process in which only one individual is necessary to generate an offspring. The mutation
operator performs an inner swap mutation, where each gene receives a random mutation
probability, which is compared against the system mutation probability. The genes with
mutation probability higher than the system’s are swapped with another random gene
of the same individual, instead of selecting a random IP from the repository. This way,
it is possible to explore the allocation space preserving any optimization done in the IP
assignment stage.

5 Objective Function

During the evolutionary process, the fitness of the individuals with respect to each one
of the selected objectives (i.e. area, time, and power) must be efficiently computed.
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In order to compute the area required by a given mapping, it is necessary to know
the area needed for the selected processors and that required by the used links and
switches. As a processor can be responsible for more than one task, each APG node
must be visited in order to check the processor identification in the appropriate XML
element. Grouping the nodes with the same processorID attribute allows us to imple-
ment this verification. The total number of links and switches can be obtained through
the consideration of all communication paths between exploited tiles. Note that a given
IP mapping may not use all the available tiles, links and switches. Also, observe that
a portion of a path may be re-used in several communication paths. In this work, we
adopted a fixed route strategy wherein data emanating from tile i is sent first horizon-
tally to the left or right side of the corresponding switch, depending on the target tile
position, say j, with respect to i in the NoC mesh, until it reaches the column of tile
j, then, it is sent up or down, also depending on the position of tile j with respect to
tile i until it reaches the row of the target tile. Each communication path between tiles
is stored in the routing table. The number of links in the aforementioned route can be
computed as described in Equation 1. This is also represents the distance between tiles
i and j and called the Manhattan distance.

nLinks(i, j) = |-i/N. − -j/N.|+ |i mod N − j mod N | (1)

In the purpose of computing efficiently the area required by all used links and switches,
an APG can be associated with a so-called routing table whose entries describe appro-
priately the links and switches necessary to reach a tile from another. The number of
hops between tiles along a given path leads to the number of links between those tiles,
and incrementing that number by 1 yields the number of traversed switches. The area is
computed summing up the areas required by the implementation of all distinct proces-
sors, switches and links.

Equation 2 describes the computation involved to obtain the total area for the imple-
mentation a given IP mappingM , wherein function Proc(.) provides the set of distinct
processors used in APGM and areap is the required area for processor p, function
Links(.) gives the number of distinct links used in APGM , Al is the area of any given
link and As is the area of any given switch.

Area(M) =
∑

p∈Proc(APGM)

areap + (Al +As)× Links(APGM ) +As (2)

To compute the execution time of a given mapping, we consider the execution time
of each task of the critical path, their schedule and the additional time due to data
transportation through links and switches along the communication path. The critical
path can be found visiting all nodes of all possible paths in the task graph and recording
the largest execution time of the so-called critical path. The execution time of each task
is defined by the taskTime attribute in TG. Links and switches can be counted using
the routing table. We identified three situations that can degrade the implementation
performance, increasing the execution time of the application:

1. Parallel tasks mapped into the same tile: A TG can be viewed as a sequence of hor-
izontal levels, wherein tasks of the same level may be executed in parallel, allowing
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for a reduction of the overall execution time. When parallel tasks are assigned in
the same processor, which also means that these occupy the same tile of the NoC,
they cannot be executed in parallel.

2. Parallel tasks with partially shared communication path: When a task in a tile must
send data to supposedly parallel tasks in different tiles through the same initial link,
data to both tiles cannot be sent at the same time.

3. Parallel tasks with common target using the same communication path: When sev-
eral tasks need to send data to a common target task, one or more shared links along
the partially shared path would be needed simultaneously. The data from both tasks
must then be pipelined and so will not arrive at the same time to the target task.

Equation 3 is computed using a recursive function that implements a depth-first
search, wherein function Paths(.) provides all possible paths of a given APG and tmt

is the required time for task t. After finding the including the total execution time of
the tasks that are traversed by the critical path, the time of parallel tasks executed in
the same processor need to be accumulated too. This is done by function SameProc-
SameLevel(.). The delay due to data pipelining for tasks on the same level is added by
SameSourceCommonPath(.). Last but not least, the delay due to pipelining data that are
emanating at the same time from several distinct tasks yet for the same target task is
accounted for by function DiffSrcSameTgt(.).

T ime(M) = max
r∈Paths(TGM)

(∑
t∈r

tmt + f1(r) + f2(r) + f3

)
(3)

Function f1 compares tasks of a given same level that are implemented by the same
processor and returns the additional delay introduced in the execution of those tasks.
Function f2 computes the additional time due to parallel tasks that have data dependen-
cies on tasks mapped in the same source tile and yet these share a common initial link
in the communication path. Function f3computes the additional time due to the fact that
parallel tasks producing data for the same target task need to use simultaneously at least
a common link along the communication path.

The total power consumption of an application NoC-based implementation consists
of the power consumption of the processors while processing the computation per-
formed by each IP and that due to the data transportation between the tiles. The former
can be computed summing up attribute taskPower of all nodes of the APG and the latter
is the power consumption due to communication between the application tasks through
links and switches. The power consumption due to the computational activity is simply
obtained summing up atribute taskPower of all nodes in the APG and is as described in
Equation 4.

Powerp(M) =
∑

t∈APGM

powert (4)

An energy model for one bit consumption is used to compute the total energy consump-
tion for the whole communication involved during the execution of an application on
the NoC platform. The bit energy (Ebit), can be obtained as in Equation 5:

Ebit = ESbit
+ ELbit

(5)
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wherein ESbit
and ELbit

represent the energy consumed by the switch and link tying
the two neighboring tiles, respectively.

The total power consumption of sending one bit of data from tile i to tile j can be
calculated considering the number of switches and links the bit passes through on its
way along the path, as shown in Equation 6.

Ei,j
bit = nLinks(i, j)× ELbit

+ (nLinks(i, j) + 1)× ESbit
(6)

wherein function nLinks(.) provides the number of traversed links (and switches too)
considering the routing strategy used in this work and described earlier in this section.
The function is is defined in Equation 1.

Recall that the application TG gives the communication volume (V (t, t′)) in terms
of number of bits sent from the task t to task t′ passing through a direct arc dt,t′ .
Assuming that the tasks t and t′ have been mapped onto tiles i and j respectively,
the communication volume of bits between tiles i and j is then V (i, j) = V (dt,t′ ). The
communication between tiles i and j may consist of a single link li,j or by a sequence of
m > 1 links li,x0 , lx0,x1 , lx1,x2 , . . . , lxm−1,j . The total network communication power
consumption for a given mappingM is given in Equation 7, wherein Targetst provides
all tasks that have a direct dependency on data resulted from task t and T ilet yields the
tile number into which task t is mapped.

Powerc(M) =
∑

t∈APGM ,∀t′∈Targetst

V (dt,t′)× E
Tilet,T ilet′
bit (7)

6 Results

Many simulations were performed to find out the setting up of the parameters used in
NSGA-II and micro-GA. For the former, we used a population size of 600, mutation
probability of 0.01, crossover probability of 0.8 and tournament size of 50 and run the
algorithm of 100 generations. For the latter, we used population memory size of 1000,

Table 1. Performance results obtained by both NSGA-II for the image processing application

microGA NSGA-II

# solutions 3.538 1.992

# Tiles
Minimal 5 6
Maximal 14 14
Average 9,5 11,3

Averages
Power(1) 10,6461 7,4509
Area(2) 32,6802 30,3599
Time(3) 122.170,04 3.614,3

Minimal
Power(1) 3,8250 3,8250
Area(2) 11,3484 14,5684
Time(3) 594,8192 589,6462

1(W), 2(×10−6m2), 3(×10−3s), 4(hh:mm:ss,ms).
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replaceable fraction of 0.7, non-replaceable fraction of 0.3, micro population of 4 in-
dividuals, mutation probability of 0.02, crossover probability of 0.09, tournament size
of 2, external memory of 200, nominal convergence of 4, replacement cycle of 100,
bisection of 5, and run the algorithm for 3000 generations. We also adopted a limit ofa
maximum of 2 tasks per processor. The performance of the multi-objective evolution-
ary processes performed by NSGA-II and microGA were tested using the application
provided in the E3S benchmark suite. However, for space limitation, we report the per-
formance results for only one application used for image processing [5]. The task graph
of the application for 4 segments has 14 tasks. The obtained results by both algorithms
are exposed in Table 1.

7 Conclusions

In this paper, we propose a decision support system based on MOEAs to help NoC de-
signers allocate a prescribed set of IPs into a NoC physical structure. The use of two
different MOEAs consolidates the obtained results. Structured and intelligible repre-
sentations of a NoC, a TG and of a repository of IPs were used and these can be easily
extended to different NoC applications. Despite of the fact that we have adopted E3S
Benchmark Suite [3] as our repository of IPs, any other repository could be used and
modeled using XML, making this tool compatible with different repositories. The pro-
posed shift crossover and inner swap mutation genetic operators can be used in any
optimization problem where no lost of data from a individual is accepted. Future work
can be two-fold: adopting a dynamic topology strategy to try to evolve the most ad-
equate topology for a given application and exploring the use of different objectives
based on different repositories.
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Abstract. A new neural network–based multiobjective optimization approach is 
presented, which performs an approximation of the direct problem by means of 
a neural network, and solves the inverse problem inverting the neural network 
itself, namely by imposing the value of the desired objective functions and by 
searching the corresponding value of the design parameters. The search for the 
Pareto front can be performed directly in the objectives space, rather than in the 
design parameters, allowing both to uniformly sample the Pareto front, and to 
limit the computational load. Inverting a neural network corresponds to find the 
intersection of non convex domains. The proposed inversion algorithm allows 
to exploit the algorithms available for linear domains, by iteratively evaluating 
linear approximations of non linear domains, increasing the convergence  
property. To demonstrate the procedure and the performance of the neural  
network–based approach, the problem of optimal configuration of an electro-
magnetic device is selected for analysis and discussion. 

Keywords: Multiobjective Optimization, Neural Network Inversion, Neural 
Approximation Model. 

1   Introduction 

A Multi Objectives optimization Problem (MOP) is characterized by a vector of mu-
tually conflicting objective functions and can be formalized as follows: 

{ }0)(;0)();(min =≤∈=Ω
Ω∈

xHxGRxxF n

x
 (1) 

where x is the vector of the input variables (design variables), and F is the vector of 
objective functions (F1,…,FK). Here, G(x) and H(x) represent the problem constraints. 
A solution xp is a Pareto optimal solution if no objective function can be improved 
without worsening at least another objective function. Such solution is not unique, 
and the set of the Pareto optimal solutions are know as the Pareto front.  

During the last years, several approaches have been proposed to solve the MOPs, 
most of which belonging to the class of stochastic methods [1-6]. Despite of the sig-
nificant progress obtained by the researchers, there are still many open problems to be 
solved, mainly due to the time consuming numerical procedures (e.g., Finite Elements 
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Methods - FEM) needed to evaluate the objective functions, especially for real world 
design problems. 

A different approach consists of applying the optimization procedure, rather than 
directly to the numerically evaluated objective functions, to their approximation mod-
els, and in particular to Neural Networks (NN) models. The inputs of the NN models 
are the design parameters and the corresponding outputs are the objective functions to 
be optimized. These models can then be used in place of numerical analysis during 
optimization [5, 6]. Alternatively, prefixed values of the objective functions can be 
imposed and the corresponding design parameters can be found by inverting the neu-
ral models [7-9]. 

In this paper, an original approach to search for the Pareto front directly in the ob-
jectives space will be presented, which is based on the inversion of the neural network 
models. As will be detailed in the following, the problem of inverting a NN corre-
sponds to find the intersection of two non convex domains. Several papers in litera-
ture deal with projection algorithms for finding intersection points between convex 
and non convex sets [7, 10-12]. Nevertheless, the proposed projecting algorithms do 
not assure the convergence. In this paper a new algorithm is presented, which in-
creases robustness and limits the computational cost. Moreover, it extends the capa-
bility of the algorithm in [7] to handle multi objectives, rather than mono objective 
optimization problems. 

In order to evaluate the capability of the proposed approach, the method has been 
used to find the optimal design of a magnetic pole. 

2   Neural Network Inversion Algorithm 

The proposed approach consists of inverting a MultiLayer Perceptron (MLP) previ-
ously trained to approximate the solutions of the direct problem. The standard MLP 
neural network architecture is adopted, with a single hidden layer. The aim of our 
procedure is to determine the inputs that correspond to a prefixed output. The inver-
sion of the neural network consists of finding a solution of the non linear neural  
network equations system [7]: 

( )yhcubhWb;ybxWa σ==+⋅=+⋅ );)) 2211  
(2) 

where x is the input of the neural network, σ(⋅) is the hidden neurons sigmoidal acti-
vation function, u is the output, y and h are the input and the output of the hidden 
layer respectively (see Fig. 1). The activation function of the output layer is linear. 
The coefficients of the equations (2.a) and (2.b) are equal to the connections weights 

1
W  and 

2
W , and the biases b 1 and b 2 of the neural network. 

Since non linear equations may have multiple solutions, it seems that neural net-
works have a built-in non-invertible character [13]. Nevertheless, if the target u* of 
the network can be specified with a prefixed tolerance ε, an iterative procedure can be 
developed that is able to find (if it exists) a solution whose value differs from the 
specified target less than the imposed tolerance. If this solution does not exist, the 
tolerance ε can be relaxed until a solution is found. 
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Fig. 1. MLP network structure: Dx is the input domain, Du is the output domain, Dy and Dh are 
the domains of y and h respectively 

By means of equation (2.a), the input domain Dx can be linearly projected in the 
space Y where the vector y is defined, obtaining the domain Dy. 

This means that, in order to match the constraints of the input, the vector y has to 
belong to Dy. On the other hand, by means of equation (2.b), the output domain Du 
can be linearly projected in the space H where the vector h is defined, obtaining the 
domain Dh. In order to match the constraints of the output, the vector h has to belong 
to Dh. The domain Dh takes into account both the domain Du and the bounds of the 
hidden layer activation function. All of these constraints are linear, so the domain Dh 
can be expressed as linear inequalities.  

The equation (2.c) states a biunivocal relationship between y and h, so that the do-
main Dh can be back-propagated in the space Y throughout the hidden layer obtaining 
the domain D’h which is no longer linear due to the nonlinear activation function of 
the hidden layer. A point, which belongs to the intersection between the two domains 
Dy and D’h, matches at the same time the constraints of the input and the constraints 
of the output, and then it is a solution of the inversion problem.  

2.1   Projection Algorithm  

In the present section, an iterative procedure is proposed whose goal is to find a point 
that belongs to the intersection Iyh between the nonlinear domain D’h and the linear 
domain Dy.  

Starting from a point y0 external to a linear domain, it is easy to project it on the 
linear domain, following the shortest linear path between the point and the domain. 
Projecting is more difficult in the case of nonlinear domains, because the shortest path 
cannot be derived on the basis of the normal to the domain facets. In fact, whereas the 
normal of a linear facet has the same direction in the whole space, this is not true for a 
nonlinear facet. 

In the present case, projecting a point on the nonlinear domain D’h is a difficult 
task, whereas no difficult would exist if the projection was performed in the space H, 
where the domain is linear.  
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In this paper, in order to exploit the algorithms available for linear domains, the 
generic nonlinear facet of the domain D’h: 

( ) cywT ≤⋅σ
 

is approximated with a hyperplane by substituting the sigmoidal functions with their 
first-order approximation: 

( ) ( ) ( )[ ] cyyyywT ≤−⋅′+⋅
000

σσ
 

(3) 

where σ'(.) is the first order derivative of the sigmoid. By means of (3) the nonlinear 
domain D’h is substituted by the linear domain Lh and y0 is projected on the intersec-
tion of two linear domains. As the goodness of such projection depends on the preci-
sion of the approximation (3), which deteriorates when the distance between the start-
ing and the projected points increases, a new linear approximation of the domain D’h 
has to be iteratively evaluated, and a new projection performed, starting from the 
projected point, until the projection falls within Iyh. Fig. 2 shows the iterative proce-
dure for a neural network with a 2-2-1 structure. 

 

Fig. 2. Procedure for intersection search 

Starting from a generic point y0 of the space Y, e.g., a point belonging to Dy, firstly 
a first-order approximation of D’h is calculated, taking the point y0 as reference point. 
The domain D’h is substituted with the domain Lh and y0 is projected on the intersec-
tion between Dy and Lh. If such point belongs to Iyh, the procedure ends, otherwise the 
obtained point is assumed as starting point in the successive iteration. The intersection 
between Dy and Lh, could be empty, but this not imply that a solution of the inversion 
problem does not exist. In this case, the point of Dy nearest to Lh is taken as starting 
point at the successive iteration. 
 
Remark. In the example the first iteration already allows to reach the intersection Iyh, 
even if the projected point does not lies in the frontier of both the domains Dy and D’h. 
This is due to the fact that in Fig. 2 Dy and D’h have the same dimension of the space 
Y where they are defined, so one expects that the frontier the intersection Iyh be part of 
the frontiers of the two domains Dy and D’h. On the contrary, in the general case the 
hidden layer is greater than the input layer, therefore the dimension of the domain Dy 
is less than that of the space Y. On the other hand the desired output could be defined  
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Fig. 3. Intersection between the domains Dy and D’h for a 1-3-2 MLP network 

without tolerance, and this implies that also D’h could have dimension smaller than 
the space. In Fig. 3, an example of domains Dy and D’h of a 1-3-2 MLP network is 
shown. As it can be noted, the intersection, which consists of only one point, does not 
fall in the frontiers of the two domains. 

3   Using the Inversion Algorithm in the Multiobjective 
Optimization 

The performance of a MOP solver can be evaluated on the basis of different criteria: 
capability of finding Pareto optimal solutions; capability of uniformly sampling the 
Pareto front; limited computational cost.  

Many strategies have been presented in literature, and in general they consist of de-
fining a criterion to explore the parameters space and to reach the Pareto front. Many 
independent runs have to be performed in order to obtain a good sampling of the 
front, and the samples can be scarcely equally-spaced, because the search is per-
formed in the parameters space (Input space) rather than in the objective functions 
space. Moreover, for each set of design parameters, the corresponding values of the 
objectives have to be calculated. Usually, each objectives vector evaluation involves a 
heavy computational load, so that many strategies become unsuitable when the num-
ber of objectives is large. 

Using a neural network to describe the relationship between parameters and objec-
tive functions allows one to obtain two advantages: reducing the computational cost 
of function calls, which is the main obstacle to use some strategies; exploiting the 
neural model in order to search the Pareto points directly in the objective space rather 
than in the parameter space. This last is possible by resorting to the inversion proce-
dure described in Section 2. In Fig. 4, the proposed method is illustrated for a  prob-
lem with two objectives to maximize. Starting from a feasibly point in the objective 
space, one can move toward the utopia point until an unfeasible solution is reached, 
which means that the Pareto front has been reached. Starting from this first Pareto 
point (0) one can start to sample the Pareto front. 
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Fig. 4. Sampling of the Pareto front 

 
Firstly, the desired sampling step of the front is set. Then, a circle is ideally drawn 

with centre placed on the first Pareto point (0) and radius equal to the sampling step. 
Two points (1) and (2) can be identified on the opposite sides of the circle: one in the 
feasibility region (1), and one in the non-feasibility region (2). By means of, e.g., a 
bisection method, the intersection between the circle and the Pareto front (point 6) is 
reached. The new Pareto point becomes the centre of a new circle and the procedure 
is iterated until the whole front is reconstructed. 

Once the Pareto front is available, the final decision is taken a posteriori by the de-
cision maker on the basis of a fitness criterion. 

4   Results 

In order to show the performance of the proposed optimization algorithm, the method 
has been used to find the optimal configuration of an electromagnetic device test bed 
[4]. The benchmark consists in the optimal shape design of a magnetic pole. In Fig. 5, 
the model of the device is shown. Because of the symmetry with respect to the x-axis, 
only a half of the magnetic pole rectilinear section has been modeled. The current 
density is uniform in the winding and is zero elsewhere. The non-linear permeability 
of the ferromagnetic material is taken into account. As far as the inverse problem is 
concerned, four design variables ),,,( 4321 xxxxx =  (see Fig. 5) are selected. 

 

Fig. 5. Model of the magnetic pole 
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Fig. 6. Magnetic pole: approximated Pareto front 

 
The feasible region of the design variables is defined by the conditions on both 

geometric congruency and non-saturation of the material. 
Two objective functions are defined: 

    -  F1(x) is the maximum component of magnetic induction in the x-axis direction 
   along the air gap midline, to be maximized; 
-  F2(x) is the average component of magnetic induction in the y-axis direction in 

         the winding, to be minimized. 

A MLP is trained to solve the direct problem and to calculate the two objective 
functions. The NN model has 4 input neurons, corresponding to the design variables, 
40 neurons in the hidden layer, and 2 output neurons, corresponding to the objective 
functions. The MLP associates the objective function values to each feasible vector x 
by means of a set of examples, which have been randomly sampled in the design 
parameters space. These training examples are calculated by means of FEM simula-
tions. Fig. 6 shows a random sampling of the objectives space and the Pareto front 
with 34 sample points obtained by means of the proposed procedure. It has to be high-
lighted that, the approximation of the Pareto front mostly depends on the accuracy of 
the neural approximation model, which is known a priori. This is a considerable  
advantage, especially in engineering problems. 

In Table 1, the comparison of the performance of different algorithms, taken from 
literature, are reported. All the algorithms well fit the Pareto front and, except for  
 

Table 1. Comparison of the performance of different algorithms  

TS-EC [6] MOTS [6] MOESTRA[5] Present algorithm 
# iterations 60.000.000 70.000.000 9316 800 
CPU Time [sec] 660 900 1107 150 
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MOESTRA algorithm, the respective samples are uniformly distributed. As can be 
noted the proposed method over performs the other algorithms in terms of computa-
tional cost. 

5   Conclusions 

A neural network inversion algorithm and its application to a multi objective optimi-
zation problem are presented in this paper. The neural model of the relationship 
among design parameters and objectives has to be firstly crated. Then, inverting the 
model, it is possible to solve the synthesis problem, i.e., to establish the design pa-
rameters that correspond to prefixed values of the objectives. This procedure has been 
exploited to solve an electromagnetic MOP, performing the search of the Pareto front 
directly in the objectives space rather than in the parameters space. The procedure 
showed good performance both in terms of computational cost and quality of the 
obtained solutions. 
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Abstract. In this paper a multiobjective optimization algorithm for the design 
of Radial Basis Function Networks is proposed. The goal of the design 
algorithm is to obtain networks with a high tradeoff between accuracy and 
complexity, overcoming the drawbacks of the traditional single objective 
evolutionary algorithms. The main features of EMORBFN are a selection 
mechanism based on NSGA-II and specialized operators. To test the behavior 
of EMORBFN a similar mono-objective optimization algorithm for Radial 
Basis Function Network design has been developed. Also C4.5, a Multilayer 
Perceptron network or an incremental method to design of Radial Basis 
Function Networks have been included in the comparison. Experimental results 
on six UCI datasets show that EMORBFN obtains networks with high accuracy 
and low complexity, outperforming other more mature methods. 

Keywords: Evolutionary Multi-objective Optimization, Radial Basis Function 
Networks, Classification.  

1   Introduction 

Radial Basis Function Networks (RBFNs) are one of the most important Artificial 
Neural Network (ANN) paradigms in the machine learning design field. An RBFN is 
a feed-forward ANN with a single layer of hidden units, called radial basis functions 
(RBFs). The first research on neural networks based on RBFs [4] was carried out at 
the end of the eighties. Since then, the overall efficiency of RBFNs has been proved 
in many areas like pattern classification [5], function approximation [13] and time 
series prediction [20].  

The main features of a RBFN are a simple topological structure, with only one 
hidden layer, of neurons/RBFs that have a particular locally-tuned response that 
depends on the center and the width (radius) of each RBF. Also, they have universal 
approximation capability [13].  

The goal of any RBFN design process is to determine centers, widths and the linear 
output weights connecting the RBFs to the output neuron layer. The most traditional 
learning procedure has two stages: first, unsupervised learning of centers and widths 
is used, and finally output weights are established by means of supervised learning. 
Clustering techniques [14] are commonly used to adjust the centers. Regarding the 
widths, they may all be given the same value, may reflect the width of the previously 
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calculated clusters (i.e., RBFs), or may be established as the average distance between 
RBFs, among other possibilities. In order to obtain the weights in the second stage, 
algorithms such as Least Mean Square (LMS) [21] can be used. 

Another important paradigm concerning RBFN design is Evolutionary 
Computation (EC) [3][10], a general stochastic optimization framework inspired by 
natural evolution. Typically, in this paradigm each individual represents a whole 
network that is evolved in order to increase its accuracy. 

Managing only the accuracy objective to optimize RBFNs, like in traditional 
evolutionary computation, may lead to obtain nets with a high number of RBFs. This 
is because it is easier to reduce error with those RBFNs having many RBFs than with 
those having few neurons. In order to overcome this drawback, Evolutionary 
Multiobjective Optimization (EMO)[6], can be used. Among the different 
multiobjective methods, Nondominated Sorting Genetic Algorithm NSGA-II [7] is 
one of the most efficient and used techniques. 

In this paper, a new evolutionary multiobjective optimization algorithm for the 
design of RBFNs (EMORBFN) applied to classification problems is presented. This 
algorithm follows the basic lines of a standard evolutionary algorithm but uses a 
NSGAII-based strategy to select the population of the new generation. In order to 
promote diversity, new operators to recombine and mutate individuals of the 
population are introduced. Other important characteristic of EMORBFN is the use of 
a dissimilarity measure (HVDM)[22] to calculate distances between nominal 
attributes. To test the performance of the proposed algorithm a traditional 
monoobjective evolutionary algorithm for the design of RBFNs (EORBFN) has been 
developed. Also, other well-know classification algorithms such as an RBFN-
incremental algorithm, C4.5 or a Multilayer Perceptron Network have been used to 
compare the results of our proposed method. 

The rest of paper is organized as follows: in section 2, a revision of the 
multiobjective optimization of RBFNs is shown. The EMORBFN algorithm is 
explained in section 3. The experimentation and the analysis of the results are shown 
in section 4. Conclusions are outlined in section 5. 

2   Evolutionary Design of RBFNs 

An RBFN is a feed-forward neural network with three layers: an input layer with n 
nodes, a hidden layer with m neurons or RBFs, and an output layer with one or 
several nodes (Figure 1). The m neurons of the hidden layer are activated by a 
radially-symmetric basis function, φi:R

n → R, which can be defined in several ways.  
From all the possible choices for φi, the Gaussian function is the most widely 

used: )()(
2)( ii dcx

ii ex −−= φφ , where ic  ∈ Rn is the center of basis function φi, di ∈ R 

is the width (radius), and  is usually the Euclidean norm on Rn. The output of one 

basis function will be high when the input vector and the center of this basis function 
are close, always taking into account the value of the radius. The weights wij show the 
contribution of an RBF to the respective output node, and therefore output nodes 
implement the weighted sum of RBF outputs (equation (1)). 
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Nowadays, Evolutionary Computation [3] is one of the most important paradigms 
in the design of RBFN [10][5]. Typically, in these algorithms, the individuals are 
codified using the Pittsburgh scheme, where an individual represents a whole RBFN. 
In the other hand, a cooperative-competitive evolutionary approach represents an RBF 
in each individual [16]. 

 
Fig. 1. RBFN Topology 

Most of Pittsburgh methods only optimize the accuracy of the individuals/RBFNs 
without having into account the complexity of the networks obtained. As have been 
said, managing only the objective of the accuracy may lead to obtaining nets with a 
high number of RBFs. That's because it is easier to get less error in RBFNs with many 
RBFs than in RBFNs with few neurons. Evolutionary Multiobjective Optimization [6] 
can be used in order to optimize several objectives such as the accuracy and 
complexity (the number of RBFs) of the models. 

Standard Multiobjective Evolutionary Algorithms (MOEAs) have been used in the 
design of RBFNs for estimation or function approximation, such as Multiobjective 
Genetic Algorithms MOGAs in [8] or [19]. [17] hybrids NSGA-II with rough-sets and 
surrogate techniques in order to achieve a more efficient multiobjective algorithm. 
[11] uses spatially distributed surrogates (RBFNs) in a NSGA-II framework. In [12] 
simple RBFNs (i.e.: with the same width for all RBFNs), obtained by a NSGA-II 
algorithm, are used as ensembles in the final model proportioned by the algorithm. In 
a more specific application regarding estimations, [9] uses the NSGA-II in the mineral 
reduction environment. Also, there are specific MOEAs such as [23] that present a 
Hierarchical Rank Density Genetic Algorithm (HRDGA) to evolve the neural 
network’s topology and parameters simultaneously. 

3   EMORBFN: Evolutionary Multiobjetive Optimization 
Algorithm for RBFN Design 

Basically, EMORBFN is an Evolutionary Multiobjective algorithm for the design of 
RBFN. It follows the main steps shown in Fig. 2. In step 6, in order to create the next 
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population, the NSGA-II algorithm is used. The objectives taken into account to 
optimize and sort the individuals are their accuracy and complexity (number or 
neurons). The implemented codification is real and Pittsburgh-based, where each 
individual represents a whole network. A dissimilarity measure HVDM distance [22] 
has been chosen in order to work with nominal attributes. Bellow, the main steps of 
EMORBFN are explained. 
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Fig. 2. Main steps of EMORBFN 

RBFN initialization.- For each initial network, a random number, m, of neurons (i.e. 
the size of population) is also randomly allocated among the different classes of the 
training set. Each RBF center, ic , is randomly established to a pattern of the training 

set, taking into account that the RBFs must be distributed equally among the different 
classes. The RBF widths, di, will be set to half of the average distance between the 
centers. Finally, the RBF weights, wij , are set to zero. 

Training/evaluation.-  During this stage, the well-known LMS algorithm [21] has 
been used to calculate the RBF weights of each individual. At this moment, the RBFN 
is evaluated, obtaining its classification error. 

Recombination.- With the crossover operator two individuals/RBFNs parents are 
randomly chosen to obtain one RBFN offspring. The number of RBFs of the new 
individual will be delimited between a minimum and a maximum value. The 
minimum value is set to the number of RBFs of the parent with fewer RBFs. The 
maximum value is set to sum of the number of RBFs of both parents. In order to 
generate the offspring, RBFs will be chosen in a random way from the parents. 

Mutation.- Six mutation operators, usually considered in the specialised bibliography 
[10] have been implemented. They can be classified as random operators or biased 
operators. The random operators are: 

• DelRandRBFs: randomly eliminates a pm percent of the total number of RBFs in 
the RBFN. 

• InsRandRBFs: randomly adds a pm percent of the total number of RBFs in the 
RBFN. 

• ModCentRBFs: randomly modifies the center of pm percent of the total number of 
RBFs in the RBFN. The center of the basis function will be modified in a pr 
percent of its width. 
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• ModWidtRBFs: randomly modifies a pm percent of the total number of RBFs in the 
RBFN. The width of the basis function will be modified in a pr percent of its 
width. 

Biased operators, which exploit local information, are: 

• DelInfRBFs: deletes a pm percent of the total number of RBFs in the RBFN. 
• InsInfRBFs: inserts a pm percent of the total number of RBFs in the RBFN. 

Filling the next population.- In order to create the new population, the basic lines of 
NSGA-II have been followed. In this way the rank of parents Pt and offspring (Qt, Rt) 
is calculated depending on the values of their objectives by means of a dominance 
count. Next, the all non-dominated fronts F = {F1, F2, …} are generated, where 
individuals in front F1 have less ranking value that individuals in F2 and so on. The 
new population is filled inserting the fronts F1, F2, … until the maximum number of 
the individuals of the population is reached. If the number of the individuals of the 
last front (Fl) is greater than the number of individuals needed to fill Pt+1, then 
crowding distance is calculated for the individuals of Fl. Thus, individuals with large 
crowding measure will complete Pt+1. 

4   Experimentation and Results 

To test our multiobjective method against a monoobjective based proposal, a typical 
Evolutionary algorithm for the Optimization of RBFNs, EORBFN has been 
developed. The design lines of EORBFN are the classical ones for this kind of 
algorithms [10]. In order to promote an adequate comparison between EMORBFN 
and EORBBFN, similar operating conditions have been established. In this way 
EORBFN and EMORBFN have the same pseudocode, codification scheme 
(Pittsburgh), operators and dissimilarity measure (HVDM). Obviously, the main 
differences can be found in step 6 when the new population is created. To fill the new 
population Pt+1 from the populations of parents (Pt) and offspring (Qt, Rt) a 
tournament selection mechanism is considered. The diversity of the population is 
promoted by using a low value for the tournament size (k = 3). The objective 
considered in this evolutionary algorithm is to minimize the classification error.  

In order to increase the efficiency of the evolutionary algorithms, the search space 
of this method has been restricted. In this experimentation, the search space has been 
reduced by fixing the complexity (number of RBFs) between a minimum and a 
maximum number of neurons. The minimum number of neurons has been set to the 
number of classes for the problem and the maximum to four times this number. The 
parameter values used for experimentation with EMORBFN and EORBFN are shown 
in Table 1. 

EMORBFN has been compared with other traditional classification methods such 
as: C4.5 [15], an algorithm that creates classification rules in the form of decision 
trees from a dataset. MLP-Back [18], an algorithm for Multilayer Perceptron 
Networks design which uses the Backpropagation algorithm for learning. RBFN-Incr 
[1], an algorithm for the RBFNs design based on an incremental scheme. The 
implementation of these algorithms has been obtained from KEEL [1]. 
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Table 1. Experimentations parameters used for EMORBFN and EORBFN 

Parameter Value 
Iterations of the main loop 200 
Individuals 40 
Crossover probability  0.6 
Mutation probability  0.1 
Pm 0.2 
Pr 0.2 

 

Table 2. Results with Hepatitis dataset 

Algorithm 
#nodes/ 
Rules 

Classification 
rate (%) 

C4.5 7.1 89.647 
MLP-Back 30.0 71.817 
RBFN-Incr 120.1 76.637 
EORBFN 7.5 86.711 
EMORBFN 4.0 87.598  

Table 3. Results with Iris dataset 

Algorithm 
#nodes/ 

rules 
Classification 

rate (%) 
C4.5 4.8 94.000 
MLP-Back 30.0 64.667 
RBFN-Incr 29.8 94.667 
EORBFN 10.4 95.067 
EMORBFN 4.0 95.789  

Table 4. Results with Pima dataset 

Algorithm 
#nodes/ 
Rules 

Classification 
rate (%) 

C4.5 18.3 73.972 
MLP-Back 30.0 70.819 
RBFN-Incr 671.4 67.728 
EORBFN 7.6 75.615 
EMORBFN 5.0 75.683  

Table 5. Results with Sonar dataset 

Algorithm 
#nodes/ 

rules 
Classification 

rate (%) 
C4.5 14.3 71.071 
MLP-Back 30.0 67.762 
RBFN-Incr 159.8 74.976 
EORBFN 7.7 73.305 
EMORBFN 8.0 75.536  

Table 6. Results with Wbcd dataset 

Algorithm 
#nodes/ 

rules 
Classification 

rate (%) 
C4.5 12.4 94.995 
MLP-Back 30.0 87.722 
RBFN-Incr 319.9 94.303 
EORBFN 6.2 96.713 
EMORBFN 4.0 97.535  

Table 7. Results with Wine dataset 

Algorithm 
#nodes/ 

rules 
Classification 

rate (%) 
C4.5 5.1 94.902 
MLP-Back 30.0 93.301 
RBFN-Incr 125.3 74.739 
EORBFN 10.4 95.275 
EMORBFN 3.0 95,708  

 
The collection of data sets used in this section (Hepatitis, Iris, Pima, Sonar, Wbcd, 

Wine) was obtained from the UCI Repository of Machine Learning Database [2]. The 
parameters used for C4.5, MLP-Back and RBFN-Incr are the ones proposed by the 
authors. In order to estimate the precision we use a ten-fold cross validation approach, 
that is, ten partitions for training and test sets, 90% for training and 10% for testing, 
where the ten test partitions form the whole set. For each dataset we consider the 
average results of the ten partitions. 

From Table 2 to Table 7 the classification test rate of the methods and their 
corresponding complexities (number of nodes -RBFs- in the RBFN or number of the 
rules for C4.5) are shown. For the EMORBFN algorithm, the best accuracy network 
obtained is chosen.  
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From these results it can be inferred that EMORBFN is the best method in 
accuracy in five of the six datasets; only in Hepatitis dataset, C4.5 outperforms 
EMORBFN in only two points. Despite this fact, EMORBFN obtains the second best 
result in accuracy for this dataset. Regarding the complexity of the models obtained, 
EMORBFN achieves the model with the lowest complexity in five of the six datasets. 
Only EORBFN obtains a model with lower complexity in Sonar Dataset. But again, 
EMORBFN obtains the second best result in complexity for this dataset. 

Only attending to the results obtained by EMORBFN and EORBFN can be 
observed that: the results of EORBFN regarding accuracy are similar to the 
EMORBFN results; but studying complexity, EORBFN obtains more complex 
models that EMORBFN. Also, EORBFN models often reach the maximum limit of 
RBFs, set in its parameters. This fact confirms the hypothesis that EMORBFN 
overcomes the drawbacks of EORBFN. 

5   Conclusions 

In this paper a new evolutionary multiobjective algorithm for RBFN design, 
EMORBFN, has been presented. EMORBFN implements the basic pseudocode of 
any evolutionary algorithm but, in order to fill the population of the next generation, a 
NSGAII-based technique is used. In order to promote diversity, new operators to 
recombine and mutate individuals of the population are introduced. Another important 
characteristic of EMORBFN is the use of a dissimilarity measure (HVDM) to 
calculate distances between nominal attributes. 

To analyze the behavior of EMORBFN, a traditional evolutionary monoobjective 
optimization algorithm (EORBFN) for RBFN design has been developed. EORBFN 
has the same operating elements that EMORBFN but only optimizes the accuracy of 
the networks. Also, the results for other well-known classification methods, such as 
C4.5, MLP-BackPropagation and an incremental RBFN design method have been 
obtained and used in the comparison.  

An analysis of the results shows that EMORBFN mostly outperforms the other 
proposals, both in accuracy and complexity. EORBFN achieves competitive accuracy 
results but the models obtained reach the maximum limit of RBFs set in the 
parameters. This fact confirms our initial hypothesis and demonstrates that 
EMORBFN overcomes the drawbacks of traditional evolutionary design algorithms. 
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Abstract. As most of the performance measures proposed for dynamic
optimization algorithms in the literature are only for single objective
problems, we propose new measures for dynamic multi-objective prob-
lems. Specifically, we give new measures for those problems in which the
Pareto fronts are unknown. As these problems are the most common in
the industry, our proposed measures constitute an important contribu-
tion in order to promote further research on these problems.

1 Introduction

Dynamic optimization problems appear in many different real-world applications
with high socio-economic relevance. They are dynamic because there are changes
over time in the conditions on which the cost functions depend, in the restrictions
that the solutions must meet, etc. For example, in some scheduling problems,
such as those appearing in parallel computing servers, the available resources
and the volume of tasks to be allocated could vary over time. The shifting of
optima with time is an important issue in this kind of problems.

Dynamic multi-objective optimization (DMO) is comprised of both multi-
objective problems, where there are more than one objective function to op-
timise, and non-stationary or dynamic problems, where the restrictions or the
objective functions can change over time [1]. In the last years, a growing interest
from researchers has focused on solving dynamic problems by using evolutionary
algorithms [2,3,4].

In order to be able to assess algorithms by their performance, some measures
were given over the last years [2,3,4,5,6,7]. However, most of them were aimed
either at dynamic problems having only one objective or at problems where the
location of the real Pareto fronts is known beforehand.

In this paper, we present some measures designed for dynamic multi-objective
problems. Our measures tackle the difficulty that arise when the location of
the real Pareto fronts is unknown, as it happens with most real world DMO
problems.

In section 2 a review of the previous work done in dynamic optimization is
given. Then, section 3 presents the measures that we propose. Section 4 offers
some results using these measures. Finally, conclusions are given in section 5.

J. Cabestany et al. (Eds.): IWANN 2009, Part I, LNCS 5517, pp. 760–767, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Performance Measures for Dynamic Multi-Objective Optimization 761

2 Previous Work

A very important issue when developing algorithms is to have a suite of perfor-
mance measures to compare the different algorithms. Despite of the fact that in
non-stationary multi-objective optimization is not feasible to have a definitive
set of such performance measures [8], some quality indicators have been created
with the same goal [9].

However, in addition to performance indicators like those for stationary multi-
objective algorithms, dynamic problem optimizers need another type of perfor-
mance measures. They should point out which algorithm from the available ones
best suits the current needs, and if it would be able to deal with the problem
at hand on time. This preliminary study should take place before the commer-
cial exploitation of the system begins. Thus, it allows the designer to use offline
measures instead of on-line or on-the-fly measures.

Some of the few existing performance measures on this topic are considered
in what follows.

Morrison [6] introduces a new measure known as Collective Mean Fitness FC ,
which is a single value that is designed to provide an aggregate picture of an EAs
performance, where the performance information has been collected over a repre-
sentative sample of the fitness landscape dynamics. Collective fitness is defined as
the mean best-of-generation values, averaged over a sufficient number of genera-
tions, G′, required to expose the evolutionary algorithm to a representative sample
of all possible landscape dynamics, further averaged over multiple runs.

Weicker [5] proposes measures for what he describes as the three different as-
pects that have to be taken into account when analyzing and comparing dynamic
problems algorithms. The first is the accuracy measure which should measure
the closeness of the current best found solution to the actual best solution. It
usually takes values between 0 and 1, being 1 the best accuracy value. Accuracy
is defined as:

accuracy
(t)
F,EA =

F (best(t)EA)−min
(t)
F

max
(t)
F −min

(t)
F

(1)

where best
(t)
EA is the best found solution in the population at time t. The maxi-

mum and minimum fitness values in the search space are represented by max
(t)
F

and min
(t)
F respectively. F is the fitness function of the problem.

Weicker also stated that stability is an important issue in the context of dy-
namic optimization. A dynamic algorithm is called stable if changes in the en-
vironment do not affect the optimization accuracy severely. Hence, a definition
of stability was given as:

stab
(t)
F,EA = max

{
0, accuracy(t)

F,EA − accuracy
(t−1)
F,EA

}
(2)

and takes values from 0 to 1. In this case, a value close to 0 means high stability.
A third aspect of interest in dynamic problems is the ability of an algorithm

to react to changes. Weicker proposes to check that an algorithm has ε-reactivity
at time t using the next equation:
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react
(t)
F,A,ε = min

⎧⎪⎪⎨
⎪⎪⎩
⎧⎨
⎩t′ − t|t < t′ ≤ maxgen, t′ ∈ IN,

accuracy
(t′)
F,EA

accuracy
(t)
F,EA

≥ (1− ε)

⎫⎬
⎭

∪ {maxgen− t}

⎫⎪⎪⎬
⎪⎪⎭

(3)

where maxgen is the number of generations. The measure react
(t)
F,A,ε evaluates

how much time Δt it takes the algorithm to achieve a desired accuracy threshold.
The problem shown by all the measures proposed until now is that they were

designed only for dynamic single objective problems and not for multi-objective
optimization problems. In [3], we proposed an adaptation of Weicker’s measures
for the multi-objective problems. Here, we improve and extend those measures.

On the other hand, Li et al [2] also proposed some measures for DMO. The
first one is called rGD(t), which is based in the GD measure [10]. The draw-
back of this measure is that the real Pareto front must be known at any time.
Nevertheless, it could be a very good substitute of Weicker’s accuracy for multi-
objective problems. They also propose the use of the hypervolume ratio1 which
is identical to our accuracy proposed at the same time [3]. Finally, they offer an
adaptation of the collective mean error based on rGD(t).

3 Improved Measures for Multi-Objective Algorithms

When taking into account measures for dynamic multi-objective problems it is
important to distinguish between those problems in which the current real Pareto
front is known at every time of the run of the algorithm and those in which the
real Pareto front is rather unknown. The latter is the usual case in real world
problems, and even in many of the suggested test cases for researching purposes.

All of the already indicated measures that have been previously proposed are
either only for single objective problems or for those multi-objective problems
in which the real Pareto fronts Freal(t) are known at any time.

In the rest of the paper, we will use the following terms and notation to designate
the different aspects of each problem, which is strongly influenced from that found
in [1]. The terms decision space and objective space refer, respectively, to the spaces
of the search variables and of the objective functions of that search variables. Also,
we call the set of non-dominated solutions found at time t as approximate Pareto
optimal solutions at time t, which is divided into the approximate decision space at

1 Hypervolume is a measure defined, by Zitzler et al [9], as the size of the space covered
by a given set of solutions from a given reference point. It is similar to the concept
of a discrete integral.
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time t, SP (t), and the approximate objective space or approximate Pareto front at
time t, FP (t). The real Pareto front, that can be known or not at time t, is denoted
as Freal(t) and is always in the objective space.

In order to deal with real problems where the location of the real Pareto fronts
is unknown we propose to redefine the measures previously proposed that rely
on the knowledge of the real Pareto fronts. Nevertheless, the only measure that
has to be adapted is acc(t) (1) as the other two, stb(t) (4) and reacε(t) (5), rely
on the knowledge of the real Pareto fronts only through acc(t) (1).

For completeness purposes we reproduce our definitions for stb(t) (4) and
reacε(t) (5):

stb(t) =

{
stb0(t) if stb0(t) ≥ 0
1 otherwise

; with stb0(t) = acc(t) − acc(t − 1) (4)

reacε(t) =

min

{{
t′ − t|t < t′ ≤ maxgen, t′ ∈ N,

acc(t′)
acc(t)

≥ (1− ε)
}
∪ {maxgen− t}

}

(5)

Nevertheless, we note again that as we are interested in offline measures we can
exploit the knowledge of all the approximate Pareto fronts, not just the past ones.

Hence, in order to improve our accuracy definition for those cases in which
the real Pareto fronts are unknown, we need to replace the hypervolume of
the fronts by other suitable quantities. These quantities could be the maximum
and minimum hypervolumes over all the time. However, if the Pareto fronts
of the objective space of the problem change, those absolute maximum and
minimum measures could be far from the current real Pareto front. Because of
this, we propose to adapt the concept of accuracy, and consider it as a measure
of the current approximate Pareto front in comparison only with the nearby
approximate fronts, both in the past and in the future. This is the concept of
accuracy within a window or offset which was already mentioned by Weicker [5].

A window is a period of time in which the problem becomes stationary: the
problem does not show clear changes in the approximate Pareto fronts that have
been found for those times. Thus, windows mark phases of the problem. Each
phase is characterized by the moment in which the change has happened (when
the phase starts) and its length in time units. We suggest that the window length
should be variable instead of fixed. If the problem under study changes with an
exact frequency, this window length should turn out to be equal to the inverse of
the frequency. But in order to widen the set of problems that the new measure
could analyze, it must be able to cope with variable frequencies.

Therefore, our improved measure has two parts. First, the windows or phases
are detected and the lengths corresponding to each phase are calculated. Then,
the accuracy measure is calculated for every time step using the relative minimal
or maximal hypervolume values within that phase. To calculate the lengths of
all the phases we propose the Procedure 1.
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Procedure 1. Calculation of lengths

Input: A set of N hypervolume values for the approximate Pareto fronts.
Output: A set S of the lengths of each of the phases.

begin1

for i = 2 to N do2

ΔHVi = HVi − HVi−13

length = 14

for i = 2 to N do5

if ΔHVi ≥ |ΔHVi−1 + ΔHVi+1| then6

S ←− S ∪ length7

length = 18

else9

length = length + 110

end11

The conditions inside the if in line 6 of Procedure 1 can be changed to other
conditions which may be suitable to detect a change in the fronts. Once the
lengths have been obtained the accuracy for every approximate Pareto front is
calculated by using (6), which makes use of (7) and (8). In them, HV is the
hypervolume of the given set of solutions.

accunk(t) =

{
accmaximizing

unk (t) if the problem is maximizing
accminimizing

unk (t) if the problem is minimizing
(6)

accmaximizing
unk (t) =

HVmin(Q(t))
HV (Fp(t))

=
HV (Fp(min{Q(t)}))

HV (Fp(t))
=

V
Q(t)
min

V (t)
(7)

accminimizing
unk (t) =

HV (Fp(t))
HVmax(Q(t))

=
HV (Fp(t))

HV (Fp(max{Q(t)})) =
V (t)

V
Q(t)
max

(8)

where Q(t) is a set containing the time values for the window in which t takes
place, i.e., the surrounding past and future values of t in which the approxi-
mate Pareto fronts have not suffered noticeable changes in their hypervolume
measures, according to Procedure 1. The cardinality of each Q(t) is the length
of the phase that Q(t) represents. Thus, V

Q(t)
max and V

Q(t)
min are, respectively, the

maximum and minimum hypervolume of the fronts within the phase defined by
Q(t).

4 Results

In this section we show how these measures work on a set of approximate Pareto
fronts corresponding to the problem FDA3-mod [11]. This problem is a modi-
fication we proposed for FDA3 [1] in order to avoid some underlying problems
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in it. In this function, every 5 time steps the solutions are forced to change in
the decision and objective spaces, through a controlling parameter τi which is
constant over the run of the algorithm. Due to space limitations only the first 21
time steps are shown. The problem was solved with our SFGA algorithm [12],
a generational MOEA which keeps in the population only the first dominating
rank of the non-dominated solutions. In spite of the fact that the lengths of the
problem phases were calculated using the Procedure 1, they are not shown in
the table because they equal 5 after the changes were forced in the problem, as
expected, because of the existence of the parameter τi = 5.

Table 1 shows the measures for the found Pareto front for each time step, and
the difference in hypervolume between a found Pareto front and the previous
one.

Table 1. Performance Measures for FDA3-mod

Time Hypervolume Measures
Absolute Change Accuracy Stability Reaction time

t HV (t) |ΔHV (t)| acc(t) stb(t) reac(t)
1 3,7213 - 0,984 - 1
2 3,7562 0,035 0,993 0,009 1
3 3,7734 0,017 0,998 0,005 1
4 3,7780 0,005 0,999 0,001 1
5 3,7818 0,004 1,000 0,001 1
6 3,6845 0,097 0,989 1,000 5
7 3,7046 0,020 0,995 0,005 1
8 3,7141 0,010 0,998 0,003 1
9 3,7177 0,004 0,998 0,001 1
10 3,7221 0,004 1,000 0,001 1
11 3,6175 0,105 0,986 1,000 5
12 3,6482 0,031 0,995 0,008 1
13 3,6571 0,009 0,997 0,002 1
14 3,6627 0,006 0,999 0,002 1
15 3,6681 0,005 1,000 0,001 1
16 3,5648 0,103 0,986 1,000 5
17 3,5965 0,032 0,995 0,009 1
18 3,6094 0,013 0,998 0,004 1
19 3,6143 0,005 0,999 0,001 1
20 3,6162 0,002 1,000 0,001 1
21 3,5339 0,082 0,999 1,000 5

The importance of the measures presented in this paper is twofold. First, all
the data shown in Table 1 has been gathered and calculated without reckoning
on the location of the real Pareto fronts. This feature widens immensely the
range of problems which could be tackled with these measures. On the other
hand, they are the first measures for dynamic and multi-objective problems
which specifically address the three different but important aspects of dynamic
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problems as suggested by Weicker [5]: the accuracy, the stability and the reaction
time.

From Table 1 it is clear that the measures proposed by Weicker and adapted
in this paper to multi-objective problems are useful when tackling a dynamic
problem like FDA3-mod. The reason for that is that Procedure 1 was able to
detect all the phases that happened in the problem and exactly in the actual
time step in which they appeared. Also, very suitable accuracy measures for
every approximate Pareto front were found. That was possible because the ac-
curacy was a measure related exclusively to the relative minimum or maximum
approximate Pareto front appearing in that phase.

For instance, if we take the approximate Pareto fronts found at times 1 and
16 given in Table 1, they have almost the same accuracy (around 0,985), but
their hypervolumes values differ more than in 4%. However, if absolute mini-
mum and maximum hypervolumes had been used in accunk(t), that differences
in the hypervolume values would have been translated into the accuracy mea-
sure, yielding that the first approximate Pareto front would be better than the
sixteenth in terms of accuracy. This turns out to be incorrect. The true is that
the first approximate Pareto front can be worse or better but only in comparison
to those other approximate fronts which belong to the first phase of the problem,
and the same happens with the sixteenth approximate Pareto front, but in this
case, in the fourth phase.

Finally, these proposed measures can be used to make a choice on which
algorithm could fit better for a specific application. In that case, tests are done
using different algorithms and the accuracy measure is used to choose which
one of the tested algorithms shows the best results in optimization terms. Then,
the other two measures are very useful in order to make sure that the chosen
algorithm is able to cope on time with the given problem.

5 Conclusions

In this paper we have proposed performance measures for dynamic multi-
objective optimization in order to address problems where the location of the
real Pareto fronts is unknown.

DMO is a hot topic and so this contribution may turn out to be quite useful.
We expect that researchers will take advantage of the proposed performance
measures for their research. Precisely, our current and future work on parallel
evolutionary algorithms for dynamic multi-objective optimization, some of which
first results are shown in [11], will take advantage of these measures.
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Abstract. Cooperation applies the situations where two or more individuals 
obtain a net benefit by working together. Cooperation is widely spread in nature 
and takes several forms, ranging from behavioral coordination to sacrifice of 
one’s own life for the benefit of the group. This latter form of cooperation is 
known as “true cooperation”, or “altruism”, and is found only in few cases. 
Truly cooperative robots would be very useful in conditions where 
unpredictable events may require costly actions by individual robots for the 
success of the mission. However, the interactions among robots sharing the 
same environment can affect in unexpected ways the behavior of individual 
robots, making very difficult the design of rules that produce stable cooperative 
behavior. It is thus interesting to examine under which conditions truly 
cooperative behavior evolves in nature and how those conditions can be 
translated into evolutionary algorithms that are applicable to a wide range of 
robotic situations.  

1   Introduction 

Building on earlier intuitions by [3,4] suggested that altruism can evolve if the 
cooperator is genetically related to the recipient of help. In this case, even if the 
cooperator cannot propagate its own genes to the next generation, its altruistic act will 
increase the probability that a large portion of those genes will be propagated through 
the reproduction of the recipient of the altruistic act. The theory of kin selection [6], 
which developed from Hamilton’s model, predicts that the ratio of altruistic 
individuals in a population is related to the degree of kinship, or genetic relatedness, 
among individuals. Another explanation for the evolution of altruistic cooperation is 
provided by the theory of group selection, which argues that altruistic cooperation 
may also evolve in groups of genetically unrelated individuals that are selected and 
reproduced together at a higher rate than the single individuals composing the group 
[10]. This could happen in situations where the synergetic effect of cooperation by 
different individuals provides a higher fitness to the group with respect to other 
competing groups. In those situations, cooperating individuals can be seen as a 
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superorganism that becomes the unit of selection. It has been suggested that group 
selection may be a driving force behind the transition from unicellular to multicellular 
organisms [7]. 

In the context of evolution experiments with robots [1,2], the hypotheses of kin 
selection and of group selection translate into the genetic composition of the group of 
robots and into the method used to select individuals for reproduction. If we consider 
only the extreme conditions, individuals in a team could be genetically homogeneous 
(clones) or heterogeneous (they differ from each other); and the fitness could be 
computed at the level of the team (in which case, the entire team of individuals is 
reproduced) or at the level of the individual (in which case, only individuals of the 
team are selected for reproduction). 

 

 

Fig. 1. Left: The experimental setup for the altruistic foraging task. Ten microrobots (black 
squares with arrows) searched for small and large tokens and transported them to the target area 
(hatched area at bottom) under the white wall (the other three walls were black). An identical 
setup was used in the other two experimental conditions, except that the arena contained either 
only small tokens in the collective task (no cooperation required), or only large tokens in the 
cooperative task (cooperation required, but no cost to the individual). Right: Three microrobots 
in the altruistic cooperative foraging task. The robot in the background could transport the 
small token by itself. The robot at the left could not transport the large token by itself and 
needed to wait for the arrival of a second robot. 

We compared the performance of genetically homogeneous teams evolved with 
individual-level selection, genetically homogeneous teams evolved with team-level 
selection, genetically heterogeneous teams evolved with individual-level selection and 
genetically heterogeneous teams evolved with team-level selection [9]. The experiments 
were conducted with teams of sugar-cube robots in a foraging task that could be 
manipulated to offer the opportunity for various degrees of cooperation (figure 1). The 
genomes encoded the synaptic connections of the robot neurocontrollers. The results 
indicated that the best combination of genetic composition and level of selection depend 
on the degree of cooperation requested by the task. When the task does not require 
costly cooperation, teams of heterogeneous individuals evolved under individual-level 
selection obtain the best performance. However, when the task involves a cost for the 
individual, genetic relatedness or team-level selection generate neural controllers with 
the best performance. 



770 D. Floreano and L. Keller 

 

Fig. 2. Robots are positioned in an arena with a food object and a poison object that look the 
same at distance. Robots can communicate by changing color and by observing the color of the 
surrounding robots. The picture shows an evolved group of four robots feeding on the food 
object positioned in the top left corner while they are lighted up in blue color. Two robots in 
white color are attracted by the blue signal and move away from the poison object positioned in 
the bottom right corner.  

In another set of experiments (figure 2), we compared the four combinations of 
genetic composition and level of selection with groups of "expressive" robots that are 
exposed to food and danger sources that cannot be uniquely be identified at distance 
[2].  In these experiments, the evolutionary emergence of communication of the 
source type brings an advantage to the group at the expense of the individuals that 
decide to tell which is the food or poison. The results indicated that communication 
by color emerged in populations of robots that had been evolved under the condition 
of genetic relatedness or of team-level selection, but not in populations of robots that 
were genetically unrelated and evolved under individual-level selection 

Finally, we turned to an application scenario where a swarm of Micro Aerial 
Vehicles (MAVs) are deployed in a catastrophic scenario to locate the rescuers on the 
ground and establish an ad hoc radio network that allows rescuers to communicate 
with each other (figure 3). The stringent mission requirements, which ruled out the 
use of Geo Positioning System and of vision sensors along with the unpredictable 
location of the rescuers on the ground, made it very difficult to come up with suitable 
control systems for the micro aerial vehicles. Consequently, we resorted to the 
evolutionary methods that we designed and evaluated in the previous experiments. In 
this situation, the fitness was proportional to the quantity of communication packets 
that could be exchanged among rescuers during a period of 30 minutes, which made it 
impossible to compute the contribution of individuals in the team. Furthermore, 
robots could incur a cost by searching for rescuers instead of participating to the 
maintenance of an already established radio network. Consequently, we resorted to 
teams of genetically related controllers evolved under team-level selection [5]. The 
genomes of the robots encoded the synaptic weights of the neurocontrollers of the 
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robots. Evolution experiments were carried out in simulations that modeled both the 
flight and the radio network dynamics. Evolved teams were capable of rapidly 
locating a rescuer located at an unknown position and maintaining a reliable voice 
connection with another rescuer. Current work is aimed at transferring the evolved 
control systems to a swarm of real MAVs and extending their use to multiple rescuers 
on the ground. 

 

Fig. 3. A team of MAVs equipped with wireless communication devices are deployed by hand 
in a catastrophic scenario. The robots must locate the rescuers on the ground uniquely by means 
of radio signal and deploy themselves oin order to establish an ad hoc radio network that allows 
rescuers to communicate.  

Cooperation could be mediated by many other factors both in nature and in robotics. 
For example, if organisms and robots were capable of recognizing each other and 
memorizing the effects of their interactions, one could observe the emergence of 
reciprocal sharing and even of a reputation system. However, these experiments indicate 
that even robots whose control system cannot recognize other individuals, cannot learn, 
and cannot memorize events can still engage in sophisticated forms of altruistic 
cooperation. 
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Abstract. This article overviews the current and diverse paradigms
about a social robot. We discuss and contextualize key aspects about
the mechanisms used by this type of robot to relate with humans, other
robots and its surrounded social environment: interaction, communica-
tion, physical and environmental embodiment and autonomy. We enrich
current definitions and discuss about the crucial role of the purpose of
this type of robots within nowadays society.

Keywords: social robot, socially interactive robot, sociable, interaction,
communication, social context.

1 Introduction

Human being has been constructing automatic machines during thousands of
years [14,31], nevertheless the development of robotics has exploited at the
end of the last century. The United Nations Economic Commission for Europe
(UNECE) together with the International Federation of Robotics (IFR) recently
presented a report about the state and expectations of research in robotics [34].
They propose three main categories in order to characterize the field: industrial
robotics, professional service robotics and personal service robotics.

Industrial robotics (manipulators and productive oriented robots) represents
the most traditional area, which is algo the most developed within the field
of robotics. This is related with its direct connection with productivity and
investment corporations interested in widely demanded commercial products.
In the field of professional service robotics (e.g. robotised surgery equipment
or autonomous transportation systems) it is important to highlight that they
are already present in daily services. Besides, prediction for the near future is an
exponential grow in the robotics applications that community will have available
for help in its daily work [34].

Finally, personal services robotics (domestic, assistance and entertainment) is
an embryonic field and then it still is an open area of research, with big challenges
in a variety of aspects. Social robotics [7], also known as the field of expertise
in charge of socially interactive robotics [13], or socially intelligent robots [5],
is a very young research field that focuses in the study of those robots where
mechanisms that relate with humans, other robots, and its surrounded social
environment are specially important [13,15].
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(a) Kismet (b) Nexi (c) QRIO (d) Keepon

(e) Aibo (f) Pleo (g) Nao (h) Paro

Fig. 1. Several labs platforms, prototypes and first constructive attempts of social
robots in (a)-(d). And commercial robots with certain interaction capacity in (e)-(h).

Besides a more natural appearance, nowadays robots already include high
computational power, friendly interfaces and advanced on-board communication
devices that allow them, or at least are expected, to develop effective social
behaviors when interacting with people. There are several labs that already have
research platforms, prototypes and first constructive attempts of social robots.
Kismet [6] and Nexi [25] robots from MIT, the humanoids HPR-2 [19], ASIMO
[17] or QRIO [30] from Sony Corp. and the Keepon creature [20] from NICT
are some examples of it. Moreover, today exists commercial robots with certain
interaction capacity, e.g (Aibo [32], Pleo [29] Nao [1] and Paro [28]). Figure 1
shows the mentioned robots.

Nevertheless, the meaning of what social robot means still a diffuse concept.
Due to its technological connotation the definition of this term is constantly
under debate, and consequently its meaning has evolved over time in parallel
to existing technological paradigms. It is essential to arrive, by consensus, to
formalize the future lines of actuation of the research area. In this article we
outlook the meaning of social robotics and enrich its description, fitting its ac-
tions within a model of interaction and highlighting this last as one of the critical
point under which the concept of a social robot must be supported.

This paper is composed as follows. Section 2 reviews simple and diverse
paradigms about social robotics, whereas in section 3 a discussion is open about
them, pointing to an enriched and contemporaneous definition. Finally, section
4 gathers together the conclusions.
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2 Paradigms of Social Robot

Defining with precision what should be denoted as a social robot is not a naive
task. There are many authors that have gave their point of view but at the
present time there is no a general consensus around a formal definition. Never-
theless, there are common points between the diverse paradigms, now we surf
over a spectrum of authors that have proposed ideas about this young robotics
field.

First use of the term social robot was adopted in the nineties to identify those
robotic machines that belong, as inidividuals to collectives of robots [4,9,16,22].
Scientific community has now clear that those efforts were overcome by un-
derstanding that the social competence is the ability of interaction with a living
organism and not in the capacity of interaction within machines [36]. First efforts
differentiating this were presented in [10], suggesting that robots must behave
conductively. They also establish communication, collaboration and coordination
skills as requirements for the robot as mechanism of relation [11]. Unfortunately,
interaction and autonomy are not highlighted within their definition: A physi-
cal entity embodied in a complex, dynamic, and social environment sufficiently
empowered to behave in a manner conducive to its own goals and those of its
community.

The embodiment is an important feature included in this definition. An indi-
vidual is embodied in an environment if it is able to perturb or susceptible to be
perturbed by the environment [13], therefore definition in [10] lacks in the sense
that embodied condition is necessary and not sufficient for a social agent, and it
does not imply that it includes social skills. On the other hand the nature of the
goals of the robot is what demands indispensable attitudes as interaction and
communication.

The embodiment property, used as key attribute for social robots in [11], may
be divided in two types: (1) that referring as a requirement over the control
process to be implemented inside a physical body [8,11], and (2) that describing
the relation between the robot and its surrounding environment [13]. There are
authors that believe that a social robot is not required to exist within a physical
body [6,13], others [23] agree in setting both restrictions to the requirements
on the social robot. Physical embodiment is inherent to the robot condition.
Software agents living in other computational devices like computers, mobiles or
PDA’s are not included in our vision of robots. Therefore is the environmental
embodiment is critical for the establishment of satisfactory human-robot inter-
actions within social context [23]. However, it is important to point out that
in the terminology employed by [10], a robot is described simply as a physical
entity with conductive capacities, those agents that are not robots are being
incorrectly included.

Another interesting analysis on the concept of social robot is discussed in [6]
where autonomy is presented as a fundamental condition in order to consider a
mechanism sociable. This is also mentioned in [3], where restrictions are relaxed
by also considering the semi-autonomous systems devices, this is, those that
are not technologically capable to act without any human supervision but that
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are able to take autonomous decisions. Besides autonomy, another condition
proposed in [6] to a social robots is that it must be ascribed to a social model by
those humans with whom the robot interacts. People associates a social model
when interacts with the robot and when tries to understand its messages.

This implies that the human-robot interaction is crucial for the concept of
social robots. It seems that the main feature of these robots is the interaction
capacity and that, with the goal of establish effective human-robot interactions,
it is mandatory to donate the robot with skills like, communication, gestural
capacity, identity, etc. As mentioned in [6] the power and quality of the robot
interaction depends in how adjustable to the ascribed social model is. As more
adaptable the ascribed social model more satisfactory will result the interaction.
This launches an interrogant over the availability and effectiveness of the current
metrics for the measurement of the interaction, nevertheless but the analysis of
this issue is out of the scope of this paper.

In terms of how well the robot supports the social model that is ascribed to
it and the complexity of the interaction scenario a differentiation was proposed
by Breazeal in [6]. It includes robots known as socially evocative, that manipulate
the human filings based on the tendency of humans beings of evoking sentiments
associated with care, e.g. Tamagotchi [33] and robotic pets. Other category are
those robots called sociable (e.g. Kismet robot [6]) which are programmed with
complex models of social cognitively and then are able of establish pro-actively re-
lationswith the intention of satisfy social ambitions. As pointed out in [6] empower-
ing robot skills like communications, cooperation or learning is almost impossible
without an anthropomorphic appearance. However, the term anthropomorphism
[12,24,27] is not properly used in [6] when referring to both animals and humans.

Other authors like [15] recently propose an open definition: social robotics is
the study of robots that interact and communicate among themselves, with hu-
mans, and with the environment, within the social and cultural structure attached
to their roles. Thus they agree with the idea of interaction and communication
as the key components in the conformation of a social robot. They go one step
forward mentioning that once the robots overcome the critical aspects of inter-
action, they should be able to socialize within them. Another encounter point
mentioned in [15] is that those skills given to the social robot are subject to the
social context within it is embedded, materialized in what they have denominate
‘a role’. This definition is too generic that englobes the more important points
analyzed so far: interaction, communication and social context. It is non worth-
less that this is referenced in the preface of the inaugural volume of International
Journal of Social Robotics [15].

Finally, we cite 2004 Bartneck’s definition in [3] as one of the most contempora-
neous vision of the social robotics context. They characterize this type of robots as
those able to interact and communicate with humans, following the rules of be-
haviors expected by those with whom the robot is designated to interact with.
Again, interaction and communications are the main road of the paradigm. In cer-
tain sense, this definition is complementary to those reviewed above, giving that
the social model that we ascribe to the robot depends on the social context.
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3 Discussion

Provided that there is no agreement about the meaning of the term social, which
is employed in several different contexts [36], the meaning of social robotics is
subject to the connotation from where the concept is reviewed, leading to signif-
icantly distanced paradigms. An instance of this is evidenced analyzing the orig-
inal ideas, which were oriented to the concept of a society of robots, its reaches,
dangers and laws. In contrast, nowadays social robotics research is oriented to
the study of the robots and its capabilities of interaction, communications, com-
prehension and even relationship with humans [5].

Nevertheless, we think that despite present definitions on social robotics pre-
cisely synthesize the current paradigm, they overlook the purpose of the robots
itself. For us, the behavior, the personality, and the attitudes of the robot must
take into account the needs of the society i.e. the people that conforms it. The
motivations that take us to endow social skills within robots are not fed with
science fiction, but it is based in the potential roll that this mechanism can play
in the future society. We have reached a point in technological developments
in which the construction of robots with social behaviors and high interaction
competences is possible. This social faculty enable them to perform functions
where the relational and affective behavior is crucial, such as caring for depen-
dent people [18], elderly nursing home [2], autism therpy [20] or health service
facility [35].

Despite there are many aspects to discuss in order to completely define a social
robot, we consider appropriate to enrich (and update) the Bartneck’s definition
as follows:

A Social Robot is an autonomous motion device equipped with sen-
sors, actuators and interfaces (robot) that interacts and communicates
with humans following some expected behavior rules, which are founded
on the robot physical properties and the environment within it is embed-
ded, mainly taking into account the needs of the people with witch it is
meant to interact with

We think that this definition gathers together the key features of nowadays
social robotics. It is also as generic as the premature state of this field requires.
Our definition starts by delimiting the type of element that is being used as a
social agent: the robot. We delimit the concept of robot as a physical device,
equipped with sensors, actuators and at least some sort of interface, that moves.
Robot motions can be absolute or relative but it must demonstrate certain level
of autonomy. Based on this properties robots are able to interact with people, this
is, to receive and interpret oral, gestural, and behavioral information interpreting
it correctly in order to act properly. This response must also be coded in such a
way that the human understands the robot intentions. A key issue is aggregated
in our definition in order to specify that the response (actions) of the robot
are expected to be framed by an implicit set of rules. This rules are tacitly
established by the human and are founded in, for example, the constructive
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Fig. 2. Social robot scenario

form of the robot. Human interactions with humanoid robots are expected to be
different that those with a robotic pet (e.g. a dinosaour or a dog) Humans expect
different interaction channels depending on the form of the robot. Similarly, if
the robot is embedded in a nursing home, its behaviors should not be the same
that those of a robot that interacts in a kindergarten, this is, the behavior rules
of the social robot must match environmental requirements and constraints.
Finally, we remark that the social model donated to a robot must encapsule a
clear purpose, and that that purpose must fulfill needs of those the robot will
interact with. Figure 2 presents a diagram graphically describing the mentioned
concepts.

4 Conclusions

Defining with precision what should be denoted as social robot is not a naive
task. Nowadays the meaning of what it means still a diffuse concept.

We have overviewed actual social robot paradigms. The most important points
analyzed so far are interaction, communication and the social context within the
social robot is embodied.

Besides the motivations to endow social skills within robots are based in the
potential roll that this mechanism can play in the future society, we have reached a
point in technologicaldevelopments in which the construction of robots with social
behaviors and high interaction competences is possible. Therefore we propose an
up to date social robot definition that not overlook the purpose of the robot itself.
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pital Comarcal Sant Antoni Abat (FHCSAA) and conducted at the Technical
Research Centre for Dependency Care and Autonomous Living (CETpD) of the
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Abstract. A pyramid is a hierarchy of successively reduced graphs
which represents the contents of a base graph at multiple levels of ab-
straction. The efficiency of the pyramid to represent the information
is strongly influenced by the graph selected to encode the information
within each pyramid level (data structure) and the scheme used to build
one graph from the graph below (decimation process). In this paper, the
dual graph data structure and the maximal independent edge set (MIES)
decimation process are applied in the context of robot navigation. The
aim is to integrate the grid-based and the topological paradigms for map
building. In this proposal, dual graphs allow to correctly represent the
embedding of the topological map into the metric one.

1 Introduction

Autonomous navigation is a fundamental ability for mobile robots which requires
the integration of different modules. Among them, self-localization and environ-
ment mapping are two essential ones, as they are needed at different levels, from
low-level control to higher-level strategic decision making or navigation super-
vision. It is well known that to guarantee bounded errors on its pose estimates,
the robot must rely on sensors which can perceive stable environment features.
Thus, if the robot manages a spatially consistent map of the environment, it
could apply a map-based localization approach to obtain a correct estimation of
its pose [1]. On the other hand, if the robot pose is exactly known, it could build
a consistent environment map with the perceived data. The mapping and local-
ization tasks are then intimately tied together [2], and they must be concurrently
solved. The problem of the simultaneous localization and mapping (SLAM) has
been extensively addressed by the robotic community in the last years.

Specifically, two fundamental paradigms have been developed for modeling in-
door environments in mobile robotics: the metric and the topological paradigms.
Metric approaches are easy to build and they represent accurately the real fea-
tures of the world [3]. However, they suffer from their huge data load and time
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Fig. 1. a) Metric base map (green, blue and brown colored areas represent different
surfaces); b) topological representation of a) using a simple graph; and c-d) topological
representation of a) using a dual graph

complexity. On the other hand, topological maps are usually more compact,
since their resolution is determined by the complexity of the environment. Thus,
they allow fast path planning and provide more natural interfaces for human
instructions. The principle of topological maps is to split the free-space of the
real environment into a small number of regions.

Topological approaches usually represent the environment by using simple
graphs [3,4]. Nodes in such graphs correspond to different environment regions
and arcs indicate spatial relationships between them. Fig. 1 shows that simple
graphs only take into account adjacency relationships, being unable to distin-
guish from the graph an adjacency relation from an inclusion relation between
two regions. Besides, if there is two non-connected boundaries which will allow a
robot to cross from one region to another one, the simple graph only joins these
nodes by one arc. These limitations can be raised if dual graphs are employed
because their structure is adapted to the processed data and they correctly en-
code the topology in 2D (see Fig. 1). In this paper, the dual graph data structure
and the maximal independent edge set (MIES) decimation process are used to
integrate the grid-based and the topological paradigms. The use of the dual
graph allows to preserve the topology of the metric map and to correctly code
the relation of adjacency and inclusion between topological regions.

The rest of this paper is organized as follows: Section 2 briefly reviews the
metric and topological strategies for indoor environments mapping. Section 3
presents the proposed method. Experimental results revealing the efficacy of the
method are described in Section 4. The paper concludes along with discussions
and future work in Section 5.
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2 Metric and Topological Paradigms for Mapping

Conventional approaches to SLAM rely on a metric, probabilistic representation
of the robot pose and map. These metric approaches attempt to reconstruct the
spatial distribution of the perceived environment, commonly in the form of a
feature map or an occupancy grid. Although they have been successfully em-
ployed to map relatively large-sized environments, the main limitation of these
techniques is related to the excessive computational complexity associated to
these mapping processes. The classical alternative to metric maps is to model
the environment using a topological map. Topological maps attempt to cap-
ture the spatial connectivity of the environment by representing it as a graph
with arcs connecting the nodes that designate distinctive places in the environ-
ment [5]. These maps usually require reduced storage requirements, but such
a representation usually lacks the necessary information to localize arbitrarily
(can only localize to nodes in the topological graph) and to disambiguate similar
topological regions. Besides, while probabilistic methods have been extensively
investigated for performing inference over the space of metric maps, it is not
the same case for topological maps. As a significant exception, the probabilistic
topological maps (PTMs) [6] is a sample-based representation that approximates
the posterior distribution over topologies given available sensor measurements.
However, PTMs assume that the robot can detect whether it is near or on one
of the nodes of the topological map. This can be considered a too restrictive
assumption where the diversity of metric information is lost [7].

In order to deal with large, complex environments, the internal representation
acquired by the robot can be organized as a hierarchy of maps which represent
the whole environment at different levels of abstraction. Typically, these hier-
archical representations consists of two layers: a metric map and a higher-level
topological map. The hybrid approach usually attaches a local metric map to
the nodes of a graph-based environment representation, where arcs represent co-
ordinates transformation between nodes. Thus, the complexity can be bounded
within each local map.

3 Hybrid Approach for Mapping Indoor Environments

3.1 Simple and Dual Graphs

Basically, a pyramid is a hierarchical structure which represents the contents of
an input graph at multiple levels of abstraction. Each level of this hierarchy is
at least defined by a set of vertices Vl connected by a set of edges El. These
edges define the horizontal relationships of the pyramid and represent the neigh-
bourhood of each vertex at the same level (intra-level edges). Another set of
edges define the vertical relationships by connecting vertices between adjacent
pyramid levels (inter-level edges). These inter-level edges establish a dependency
relationship between each vertex of level l+1 and a set of vertices at level l (re-
duction window). The vertices belonging to one reduction window are the sons
of the vertex which defines it. The value of each parent is computed from the set
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of values of its sons using a reduction function. Using this general framework,
the procedure to build the level Gl+1 from level Gl consists of three steps:

1. Selection of the vertices ofGl+1 among Vl : This selection step is a decimation
procedure and selected vertices Vl+1 are called the surviving vertices.

2. Inter-level edges definition: Each vertex of Gl is linked to its parent vertex
in Gl+1. This step defines a partition of Vl.

3. Intra-level edges definition: The set of edges El+1 is obtained by defining the
adjacency relationships between the vertices Vl+1.

The parent-son relationship defined by the reduction window may be extended
by transitivity down to the base level. The set of sons of one vertex in the base
level is named its receptive field.

A simple graph is a non-weighted and undirected graph containing no self-
loops. In this hierarchy, the graph edges El represent adjacency relationships
among pyramidal vertices of the level l. Simple graphs encode the adjacency
between two vertices by only one edge, although their receptive fields may share
several boundary segments. Therefore, a graph edge may thus encode a non-
connected set of boundaries between the associated receptive fields. Moreover,
the lack of self-loops in simple graphs does not allow to differentiate an adjacency
relationship between two receptive fields from an inclusion relationship. These
facts are shown in Fig. 1b, which represents the top of a simple graph pyramid
encoding the connected components of Fig. 1a. In a dual graph pyramid, a level
consists of a dual pair (Gl, G̃l) of planar graphs Gl and G̃l. If level l defines
a partition of the image into a connected subsets of pixels, then the vertices
of Gl are the representatives of these subsets and the edges of Gl represent
their neighborhood relationships. The edges of G̃l represent the boundaries of
these connected subsets in level l and the vertices of G̃l define meeting points of
boundary segments of G̃l . Fig. 1c represents the top of a dual graph pyramid
encoding the connected components of Fig. 1a. Fig. 1d shows the dual graph
corresponding to 1c.

Within the dual graph pyramid framework, the set of edges that define the
adjacency relationships among pyramidal vertices of the level l+1 is generated
in two steps. First, the set of edges that connects each non-surviving vertex
to its parent is contracted using a contraction kernel. A contraction kernel of
a level l is the set of surviving vertices of l and the edges that connect each
non-surviving vertex with its parent. The edge contraction operation collapses
two adjacent vertices into one vertex, removing the edge between them. This
operation may create redundant edges such as empty self-loops or double edges.
The removal of these redundant edges constitutes the second step of the creation
of the set of edges El+1. These redundant edges are characterized in the dual of
the graph and removed by a set of edge removal kernels [10]. The key idea of the
dual graphs is that a contraction in a graph implies a removal in its dual, and
vice versa, in order to maintain the duality between the newly generated graphs.
Thus, the generation of the edges in level l + 1 can be resumed as follows:
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Fig. 2. Contraction and removal kernels: a) contraction kernel composed of three ver-
tices (surviving vertices are marked in black); b) reduction performed by the equivalent
contraction kernel in a); c) redundant edges characterization; and d) dual graph pair
(G, G̃) after dual decimation step

1. Contraction of edges in Gl which connect non-surviving vertices with their
parents. Removal of their corresponding edges in G̃l. Fig. 2b shows the re-
duction performed by the contraction kernel in Fig. 2a.

2. Contraction of redundant edges in G̃l and removal of their corresponding
edges in Gl. In Fig. 2c, the dual vertex a has a face defined by vertices
A and B. The boundary between the regions defined by these vertices is
artificially split by this dual vertex. Then, the two dual edges incident to
this dual vertex (e′1 and e′2) can be contracted. The contraction of these dual
edges has to be followed by the removal of one associated edge (e1 or e2) in
order to maintain the duality between both graphs. In the same way, the dual
vertex b encodes an adjacency relationship between two vertices contracted
in the same vertex. This relationship can be removed by eliminating this
direct self-loop and contracting the associated dual edge.

Using such a reduction scheme each edge in the reduced graph corresponds to
one boundary between two regions. Moreover, inclusion relationships may be
differentiated from adjacency ones in the dual graph.

3.2 Proposed Mapping Approach

The proposed algorithm is based on a dual graph pyramid that extracts the topo-
logical information from the metric map. In this work, the metric map is based on
a two-dimensional occupancy grid, as originally proposed by Moravec and Elfes
[8]. Thus, each grid cell (x, y) in the map yields the occupancy probability of the
corresponding region of the environment. The algorithm works as follows:
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1. Metric map thresholding. Each occupancy value in the metric map is thresh-
olded. Cells whose occupancy value is below threshold U1 are considered free-
space. Cells whose occupancy value are above U1 and below threshold U2 are
considered non-explored. All other cells are considered occupied. Free-space
and non-explored cells are the nodes of the base level of the graph pyra-
mid. Two base nodes are related by an arc if the two corresponding cells are
neighbors. To achieve planar embedding of the graph in the metric map we
use the 4-vicinity. Each node and arc of the base graph is attributed. Nodes
are attributed with a discrete name wn(n) which can only take two different
values: free-space or non-explored. Arcs are attributed with the Euclidean
distance wa(a) between the two metric cells they link.

2. Dual graph pyramid generation. To generate the pyramid, the algorithm
proposed by Haxhimusa and Kropatsch [9] is used. Two nodes n and m can
be contracted if wn(n) == wn(m) and wa((n,m)) is below a threshold Ud.

3. Set arc attributes ofGl+1. The attributes of those arcsal+1 ∈ Gl+1 are updated
with the maximum attribute of the arcs al ∈ Gl that are contracted into al+1.

Using the dual graph pyramid framework, each node is linked to a connected set
of nodes in the base level (receptive field). Besides, each arc between two nodes
encodes a unique connected boundary between the associated receptive fields.
Finally, the use of self-loops within the hierarchy allows to differentiate adjacency
relationships between receptive fields from inclusion relations. Threshold Ud sets
the maximum distance between two metric map places integrated into the same
topological node. Thus, it defines the resolution of the topological representation.

4 Experimental Results

In order to evaluate the suitableness of the topological representation, Thrun
proposes the assessing of three criteria: consistency, losing and efficiency [3]. In
our case, the proposed topological map is always consistent with the metric map.
In fact, each topological node is linked to a connected set of nodes in the base
level. Hence, there exists a direct correspondence between the topological graph
and the metric map. However, topological maps lack details and, therefore, paths
found in the topological map may not be as optimal as paths found using the
metric representation. Finally, when using topological maps, efficiency is traded
off with consistency and performance loss.

The algorithm was tested on a Nomad 200 robot as part of a complete system
for mapping unknown office environments. In this system, the robot attempts
to space the place nodes in the map at equal intervals of 4 meters. Therefore,
threshold Ud has been set to this value. Fig. 3a shows the thresholded metric
map acquired by the robot. The highest level of the dual graph based topological
representation in Fig. 3b shows the position of the places in global coordinates.
It can be noted that the structure correctly represents the inclusion of a non-
explored node into a free-space one. Besides, there are two situations where two
connected nodes are joined by two different arcs. The map generation process
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Fig. 3. a) Thresholded global grid-map of an office-like indoor environment (white-free
space; black- obstacles and grey- non-explored); and b) highest level of the hierarchy of
dual graph which encodes the topological representation (black nodes- free space and
grey nodes- non-explored)

takes 200 msec. on a 844 MHz Pentium processor. The low computational time
allows the on-line generation of the proposed map.

5 Conclusions and Future Work

This paper proposes an integrated method for indoor robot environment map-
ping. It combines the metric and topological paradigms. Topological maps are
generated using a hierarchy of dual graphs that divides the metric map into
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homogeneous compact regions. The use of the dual graph allows to preserve the
topology of the metric map and to correctly code the relation of adjacency and
inclusion between topological regions.
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Abstract. In this paper we present the integration of graph-based visual
perception to spoken conversation in human-robot interaction. The pro-
posed architecture has a dialogue manager as the central component for
the multimodal interaction, which directs the robot’s behavior in terms
of the intentions and actions associated to the conversational situations.
We tested this ideas on a mobile robot programmed to act as a visitor’s
guide to our department of computer science.

1 Introduction

Human-robot interaction can be modeled in terms of flexible protocols focused
on the expression and interpretation of intentions in interactive situations, and
the execution of actions that satisfy such intentions. Such protocols can involve
a range of modalities, like spoken language, pointing actions and vision for the
input, for instance, and spoken language, the display of pictures and motor ac-
tions of physical devices (like mobile robots) for output. Conversational protocols
may range from the very rigid and deterministic schemes involved in menu-based
interaction to the rich and flexible patterns of natural language, like the ones ex-
hibited in the so-called practical dialogues [1]. This work presents an integration
of a graph-based vision perception module into a service robot with multimodal
capabilities, that is based on the specification and interpretation of multimodal
dialogue models, as presented in [2].

The proposed architecture was tested on a mobile robot, called Golem, that
acts as the guide of a poster session about the research projects in our depart-
ment of computer science. During the visit, the robot can interact with the
user through its visual capabilities and recognize posters within the context of
a spoken conversation in Spanish. Once a poster is recognized, the robot is able
of explain it in spoken Spanish, with the support of other modalities like texts
and graphics which are displayed on a screen. Similar multimodal vision and lan-
guage projects are presented in [3], [4] and [5]; however, none of these include our
notion of dialogue model specification and interpretation and use graph based
algorithms for vision recognition.
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The paper is organized as follows. Section 2 presents the proposed architec-
ture and explains briefly each module, making emphasis on the integration and
implementation of the vision module. Section 3 presents tests and results for the
object recognition module and the system as a whole. Finally, the conclusions
are presented in section 4.

2 Architecture

In this paper we propose to integrate vision to spoken conversation into a three
level agent architecture where vision and language are interpreted through anal-
ogous processes (see Fig. 1(a)). The lower level is devoted to the recognition of
modality specific information; the intermediate level assigns an interpretation to
the images, either visual or linguistic, recovered by the speech and vision recog-
nition systems, in terms of the expected intentions and the potential actions of
the agent in the interpretation situation. In the third level, the multimodal con-
versational protocols (i.e. a set of conversational situations, with their associate
intentions and actions) are represented in a modality independent fashion.

In this architecture perceptual modules have two components: 1) A modality
specific recognition agent, and 2) a perceptual interpreter agent, see Fig. 1(b).
The first component is responsible of sensing a visual or an acoustic signal and
create its corresponding uninterpreted modality specific image. The perceptual
interpretation agent proper assigns an interpretation to such image in terms
of memory, where images with their corresponding interpretation are stored,
and the current expected intentions of the agent, as specified in the dialogue
model. The final output of the Perceptual Interpretation Agent is the most likely
intention expected by the computational agent and expressed by the human-
user, on the basis of the actual image or linguistic message, and the contents
stored in memory.

2.1 Dialogue Manager Agent

The Dialogue Manager agent is the central component of this architecture. It is
responsible of managing the conversation between the human user and the robot.
The dialogue manager is a program interpreter that interprets objects called di-
alogue models. These specify conversational protocols in terms of conversational
situations, which in turn are specified in terms of a set of the meaningful inten-
tions that can plausible be expressed by the human-user in the situation (i.e.
the expected intentions) with their associated actions. Dialogue models are rep-
resented as functional recursive transition networks [2], where nodes symbolize
conversational or interactive situations (for example: listening, telling or recur-
sive), and arcs are labeled by the intentions that need to be expressed to reach
the corresponding situation (called input speech acts), and by the actions that are
performed when such situations are reached (called output rhetorical acts), see
Fig. 1(c). Arcs can be labeled with constants, grounded predicates or functions
that have the current situation and the conversational history as their arguments,
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Fig. 1. (a) Agent’s architecture, (b) General structure of an input modality module,
(c) Dialogue Manager

and are evaluated on the fly when such arcs are traversed. Dialogue models are
modular self contained objects, and are handled by the dialogue manger through
a stack discipline. The interpretation of dialogue models process runs hand in
hand with the interaction of the robot with the world.

2.2 Language Perception Module

The language perception module, in turn, assigns an interpretation to the text
produced by the Speech Recognition Agent. For this, every expected intention in
every interpretation situation has an associated regular expression, which states
an ample collection of forms (complete and partial) through which such intention
can be expressed by the human user. If the text matches the regular expression,
the corresponding intention is selected, and its associated action is performed. In
the case that none of the expected intentions can be matched, the system loads
and executes a recovery dialogue model which may involve linguistic, visual and
even motor behavior. The speech recognizer is an in house system built with
Sphinx1 and the Corpus DIMEX100 for Mexican Spanish, [6].

2.3 Vision Perception Module

Vision tasks include face recognition, gesture recognition, vision-based localiza-
tion, and object recognition, for example. In this paper we focus in this lat-
ter task. There are four traditional approximations to object recognition (even
though most of the systems use several of these techniques): 1) appearance based
methods, 2) grammatical correspondence and graphs, 3) geometric based meth-
ods, and 4) local invariant feature correspondence. During the last years the
approximation based on invariant local features has been widely accepted, [7][8].
1 http://www.speech.cs.cmu.edu/
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Here we explore the use of the combination of SIFT local feature descriptors [9],
the Best Bin First (BBF) matching algorithm [10] and the Graph Transforma-
tion Matching (GTM) outlier removal algorithm [11], for the interactive object
recognition problem on a mobile robot.

First, SIFT interest feature points are detected within an image. Each in-
terest point detected is defined by its pixel position in the 2D image, a scale,
an orientation, and a 128 feature vector describing the keypoint’s surroundings.
Known objects are defined in a database composed of object images and their
corresponding keypoint descriptors and labels. The object recognition process
consists in finding a correct match between keypoint descriptors of the actual
robot view image and the known objects stored in the database. For this, a com-
bination of the BBF and GTM algorithms was used. BBF is an algorithm that
efficiently finds an approximate solution to the nearest neighbor search prob-
lem. A disadvantage of this algorithm, is that there is no spatial information
taken into consideration (other than region similarity) for obtaining the near-
est match. This causes the introduction of erroneous matches called outliers.
The GTM algorithm was introduced here to reduce these outliers. GTM has a
simple but effective conducting principle: iteratively eliminate correspondences

Fig. 2. Example of feature matching results for object recognition: a) BBF initial
matching, b) GTM graphs at iteration 1, c) graphs at iteration 6, d) graphs at iteration
12, e) GTM final identical graphs at iteration 17, f) GTM final matching
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that disrupt the neighborhood relationships. In order to do so, it constructs a
K-nearest-neighbor (K-NN) graph for each view image (based on the space coor-
dinates of detected feature points), and during each iteration it: a) removes the
vertex (match) which most disrupt the similarity structure on both graphs, b)
reconstructs the corresponding K-NN graphs and repeats this process until both
graphs are identical, which means outliers have been removed [11]. Fig. 2.3(a)
shows an example of the matching result from the BFF algorithm. Fig. 2.3(b)-(e)
shows the graph transformation process through iterations 1, 6, 12 and 17. The
final GTM matching (after outliers removal) is shown in Fig. 2.3(f).

As in the case of the language perception module, this module is responsible
of trying to figure out what is the most probable object it is seeing, given the
known objects knowledge, the actual robot view evidence and the expected in-
tentions in the current dialogue model. This module is again composed of two
agents: 1) Object Recognition Agent, and 2) Vision Interpretation Agent. The
Object Recognition Agent takes the actual robot view, and describes it in terms
of it’s SIFT descriptors. The Vision Interpretation Agent uses this SIFT de-
scriptors and tries to match them (using the BBF and GTM algorithms) just
with the known objects in the list of expected intentions, which highly reduce
the search space. The output of the vision perception module is the label of the
recognized object. This label is passed back to the dialogue manager in order
to start a conversation related to what the robot is seeing. If this module could
not recognize any object, the dialogue manager starts a recovery conversation
protocol.

2.4 Output Modality Agents

In addition to the input modality agents, the system supports a number of out-
put modalities, which are associated to the actions performed in response to the
interpretation of the human-user intentions. Actions are defined in multimodal
rhetorical structures, which are defined in the dialogue models. Rhetorical struc-
tures (e.g. introduction, presentations, explanation, elaboration, etc.) are com-
posed of basic rhetorical acts, that are modality specific actions, like pronouncing
an utterance or displaying a text or an image; even the robot’s motor behav-
ior is specified as a basic rhetorical act. When a rhetorical act is performed all
its basic acts are dispatched sequentially but performed simultaneously. Spoken
acts are realized through a speech synthesizer. This agent is implemented us-
ing Festival2. There is also a multimedia agent that is responsible of displaying
complementary visual information like text, images, animations or videos to the
user. This agent is implemented in Java using the Java Media Framework3. This
architecture was implemented using the Open Agent Architecture (OAA)4 on a
Magellan Pro robot - named Golem.

2 http://www.cstr.ed.ac.uk/projects/festival
3 http://java.sun.com/javase/technologies/desktop/media/jmf/index.jsp
4 http://www.ai.sri.com/oaa/
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3 Tests and Results

In the present application Golem performs as the guide of a posters session
about the research projects in our computer science department. When a visitor
arrives, the main dialogue is executed, and the robot starts the conversation
by introducing himself and guiding the user through the possible conversational
topics. There are two ways of selecting the topic of conversation: 1) ask the
robot for a specific project through speech, or 2) show to the robot the poster of
the project you are interested in. If the user chooses to interact through vision,
then it has to take the selected poster and put it on a position where the robot
can see it. For the second approach, an object database needs to be created. A
frontal picture for each poster was taken with resolution of 320× 240 pixels. No
considerations were taken about illumination or position. The complete database
is composed of 13 poster images, and its corresponding SIFT descriptors and
labels. A subset of 3 poster images is shown in Fig. 3(a)-(c).

(a) Golem poster (b) Visual object
recognition poster

(c) Speech recogni-
tion project poster

(d) The user in-
teracting with the
robot

Fig. 3. (a)-(c) A subset of the object image database, (d) Presentation of the robot
Golem in a museum

The following is the English translation (from the original in Spanish) of a
typical dialogue of the second kind:

GOLEM: Please, show me the poster that you would like to talk about, and give me a

second to recognize it.

GOLEM: Hey, it’s my poster! Excellent choice.

GOLEM: About my poster I can tell you who are my programmers, how I work, or

how am I physically. Are you interested in something like this, or do you prefer another

poster?

USER: Tell me about how you are physically, please.

GOLEM: Physically I’am composed of 16 sonars, ... I can also talk to you about who

are my programmers or how I work. Are you interested on these topics or do you prefer

to talk about another poster?

USER: I’d better like to talk about another poster.

GOLEM: Ok. Show me the poster you are interested in so I can see it.

GOLEM: I cannot recognize this poster. I’m showing you on the screen what my ac-

tual view is. Please, move it to a better position.

GOLEM: Hey, I can see it now! It’s the speech recognition poster ...
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(a) Experiment setting map. The size
of each square is 30 × 30cm

(b) Safety zone
with just one poster
frontal view in the
database

(c) Safely zone with
3 poster views: one
frontal and two lateral
views at 35 degrees

Fig. 4. Object recognition test map and results

A series of systematic experiments were performed to test the robustness of
the object recognition module. Fig. 4(a) shows part of the laboratory where the
guided visit takes place. All the 13 posters were set at the position marked with
a rectangle (one at a time), and the robot was asked to recognize the poster
on each of the 33 circles. This was performed with three different illumination
conditions: 1) in the morning, 2) in the afternoon and 3) in the night with
artificial light. The experiment was repeated changing the orientation of the
poster from 0 to 360 degrees of rotation on the same plane. Figure 4(b) shows
the results of this experiment when using just one frontal view of the posters in
the database. The figure shows the zone where the robot recognized correctly
the poster always. This test showed that the farthest recognition distance is 5m
and the closest is 60cm. When two more views of the poster were added to the
database (taken at 30cm away from the frontal view, one to the left and one
to the right), the safety zone grew as shown in Fig. 4(c). About the execution
times, the interaction between the user request for the explanation of a specific
poster and the robot recognition answer is about 5 seconds.

This application has been demonstrated on more than 50 guided visits to
the department, with children and adult users. It has also been taken outside
the lab to be tested on talks about this project, where the illumination and
sound conditions are natural and uncontrolled. Fig. 3(d) shows a picture of the
presentation of this robot at the Museum of Science of Mexico City.

4 Conclusions and Future Work

This paper presented a successful integration of a graph-based perception mod-
ule into a three level agent architecture centered on the dialogue. The architec-
ture was implemented and tested on a service robot which acts as a visitor’s
guide of our department. Vision was used for interactive object recognition,
where a graph transformation matching algorithm was used for feature matching.
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Experiments and results of the object recognition module were presented and a
safely recognition zone was defined. This application has been demonstrated on
more than 50 guided visits to our department, with children and adult users. As
future work we are incorporating new visual tasks, such as gesture recognition
and visual-based localization.
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Abstract. One field of the neuroscience is the neuroinformatic whose aim is to 
develop auto-reconfigurable systems that mimic the human body and brain. In 
this paper we present a neuro-inspired spike based mobile robot. From 
commercial cheap vision sensors converted into spike information, through 
spike filtering for object recognition, to spike based motor control models. A 
two wheel mobile robot powered by DC motors can be autonomously 
controlled to follow a line drown in the floor. This spike system has been 
developed around the well-known Address-Event-Representation mechanism to 
communicate the different neuro-inspired layers of the system. RTC lab has 
developed all the components presented in this work, from the vision sensor, to 
the robot platform and the FPGA based platforms for AER processing. 

1   Introduction 

Humanoids are robots that mimic the human body, emulate the behaviour of human 
movements and try to reproduce the human mental algorithms. Neuromorphic engineers 
work in the study, design and development of neuro-inspired artefacts developed  
with artificial mechanism, like VLSI chips for sensors[5][6], neuro-inspired processing, 
filtering or learning [9][10][11][12], neuro-inspired control-pattern-generators (CPG) 
[13][14][15], neuro-inspired robotics [16] and so on. 
One of the problems that neuromorphic VLSI engineers had to face was the viability to 
implement several thousand of neuro-inspired cells (spiking neurons) in a chip, and be 
able to communicate them with a few available pins. This matter was solved 
multiplexing in time the neurons behaviour using a very high speed digital bus. The 
solution was called Address-Event-Representation (AER). AER was proposed by the 
Mead lab in 1991 [1] for communicating between neuromorphic chips with spikes 
(Figure 1). Each time a cell on a sender device generates a spike, it communicates with 
the array periphery and a digital word representing a code or address for that pixel is 
placed on the external inter-chip digital bus (the AER bus). In the receiver chip, spikes 
are directed to the pixels whose code or address was on the bus. In this way, cells with 
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the same address in the emitter and receiver chips are virtually connected by streams of 
spikes. Cells that are more active access the bus more frequently than those less active. 
There is a growing community of AER protocol users for bio-inspired applications in 
vision, audition systems, and robot control, as demonstrated by the success in the last 
years of the AER group at the Neuromorphic Engineering Workshop series [3]. The 
goal of this community is to build large multichip and multi-layer hierarchically 
structured systems capable of performing massively-parallel data-driven processing in 
real time [2][4][8]. 

 

Fig. 1. Rate-coded AER inter-chip communication scheme 

2   Neuro-inspired Sensing, Filtering and Actuating Model 

In this paper we describe a neuro-inspired mobile robot with a double spike-based 
control mechanism for two DC motors. This control model works with pulse frequency 
modulation (PFM), just like the spikes, to power directly the actuators with spikes. 
Visual information comes from a spike-based sensor to the control model through a 
spike filter, extracting the direction and speed references for the robot control layer. The 
spike filter has the aim to obtain the geometric centre of the object detected by the 
vision sensor as fast as possible. This filter only requires several events for accurate 
results. The vision sensor converts the analogue luminosity of the CCD camera pixels 
into spikes after applying a pre-processing of the visual information, extracting the 
temporal difference information of the sensor. The mobile robot has been constructed 
around reconfigurable components (FPGA and microcontrollers). Two AER-tools [25] 
have been used: the USB-AER, for the visual information pre-processing and spike 
conversion, and the AER-robot, for the spike filtering and the spike based motor control 
operation for the two wheels of the robot. Figure 2 shows system blocks. A commercial 
low cost CCD is sending the information in RAW format to a FPGA through an ADC 
converter. These frames are pre-processed to extract temporal differences and converted 
into AER information by the Exhaustive AER generator [24] using the USB-AER tool 
[25]. The complete neuro-inspired implementation allows processing the information 
with very low time delays compared with the delay of the motor dynamic changes. 
Furthermore, by changing our low-cost AER-visual sensor by an AER retina, all the 
processing will be no-frame dependant, compared with the completely digital visual 
processing that has to process the complete frame before extracting an order for the 
mobile platform. 
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Fig. 2. Neuro-inspired system for mobile robot control 

3   Visual Stage 

AER image sensors are devices that capture moving images from real world and convert 
image information to spiking events, according to the AER neuromorphic approach. 
Different AER retinas are developed using CMOS based ASIC chips as image sensor 
that directly generates AER streams [5]. In this paper we propose a cheaper alternative 
image sensor based in a traditional image video camera (CCD sensor with composite 
video) and a FPGA board that captures frame information from a video composite 
signal generated by a standard web cam or camcorder, and convert this frame 
information in an AER stream. Main advantage of Synthetic Retina is for AER chains 
testing and debugging. As AER events production is controlled by an FPGA based 
design, written in VHDL, the behavioral of the retina can be easily modified by 
reprogramming the FPGA circuits.  

As Synthetic Retina uses an inexpensive Xilinx Spartan II FPGA and an inexpensive 
CMOS web cam, it is presented also as a cheap alternative to traditional ASIC AER 
retinas for AER testing when these retinas are not available .Synthetic Retina has some 
limitations derived from video composite signal limitation and sensor used. Traditional 
video sensor has an automatic gain control built-in, so image brightness is modified by 
video sensor for accommodating to lighting conditions. Therefore, AER generated does 
not describe exactly captured image, but a bright-compensated version of it. Also 
maximum change speed is limited by frame-time period. Using high speed video 
camera can improve this limitation. 

3.1   Brightness Retina and Contrast Retina 

Two different kind of AER retinas are commonly used in AER chains: brightness, and 
contrast retinas. Both of them operate in a very similar way, so image is captured and 
converted to AER events. Brightness retina [24] generates an AER stream describing 
captured information. Frequency of event for each pixel is a function of the amount of 
light received by this pixel sensor. For that, last captured frame is maintained on 
memory and used to generate events. In Derivative retinas [5], AER information does 
not describe image brightness, but image brightness changes for each pixel. An 
invariant luminosity pixel does not generate any events. High events activity is present 
when pixel evolves from dark to light or opposite. For that, Synthetic Retina maintains 
two copies of captured frames instead of just one. One copy stores last frame, and the 
other the subtraction of this last frame with previous one. Second frame buffer can 
otherwise store previous frame, and subtraction is computed at AER generation process. 
Result of this subtraction produces two sign results, positives ones when a pixel evolves 
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from dark to bright, and negatives ones when opposite, a brilliant pixel darkens. 
Derivative retinas can be useful because the AER traffic generated is lower than 
Brightness retina. Only those parts of the images that changes generates AER events.  

3.2   Synthetic Retina Implementation 

Figure 3 diagram describes hardware implementation blocks in VHDL. An analogue to 
digital converter (ADC) is used for digitalizing composite video signal. Actually all 
known AER retina works with gray-levels so we don't need to decode colour subcarrier. 
A VHDL module waits for vertical and horizontal syncs to capture video information. 
An arbiter is used to share external memory access between video captured and AER 
events generation. As shown in Figure 3, external RAM is divided in two different 
frame buffers, one storing last frame information, and the other that stores image 
difference between last frame and previous one. Choosing which frame is used to feed 
the AER generation, we obtain a Brightness or Derivative Retina.  
 

Fig. 3. Synthetic retina block diagram Fig. 4. Centre from events algorithm 
applied to a path 

 
To generate AER events, exhaustive method has been implemented [23]. A binary 

counter is used to scan captured frames and generate events for each pixel if comparison 
between pixel value and slice counter gives that slice counter is below pixel value. Slice 
counter divides a frame time in slices. To transmit pixel information of 255 (maximum 
allowed value), 255 events needs to be transferred, and so all slots are occupied. A pixel 
with a value of 100 only needs to transfer 100 events of the 255 given slots. Bit order in 
slice counter is reversed to avoid event concentration in the first slices of each frame. 
AER generation method can be modified in order to test other method of Frame-to-AER 
conversion [22][23]. 

4   Centre Detection and Movement Information Translation 

In order to command the robot, for line tracking, there is need to determine line centre 
from an AER synthetic retina generated events. The idea is to calculate locations, 
nearest as possible to centre of an object in motion or a path, which let to infer the 
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object’s location or path’s direction. Centring from events is based on these ideas: only 
active information is present in the AER bus, transmitting the cell addresses allows 
performing extra operations on the events while they travel from one chip to another 
and operations must consume a short period of time. 

Highest and lowest values for each coordinate are calculated at each event arrival 
from its address. Then, centre is inferred dividing by 2 (shifting right) the addition of the 
corresponding limits from each coordinate. Periodically, these limits values are 
forgetting, making them to achieve their initial values progressively if no event is 
received for a while. Forgetfulness is defined by the input event rate. A higher one 
means more information, possibly redundant, so forgetfulness can be applied more 
frequently. This guarantees that object in motion does not saturate the limits, which 
would produce bad centres at the output. The inferred address is always contained in the 
object in motion area; as only contrast change information is received. In figure 4 
experimental results is shown after applying cantering algorithm. The first column 
represents the frames. The second one represents each inferred centre (on each event 
arrival). Finally, he third one shows sent centres as outputs. The inferred centre is the 
desirable position to achieve from the robot reference position. Y-difference from the 
robot reference one to the y-centre coordinate is used to increase or decrease the speed. 
If this difference is so far, speed can be increased. The situation is under control when 
tracking a line, or object motion is going faster than the robot and it may move faster. 
On the other hand, if it is short, speed may be decreased. It could be a closed, or hairpin, 
bend or the robot is approaching to the object. Turn sense and its intensity are defined 
by the difference of x-centre coordinate and the reference position. Turn direction is 
defined by the difference’s sign and turn intensity depends on the absolute value of it. 
The AER DC Motor Control stage receives exciting and inhibitory spikes for both 
motor turn and speed. Spike frequency controls intensity for each one, from 1Kevent/s 
to 260Kevent/s, and exciting and inhibitory spikes mean sense, coded as positives and 
negatives addresses. Spike output is generated by a synthetic random generator [17][23]. 
Y-difference and X-difference are mapped to AER DC motor control stage frequency 
(from 1Kevent/s to 256Kevent/s) and corresponding address event, turn sense and 
speed, are sent. 

5   Motor Control Stage 

In biology, one of the last steps of the information processing is to drive a limb. Trying 
to mimic the biology, we use spikes to drive actuators in robotic platforms, for example, 
driving DC-motors with spikes. We have developed closed-loop speed control for DC-
motors, and we have used them to control a mobile robot. All these controls has been 
implemented in a FPGA and tested in the AER-Robot board [9]. Digital systems usually 
drive DC-motors using a Pulse Width Modulation (PWM). PWM signals have a fixed 
period, and variable high time or duty-cycle [18]. In the neuronal model presented, 
spikes are codified following a Pulse Frequency Modulation (PFM) where information 
resides in the pulse frequency. In a PFM scheme the pulse’s high time is fixed, and the 
frequency variable, just opposite to a PWM scheme. We use the PFM as other way to 
drive DC-motors, applying spikes almost directly to the DC-motor. Spikes are so short 
in time (e.g. 20ns) that they will be filtered by the DC-motor. The solution is to increase 
them in time (e.g. 1us) for a fixed time. As we can found in [18], the spike width affects 
to the DC-motor static gain. The longer spike width is the higher static gain will be.  
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Table 1. Robot Features 

Parameter 
 

 
Value Units 

Motor nominal
voltage 

12 V 

Motor start
current 

4.8 A 

Max motor ang.
Speed 

133.5 r.p.s. 

Motor rise time 17.6 ms 
Gear box relation 1:19 n.a. 
Max. gear box
speed 

7.02 r.p.s. 

Encoded channels 3 Ch 
Encoder counts per
turn 

500 p.p.r. 

Max. encoder freq. 100 kHz 
Max. ref. spikes 
rate 

263 kSp/s 
 

Fig. 5. Closed-loop spiking-speed control response 
for diverses spikes width 

 

Fig. 6. Control blocks for Eddie 

5.1   Closed-Loop Spiking Speed Control 

Another step to drive DC-motors with spikes is to implement a closed-loop control, like 
a speed control. For this purpose there is needed an element that subtracts two spiking 
signals, the speed reference and the feedback information, the real DC-motor speed, 
being this element output the error between the desired speed and the real speed. This is 
the function of the Spike Hold and Fire (SH&F) component. The SH&F subtracts in 
real-time two incoming spike streams (U and Y) being the output a spike stream whose 
spike rate is the difference between the U and Y spike rate. Another question is how to 
measure the feedback information (DC-motor speed), and translate it to a spike stream. 
In our case, we have used an optical encoder, which outputs are two signals (A&B). 
These signals frequency represents the DC-motor speed, following just a PFM scheme, 
and the phase between A&B, the speed direction. To translate them to spikes we use a 
finite state machine (FSM) that determines the speed direction (sign). Then it fires a 
signed spike for every edge in the A&B signals. 

Using the AER-Robot board and an USB2AER monitor/sequencer [20], we have 
measured the motor responses. Inside the AER-Robot lies the VHDL components that 
implements the closed-loop control: an AER decoder (for the references from the AER 
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input port), a SH&F (who gives the error), a spikes expansor (to apply the spikes to the 
DC-motor), and a massive spikes monitor (who gives an address to every spikes, and 
send them through an AER parallel port). Connected to these ports there is an 
USB2AER monitor/sequencer, which generates the AER events for speed reference, 
and sends the spikes information to a PC, through a full speed USB2.0 port. In Figure 5 
we can see the DC-motor speed response when we apply a constant spike stream, just 
like a step, for two different spikes width. We show the information recovered from the 
AER bus, after integrating the spikes for a fixed time. In the plot there are 5 signals,  
the two first one is the speed reference, with a constant spike rate. The next two ones are 
the DC-motors speed for each spike width, read form the optical encoder’s spikes. And 
finally there are the speed errors, which start with a high spike rate, and start to decrease 
when the motor speeds are increasing. As a typical closed-loop control system, we can 
see both static gains below one, which introduces the static errors. We have also 
decreased the rise time, from 17.6ms to 0.73ms, and achieve a low ripple (including the 
oscillation introduced by the spikes integration).  

5.2   Eddie, the Robotic Platform 

Finally, we have tested these controls in a robotic platform, Eddie. This platform is a 
differential robot, with two independent DC-motors in the rear, and a free wheel in the 
front [19]. The control have been implemented in VHDL and loaded in the AER-Robot 
board. In Figure 6 we can find control blocks for Eddie. Where inputs are: the speed and 
turn references, and both motors speed feedback. Outputs are the spikes applied to the 
DC-motors. For this application, the input spikes will come from a parallel AER port, 
and it will be send to a reference input (speed or turn) after decode them (from an 
address event to a simple spike). Figure 6 also shows the control loops for each motor. 
Spikes references flows from left to right, the turn reference are added, or subtracted, to 
the speed reference (using two SH&F), obtaining the individual speed reference for each 
DC-motor. Both individual references are subtracted to DC-motor real speed; this is the 
individual speed error. Finally, the speed error spikes, are increased in time, and applied 
to the DC-motor. We also measure the turn speed (the difference between both motors 
speed) and implement a third control loop for the turn. This one helps to keep the same 
speed for both motors. 

6   Conclusions 

Joining the three AER layers (sensing, centre filtering and actuating) it is possible to 
follow a path drawn on the floor using a mobile robot. The speed response of the whole 
system depends on the motors dynamic response, because the AER system is able to 
change the motor commands with a few events (some microseconds). The principal 
advantage of this control model is that no frame processing is required to detect the line 
and then act to the motors, while the actuation to the motors is done in real time while 
the visual information is received and processing during the transmission. 
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Abstract. Controlling a biped robot with several degrees of freedom is
a challenging task that takes the attention of several researchers in the
fields of biology, physics, electronics, computer science and mechanics.
For a humanoid robot to perform in complex environments, fast, stable
and adaptive behaviors are required. This paper proposes a solution for
automatic generation of a walking gait using genetic algorithms (GA). A
method based on partial Fourier series was developed for joint trajectory
planning. GAs were then used for offline generation of the parameters
that define the gait. GAs proved to be a powerful method for automatic
generation of humanoid behaviors resulting on a walk forward velocity of
0.51m/s which is a good result considering the results of the three best
teams of RoboCup 3D simulation league for the same movement.

Keywords: biped, locomotion, genetic algorithms, humanoid, robotics.

1 Introduction

For a long time, wheeled robots were used for research and development in the
field of Artificial Intelligence and Robotics [1]. However, wheeled locomotion
is not adapted to many human environments [2]. This increased the interest in
biped locomotion and especially in humanoid robotics. Biped locomotion control
is a complex problem to solve because the goal is to achieve stability counting on
a small support area considering the several degrees of freedom of a biped. The
most common approach consists of finding a set kinematics trajectories and using
stabilization criteria to ensure that the generated gait is stable. In this paper, the
Center of Mass (CoM) was used to monitor the quality of the gait. If the CoM
remains inside the support polygon (the convex hull of the contact points of the
feet with the ground), the walk is considered statically stable. Other methods
may be used as stabilization criteria. The most popular is the Zero Moment
Point (ZMP), (Vukobratovic, 1972) [3], defined as the point on the ground about
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which the sum of the moments of all the active forces equals zero. If ZMP
remains inside the support polygon, the gait is considered dynamically stable.
ZMP considers the kinematics and the kinetics of the system, which requires the
computation of complex dynamic equations that are computationally expensive.
This paper presents a method based on GA for developing of efficient and robust
humanoid behaviors tested in a simulated version of the humanoid robot NAO
[4] using the Simspark [5] simulation environment. The remainder of this paper
is organized in five more sections. Section 2 defines how the gait was defined and
the method developed for joint trajectory planning, section 3 briefly describes
the GAs, section 4 defines the configuration of the GA used for the tests, which
is followed by the experimental results, presented in section 5. Section 6 presents
some conclusions and interesting proposals for future work.

2 The Walking Gait

Some human-like movements are inherently periodic and repeat the same set
of steps several times (e.g. walk, turn, etc). The principle of PFS consists of
the decomposition of a periodic function into a sum of simple oscillators as
represented by the following expression:

f(t) = C +
N∑

n=1

An sin
(
n

2π
T
t+ φn

)
, ∀t ∈ � (1)

where N is the number of frequencies, C is the offset, An=1..N are amplitudes,
T is the period and φn=1..N are phases.
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Fig. 1. Developed behaviors: Humanoid structure. Adapted from [4].
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Applying these osillators to each joint, a walking gait was developed and the
tests were performed with the simulated humanoid NAO in the scope of the
RoboCup 3D soccer simulation league using the Simspark Simulation Environ-
ment [5]. Figure 1 shows the humanoid structure and the referential axis consid-
ered. The figure also shows the referential considered in the experiments. The
main idea behind the definition of this gait is to place an oscillator on each joint
we pretend to move in order to define its trajectory. The oscillators are placed
on the following joints: LShoulder1, RShoulder1, LThigh1, RThigh1, LThigh2,
RThigh2, LKnee, RKnee, LAnkle1, RAnkle1, LAnkle2 and RAnkle2. Hence, 12
single-frequency oscillators are used. Since each single-frequency oscillator will
have 4 parameters to define, 48 parameters are needed to completely define the
gait. It is common to assume a walk sagittal symmetry, which determines the
same movements for corresponding left and right sided joints with a half-period
phase shift. Hence, it is possible to reduce the number of parameters by half
of the original size, resulting on 24 parameters. Additionally, the period of all
oscillators should be the same to keep all the joints synchronized by a single
frequency clock. This consideration reduces the number of parameters to 19. A
set of equations can be obtained for the left-sided joints:

fLShoulder1(t) = C1 +A1 sin (2πt/T + φ1) (2)
fLThigh1(t) = C2 +A2 sin (2πt/T + φ2) (3)
fLThigh2(t) = C3 +A3 sin (2πt/T + φ3) (4)
fLKnee(t) = C4 +A4 sin (2πt/T + φ4) (5)
fLAnkle1(t) = C5 +A5 sin (2πt/T + φ5) (6)
fLAnkle2(t) = C6 +A6 sin (2πt/T + φ6) (7)

where fX(t) is the trajectory equation for the joint X, Ai=1..6 are amplitudes,
T is the period, φi=1..6 are phases and Ci=1..6 are offsets. The right-sided joints
can be obtained with no additional parameters: For roll joints the left and the
right side perform the same trajectories over the time. For pitch joints, the right
side can be obtained by adding a phase, π, on the corresponding oscillator. The
unknown parameters together form the genome that will be used by the genetic
algorithm to generate the gait.

3 Genetic Algorithms

This paper presents an approach based on Genetic Algorithms (GA) [6] for mod-
eling the previously described behavior. GAs were developed following ideas and
techniques from genetics and natural selection theories [7]. After generation of an
initial population of individuals, and according to the principle of survival of the
fittest, they generate the next population by transmitting their genes through
several operations. Each individual in this population represents a possible so-
lution to the problem, and each one is represented by a chromosome, which is a
strand of numerical values or genes. There are three major operations in a GA
(summarized in Figure 2):
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Initialize
random

populat ion
Selection Crossover Mutat ion

Insert children

EndStop?
No Yes

Fig. 2. General schema for a genetic algorithm

i Selection: chooses some parents for crossover according to predefined rules
(cost function or fitness).

ii Crossover: generates offspring from parents, by exchanging some genes ac-
cording to different schemas: one-point, two-point, uniform, etc. The off-
spring thus inherits some characteristics from each parent. Although there
are several ways to get a new population, the offspring will usually replace
an individual of the actual population providing it has a similar fitness. An-
other option consists on the use of an auxiliary population which will replace
the actual one after it is full of individuals.

iii Mutation generates offspring by randomly changing one or several genes in an
individual. It allows searching for new regions of solutions which, otherwise,
would not be explored. Mutation, therefore, avoids the GA to focus only
on a local search which, in turn, increases the probability of finding global
optima.

A standard GA proceeds as follows: an initial population of individuals is
generated at random. The individuals in the current population are evaluated
according to some predefined quality criterion (fitness function). To form a new
population (the next generation), individuals are selected according to their
fitness. Then some or all of the existing members of the current population are
replaced with the newly created members. Creation of new members is done by
different operations (crossover, mutation), which (hopefully) should make the
new individuals better than the old ones. If the GA has been well designed,
the population will converge to an optimal solution to the problem. Finally, two
pragmatic criteria are generally used to stop the GA either when a given number
of generations passed away or when a given performance error is reached (both
set by the user).

4 GA Configuration

The parameters described in Section 2 were defined by a GA using the GADS
toolbox for Matlab [8]. The algorithm creates an initial population of 100 chro-
mosomes initialized randomly. The roulette method used for selection consists
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of simulating a roulette-wheel where the parents are selected with a probability
that is proportional to their fitness. The mutation follows an uniform distribution
with a probability defined by pm = 0.5. Crossover uses the scattered method,
which creates a random binary vector and selects the genes where the vector is
a 1 from the first parent, and the genes where the vector is a 0 from the second
parent, and combines the genes to form the child. The fraction of the population
that is created by crossover is defined by the parameter pc = 0.8. For the elitism,
10 chromosomes are selected to survive for the next generation.

The fitness function has to be chosen carefully in order to achieve good results.
For forward walking, a simple but effective fitness function to minimize can be
the distance to the ball, assuming that the robot is placed in a fixed position away
from the ball for each individual test. Additionally, the torso average oscillation
is also used in order to obtain more stable gaits. The final version of the fitness
function is stated as follows:

fitness = dBall + θ (8)

where dBall is the distance to the ball (in meters) and θ is the average oscillation
of the torso (in radians per second). The torso average oscillation, θ is a measure
calculated with base on the values received from the gyroscope installed on the
torso. It is calculated using the following equation [9]:

θ =

√∑N
i=1(xi − x)2 +

∑N
i=1(yi − y)2 +

∑N
i=1(zi − z)2

N
(9)

where N represents the number of simulation cycles, xi, yi and zi are the values
received from the gyroscope in the ith cycle and x, y and z are the arithmetic
mean of gyroscope readings over the time. The velocity is implicitly considered
in the evaluation since each test is also time-bounded with a fixed-length time.

5 Experimental Results

For the optimization process, GADS generates a file containing the parameters,
and then the simulator tests those parameters. When the test finishes, the simu-
lator generates a file with the resultant fitness, and GADS associates the fitness
with the corresponding parameters. Then the process restarts until being stoped
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Table 1. Best generated individual

A1 57.1842 φ1 2.9594 C1 -88.4624
A2 5.6445 φ2 -2.2855 C2 3.6390
A3 57.1211 φ3 0.0887 C3 35.9536
A4 39.6205 φ4 -1.8292 C4 -39.9481
A5 46.6315 φ5 1.7640 C5 28.5095
A6 3.7947 φ6 -1.2067 C6 -2.9360

Fig. 4. The CoM and the feet in the XY plane
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Fig. 5. (a) Average velocity over time (b) Torso average oscillation over time

manually or using some criteria. The generation process took 5 entire days to
complete using a Core 2 Duo 2.4Gz CPU with 1GB of physical memory. Figure
3 shows the evolution of the fitness. The minimum fitness is 0.20311, which is a
very good result. Table 1 shows the values of the best individual for A1..6, φ1..6
and C1..6. For the period, T , the optimal generated value was 0.3711.

Figure 4 shows the evolution of the CoM and the placement of feet in the
XY plane. It is possible to note that the robot tends to shift the CoM to the
support foot while walking. Another characteristic shown by the same graphic
is the large size of the steps.

The average velocity (Figure 5a) shows very good results. More than 50 cen-
timeters per second were achieved. This is a good velocity taking into account
the torso average oscillation, that is represented in the Figure 5b. The obtained
results can be considered good results, comparing with the three best teams of
the RoboCup 3D simulation league competition of 2008 (China, Suzhou). They
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Fig. 6. Walking gait screenshots

were able to reach forward velocities of 1.20m/s (SEU-RedSun [10]), 0.67m/s
(WrightEagle [11]) and 0.43m/s (LittleGreenBats [12])1.

Figure 6 shows NAO walking forward using the proposed solution. At t=1.44s
the biped already covered a great distance. It is also possible to note the large
steps and the height of the steps.

6 Conclusion and Future Work

This paper proposed an efficient method for automatic generation of biped loco-
motion behaviors which consists of combining partial Fourier series and genetic
algorithms (GA). GAs are based on the biological evolution of species by apply-
ing selection, mutation and crossover operators to a set of chromosomes. A for-
ward walking gait was developed using 12 single-frequency oscillators whose pa-
rameters were defined using a GA for offline generation of parameters. GA proved
to be very good on achieving the expected results. The generated walking gait is
faster and it is also stable and has the great advantage of being less sensitive to
the disturbances inherent to the simulation environment. The generated walk was
mainly based in the CoM to monitor the quality of the gait. However, as future
work, the calculation and monitoring of the ZMP trajectory is essential for achiev-
ing dynamic stability. Moreover, motion capturing, which consists of monitoring
the human behaviors, provides a great way to define the humanoid behaviors, due
to the anthropomorphic characteristics between both. As future work, it would
be good to invest not only in genetic algorithms, but in machine learning meth-
ods such as reinforcement learning. These methods provide great advantages for
the automatic generation of behaviors which reduce, and possibly eliminate, the
human intervention during the optimization or learning process.
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Abstract. In this work, we present a new algorithm that obtains a minimum-
time solution in real-time to the optimal motion planning of a non-holonomic 
vehicle. The new algorithm is based on the combination of Cell-Mapping and 
reinforcement learning techniques. While the algorithm is performed on the 
vehicle, it learns its kinematics and dynamics from received experience with no 
need to have a mathematical model available. The algorithm uses a 
transformation of the cell-to-cell transitions in order to reduce the time spent in 
the knowledge of the vehicle’s parameters. The presented results have been 
obtained executing the algorithm with the real vehicle and generating different 
trajectories to specific goals.  

Keywords: Cell-Mapping, Dynamic Programming, Optimal Control, 
Reinforcement Learning, Q-Learning. 

1   Introduction 

Path planning and optimal control algorithms for solving specific practical problems, 
such as trajectory generation for Wheeled Mobile Vehicles (WMV) and, specifically, 
for Car-Like Vehicles (CLV) had been addressed in several research projects. The 
CLV are dynamic systems whose kinematics laws have been widely studied [1][2]. 
The motion planning and control are difficult tasks because they are non-holonomic 
systems. Typical wheeled mobile vehicles have fixed rear/front driving wheels and 
front steering wheels. In these kinds of vehicles, different optimal control algorithms 
are used to perform an intelligent trajectory generation [3]. Other approaches are 
based on algorithms that search the shortest path [2]. In real environments, where 
there are disturbances, closed-loop solutions using Dynamic Programming [1][4] 
provide good results but they require high computational effort and the dynamic 
model of the vehicle. 

                                                           
* This work has been supported in part by the Comisión Interministerial de Ciencia y 

Tecnología under the grant ESP2005-07290-C02-02, by the Generalidad Valenciana under 
Project GV07/214, and by the University of Alicante under Project GRE07/4P. 
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There are other techniques that do not need a dynamic model for achieving a 
closed-loop solution. These techniques are based on reinforcement learning, where 
the optimal motion is estimated through an interaction between the vehicle and its 
environment. Due to the fact that optimal control problems are generally very difficult 
to solve, both analytically and numerically, the Cell-Mapping method [5][6][7][8] 
offers an effective numerical approach to obtain global and local solutions of the non-
linear optimal control problem. However, it requires a mathematical model of the 
system and also a high computational effort because it needs to know the whole 
model of the system. 

Taking into account the advantages associated to the Dynamic Programming, 
reinforcement learning techniques and Cell-Mapping techniques, a new algorithm is 
proposed in [8][9]. Usually, most of the systems in which we need to apply an optimal 
control are continuous. Thus, it is necessary to consider a discretization of the state 
space when finding optimal controllers [8][9][10]. 

2   Working Environment 

The optimal control algorithm proposed in this work has been designed to be executed 
in a non-holonomic vehicle on a 1/8 scale, like the one shown in Figure 1. The control 
software developed has been designed in compliance with all constraints and memory 
limits of the hardware, which is based on the ARM7 LPC2138 processor. It is 
assumed that the concerned vehicle is moving on a horizontal plane. The two rear 
wheels are driven via a single motor through a differential device to get the same 
driving velocity. The two front steering wheels are controlled by a single axis to 
obtain the same steering. The body of the vehicle is perfectly rigid and the wheels are 
rigid too with the same spoke. 

The platform shown in Figure 1 can move in a limited area shown in Figure 2, whose 
real dimensions are 1.80 × 2.60 m. This area is in the field of vision of a CMOS camera 
[11] in charge of obtaining the odometry information of the vehicle in real-time. The 
algorithm runs on a PC due to the memory constraints of the control board embedded in 
the vehicle, which is connected with the camera and vehicle by means of two different 
serial floating links. Also, there are two more floating cables to feed the camera and the 
vehicle. 

Before executing the proposed algorithm in the platform depicted in Figure 1, it has 
been tested under a simulation environment using a mathematical model considering the 
kinematics and dynamics of the vehicle [8][9]. The state variables used in the algorithm 
are: linear velocity (v), Cartesian coordinates (X, Y) and orientation (θ). 

The state of the vehicle is acquired in real time by a CMUcam3 camera mounted on 
the roof of the room, from which the embedded control software is able to acquire X 
and Y coordinates and orientation of the vehicle. Thanks to the camera capacity of 
tracking different colors, two different color cards have been located on the top of the 
vehicle in order to capture its position (X-Y) and from the center of each color card, the 
camera’s embedded software is able to calculate the orientation (θ). Due to the 
resolution of the camera, the working area where the vehicle can move is quite reduced 
(1.90 x 2.60m). The origin of coordinates is in the centre of the area, and the orientation 
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Fig. 1. Wheeled mobile vehicle Fig. 2. Motion area of the vehicle with 
floating cables 

 
is considered 0 degree when the vehicle is faced positive X axis. Finally, the velocity (v) 
is obtained from the position given by the encoder coupled to the traction motor of the 
vehicle. 

3   Optimal Control Algorithm 

The optimal control algorithm implemented in our experiments is based on the Cell-
Mapping [5][6][7][8] and Reinforcement Learning [8][12][13][14] techniques. The 
algorithm proposed in [8] is modified applying a transformation of the Cell-to-Cell 
Mapping, in order to greatly reduce the time spent in the knowledge of the vehicle 
dynamic and the environment. 

The Cell-Mapping technique is applied taking into account that a transition is valid 
when the distance between any state variable of the initial and final states is equals 
one. This low distance has two drawbacks: the learning time is longer and the period 
used for generation of transitions must be small enough for achieving the distance. 
The implemented algorithm creates a Model-table that is used for updating the 
Optimal Control Table (Q-table). The transitions from the origin of coordinates for 
each velocity are stored in the Model-table [8]. 

The error due to the positioning system may provoke a different action from the 
right one associated to the current state. This algorithm is impervious to this error, 
performing a motion planning that travels to the goal. Although this planning could be 
different depending on the error, the goal is always reached. 

In this work, we introduce new transformation equations, from which the vehicle 
only needs to obtain the transitions from the origin for all actions (model). The rest of 
transitions among states are obtained by transformation. In this way, the learning time 
is noticeably reduced. It is important to highlight that the equations do not depend on 
the parameters of the vehicle. The transformation equations are specified next: 
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where, xf, yf and θf are the state after the transition, x0, y0 and θ0 are the state before 
the transition and xm, ym and θm are the state after the transition starting from the state 
(0, 0, 0). In Table 1, the new version of the algorithm proposed in [8][9] applying this 
transformation is specified. According to this algorithm, each EPISODE is equivalent 
to one training session. In each training session, the agent explores the environment, 
obtaining the accumulated time (reward) until it reaches the goal state or goes to the 
drain state. The purpose of the training is to enhance the “brain” of the controller that 
is represented by the Q-table. More training will give better Q-table that can be used 
by the controller for the motion planning of the vehicle. The first learning stage 
consists of acting on the system during a transition time that is controlled by the 
LPC2138 processor embedded in the platform (vehicle). When this time is over, an 
interruption is provoked to the processor in order to read the new state (v, X, Y and θ) 
and update the Model-table and Q-table. After this updating, a new action is applied 
in the vehicle until the transition distance equals 1 or it reaches a drain. The training 
session is performed during the necessary number of iterations to fill adequately the 
Model-table. If the vehicle goes to the drain, a reactive function is executed in order 
to put the vehicle into the state space again. 

Table 1. Pseudocode of the new proposed algorithm 

For each training EPISODE 
  begin 
    Read the current state; 
    Select one action for the current state; 
      Act on the system until distance is 1; 
      Update Q-table; 

Update Model-table from received experience 
by the inverse transformation; 

end. 

Apply the direct transformation to all states; 

Repeat N times 
     Update Q-table using Model-table; 
  end. 

 
Once the training session is finished, the direct transformation (Eqs. 2) is applied to 

all states using information stored in the Model-table created from received 
experience. After, the Q-table is updated N times (see Table 1). If we seize the main 
advantage of the transformation equations (reduction of the learning time), we could 
add more state variables to the algorithm in order to take into account other dynamic 
characteristics of the vehicle (e.g. steering velocity). The controller that we generate 
using the proposed algorithm in Table 1 is non-linear. We are able to perform an 
optimal control of a non-linear system (vehicle) without linearizing the model of the 
vehicle. One of the strong points of cell-mapping techniques is to be able to perform 
optimal control both in linear and non-linear systems using the same concepts and 
strategies. 
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4   Results 

In this section, the results obtained after applying the proposed algorithm are 
presented. The results are based on the following scenario: the vehicle has learned 
how to move around the working area in the training session and it is able to reach the 
goal from any origin cell inside the state space. The parameters used by the algorithm 
are specified in Table 2. The grid dimension has been chosen taking into account the 
next criteria: an odd number of cells per variable, the same size of cell in X-Y and 
more accuracy in X, Y and θ.  

The transition time, also called “cell processing time” [6], is the average time that 
the robot needs to move to a different cell from the current one with a specific 
transition distance (in our case it is equals 1). The sample time that we used during the 
learning stage was 0.8 s. This time must be enough to receive the new state and act on 
the platform. The time needed to acquire the new state is restricted due to the tracking 
time of the camera (approximately 300 ms). But if we compare this time to the sample 
time, it is low enough. The error associated to each trajectory is not accumulative 
because we have the optimal control for reaching the goal in each cell. 

The goal state that the vehicle has to reach from each initial state is (0, 0, 0, 0), and 
the initial states from where trajectories have been generated are: (0, 11, -74, -44.7) 
and (0, -13, 95, -100.3). Table 2 shows two trajectories from the previous initial 
positions. In both trajectories, the initial state of the vehicle is smoothly rotated due to 
the discretization error. The picture on the left of the Table 2 shows how the vehicle 
starts backwards from the origin state. When it reaches the coordinates (-70, 30), it 
goes forwards and reaches the goal state. In the picture on the right, the vehicle is 
orientated into the negative Y axis. It goes forwards turning to the left when it 
approximately reaches the point (0, 0). In the point (20, -40), it goes backwards 
reaching the final orientation (0º) in (-50, -10). Finally it goes forwards in order to 
reach the goal state. In both trajectories, we can see that the goal is reached. 

One of the main characteristics of the proposed algorithm is that it is able to obtain 
the model of the system from received experience (saving the transitions), and applying 
the control law in order to reach a specific goal inside the state space from any origin in 
minimum time. The controller is generated by means of a direct method that determines 
the control rule without needing a mathematical model. In order to understand how the 
trajectories are related to the optimal strategy, it is necessary to take into account the 
bang-bang control concept and the called S-shaped switching curve. In optimal control 
problems, the control actions are usually restricted to be between a lower and an upper 
bound. In general, if the optimal control switches from one extreme to the other at 
certain times, then that control is referred to as a bang-bang solution. In our case, where 
we have a minimum time problem, it is a model of a bang-bang problem [15]. 

The S-shaped switching curve is typical of "bang-bang control". The robot starts 
moving as it turns until it reaches the switching curve, then it turns in the opposite 
direction in order to reach the goal (0, 0, 0, 0). The “S-shaped switching curve” 
separates the XY-plane into several subsets (red, yellow, blue and cyan), where the 
steering action assumes either a right turning or a left one. The Figure 3 shows two 
trajectories that the vehicle generates in order to reach the goal in minimum time. 
Independently of where the robot is located, the trajectories shall always reach the 
switching curve. Once it is reached, the robot will follow it. In practice, we can see 
that our solution approximates to the optimal controller. 
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Table 2. Parameters of the algorithm and trajectories without obstacles. Two trajectories are 
represented starting from different origin states. The goal state of each trajectory is marked with 
a black solid square 

Sample period: 0.8 s. 
Grid dimension: 3x9x13x31 (cells) 
Traction motor 
   PWM signal 
   0≤τδ≤100 (% high level) 

0, 50, 100

Steering servomotor 
   PWM signal 
   -23≤τψ≤23 (degrees) 

-23, 0, 23

Velocity range: -0.33≤v≤0.33 (m/s) 
X range: -90≤x≤90 (cm) 
Y range: -130≤y≤130 (cm) 
Orientation range: -180≤θ≤180 (deg.) 

 

5   Conclusions 

In this paper we have presented a new method for calculating optimal controllers 
applied to non-linear systems like non-holonomic autonomous vehicles. The 
combination of Cell-Mapping techniques along with reinforcement learning strategies 
allow us to reduce the time spent in the calculations of the controllers. Our proposal 
reduces the computation time because applying the transformation of the cell-to-cell 
mapping, the time needed to reach an optimal controller is about a few minutes. On 
the other hand, the off-line characteristic involved in the Cell-Mapping techniques is 
converted to an on-line method applying the Q action-value function. This is very 
important because we do not need the model of the system, it learns from received 
experience. In short, with this new algorithm, the vehicle can quickly learn the 
optimal actions involved in all states of the state space. 

 

Fig. 3. S-shaped switching curve. The S-shaped switching curve has been generated with a 
constant velocity and orientation (0 degrees) in the XY-plane. 



 Motion Planning of a Non-holonomic Vehicle in a Real Environment 819 

With the approach described, the optimal motion planning of a non-holonomic 
vehicle is robust in presence of external perturbations, due to the algorithm 
implements a closed-loop solution. Furthermore, the results of the proposed algorithm 
do not depend on possible changes in the physical or mechanical structure of the 
vehicle. 
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Abstract. In this paper, an overview of the main topics presented in the special 
session of bioinformatics and biomedical engineering is presented. Bioinformatics 
consists of two subfields: the development of computational tools and databases, 
and the application of these tools and databases in generating biological 
knowledge to better understand living systems, being the main subject genomics 
and proteomics. Another knowledge scope close to the previous one are the 
problems related to medicine and biomedical engineering in which it is needed the 
participation of computer technologies and intelligent systems. The evolution of 
both disciplines, analyzing the number of publications presented in the 
bibliography during the last twenty years is presented.  

Keywords: Bioinformatics, proteomics, genomics, biomedical engineering. 

1   Introduction: Genesis of an Important Bioinformatics Project 

On June 26th of the year 2000, the sciences of biology, medicine and bioinformatics 
were altered by an important event: The Prime Minister of the United Kingdom and 
President of the United States held a joint press conference, linked via satellite, to 
announce the completion of the draft of the Human Genome Project (HPG). The HPG 
was completed in 2003, and it was a 13-year project coordinated by the U.S. 
Department of Energy and the National Institutes of Health. During the early years of 
the HGP, the Wellcome Trust (U.K.) became a major partner; additional contributions 
came from Japan, France, Germany, China and others. 

The sequence of three billion bases was the culmination of over a decade of work, 
during which the goal was always clearly in sight and the only questions were how 
fast the technology could progress and how generously the funding would flow (Table 
1 shows the Landmarks in the Human Genome Project). 

Bioinformatics, the intersection of molecular biology and computer science, is a 
fascinating and challenging area on which to work, hybridizing different paradigms 
and technologies [1]-[4]. Bioinformatics could be defined as the science and  
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Table 1. Main landmarks in the Human Genome Project 

1953 Watson-Crick structure of DNA published. 
1975 F. Sanger, and independently A. Maxam and W. Gilbert, develop methods for 

sequencing DNA. 
1977 Bacteriophage Q)X-174 sequenced: first 'complete genome'. 
1980 US Supreme Court holds that genetically-modified bacteria are patentable. 

This decision was the original basis for patenting of genes. 
1981 Human mitochondrial DNA sequenced: 16569 base pairs. 
1984 Epstein-Barr virus genome sequenced: 172 281 base pairs. 
1990 International Human Genome Project launched-target horizon 15 years. 
1991 J. Craig Venter and colleagues identify active genes via Expressed Sequence 

Tags-sequences of initial portions of DNA complementary to messenger RNA. 
1992 Complete low resolution linkage map of the human genome. 
1992 Wellcome Trust and United Kingdom Medical Research Council establish The 

Sanger Centre for large-scale genomic sequencing, directed by J. Sulsron. 
1992 J. Craig Venter forms The Institute for Genome Research (T1GR), associated 

with plans to exploit sequencing commercially through gene identification and 
drug discovery. 

1995 First complete sequence of a bacterial genome, Haemophilus influenzae, by 
TIGR. 

1996 High resolution map of human genome-markers spaced by near 600 000 base 
pairs, 

1996 Completion of yeast genome, first eukaryotic genome sequence. 
1998 Celera claims to be able to finish human genome by 2001. Wellcome responds 

by increasing funding to Sanger Centre 
1998 Caenorhabditis elegans genome sequence published. 
1999 Human Genome Project states goal: working draft of human genome by 2001 

(90% of genes sequenced to >95% accuracy). 
12/1999 Sequence of first complete human chromosome published. 
06/2000 Joint announcement of complete draft sequence of human genome, 
2003 Fiftieth anniversary of discovery of the structure of DNA. Completion of high-

quality human genome sequence by public consortium 

 
technique for organizing and analyzing biological data. The advent of various ‘omics’ 
tools motivated the rapid generation of enormous amounts of data, such as DNA and 
protein sequences, gene expression profiles and protein-protein interactions. 

Related with this topic, biomedical engineering applications is also a very 
interested field, in which theoretical advances and applications of information 
systems, artificial intelligence, signal processing, electronics and other engineering 
tools in knowledge areas related to biology and medicine have a big impact in the 
multi-disciplinary research community. A large part of the information to support 
biological and biomedical research is available in an increasingly wide variety of 
rapidly growing decentralized databases, and the use of advanced computing plays an 
important role in this field. For example, the new so-called high throughput 
measurement and sequence techniques have made possible genome wide studies of 
gene function. The use of computer technology for storing DNA sequence  
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information and constructing the correct DNA sequences from fragments identified 
by restriction enzymes was one of the first applications, arising from the Human 
Genome Project, where intelligent systems and computer applications have an 
important impact.  

2   Application of Intelligent Systems in Bioinformatics and 
Biomedicine 

Bioinformatics, understood as the development and use of computational techniques 
and tools for the analysis of biological information, is a discipline born to cover the 
needs of managing the enormous quantities of information coming from the projects 
destined to obtain the composition of life molecules (DNA and proteins). The 
development of Computer Science together with the establishment of Internet and 
molecule databases have made possible, in these last years, the study of genetic 
information by means of computer programs that accelerate the analysis of a high 
number of variables. In any case, the studies that Bioinformatics tries to carry out 
require the collaboration of a number of heterogeneous disciplines not so close to 
Biological problems. Computer science, as an indispensable complement, provides 
and develops systems, tools and algorithms for the study of the hereditary 
information. Statistics is essential for the management of large numbers and for the 
development of models with a high number of parameters. Physics and Chemistry 
are used in the development of models and in the analysis of molecular-level 
processes. Furthermore there are many disciplines that, in some way, tackle with the 
study of complex systems; and being biological systems the most complex in the 
known universe, there are many of those that can be involved in this new Science 
field, highlighting for example the, in principle seemingly remote, Information 
Theory. 

The increasing computational demand is a real problem in the bioinformatics area, 
and is present at least in two fronts: the uncontrolled growth of the biological data that 
results in higher execution times (seldom in a linear relation) and new and more 
complex problems caused by the availability of these data. Sequential computing is 
not always capable enough to solve this demand. Parallel computing, the use of multi-
processor systems and the new approximations from Grid computing are coming out 
as the best options to successfully tackle with those problems. 

Another knowledge scope close to the previous one are the problems related to 
medicine in which it is needed the participation of computer technologies. An area in 
which very successful results are being presented is the usage of intelligent systems 
formed using soft-computing paradigms (use of neural networks [7], fuzzy logic [8], 
support vector machines or evolutionary algorithms). 

The research performed in the area of bio-medical applications using soft-
computing techniques is an emerging field, in which every time there are more 
contributions and publications aimed to solve different problems related to medicine. 
The database MEDLINE (http://www.nlm.nih.gov/) is considered as one of the most 
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important in the field, and the number of papers that make use of soft-computing tools 
has impressively grown during the last years. For example, during 1999-2003 more 
than two thousand and five hundred papers can be found related to fuzzy logic, neural 
networks and evolutionary algorithms, and during the last years the number of papers 
keeps on growing up. Although it is difficult to predict what will happen in the future, 
according to [5] and considering the classic evolution of a scientific discipline, the 
medical applications field tacked using intelligent systems capable of handling and 
facing complex problems with a high volume of data and high computational cost is 
under a phase of huge growth on an international level.  

3   Main Topics of Bioinformatics and Biomedicine 

Bioinformatics is an interdisciplinary research area at the interface between computer 
science and biological science. A variety of definitions exist in the literature and in 
the World Wide Web. Luscombe et al. define bioinformatics as a union of biology 
and informatics. Bioinformatics involves the technology that uses computers for 
storage, retrieval, manipulation and distribution of information related to biological 
macromolecules such as DNA, RNA, and proteins. Within bioinformatics two main 
topics are defined: genomics and proteomics.  
 

• Genomics: The focus of genomics is the genome, being a genome all the 
DNA in an organism, including its genes. Genes carry information for 
making all the proteins required by all organisms. These proteins determine, 
among other things, how the organism looks, how well its body metabolizes 
food or fights infections, and sometimes even how it behaves.  DNA is made 
up of four similar chemicals (called bases and abbreviated A, T, C, and G) 
that are repeated millions or billions of times throughout a genome. The 
human genome, for example, has 3 billion pairs of bases. The particular 
order of As, Ts, Cs, and Gs is extremely important. The order underlies all of 
life's diversity, even dictating whether an organism is human or another 
species such as yeast, rice, or fruit fly, all of which have their own genomes 
and are themselves the focus of genome projects. Because all organisms are 
related through similarities in DNA sequences, insights gained from non-
human genomes often lead to new knowledge about human biology [3]. 

 
• Proteomics: Proteomics is focused on the identification of the tri-dimensional 

structure of the proteins, its interaction and its functionality. Papers about 
prediction of the structure and protein-protein interaction are presented in 
this session. The functional analyses include gene expression profiling, 
protein-protein interaction prediction, protein sub-cellular localization 
prediction, metabolic pathway reconstruction, and simulation [9]. 

 
The main aspects of bioinformatics analysis are not isolated but often interact in 

order to obtain a better understanding of the biological mechanism.  For example, 
protein structure prediction depends on sequence alignment data; clustering of gene 
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Fig. 1. Main topic in bioinformatics and the intrinsic connections with software development 

 
 

Table 2. Sources of data used in bioinformatic and subject areas that utilize this data when the 
draft of Human Genome was announced (August 2000, table from [6]) 
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expression profiles requires the use of phylogenetic tree construction methods derived 
in sequence analysis (Figure 1). The advent of various ‘omics tools allows the rapid 
generation of enormous amounts of data, such as DNA and protein sequences, gene 
expression profiles and protein-protein interactions [6]. 

Analyzing this new paradigm, some questions can be formulated. For example: 
How do we deal with these massive amounts of data and make sense out of them? 
How computer science and intelligent systems (such as neural networks) could deal  
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with and manage all the information contained in such large data base? In order to 
have an idea of the volume of data used in bioinformatics, Table 2 shows the order of 
magnitude used in genomics and proteomics. 

The use of intelligent systems and powerful platforms (such as clusters of 
computers) is where bioinformatics becomes extremely useful and essential for the 
next generation biologists. The emphasis is on the use of computers because most  
of the tasks in genomics data analysis are highly repetitive or mathematically 
complex. The use of computers, and the use of intelligent/advanced systems, is 
absolutely indispensable in mining genomes for information gathering and 
knowledge building. 

Another knowledge scope close to the previous one are the problems related to 
medical or biomedical applications using intelligent system [10]. This is a very active 
and energetic field, where multidisciplinary research teams work together in different 
disciplines, such as: Biomedical imaging, image processing & visualization, 
rehabilitation engineering and clinical engineering, health monitoring and wearable 
systems, bio-signal processing and analysis, biometrics and bio-measurement,  
medical robotics, micro nano biomedical devices & systems, neural and advanced 
systems engineering, telemedicine & healthcare; etc. 

4   Future Trend and Conclusion  

The evolution of the number of papers per year of publication, obtained by the ISI 
Web of Knowledge in Journal and Conference proceedings is shown in Figure 2.a for 
bioinformatics applications using intelligent systems (defined with keywords such as 
neural networks, fuzzy systems and genetic algorithms), and Figure 2.b shows 
biomedical applications using also intelligent systems (using medical or medicine or 
biomedicine and some of the intelligent systems previously defined). It is important to 
note, that, of course, this is just an example of the keywords used for the search. 
Nevertheless, we will try to explore the evolution of publications related with 
bioinformatics and biomedicine and soft computing techniques. It is difficult to 
predict the future, but considering the classic shape representing the life of the 
scientific disciplines (Figure 3), the field of bioinformatics and biomedicine 
applications using soft-computing techniques has left behind the initial period of slow 
and moderate growth and is now in the phase of an explosive/strong growth. One can 
expect that this phase will last until 2010, and then will reach the plateau for about 10-
15 years (depending of the new discoveries). 

The aim of the special session is to bring together researchers, professionals and 
industrial practitioners from all over the world for interaction and exchange of 
knowledge and ideas in all areas of bioinformatics, computational biology and 
biomedical engineering. Research, development or applications of advanced 
computational tools and approaches for expanding the use of biological, medical, 
behavioral or health data, including those to acquire, represent, describe, store, 
analyze or visualize such data are welcome in this session (NIH). 
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Fig. 3. Predictable development of the applications of intelligent systems in bioinformatics and 
biomedical engineering 
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Abstract. Self-Organizing Map (SOM) developed by Kohonen’s group is an 
effective tool for clustering and visualizing high-dimensional complex data on a 
two-dimensional map. We previously modified the conventional SOM to 
genome informatics, making the learning process and resulting map 
independent of the order of data input. This BLSOM developed on the basis of 
batch-learning SOM became suitable for actualizing high-performance parallel-
computing using high-performance supercomputers. This BLSOM revealed 
phylotype-specific characteristics of oligonucleotide frequencies occurred in 
their genome sequences and thus permitted clustering (self-organization) of 
genome fragments (e.g., 10 kb) according to phylotype without phylogenetic 
information during the BLSOM learning. Using a high-performance 
supercomputer “the Earth Simulator”, almost all prokaryotic, eukaryotic and 
viral sequences currently available could be classified according to phylotypes 
on a single map. Using this large-scale BLSOM, phylotypes of a large number 
of genomic fragments obtained by metagenome analyses of environmental 
samples could be predicted.  

Keywords: batch learning SOM, oligonucleotide frequency, genome 
informatics, bioinformatics, high-performance supercomputer. 

1   Introduction 

Unculturable environmental microorganisms should contain a wide range of novel 
genes of scientific and industrial usefulness. Recently, sequencing analyses of mixed 
genome samples (metagenome analyses) of uncultured environmental micro- organisms 
have been established and vast amounts of short genomic fragments derived from 
species-unknown microorganisms have been sequenced. A large portion of the 
environmental sequences has been registered in the International DNA Sequence 
Databanks (DDBJ/EMBL/GenBank) with almost no phylogenetic and functional 
annotation, and therefore, in the least useful manner. 

The homology search for nucleotide and amino-acid sequences such as BLAST has 
become widely accepted as a basic bioinformatics tool for both phylogenetic 
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characterization of gene/protein sequences and a prediction of their biological 
functions when genomes and genomic segments are decoded. Whereas usefulness of 
this sequence homology search is apparent, it is also clear that the sequence homology 
search can not properly predict phylogenetic origins of individual gene or genomic 
fragments when there does not exist an orthologous sequence set suitable for 
constructing a reliable phylogenetic tree. Therefore, phylogenetic origins of most of 
the genomic sequences obtained in metagenome analyses have not been predicted.  

We previously modified the conventional SOM developed by Kohonen’s group [1-
3] to genome informatics on the basis of batch-learning SOM, making the learning 
process and resulting map independent of the order of data input [4-6]. The BLSOM 
thus developed could recognize phylotype-specific characteristics of oligonucleotide 
frequencies in their genomes and permitted clustering of genome fragments according 
to phylotypes with neither the orthologous sequence set nor the troublesome and 
mistakable processes of sequence alignment [6,7]. Furthermore, the BLSOM was 
suitable for actualizing high-performance parallel-computing with high-performance 
supercomputers such as “the Earth Simulator”, and permitted clustering (self-
organization) of almost all genomic sequences available in the International DNA 
Databanks on a single map [8-11]. In the present report, we describe the use of the 
BLSOM method for the phylogenetic classification of genomic fragments obtained by 
recent large-scale metagenome analyses. 

2   Methods 

We modified the conventional SOM developed by Kohonen and his colleagues [1-3] 
for genome informatics, based on batch-learning SOM, to make the learning process 
and resulting map independent of the order of data input [4-6]. The initial weight 
vectors were defined by PCA instead of random values on the basis of the findings 
that PCA can classify genomic sequences at least partly into phylogenetic groups. 
Oligonucleotide frequencies in vast amounts of genomic sequences were analyzed 
with BLSOM as described previously [5,6]. The BLSOM program suitable for PC 
cluster systems could be obtained from UNTROD, Inc. (k_wada@nagahama-i-
bio.ac.jp). 

Nucleotide sequences were obtained from http://www.ncbi.nlm.nih.gov/Genbank/. 
When the number of undetermined nucleotides (Ns) in a sequence exceeded 10% of 
the window size, the sequence was omitted from the analysis. When the number of Ns 
was less than 10%, the oligonucleotide frequencies were normalized to the length 
without Ns and included in the analysis.  

In the International DNA Databanks, only one strand sequence of a pair of double 
strand sequences is registered, and the choice between the two complementary 
sequences of genomic fragments is primarily arbitrary in the databank registration. 
When global characteristics of oligonucleotide frequencies in the genome are 
considered, distinction of frequencies between the complementary oligonucleotides 
(e.g., AAAC versus GTTT) in the genome is not important in most cases. BLSOMs 
for phylogenetic classification, therefore, were previously constructed with 
frequencies for the degenerate sets of oligonucleotides, in which the frequencies of a 
pair of complimentary tetranucleotides (e.g. AAAC versus GTTT) were added. This 



 A Large-Scale Genomics Studies Conducted with Batch-Learning SOM 831 

roughly halved the computation time, but the accuracy level of the species-specific 
classification was almost equivalent [5-7]. On the basis of this previous observation, 
the present BLSOMs were constructed for the degenerate sets of oligonucleotides.  

3   Results and Discussion 

3.1   BLSOMs for 101 Eukaryotic Genomes 

To investigate clustering power of BLSOM for sequences derived from a wide range 
of phylotypes, we initially analyzed tetra- and pentanucleotide frequencies in ca. 
900,000 non-overlapping 10-kb sequences and the overlapping 100-kb sequences 
with a 10-kb sliding step from 101 eukaryotic genomes, most of which have been 
recently sequenced. In order to analyze sequences even derived from the lower 
eukaryotes with small genome sizes in accurate detail, excess representation of higher 
eukaryote’s sequences derived from their large genomes had to be avoided. Therefore, 
in the cases of higher eukaryotes, 100-kb sequences were selected randomly from 
each large genome up to 200 Mb and used for the analyses. The BLSOM was 
constructed for tetra- and pentanucleotide frequencies in all 10- or 100-kb segments 
derived from the genome sequences thus chosen (Fig. 1). Here, the oligonucleotide 
frequencies were initially analyzed by PCA, and the resulting first and second 
principal components were used to set the initial weight vectors for the successive 
BLSOM [4-6]. After 145 cycles of the BLSOM learning, oligonucleotide frequencies 
in the fragment sequences were represented by the final weight vectors in the two-
dimensional array, and the resulting BLSOM revealed clear separations (self-
organization) according to phylotypes (Fig. 1). In this figure, a node that includes 
sequences from a single phylogenetic family is indicated in color, and one that 
includes sequences from more than one family is indicated in black. Sequences from 
 

Apicomplexa {■: Haemosporida, ■: Piroplasmida, ■: Cryptosporidiidae, ■: Sarcocystidae}, Fungi  {■: Chytridiomycetes, ■: Dothideomycetes, ■: 
Trichocomaceae, ■: Ajellomycetaceae, ■: Ascosphaeraceae, ■: MitosporicOnygenales, ■: Onygenaceae, ■: Sclerotiniaceae, ■: Hypocreaceae, ■: 
MitosporicHypocreales, ■: Nectriaceae, ■: Magnaporthaceae, ■: Sordariales, ■: Metschnikowiaceae, ■: MitosporicSaccharomycetales, ■: 
Kluyveromyces, ■: Lachancea, ■: Lodderomyces, ■: Pichia, ■: Saccharomyces, ■: Schizosaccharomycetales, ■: Agaricomycetidae, ■: Corticiales, ■: 
Tremellales, ■: Pucciniales, ■: Ustilaginales, ■: Mucorales}, Insecta {■: Tenebrionidae, ■: Drosophilidae, ■: Anophelinae, ■: Apidae}, 
Actinopterygii {■: Fish}, Amphibia {■: Xenopus}, Archosauria {■: Galliformes},
Mammalia {■: Eutheria, ■: Metatheria, ■: Monotremata}, Ascidiacea {■: Cionidae}, Rhabditida {■: Peloderinae}, 
Bacillariophyta {■: Thalassiosirales, ■: Peronosporales}, Eudicotyledons {■: Core eudicotyledons}, Liliopsida {■:Oryzeae} 

Penta-BLSOM: Window 10kb Penta-BLSOM: Window 100kb, Step 10kb

Tetra-BLSOM: Window 100kb, Step 10kbTetra-BLSOM: Window 10kb

 

Fig. 1. BLSOMs for the non-overlapping 10-kb and the overlapping 100-kb sequences of 101 
eukaryotic genomes. Nodes that include sequences from more than one family are indicated in 
black, those that contain no genomic sequences are indicated in white, and those containing 
sequences from a single family are indicated in colors shown under the figure.  
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each phylotype were clustered tightly on these tetra- and pentanucleotide BLSOMs 
(abbreviated as Tetra- and Penta-BLSOMs, respectively). Accuracy level of 
separation according to the families on the 10- or 100-kb BLSOM was approximately 
90 or 99%, respectively.   

In the 100-kb BLSOMs, the phylogenetic family territories were surrounded by 
contiguous white nodes, which contained no genomic sequences in the final map. In 
other words, family borders could be drawn automatically on the basis of the 
contiguous white nodes. This is because the representative vectors of the family-
specific nodes were very distinctive between different families even near territory 
borders. Much narrower white borders were observed within a certain family territory, 
and these primarily represented genus/species separations.  

3.2   Diagnostic Oligonucleotides for Phylotype Clustering 

G+C% has long been used as a fundamental parameter for phylogenetic 
characterization of organisms and especially of microorganisms. However, G+C% 
is apparently too simple for a parameter to differentiate a wide variety of 
organisms. We previously found the G+C%, which was obtained from the weight 
vector of each node on BLSOMs for genomic sequence analyses, to be reflected 
in the horizontal axis [5]. Supporting this previous finding, G+C% increased from 
left to right on the Tetra- and Penta-BLSOMs (Fig. 1), and therefore, sequences 
with high G+C% were located on the right side. Importantly, sequences even with 
the same G+C% were clearly separated on BLSOMs by a complex combination of 
oligonucleotide frequencies, resulting in accurate phylotype separation; BLSOM 
recognized the phylotype-specific combination of oligonucleotide frequencies, which 
is the representative signature of each phylotype. This enabled us to identify the 
diagnostic oligonucleotides having the frequency pattern that is characteristic of each 
phylogenetic family (Fig. 2). In the analysis to identify the diagnostic 

 

CATAC/GTATG AAGAC/GTCTT

0.3 0.9 1.10.5 1.5 2.0

GAACC/CGTTC

TCAG /CTGA

CCAAC/GTTGG

ACTGT/ACAGT

CTAGG/CCTAG

CTAC/GTAG

CCCTG/CAGGGTATAT/ATATA

TTCGA/TCGAA TTGGT/ACCAA

TCGA CTTG/CAAGTAAC/GTTATetra-BLSOM

Penta-BLSOM

CAGT/ACTG ATCC/GGAT AGAC/GTCT

 
Fig. 2. Level of each tetra- or pentanucleotide in 100-kb BLSOM. Diagnostic examples of 
phylotype separations are presented. Level of each tetra- or pentanucleotide in each node in the 
100-kb Tetra- and Penta-BLSOMs in Fig. 1 was calculated and normalized with the level 
expected from the mononucleotide composition of the node. The observed/expected ratio is 
indicated in colors shown at the bottom of the figure. 
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oligonucleotides, the frequency of each oligonucleotide in each weight vector in the 
100-kb BLSOMs was calculated and normalized with the frequency level expected 
from the mononucleotide composition obtained from the weight vector at each node, 
and the observed/expected ratios are illustrated in red (overrepresented), blue 
(underrepresented) or white (moderately represented). This normalization allowed us 
to study oligonucleotide frequencies in each node independently of mononucleotide 
composition. Several examples of the diagnostic tetra- and pentanucleotides for the 
phylotype separations are presented in Fig. 2. Transitions between red 
(overrepresentation) and blue (underrepresentation) observed for these tetra- and 
pentanucleotide examples coincided exactly with family borders.  

3.3   A Large-Scale BLSOM Constructed with Almost All Sequences Available 
from Species-Known Genomes 

In Fig. 1, a good separation (self-organization) of eukaryotic sequences according to 
phylotypes was shown. We next examined phylogenetic separation of prokaryotic 
sequences, by applying the BLSOM to the phylogenetic prediction of sequences 
obtained from metagenomics studies. Large-scale metagenomics studies of 
uncultivable microorganisms in environmental and clinical samples have recently 
been conducted to survey genes useful in industrial and medical applications and to 
assist in developing accurate views of the ecology of uncultivable microorganisms in 
each environment. Traditional and conventional methods of phylogenetic 
classification of gene/genomic sequences obtained by metagenome analyses have 
been based solely on sequence homology searches and therefore inevitably focused on 
well-characterized gene sequences, for which orthologous sequences from a wide 
range of phylotypes are available for constructing a reliable phylogenetic tree. The 
well-characterized genes often are not industrially attractive. It would be best if 
microbial diversity and ecology could be assessed during the process of screening for 
novel genes with industrial and scientific significance. The present unsupervised and 
alignment-free clustering method, BLSOM, is thought to be the most suitable one for 
this purpose [10-15].   

When we consider phylogenetic classification of genomic sequences derived from 
species-unknown environmental microorganisms obtained by metagenome analyses, 
it is necessary to construct BLSOM in advance with all sequences not only from 
species-known prokaryotes but also species-known eukaryotes, viruses and organelles 
available in the International DNA Databanks. This is because various eukaryotic and 
viral DNAs are inescapably present in environmental and clinical samples. On the 
basis of the findings in our previous exploratory studies of metagenome sequences 
[10-15], BLSOM was constructed with the tetranucleotide frequencies in 5-kb 
sequence fragments. Using a high-performance supercomputer “the Earth Simulator”, 
we could analyze almost all genomic sequences available from 2813 prokaryotes, 111 
eukaryotes, 31486 viruses, 1728 mitochondria, and 110 chloroplasts. The 2813 
prokaryotes were selected because at least 10-kb genomic sequences were registered 
in the International DNA Databanks.  

The most important target of the phylogenetic classification of metagenome 
sequences is the sequences derived from species-unknown novel microorganisms. It is 
therefore necessary to keep good resolution for microorganism sequences on the 
BLSOM by avoiding excess representation of sequences derived from higher 
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Fig. 3. 5-kb Tetra-BLSOM for almost all genomic sequences available in the International 
DNA Databanks. (A) Nodes that contain only the sequences from prokaryotes (■), eukaryotes 
(■), viruses (■), mitochondria (■), or chloroplasts (■) were separately colored, and those 
containing the sequences of more than one category are marked in black. (B) Nodes that 
contain only the sequences from one prokaryotic family were in colors shown at the bottom of 
the figure, and those containing the sequences of more than one family are marked in black. (C) 
Sargasso sequences longer than 1 kb were mapped onto above Tetra-BLSOM after 
normalization of the sequence length. 

 
eukaryotes with large genomes. In the cases of higher eukaryotes, therefore, 5-kb 
sequences were selected randomly from each large genome up to 200 Mb. This 
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allowed us to analyze an equivalent number of prokaryotic and eukaryotic 5-kb 
sequences and to provide good resolution for microbe sequences. On the Tetra-
BLSOM constructed with these 5-kb sequences (Fig. 3A), the power of BLSOM to 
separate prokaryotic and eukaryotic sequences from each other was very high (ca. 
97% accuracy). Clear separation of the species-known prokaryote sequences into 28 
major families was also observed (Fig. 3B). As supporting the results in Fig. 1, the 
separation of eukaryotic sequences according to families was also observed on this  
5-kb BLSOM (data not shown). 

3.4   Phylogenetic Classification of Environmental Sequences 

Venter et al. [16] applied the large-scale metagenome sequencing to mixed genomes 
collected from the Sargasso Sea near Bermuda and deposited vast amounts of 
fragmental sequences to the international DNA Databanks. Most of the Sargasso 
sequences have not been characterized phylogenetically in the Databanks because 
there are no orthologs sets for a large portion of these sequences, which are required 
to construct reliable phylogenetic trees necessary for proper prediction of their 
phylogenetic origins. 

In Fig. 3C, the Sargasso sequences longer than 1 kb were mapped onto the Tetra-
BLSOM presented in Fig. 3A; for each Sargasso sequence, the node with the shortest 
distance in the multidimensional vectorial space was assigned and indicated in green. 
Approximately 80% of the Sargasso sequences were classified into the prokaryotic 
territories and skewed distribution even in the prokaryotic territory was clear. This 
shows the ecological microbe populations representative in the Sargasso Sea. In the 
phylogenetic classification of genomic sequences derived from uncultivable and 
poorly characterized species, classification into phylotypes such as family and genus 
rather than into individual species is important. Using the BLSOM, we could assign 
92 genera for the Sargasso sequences (http://lavender.genes.nig.ac.jp/takaabe/ 
IWANN09/SPT1.htm).  

In the case of environmental sequences from totally novel organisms, sequences 
even from related species may not be represented in the current DNA databanks and 
thus on the BLSOM in Fig. 3A, which was constructed with species-known sequences 
in the databanks. Such novel environmental sequences can be specified by calculating 
the distance between the vectorial data of the respective sequence and that of the 
sequence-mapped node in the multidimensional space. Another and a secure strategy 
for finding sequences derived from highly novel species is to construct BLSOM with 
all species-known sequences plus environmental sequences, and the result of such 
study was published previously [11]. 
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Abstract. The analysis of transcriptional data accounting for the chromosomal 
locations of genes can be applied to detecting gene sets sharing similar expression 
profiles in an adjacent chromosomal region. In this paper, we propose a new 
distance measure to integrate expression profiles with chromosomal locations. 
The performance of the proposed distance measure is evaluated via the bootstrap 
resampling procedure. We applied the proposed method to the microarray data in 
Drosophila genome and identified the set of genes of Toll and Imd pathway in 
adjacent chromosomal regions. Not only the proposed method gives stronger 
biological meaning to the clustering result, but also it provides biologically 
meaningful gene sets.   

Keywords: clustering, chromosomal location, pathway, microarray. 

1   Introduction 

The microarray is a high throughput technique to investigate expression of thousands 
of genes, simultaneously [1]. The clustering techniques have been developed and 
applied to identify groups of genes with similar expression patterns [2]. The 
accumulation of vast amounts of genetic information makes it possible to integrate 
expression data into other types of genetic information, such as chromosomal location 
[3] and pathway information [4]. In particular, the analysis of transcriptional data with 
the chromosomal location of genes can be applied to detect chromosomal regions of 
genes sharing similar expression profiles. In our research, we assume that there exist 
some correlations between the expression profile and chromosomal location. Several 
evidences have been reported to support our assumption about a possible correlation 
between expression profile and chromosomal location [7-11].  

In prokaryotic genome, genes are not randomly distributed and adjacent genes are 
expressed in groups, known as operons [5]. The operon structure contains one or more 
adjacent genes which are transcribed into one polycistronic mRNA and has function 
as a unit by sharing the same operators and regulators [6]. In Saccharomyces 
cerevisiae, the expression patterns from various conditions along the linear gene order 
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of the chromosomes reveal that the genes from transcriptomes dedicated to cell cycle 
phases, sporulation, and the pheromone responses are found in pairs throughout the 
genome [7]. Similarly, in Caenorhabditis elegans, mRNA-tagging and microarray 
approaches have discovered clusters of two to five genes that are co-regulated in 
specific cell lineages, including muscle, sperm, oocytes, and germ line [8]. An 
analysis of gene expression in Drosophila, using microarray data obtained under 80 
different experimental conditions, has revealed an organization of co-expressed genes 
in groups of 10 to 30, covering 20 to 200 kb [9]. The clustering of genes within the 
Drosophila genome has also been demonstrated by expressed sequence tag (EST) 
database analyses of tissue-specific expression from the testis, head region, and 
embryo. In each cell type, the co-regulated genes are organized into clusters of three 
or more genes, with a trend toward grouping with a large number of genes [10]. In 
humans, several metabolic pathways are also shown to have their protein components 
encoded in genes that are proximal in the genome [11]. 

In this research, we propose new distance measures for the clustering analysis to 
integrate expression profiles with chromosomal location information of genes. New 
distance is defined as a weighted sum of two distances: one is based on the expression 
data and the other is on the chromosomal location. The contribution of each distance 
is controlled by a weight parameterω . New distance measure can be applied to any 
distance-based clustering methods such as hierarchical clustering, K-means clustering 
and Self-Organizing Maps [12, 13]. In order to evaluate the proposed distances we 
apply bootstrapping method to the hierarchical clustering method using our distance 
measures. The original bootstrapping method and multi-scale bootstrapping method 
are applied to find significant clusters. We applied the hierarchical clustering method 
using our distances to the analysis of Drosophila genome and identified the gene set 
of Toll and Imd pathway in adjacent chromosomal regions. 

2   Methods 

2.1   Datasets 

We applied our method to Toll and Imd pathway data in Drosophila [14]. Microrray 
analysis was performed with Affymetrix Drosophila GeneChips as described in 
Gregorio et al.[15] They observed that some of the genes responding to microbial 
infection are located in the same cytological region or are associated in 
transcriptionally co-regulated genomic clusters. Fig.1 is a modified version of Figure 
4 in De Gregorio et al.’s paper. 

The chromosomal location of each gene was extracted from the annotation file 
which is provided by Affymetrix (http://www.affymetrix.com/). The start location of 
gene in chromosome is used for representing the chromosomal location. The unit is a 
bp (base pair).  

The expression values are normalized via the RMA normalization method [16]. As 
the expression data and chromosomal data have different scales and distributions, the 
expression values of all genes of each sample and the chromosomal location values 
are standardized to mean 0 and variance 1. 
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Fig. 1. Examples of local genomic clusters of genes of Toll and Imd pathway in Drosophila 
chromosome 2L (a) is the cluster of four genes in chromosome 2L from 36C2 to 36C3 and (b) 
is the clustering of eight genes in chromosome 2L from 28C1 to8. Each black rectangle 
corresponds to one infection-induced gene, grey rectangles to infection-repressed genes and 
white rectangles represent genes not regulated by infection. The CG number and the name of 
the gene (when known) are given below. The arrow on the top of each rectangle indicates the 
direction of transcription. The sizes of local gene clusters are given in kb. 

2.2   Weighted Distance Measure 

In the gene expression data, suppose there are p genes and n samples. We denote 

ikx  as an expression value of the i th gene from the k th sample. Then 

],,[ 1 inii xxgene =  denotes an expression vector of the i th gene. Let chrix ,  

denote the chromosomal location of the i th gene. 
We propose a new weighted distance measure to integrate gene expression data 

and chromosomal location. Using the Euclidean distance, the expression distance 

between igene  and jgene  is computed as follows: 

2
exp

1

( , ) ( )
n

i j ik jk
k

d gene gene x x
=

= −∑ . (1) 

The chromosomal distance is defined as the absolute value of difference between 
chromosomal locations of two genes. 

chrjchrijichr xxgenegened ,,),( −=  (2) 

To scale the distance measure to range between 0 and 1, we find the maximum 
values of the expression distances and the location distances.  
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The expression distances and the location distances are then divided by these 
maximum values, respectively. Integration of the expression distance with the 
chromosomal distance is made by using a weight parameter ω . The integrated 

distance between the i th gene and the j th gene, ijD , is defined as follows: 

exp

max,exp max,

( , ) ( , )
(1 )i j chr i j

ij
chr

d gene gene d gene gene
D

d d
ω ω= + − . (5) 

2.3   Clustering Analysis and Calculation of Bootstrap Probability 

We apply hierarchical clustering method with the average linkage. Note that our 
distances can be applied to any kinds of distance-based clustering methods.  
To evaluate uncertainty of the hierarchical clustering result in terms of the cluster 
sizes and reliability of each individual cluster, we calculate the probability values for 
each cluster using bootstrap resampling technique. The bootstrap probability (BP) 
value is calculated by the ordinary bootstrap resampling with replacement [17]. 
Additionally, the multiscale bootstrap resampling is used for calculating 
approximately unbiased (AU) probability values [18-19]. 

3   Results 

3.1   An Application Result in Drosophila Chromosome 2L 

The results of hierarchical clustering in Drosophila chromosome 2L are shown in  
Fig. 2. Fig. 2(a) is the result of the ordinary distance using the expression values, and  
Fig. 2(b) is the result of the weighted distance using both the expression values and 
the chromosomal locations. 

As the ordinary distance is used, the genes belong to the two clusters are not 
closely clustered except CG7203, CG7214 and CG7216 (Fig. 2(a)). Although 
CG6667, CG6794, CG7052 and CG13795 were included in the red box with 
significantly high AU values, but two of them belonged to 2L 36C2-3 (RED) and 
others belonged to 2L 28C1-8 (BLUE). Most genes belonging to the clusters did not 
show any consistent pattern.  

As the weighted distance is used the genes belong to the two clusters are well 
separated to two different branches (Fig. 2(b)). In the left branch, CG6667, CG6794 
and CG18563 were clustered closely with high AU values. On the other hand, 
CG6639 was isolated as shown in the original hierarchical clustering. In the right 
branch, seven genes of 2L 28C1-8 (BLUE) were clustered together but they were 
separated into two groups: one for the induced genes and the other for the repressed 
genes.  
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Fig. 2. Dendrogram of genes in Drosophila chromosome 2L (a) is the result of the 
hierarchical clustering using the expression data and (b) is the result of the weighted distance. 
The genes in the dashed red rectangle are members of 2L 36C2-3 cluster (Fig. 1(a)) and the 
genes in the dashed blue rectangle are members of 2L 28C1-8 cluster (Fig. 1(b)). The values at 
branches are approximately unbiased (AU) probability (left, red) and bootstrap probability (BP) 
(right, blue). The straight lined red box represents the significant cluster with AU ≥ 95. 
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Although we identified several groups of significantly clustered genes (red boxes), 
only three genes of 2L 36C2-3 (RED) and 2L 28C1-8 (BLUE) were located in the red 
boxes. In the second red box (ordering direction is left to right), among five genes 
only two genes are the member of 2L 36C2-3 (RED). In the third and fourth red 
boxes, only one gene of 2L 28C1-8 (BLUE) is included for each box. In this case, 
other genes included in red boxes can be unknown genes that have similar expression 
profiles with the known genes (CG13795 in third box and CG6739 in fourth box) in 
adjacent chromosomal region. The first and last red boxes do not include any member 
of 2L 36C2-3(RED) or 2L 28C1-8 (BLUE). The genes of these boxes can be 
candidate for another cluster of genes that have correlated expressions in the adjacent 
chromosomal regions.  

3.2   The Biological Validation of the Results 

The red boxes of genes are statistically significant clusters integrating expression data 
with chromosomal location. To examine the biological significance of these clusters, 
we examined the characteristics of genes such as gene names and Gene Ontology 
terms using FlyBase database (http://flybase.bio.indiana.edu/). 

In the first cluster, there are five genes in the range of 2.2Mbp in 2L chromosome. 
The function of two genes in this cluster is unknown and the other three genes are 
shown to be related to enzyme activities, immune and development.  In the second 
cluster, there are also five genes in the range of 1.1Mbp. Three of them are shown to 
be related to transcription activity, immune response, organ development, regulation 
of metabolism and cell communication. Other two genes are imaginal disc growth 
factors 1 and 3 that are related to cell-cell signalling and carbohydrate metabolism. 
The third cluster includes two genes but the function of one gene is unknown and 
other gene has ion and amino acid transporter activity. In the fourth cluster, the 
biggest cluster, there are 11 genes in the range of 3.8Mbp. One is unknown and others 
are related to hormone or enzyme activity in molecular function. In biological 
process, six genes are related to electron or phosphate transport, two genes are related 
to proteolysis and one is related to ovum, sperm and mating. In the last cluster, there 
are three genes in the range of 0.7Mbp with enzyme fatty-acid synthase and 
oxidoreductase activities. 

Most genes in the same cluster shared the similar functions. The second cluster was 
characterized by transcription activity, immune response, organ development, regulation 
of metabolism and cell communication. Most genes from the fourth cluster shared the 
function of hormone, enzyme activity, electron or phosphate transport. In the last 
cluster, oxidoreductase activity and electron transport are shared by most genes. 

4   Discussion 

Our research was motivated by the question about the relationship between gene 
expression profile similarity and chromosomal adjacency. There is no clear 
explanation about the genomic structure inducing the clustering of co-expressed 
genes. There have been many researches demonstrating that the genes having similar 
expression tend to locate in adjacent chromosomal region. 
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To take into consideration the chromosomal location in clustering analysis, we 
proposed a new distance measure which is defined as the weighted sum of the 
expression distance and the chromosomal distance. Since the contribution of each 
distance is determined by a weight parameter ω , it is quite flexible to control the 
contribution of each distance. 

Our clustering method has several advantages over the original hierarchical 
clustering. First, our method can cluster the ambiguous genes in aspect of expression 
profiles. The original hierarchical clustering is a one-dimensional clustering method 
using only the expression information, while our method is a two-dimensional 
clustering method using both expression information and chromosomal information. 
The additional chromosomal information reduces the ambiguity of clustering result 
and improves the performance of clustering. Secondly, our method helps to reduce the 
size of chromosomal region of genes sharing the same profiles and clusters them into 
the more compact regions. Since the biological experiment for validation requires 
considerable cost and time, reduction of candidate gene set and candidate region in 
genome is quite useful. In many cases, clustering result is exhibited in two groups that 
consist of up-regulated genes and down-regulated genes, which does not provide 
much information to biologists. On the contrary, our methods separate the large group 
into the several small groups based on chromosomal information. The reduced gene 
set and compact chromosomal region would provide more useful information. 

Further, the weighted distance can be applied to other kind of clustering methods 
such as Self-Organizing Maps (SOM). We remain the application of our idea to other 
clustering methods as a future work [13]. 
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Abstract. Affymetrix High Oligonucleotide expression arrays, also known as 
Affymetrix GeneChips, are widely used for the high-throughput assessment of 
gene expression of thousands of genes simultaneously. Although disputed by 
several authors, there are non-biological variations and systematic biases that 
must be removed as much as possible before an absolute expression level for 
every gene is assessed. Several pre-processing methods are available in the 
literature and five common ones (RMA, GCRMA, MAS5, dChip and VSN) and 
two customized Loess methods are benchmarked in terms of data variability, 
similarity of data distributions and correlation coefficient among replicated 
slides in a variety of real examples. Besides, it will be checked how the variant 
and invariant genes can influence on preprocessing performance. 

1   Introduction 

Microarray technology is a powerful tool used for the high-throughput assessment of 
gene expression of thousands of genes simultaneously which can be used to infer 
metabolic pathways, to characterize protein-protein interactions or to extract target 
genes for developing therapies for various diseases [1]. Several platforms are 
currently available, including the commonly used high oligonucleotide-based 
Affymetrix GeneChip® arrays.  

As described in [1], an Affymetrix GeneChip contains probe sets of 10-20 probe 
pairs representing unique genes. Each probe pair consists of two oligonucleotides of 
25 bp in length, namely perfect match (PM) probes (the exact complement of an 
mRNA) and the mismatch (MM) probes (which are identical to the perfect match 
except that one base is changed at the center position). The MM probe is supposed to 
distinguish noise caused by non-specific hybridization from the specific hybridization 
signal, although some researchers recommend avoiding its use [17].  

A typical microarray experiment has biological and technical sources of variation 
[2]. Biological variation results from tissue heterogeneity, genetic polymorphism, and 
changes in mRNA levels within cells and among individuals due to sex, age, race, 
genotype-environment interactions and other “living” factors. Biological variation is 
of interest to researchers as it reflects true variation among experiments. On the other 
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hand, sample preparation, labeling, hybridization and other steps of microarray 
experiment can contribute to technical variation, which can significantly impact the 
quality of array data. Therefore, to that systematic non-biological sources of variation 
mask real biological variation, significant pre-processing is required and involves four 
steps for Affymetrix GeneChips: background correction, normalization, PM 
correction and summarization [15].    

In this paper, a comparison of some of the most well known pre-defined pre-
processing methods (RMA, GCRMA, MAS5, dChip and VSN) and two customized 
Loess methods is performed. Accuracy of preprocessing is assessed in terms of data 
variability, similarity in data distributions and correlation among replicates in a 
variety of real examples. Besides, one of the pre-processing method will be selected 
to evaluate how the variant and invariant genes have an influence on the quality 
metrics compared to the whole set of genes.  

Section 2 describes the main pre-processing methods existing in the literature for 
Affymetrix GeneChips and section 3 describes implementations, data sets and results. 
Conclusions are drawn in section 4.  

2   Pre-processing Affymetrix GeneChips 

Instead of describing how does work every pre-processing method, they will be 
compared in each of the four pre-processing steps [3]: 

− Background correction. It removes unspecific background intensities of scanner 
images. Three possible algorithms can achieve this correction: the Robust Multi-
chip Average (RMA) convolution [5] and the MAS [6] and Gcrma [7] algorithms.  

− Normalization. It is intended to reduce most of the non-biological differences 
between chips providing normalized (comparable) signal intensities for every chip 
[1]. The following methods were applied: Scaling (constant) [6], Quantile [4], 
Loess [4], Invariant Set [8] and Variance Stabilization Method (VSN) [9]. 

− PM correction. PM signal intensity should be adjusted to account for nonspecific 
signal. There are two possible algorithms:  MAS [6] and PMonly [3].  

− Summarization. It is the final stage in pre-processing Affymetrix GeneChip data 
and computes expression values from all within-chip replicates by combining the 
intensities of the 11-20 probe replicates to produce a single expression value for a 
gene. There are some well-known methods in the literature: Median Polish [5], 
Tukey Biweight [6], Li-Wong MBEI expression index [10] and Avgdiff  [11].  

 
The algorithms described above can be found in the Bioconductor affy, affyPLM and 
vsn packages [3][9][12], which are R libraries of functions and classes. 

3   Experiments and Results 

In this section, pre-defined and custom pre-processing methods used in the 
comparison will be explained as well as the data sets and the quality metrics used in 
the experiment for evaluating such comparison.  
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3.1   Implementation of Pre-processing Methods 

There are six different functions (Table 1) to calculate all pre-processing methods: 

− expresso() (affy package [3][12]), which provides quite general facilities for 
computing expression summary values. 

− rma() (affy package [3][12]) to calculate only the RMA method. 
− threestep() (affyPLM package [12]), which provides the user the ability to compute 

very general expression measures.  
− gcrma() (affyPLM package [12]), which computes the GCRMA method. 
− mas5() (affy package [3][12])  to calculate the MAS5 method. 
− vsnrma() (vsn package [9][12]) to calculate only the VSN method. 

Table 1. Summary of microarray data pre-processing methods used in this paper and the R 
function utilized for its calculation 

Methods Background 
Correction 

Normalization PM  
correction 

Summarization  Functions a 

RMA rma quantiles pmonly medianpolish expresso(), rma(), threestep() 
GCRMA gcrma quantiles pmonly medianpolish  gcrma(), threestep() 
MAS5 mas mas  mas mas  expresso(), mas5() 
VSN  vsn pmonly medianpolish  expresso(), vsnrma() 
dChip  invariantset pmonly liwong  expresso() 
Loess 1 mas loess mas mas  expresso() 
Loess 2  loess pmonly avgdiff  expresso() 
a Note that a pre-processing method can be used with more than one function, usually from different R libraries. 

3.2   Data Sets 

Five different data sets covering different experimental designs (from control/ 
treatment to a time series, with different replications) were used:  

− Dilution experiment. Two sources of cRNA A (human liver tissue) and B (Central 
Nervous System cell line) have been hybridized to human array (HGU95A) in a 
range of proportions and dilutions. The data is available at the affydata package 
[12] and detailed description can be accessed there. 

− Estrogen. The package estrogen [12] contains 8 Affymetrix HG-U95Av2 CEL files 
from an experiment involving estrogen receptor positive (ER+) breast cancer cells 
[13]. Estrogen effect on time is evaluated.  

− Pig infection. This experiment contains 10 samples run on Porcine Affymetrix 
Genechip arrays in which 6 pigs were treated with an infectious agent and the 
remaining ones were not treated. These unpublished data were kindly given by 
Prof. Juan José Garrido (Department of Genetics, University of Córdoba, Spain). 

− Cell infection. This experiment was also kindly given by Prof. Juan J. Garrido and 
consists of 18 Affymetrix Porcine CEL files. It contains the infection of 2 cell lines 
(IPI and IPEC) with a specific pathogen for each one. Each infection is sampled at 
0, 2 and 4 h of infection by triplicate. The IPI and IPEC strains have been treated 
separately since they are different cell lines treated with different pathogens.  
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− CLL. The CLL package [12] contains the chronic lymphocytic leukemia (CLL) 
gene expression data. The CLL data had 24 samples run on HG-U95Av2 
Affymetrix GeneChip arrays that were either classified as progressive or stable in 
regards to disease progression.  

3.3   Quality Metrics 

In order to evaluate the performance of the pre-processing methods, three different 
metrics have been used:   

− Replicate variability [14]. It is based on the assumption that expression level of a 
gene should ideally remain the same across multiple replicated slides. Variability is 
measured by the mean of the standard deviation over all genes. Smaller mean is 
indicative of better pre-processing.   

− Kolmogorov-Smirnov (K-S) test [14]. It is a goodness-of-fit test of two continuous 
distributions and it is based on the hypothesis that an effective normalization 
procedure should result in two similar, ideally identical, distributions with a small, 
ideally zero-valued K-S statistic. On the other hand, two different distributions will 
generate a large K-S statistic.  

− Spearman Rank Correlation Coefficient [15]. It is based on the comparison of the 
correlation coefficient between replicated slides assuming that, given an 
experiment, the correlation coefficient among replicated slides will be increased 
after the pre-processing stage.  

3.4   Results 

Raw expression data. The different pre-processing methods should be compared 
with the raw expression data in terms of the quality metrics described above. Thus, all 
the experiments were run with no background correction, no normalization and no 
PM correction. Just the summarization step is needed to obtain gene expression 
values. Three different summarization algorithms using the expresso function were 
tested: median-polish, Tukey-Biweight and AvgDiff. 

  
 
 

 
 
 

 
 
 

Fig. 1. Means and 95% Least Significant Differences (LSD) Intervals of the different 
summarization algorithms through the quality metrics 

For each quality metric, a two-way Analysis Of Variance (ANOVA) test checked 
the statistical significance of the results. Fig.1 shows that median-polish summarization 
method performs significantly better (P < 0.05). Hence, it has been selected to obtain 
raw expression values for comparing with all pre-processing methods.  
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Comparison of functions for pre-defined pre-processing methods. Since there are 
several pre-defined pre-processing methods (RMA, GCRMA, MAS5 and VSN) that 
can be used with more than one function (Table 1), selection of one function for each 
method is a must. dChip pre-processing method could not be included: it does not 
converge for most of the data sets since a minimum of 10 replicates arrays is 
recommended [12]. Thus, for each quality metric, a one-way ANOVA test was run 
for the different functions within a pre-processing method and no statistical difference 
(P > 0.05) among functions for the same method is found. Hence, the decision was 
taken from the average running time of a total of 10 executions (Fig. 2). As a result, 
rma() performs faster for RMA, gcrma() and threestep() for GCRMA are practically 
the same (although the latter will be used due to it provides the user with a great deal 
of control), mas5() is the fastest for MAS5 and vsnrma() is the best for VSN. 
 

0 50 100 150 200 250 300 350 400

RMA expresso

RMA rma

RMA threestep

GCRMA gcrma

GCRMA threestep

MAS5 expresso

MAS5 mas5

VSN vsnrma

VSN expresso

Time (sec.)

 
Fig. 2. Average and standard dev. running time of pre-processing functions for all data sets 

Comparison of different pre-processing methods. For each quality metric, a two-
way ANOVA test was used to check how each pre-processing method performs in all 
data sets. According to the mean variability, the VSN method gets the best results 
(Fig. 3a). VSN, RMA, GCRMA and Loess 2 are statistically better (P < 0.05) than the 
raw data. The VSN performance was not unexpected because it specifically aims to 
stabilize the variance across the replicated arrays. On the other hand, MAS5 and Loess 
1 obtain worse results than the raw data. Since both methods are identical but for 
normalization step, it can be concluded that the normalization method alone cannot 
account for the pre-processing performance. 

With regard to the mean Kolmogorov-Smirnov statistic (Fig. 3b), RMA and 
GCRMA get the best results, followed by Loess 2, VSN, MAS and Loess 1, and all of 
them perform significantly better (P < 0.05) than raw data. RMA and GCRMA 
perform the best since the use of Quantile normalization algorithm (see section 2) that 
forces the empirical distributions in different slides to be identical. 

Finally, according to the mean Spearman rank coefficient (Fig. 3c), RMA, VSN and 
Raw data performs better with no statistical difference among them. This means that 
no significant improvement has achieved when pre-processing the data in terms of 
correlation. 

In conclusion, a pre-processing method is considered appropriate when (i) its mean 
variability is lower than for the raw data; (ii) the mean K-S statistic is lower than for 
the raw data; and (iii) the Spearman rank coefficient is higher than for the raw data. 
Only RMA and VSN method seems to fulfill these rules, although in (iii) the 
difference is not statistically significant. 
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Fig. 3. Means and 95% LSD intervals of the different pre-processing methods through the 
quality metrics: a) mean variability, b) mean of K-S statistic, c) mean of Spearman Coefficient 

The influence of variant and invariant genes with respect the whole set of genes. 
It would be interesting how the variant and invariant genes can influence on pre-
processing performance. Invariant and highly-variant genes were inferred from raw 
summarized data. Two sets (A and B) of replicated slides must be selected. For each 
set, the mean value for each gene in all replicates is obtained. Then, a list of 
interesting genes is obtained according to M = abs(log2(A/B)), so that the n genes 
(1000 in our case) with the highest value of M will be the variant genes and the n 
genes with the lowest value of M, closest to zero, will be the invariant ones. These 
groups were pre-processed with RMA, due to its great performance shown in the 
previous subsection. Raw summarized data were utilized as controls using these 
groups as well as the pre-processing with RMA and raw summarized data (median-
polish) using the whole set of genes. Statistical significance was assessed by a three-
way ANOVA test.  

Mean variability and K-S statistic (Fig. 4a, 4b) reveal that any set of genes pre-
processed with RMA is statistically more homogeneous (P < 0.05) than raw data 
(which only have been summarized by median-polish). This improvement, as 
expected due to quantile normalization, is more aggresive for the K-S statistic. 
Moreover, pre-processing whole data is statistically equivalent (P > 0.05) to pre-
processing only the invariant set of genes, while the difference is clearly significant 
(P < 0.05) when only the variant set is pre-processed. This result is not surprising, 
since it is assumed that most of the genes in a microarray experiment are non-
differentially ones, i.e. they are invariants. The mean Spearman rank coefficient  
(Fig. 4c) also reveals that pre-processing an invariant set of genes with RMA is 
equivalent to do the same with the whole data. However, it is noticeable that invariant 
and all genes datasets do not show a great improvement after the pre-processing while 
variant genes do it clearly, showing that pre-processing does not break (even it can 
improve it slightly) the correlation among data replication. Therefore, the variant set 
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improves the correlation with pre-processing since they are supposed to be more 
spread before the pre-processing. Hence, it has been confirmed that pre-processing 
with an invariant dataset is similar to pre-processing the whole chip provided that 
most of genes in chip are not differentially expressed and it is also confirmed that pre-
processed data are preferable to raw data. 
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Fig. 4. Interaction plots of methods and genes in terms of the quality metrics: a) mean 
variability, b) mean of K-S Statistic, and c) mean of Spearman Rank Coefficient 

4   Conclusions and Future Work 

In this paper, we performed a comparison of some of the most well known pre-
processing methods (RMA, GCRMA, MAS5 and VSN) and two custom 
implementations of LOESS in terms of quality metrics such as data variability, 
similarity of data distributions, and correlation coefficient among replicated slides. 
Five real datasets obtained from different laboratories, with different design and with 
different number of replica were employed, which provide a strong support for the 
conclusions since they are not linked to particular data. Implemented functions for 
preprocessing are time-efficient but for expresso() and median-polish is the 
summarization method that seems to perform better. According to our three golden 
rules for an adequate pre-processing method, only VSN and RMA seems to normalize 
data in such a way that the results are better devoid of experimental and technical 
errors. Indirectly, it has been shown that Loess normalization performance is highly 
dependent on the rest of pre-processing steps. When an invariant gene set is pre-
processed with RMA, its behaviour is similar than when the whole chip is  
pre-processed with the same method since most of the genes in a microarray are not 
expected to be differentially expressed. Moreover, most of the genes in a microarray 
experiment are expected to be correlated even if no pre-processing method is applied. 

As a future work, a more complex system is desired: apply supervised learning 
models such as Artificial Neural Networks with the aim of recognize data patterns to 
decide the best pre-processing method for a given data set [16]. We are also searching 
for a function that combines the three quality metrics to obtain an objective way to 
evaluate which is the best way of pre-processing for a given set of data. 
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Abstract. Protein-protein interaction (PPI) prediction is one of the
main goals in the current Proteomics. This work presents a method for
prediction of protein-protein interactions through a classification tech-
nique known as Support Vector Machines. The dataset considered is a
set of positive and negative examples taken from a high reliability source,
from which we extracted a set of genomic features, proposing a similar-
ity measure. Feature selection was performed to obtain the most relevant
variables through a modified method derived from other feature selec-
tion methods for classification. Using the selected subset of features, we
constructed a support vector classifier that obtains values of specificity
and sensitivity higher than 90% in prediction of PPIs, and also providing
a confidence score in interaction prediction of each pair of proteins.

1 Introduction

In the current research in Proteomics, one of the most important areas is the
elucidation of the structure, interactions and functions of proteins that constitute
cells and organisms. Most of fundamental biological processes involve protein-
protein interaction [10].

The information of interactions can be obtained both through experimental
methods or computational approaches [19]. Among the studied organisms, S.
cerevisiae is the most widely analysed organism even though its interactome is
still far to complete [2,19]. However, it is thought that protein-protein interaction
data obtained from high-throughput experiments have a high number of false
positives, i.e., interactions that are spurious or biologically irrelevant and do not
occur in the cell [2]. In the literature there are different methods for proteins
interaction prediction. As in other previous works, we have adopted an approach
based in Support Vector Machines [1,5].

Supervised classification methods reckon on a set of positive and negative
examples for training. Building a intelligent classifier for PPI relies on the several
existing approaches that contribute in several grades of precision and bias to get
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positive and negative pairs of proteins [10,15,11]. Specifically negative examples
are quite difficult to report [19]. In this work, we have used a reliable set of
positive and negative pairs taken from Saeed el al. [19] for yeast.

In this work, we propose a predictor of protein-protein interaction in yeast
(S. cerevisiae) using Support Vector Machines (SVM). A genomic/proteomic
features extraction process [10,15] was performed to obtain a total of 26 features
introducing a similarity measure. Subsequently, we obtained the most relevant
features by means of our proposed feature selection method derived from the
methods studied in Gilad-Bachrach et al. et [17]. Finally, we constructed a SVM
predictors that returns a confidence score in classification of each pair of proteins
and obtains results higher than 90% of specificity and sensibility in the prediction
of PPIs.

2 Features Extraction

The data set in this work have been obtained from Saeed et al. [19]. They provide
a set of 4 million negative pairs of proteins and a set of 4809 interacting pairs
of proteins for yeast. We have used all positive examples (4809) and a random
subset of 4895 negative examples, giving a total of 9704 pairs.

From this data set, we extracted 26 genomic/proteomic features of yeast from
diverse databases. For each pair, we have mined the information of following
databases:

– SwissPfam (version 22.0) [7] contributes information of protein domains.
– Gene Ontology Annotation (GOA) Database [8] provides high quality anno-

tation of Gene Ontology (GO) [4] (version may 2008). GOA classifies protein
annotation in three ontologies: biological processes (P), cellular components
(C) and molecular functions (F)

– MIPS Comprehensive Yeast Genome Database CYGD (version June 2008)
gathers information of molecular estructure and functional network in yeast
[9]. We consider all catalogues: functional, complexes, phenotype, proteins
and subcellular compartments

– HINTdb (version 13 June 2007) that provides the homology pairs of
proteins[16].

– 3did database (version 25 may 2008). [20] that gives a collection of domain-
domain interactions in proteins which 3D-structures are known in Protein
Data Bank (PDB) [6].

The fundamental idea for our features extraction is to find the number of
common terms in a particular database or catalogue between two proteins, as we
consider that each protein has a number of associated terms in each database.
Furthermore, we introduce a similarity measure that shows the percentage of
common terms in a pair with respect to the sum of all terms which have two
given proteins, for the databases specified next. This is a measure called “local”.
Its equation would be 1:

local similarity =
number of sharedelements

number oftotal elements in a pair of proteins
(1)
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A different measure is also proposed that shows the percentage of common terms
in a pair with respect to the sum of all terms in a database, it is called “global
similarity”.

We explain now the 26 used features for yeast, indicating between parenthesis
their order:

– Common GO annotation terms between two proteins of three ontologies
(P,C,F) together (1st) and their “local” and “global” similarity measures
(13st, 14st). Moreover we considered each separately ontology (5st P, 6st C,
7st F) and their respective “local similarity” measure (16st, 17st, 18st) and
“global ones” (19st, 20st, 21st).

– Number of homologous between two proteins obtained from HintDB (2nd).
– Commons Pfam domains between two proteins, extracted from SwissPfam,

which are found in 3did database (3rd). The similarity would be the number
of common domains Pfam-3did between the total of Pfam domains that have
two proteins (15st).

– mRAN expression value from Rosetta compendium extracted from Jansen
et al. work [10] (4st).

– Considering each MIPS catalogue separately, we counted the number of com-
mon terms (catalogue identifier) between two proteins (functional 8st, com-
plexes 9st, proteins 10st, phenotypes 11st, subcellular compartments 12st).
Furthermore we considered their “local similarity” measures (22st, 23st, 24st,
25st, 26st).

3 Feature Selection

In this work, we propose a novel method based on 3 feature selection method:
G-flip, Simba [17] and Relief [14]. They use a margin based criterion to measure
quality of sets of features. G-flip and Simba assign a score to sets of features
according to the induced margin from an evaluation function. This GFLIP and
SIMBA evaluation function requires a utility function; we used three functions
proposed by Navot et al. [17]: linear, sigmoid and zero-one. The linear utility
function is a simple sum of margins. The Zero-one utility (not for SIMBA) equals
1 when the margin is positive and 0 otherwise. And finally, the sigmoid utility
function is proportional to the leave-one-out (LOO) error.

Our proposed feature selection method consists of normalizing the weights
between [0,1] of all previous methods results (Gflip, Simba and Relief). Subse-
quently, the final weight for each feature is calculated as a mean of all weights
of all methods. The feature with a final weight above the mean are the features
selected to perform the classification (see figure 1(a)).

4 Support Vector Machines

Support Vector Machines (SVM) is a classification and regression paradigm de-
veloped by Vapnik and his group at AT&T Bell Laboratories [3,12]. The SVM
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Fig. 1. Our proposal: selection of features 1(a), Feature Weights 1(b)

approach learns a separating hyperplane to maximize the margin and it gives a
good generalization performance. Therefore SVM is a prominent large margin
algorithm [17]. SVM is originally a model for the binary-class classification, thus
it is straightforward to use it in the present problem for classification among
protein-protein interaction and non protein-protein interaction. SVM is being
widely used in Bioinformatics due to their effectiveness [1,5].

In this work, we have adopted a SVM approach to construct the classifiers.
In order to perform the predictors, we divided randomly data set in two groups:
training and test. We propose a score in prediction which is the difference of prob-
abilities in absolute value returned by SVM for each pair of proteins, that could
be used as measure of confidence. SVM classifies the pairs returning two prob-
ability values that represent the chance to be an interacting or non-interacting
pair. A pair of proteins will be classified in positive or negative interaction ac-
cording to best probability.

5 Results

Following the steps of our experiment, we extracted all features from the given
problem and its set of examples, and applied our feature selection method to
obtain the subset of relevant features.

Due to computational needs we use randomly 70% of data for feature selection
methods. Simba and Gflip were executed over 10 iterations applying all their
utility functions for evaluation function. Finally, features that were selected 10
times in Gflip were chosen. On the other hand, in Simba the features were
selected according to mean weights in all executions. Relief is deterministic. Our
proposed method calculated a mean weight per feature derived from the weights
of these methods. Table 1 shows the selected features by method, and figure 1(b)
shows the final features weights for our proposed method.

In the next step, the data again was randomly divided in two groups: 70% pairs
to train the SVMs and so getting the classifiers, and 30% pairs to test the models
and to evaluate them. Two types of kernels were used for SVM classification:
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Table 1. Table of selected features by different selection methods

Method Selected Features
Gflip Linear 1 2 3 5 6 7 8 10 11 13 15 16 17 18 19 22 23 24 25

Gflip Sigmoid 1 2 3 4 5 6 7 8 9 10 11 13 15 16 17 18 20 21 22 23 24 25
Gflip zero-one 1 2 25

Relief 25 22 11 1 13 5 23 2 24
Simba Linear 3 15 22 25

Simba Sigmoid 1 3 4 6 11 15 22 23 25
Our Proposal 1 3 5 6 9 11 13 14 15 17 22 24 25

linear and RBF (Radial-Basis Function) [18]. A single combination of calculated
parameters γ and C for RBF Kernel and C for linear kernel was employed.
The performance of the test set was evaluated by sensitivity and specificity.
We executed three times our predictors with three different randomly groups
for training and test. We obtain for linear-SVMs: classification error 6,63 % ±
1,37, sensitivity 97,4 % ± 0,37 and specificity 89,17 % ± 2,5. For RBF-SVMs
the results are: classification error 5,03 % ± 0,25, sensitivity 98,3 % ± 0,36,
specificity 91,5 % ± 0,88.

In figure 2, we can observe the classification score of a test group for correct
and wrong predicted pairs, determining clearly two groups. Correct predicted
pairs obtain score 0.905 ± 0.149, and as we expected the wrong predicted pairs
obtain 0.051 ± 0.220. So we can say that our SVM predictor is reliable, returning
high score for correct classified ones.

To check that the selected features calculated by our similarity measure help
to improve the predictive power of SVM, we performed a comparison between
the three proposed features by Patil et al. [15] (d,g,h) and three highest weighted
features (25st, 1st, 22st) with our approach (see figure 1(b)). Table 2 shows the
results of this comparison.

As it can be observed in table 2, in general, our selection of three features
does not improve the obtained results with the proposed features by Patil et al.
[15]. However, we notice that more than 3 features are necessary to provide a
correct classification, giving higher values of specificity and sensibility.

Table 2. Comparison table with results of Selected Features

LINEAR SVM Our proposal with best features Results by Our Proposal with
appeared in the bibliography[15] Patil[15] the 3 best features

Features Error (%) Sv. (%) Sp. (%) Sv. (%) Sp. (%) Features Error (%) Sv (%) Sp (%)
d+g+h 7,03±0,47 92,53±0,52 93,4±0,42 12,3 99,4 1+2+3 11,63±0,05 95,13±0,09 81,23±0,19
d+g 15,73±0,61 92,6±0,57 75,5±0,57 14,5 99,3 1+3 14±0,14 99,83±0,05 71,47±0,52
d+h 20,5±0,85 99,9±0 58±1,27 14,7 99,2 1+2 12,7±0 92,6±0,57 81,73±0,75
d 34,3±0,42 67,57±0,66 63,77±0,24 14,8 99,2 1 14,37±0,05 99,83±0,05 70,67±0,38

g+h 7,03±0,47 92,53±0,52 93,4±0,42 44,1 94 2+3 14,7±0,42 95,13±0,09 74,9±0,42
g 15,73±0,61 92,6±0,57 75,5±0,57 86,7 74,3 3 34,43±0,38 38,93±0,05 93,7±0
h 20,5±0,85 99,9±0 58±1,27 89,7 62,9 2 15,73± 0,61 92,6±0,57 75,5±0,57

RBFs SVM Our proposal with best features Results by Our Proposal with
appeared in the bibliography[15] Patil[15] the 3 best features

Features Error (%) Sv. (%) Sp. (%) Sv. (%) Sp. (%) Features Error (%) Sv (%) Sp (%)
d+g+h 7,03±0,47 92,53±0,52 93,4±0,42 12,3 99,4 1+2+3 7,53±0,24 98,9±0 85,67±0,66
d+g 15,37 ± 0,8 91,1±0,85 77,8±2,26 14,5 99,3 1+3 8,77±0,19 99,73±0,05 82,27±0,52
d+h 20,5±0,85 99,9±0 58±1,27 14,7 99,2 1+2 8,47±0,33 98,47±0,09 84,27±0,8
d 34,37±0,47 67,57±0,66 63,67±0,24 14,8 99,2 1 10,83±0,38 99,83±0,05 77,97±0,94

g+h 7,03±0,47 92,53±0,52 93,4±0,42 44,1 94 2+3 14±0,42 95,57±0,19 75,97±0,47
g 15,73±0,61 92,6±0,57 75,5±0,57 86,7 74,3 3 24,73±0,09 99,9±0 49,23±0,75
h 20,53±0,83 99,9±0 58±1,27 89,7 62,9 2 15,73±0,61 92,6±0,57 75,5±0,57

Sv: sensitivity, Sp: Specificity. 1: (25th feature) Phenotype MIPS calculated by our “local similarity” measure,

2:(1stfeature) similar GO annotations, 3: (22th feature) Functional MIPS calculated by our “local similarity”

measure .d: interacting Pfam domains (3rd feature); g: similar GO annotations (1st feature) ; h: homologous
interactions (2st feature). More than one features are indicated by listing the features separated by a ’+’ sign.
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Though a ROC (Receiver Operating Characteristic) curve (see figure 3), using
our score as measure of prediction, we represented the results of the RBF-SVM
classifier using the 14 selected features by our feature selection approach (red)
versus the best results of our RBF-SVM approach with the “d+g+h” features
proposed by Patil et al. [15] (blue). We observe better levels of sensibility and
specificity using our 14 features. Hence, using a reasonable subset of features from
the 26 extracted characteristics, we improve the prediction than using only 3.

Two of the three most important features (25th, 22th) considered by our pro-
posal are derived from our similarity measure for phenotype and functional MIPS
catalogue. We found that features related with domains have not a important
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Fig. 3. ROC curves. Our proposal (red) and a RBF-SVM with features appeared in
Patil et al.[15] (blue).
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weight in our selection and the features related to GO annotations have a im-
portant weight. Anyway, we confirm that a combination of a subset of relevant
features permit the construction of a reliable classifier. The designed SVM clas-
sifiers with the selected subset of features show to be good predictors.

Finally, we mention that the linear kernel and the RBF kernel obtain a reliable
prediction in the test set. However as we expected, the RBF kernel is slightly
more reliable.

6 Conclusion

The elucidation of protein-protein interactions is a important goal in the current
Proteomics research. There is a large number of approaches for PPI prediction
that use several genomic/proteomic features, utilizing a set of reliable examples
and applying SVM [1,5].

In this work, we have proposed the usage of features based on a new similarity
measures for yeast extracted from known databases: SwissPfam, GOA, MIPS,
3did, Hintdb. The data set that we have used is a set of examples extracted
from a reliability source for yeast [19]. Through a combination of the outcomes
of tree feature selection methods, we have performed a characteristic relevance
weighting, finally selecting the features with relevance above the mean. With
the selected subset we constructed a linear-SVM and a RBF-SVM as effective
predictors, which may provide a confidence score in classification. Hence, we
have checked that the features derived from our similarity measure improved
the predictive power of the classifiers, obtaining high specificity and sensibility
in prediction of PPIs.

For further work, we think that it could be interesting an analysis with sev-
eral and a larger size of data since Saeed et al. [19] provide a set of more than
4 million negative examples, even extending our approach to others organisms.
Moreover, it is possible to apply others variable selection methods as well as
using other machine learning methodologies such as fuzzy systems that provide
interpretable solutions [13]. Because of high computational needs of these algo-
rithms, we consider the possibility of applying parallelism to our approach.
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Abstract. The protein structure prediction (PSP) problem is consid-
ered an open problem as there is no recognized ”best” procedure to find
solutions. Moreover, this problem presents a vast search space and the
analysis of each protein conformation requires significant amount of com-
puting time. We propose a reduction of the search space by using the
dependent rotamer library. Also this work introduces new heuristics to
improve the multi-objective optimization approach to this problem.

1 Introduction

Proteins have important biological functions such as the enzymatic activity of
the cell, attacking diseases, transport and biological signal transduction, among
others. They are chains of amino acids selected from a set of twenty elements.
Whenever an amino acid chain is synthesized, it folds together and uniquely
determines its 3D structure. Moreover, although the amino acid sequence of a
protein provides interesting information, the functionality of a protein is exclu-
sively determined by its 3D structure [1]. Thus, there is a high interest in knowing
the 3D structure of any given protein. For example, as some proteins attack dis-
eases, taking into account that protein functionality depends on their structure,
it would be important to know this 3D structure to learn its correlation with
the protein functionality. Thus, the protein 3D structure can aid in the design
of efficient drugs. In this way, many useful applications involve determining the
protein structure, and many disciplines, such as Medicine, Biochemistry, Biology
and Engineering can take advantage of solutions to this problem.

It is possible to reach the 3D structure of a protein experimentally by using
methods such as X-ray crystallographic and nuclear magnetic resonance (NMR).
Nevertheless, these processes are quite complex and costly as they would require
months of expert work and laboratory resources. This situation comes clear if
considering that less than a 25% of the protein structures included in the PDB
(Protein Data Bank) have been solved.

An alternative approach is to use high performance computing. Nevertheless,
the computational analysis of each conformation requires a significant time and
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this is a Grand Challenge Problem that still remains unsolved [1]. This computer
approach is called protein structure prediction (PSP) and implies predicting the
tertiary structure of a protein given its primary structure.

The protein structure can be divided into four levels (Fig. 1). The primary
structure is the sequence of amino acids that define the order of the sequence.
The secondary structure is a set of contiguous amino acids joined by some hy-
drogen bonds. Then, the super-secondary structure is the combination of two
secondary structures by a short connecting peptide. The tertiary structure is
a three-dimensional structure of a single sequence of a protein. All force-field
atoms take part in this conformation. Finally, the quaternary structure refers to
a protein built by two or more sequences. This structure defines the relations
between the different sequences of the protein. Thus, the PSP tries to determine
how the primary structure translates into the tertiary structure.

Fig. 1. Protein structures. From primary structure to quaternary structure.

The paper has been structured as follows. In Section II we introduce the
concepts related with multi-objective optimization that we are going to use
throughout of the work. The next section defines the different methods that
our multi-objective optimization process needs in this problem. In the Section
IV we provide the results and compare our algorithms with other approaches,
and Section V exposes the conclusions.

2 PSP as an Optimization Process

Computational approaches to PSP can be divided into three main alternatives:
comparative modeling, fold recognition and ab initio procedures [2,3]. The first
two alternatives consider that similar primary structures will fold into similar
ways and try to take advantage of known structures for similar amino acid se-
quences (homologue sequences). The ab initio alternative does not require any
homology and can be applied when an amino acid sequence does not correspond
to any other known one. This paper uses the ab initio approach. In this case, to
predict the protein 3D structure, we need to know the relation between primary
and tertiary structures. Although this relation is not trivial, and there are many
factors affecting the folding process that produces the final 3D conformation,
we are looking for the native tertiary conformation with minimum free energy.
Therefore, we do not take into account external factors that may influence the
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protein folding process, such as temperature, neighbor proteins, and other condi-
tions into the cell. We are considering Protein Structure Prediction (PSP) rather
than Protein Folding (PF).

Many algorithms have been proposed to solve the PSP by optimizing an ob-
jective or energy function, usually by using evolutionary algorithms [4,5]. Never-
theless, over the last few years, some new approaches have been suggested that
model the PSP problem as a multi-objective problem [1,6]. There are several rea-
sons for trying a multi-objective approach. For example, as indicated in [6], there
are works that demonstrate that some evolutionary algorithms improve their ef-
fectiveness when they are applied to multi-objective algorithms [7]. Indeed, in [1]
it is argued that PSP problem can be naturally modelled as a multi-objective
problem because the protein conformations could involve tradeoffs among dif-
ferent objectives as it is experimentally shown by analyzing the conflict between
bonded and non-bonded energies. In this paper, we also apply a multi-objective
approach to the PSP problem.

A multi-objective optimization problem [8] can be defined as the problem of
finding a vector (1) that satisfies a given restriction set (2) and optimizes the
function vector in (3). The objectives are usually in conflict between themselves,
thus, optimizing one of them is carried out at the expense of the values of the
others. This leads to the need of making a compromise, which implies the concept
of Pareto optimality. In a multi-objective optimization problem, a decision vector
x* is said to be a Pareto optimal solution if there is not any other feasible
decision vector, x, that improves one objective without worsening at least one
of the other objectives, given P the set of Pareto optimal solutions, (4). Usually,
there are many vectors which are Pareto optimal. These solutions are called
non-dominated. The set of all non-dominated solutions, in the decision space,
determines the Pareto front in the objective space. Finally, a decision maker can
select the solutions in its preferred front zone [6].

x = [x1, x2, ..., xn] (1)

g(x) ≤ 0, h(x) = 0 (2)

f(x) = {f1(x), f2(x), , fm(x)} (3)

∀a, b ∈ P (∃i, j ∈ {1, 2, · · · , n}|(fi(a) < fi(b)) ∧ (fj(a) > fj(b))) (4)

3 The Proposed Multi-objective Approach

This section describes the components required to solve the PSP problem by a
multi-objective optimization using the ab initio approach. These components
are: the cost function, initialization, the mutation operators and the set of
variables.
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Cost function: Although a realistic measure of protein conformation quality
should probably imply considering quantum mechanics principles, it would be
too computationally complex to become useful. Thus, as it is usual, we have
used the Chemistry at HARvard Macromolecular Mechanics (CHARMM) and
AMBER99 energy functions [1, 9]. These are the most popular all-atom force
field used for studying macromolecules and proteins respectively. We have con-
sidered its implementation at the TINKER library package [10]. As we use a
multi-objective evolutionary optimization formulation of the PSP problem, the
different terms of the energy function have to be transformed into several objec-
tives. In [1] it is distinguished between bond and non-bond energies. We use this
idea, although we have introduced some modifications according to the charac-
teristics of the solution domain. Analyzing these energies we can observe that
the Van Der Wall energy term has higher change range than others. Accordingly,
this last energy terms can be hidden by the Van Der Wall energy term. Thus
to optimize this energy appropriately, we propose a cost function with three ob-
jectives as follows: the bond energy and two more objective for the non-bond
energies, one for Van Der Wall and other for the rest of non-bond terms. Also, we
propose to take in account the difference between the probabilistic 3D protein
structure (see next paragraph) and the current protein structure. To do that,
we use another cost function configuration: bond energy, non-bond energy and
difference with the probabilistic protein 3D structure.

Initialization: We have developed two initialization methods: random and prob-
abilistic. The random method sets each variable with a random value according
to the constraints of the variable. The probabilistic method uses the rotamer
libraries to set each amino-acid at its most probable conformation. In this work
we do not use the probabilistic initialization in the NSGA2 algorithm, because
a population algorithm requires a set of different individuals.

Mutation operators: In [1] there are two different mutation operators. The first
one is used to explore the search space, and the second one performs a local
search optimization. We propose a third mutation operator, this method generate
a mutation more conservative than the mutation to explore, and bigger than
the mutation to perform a local search. This operator is executed with the same
probability as the first one, and it mutates the side-chain with a gaussian function
defined in the rotamer library. Doing that, we can avoid some local minima.

Set of variables: Any cost function depends on a set of variables that define the
search space. These variables provide the required information to build the 3D
conformation of the protein. In this paper we use torsion angles to represent the
conformation of the protein, because this representation needs less variables than
other alternatives. Three torsion angles are required in the backbone per each
amino acid and some additional torsion angles depending on the side-chain [1]
(Figure 2).
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Fig. 2. (left) Backbone angles φ, ψ and ω. (right) Side-chain angles χi in the tyrosine
amino acid.

In many optimization problems, once a suitable cost function is found, it
would not be difficult to obtain an efficient evolutionary algorithm that generates
sufficient good solutions for the problem. This is not the case in the PSP problem.
As the search space is so vast, it is necessary to select an adequate set of variables
and a representation space, along with the inclusion of specific information about
the PSP problem in the evolutionary algorithm. Some alternatives can be taken
into account to reduce the search space such as secondary and super-secondary
structure prediction and inclusion of rotamers libraries [11]. Rotamers libraries
have statistical information about the conformation of the amino acids in known
molecules.

Thus, although the PSP problem implies to predict the tertiary structure
of a given protein from its primary structure, it could be a good idea to use
predictions of the secondary and super-secondary structures as they give us in-
formation about the amino acids involved in one of these structures, determining
some constraints in the torsion angles of each amino acid (as shown in Table 1).
In order to get the super-secondary structure given its secondary structure, we
have to analyze the conformation of the residues in the short connecting peptide
between two secondary structures. They are classified into five types, namely, a,
b, e, l or t [12]. Sun et al. [12] developed a method to predict the eleven most
frequently occurring super-secondary structures: H-b-H, H-t-H, H-bb-H, H-ll-E,
E-aa-E, H-lbb-H, H-lba-E, E-aal-E, E-aaal-E and H-l-E where H and E are α
helix and β strand, respectively. In this way a reduction in the search space of
the PSP problem is obtained.

Moreover, side-chain torsion angles have interesting dependencies. Dumbrack
et al. [11] give many rotamers libraries that help us to identify constraints about
these torsion angles. An example of these libraries is the backbone-independent
rotamer library. Given an amino acid, this library includes constraints for its
side-chain torsion angles. There are dependencies between side-chain torsion an-
gles in the same amino acid, but these dependencies are not related with the
backbone torsion angles. It is difficult to find a good representation for these
constraints because their mutual dependency. The backbone-dependent rotamer
library is more complex than the backbone-independent rotamer library, because
the former includes the dependency between side-chain torsion angles and back-
bone torsion angles. Therefore, the size of the library increases significantly and,
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Table 1. Search space of each angle φ and ψ depending on the position of the super-
secondary structure they are

Super-secondary structure φ ψ

H (α helix) [-75, -55] [-50, -30]
E (β strand) [-130, -110] [110, 130]
a [-150, -30] [-100, 50]
b [-230, -30] [100, 200]
e [30, 130] [130, 260]
l [30, 150] [-60, 90]
t [-160, -50] [50, 100]
undefined [-180, 0] [-180, 180]

although the information provided by this library is interesting, the time re-
quired to include this information in the optimization procedure also increases.
Therefore, there are dependencies among backbone torsion angles and side-chain
torsion angles, and there are also dependencies inside torsion angles of the side-
chain. An optimization process tries an independent movement for each variable.
Thus, if we include the backbone torsion angles and the side-chain torsion angles
in the set of variables, we will ignore the cross-information between torsion an-
gles. Therefore, a suitable way to approach the problem could be to implement
a way to manage the backbone torsion angles in an optimization process and,
inside it, to include another mechanism to manage the side-chain torsion angles.

Thus, In this work we propose a new method to manage torsion angles us-
ing the backbone-dependent rotamer library. In this way, we reduce the set of
variables involved in the optimization process by eliminating the side-chain tor-
sion angles. Nevertheless we can not eliminate side-chain torsion angles without
adding another mechanism to take them into account. This mechanism selects
the most probable conformation of the side-chain in each amino acid depending
on the backbone torsion angles. Then it is possible change the side-chain confor-
mation, considering the alternatives included in the library, to produce a better
global conformation.

4 Results

In this section we provide and analyze the results obtained with our procedure.
They have been obtained by using the 1CRN protein [1, 13] as a benchmark.
As the cost functions used to model the PSP problem only approximate the
conformation energy of the protein, it is not enough to measure the quality of
the 3D structure obtained. To do so, we should accomplish a comparison between
a given known protein structure and the solution obtained by optimizing the cost
function that model the corresponding PSP problem. The most famous measure
of similarity between predicted and known native structures is the RMSD [1]
(5). RMSD computes the 3D difference between two structures, therefore the
lower the molecule RMSD, the better is the 3D structure obtained.
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RMSD(a, b) =

√∑n
i=1 |τai − τbi|2

n
(5)

We have executed an I-PAES and a NSGA2 with our heuristics and methods.
We also have executed the original implementation of the algorithm described
in [1]. We have executed each one for 21 times along 250.000 cost function eval-
uations and we have selected the best solution of the Pareto front of each exe-
cution. This information give us the best behavior that one approach has. We
have computed the mean of these RMSDs obtaining the results of Table 2. The
results shown in Table 2 do not allow us to get very clear conclusions about the
best alternative for the nature of the third objective, the multi-objective evolu-
tionary algorithm applied, and initialization procedure, or the energy functions
(CHARMM or AMBER99). If we consider the obtained mean values of RMSD
bellow 8.00 Å, it can be concluded that AMBER99 presents a better behavior
and that the use of a third objective is useful. Nevertheless, although the best
result is provided when NSGA2 is executed, I-PAES provides values below 8.00
Å in two alternatives. Similar things happen with the initialization and the third
objective. This way, although the alternatives proposed in this paper allow an
improvement of previous procedures in the multi-objective approach to PSP [1],
it is clear that more experiments are required considering a wider set of proteins.
This is the goal of or future work along with the parallel implementation of our
procedures in order to reduce the times required to get the results. In [14], we
provided our first results in this trend. In this work we have used 14 processors
to execute parallel algorithms.

Table 2. Provided algorithms versus other approach for 1CRN protein

Algorithm # Obj. Init. 3rd obj. mean dev. parallel time
NSGA2-Reduced-amber99 2 Rand. - 8.56 Å 0.99 Å Yes 1.5 h
NSGA2-Reduced-amber99 3 Rand. Van Der 7.71 Å 0.54 Å Yes 1.5 h
NSGA2-Reduced-amber99 3 Rand. Prob. 8.28 Å 0.96 Å Yes 1.5 h
I-PAES-Reduced-amber99 2 Rand. - 11.40 Å 1.78 Å Yes 2.5 h
I-PAES-Reduced-amber99 2 Prob. - 10.35 Å 1.50 Å Yes 2.5 h
I-PAES-Reduced-amber99 3 Rand. Prob. 9.72 Å 1.23 Å Yes 2.5 h
I-PAES-Reduced-amber99 3 Prob. Prob. 7.86 Å 1.03 Å Yes 2.5 h
I-PAES-Reduced-amber99 3 Rand. Van Der 8.49 Å 1.19 Å Yes 2.5 h
I-PAES-Reduced-amber99 3 Prob. Van Der 7.78 Å 0.94 Å Yes 2.5 h
I-PAES CHARMM27 [1] 2 Rand. - 8.35 Å 1.35 Å No 20.0 h

5 Conclusion

The PSP problem joins biological and computational concepts. It requires ac-
curate and tractable models of the conformations energy. Thus, there is a long
way to go to find useful solutions to the problem for proteins of realistic sizes.
Our contribution in this paper deals with a new procedure for PSP based on
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a multi-objetive evolutionary algorithm. It allows a reduction in the number of
variables and few heuristics to improve the quality of the solutions such as the
three objectives cost function. By comparing the results of our procedures with
those provided by other multi-objective approach [1], it can be shown that our
methods provide conformations of comparable or even better quality. Neverthe-
less, more experiments are required by using more (and more complex) proteins
to get more conclusive results.
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Abstract. Transport proteins are difficult to understand by biological
experiments due to the difficulty in obtaining crystals suitable for X-ray
diffraction. Therefore, the use of computational techniques is a powerful
approach to annotate the function of proteins.

In this work, we propose a method based on PSSM profiles and other
biochemical properties for classifying three major classes of transport
proteins. Our method shows a 5-fold cross validation accuracy of 75.4%
in a set of 1146 transport proteins with less than 20% mutual sequence
identity.

1 Introduction

Transport proteins are difficult to understand by biological experiments due to
the difficulty in obtaining crystals suitable for X-ray diffraction. Therefore, the
use of computational techniques is a powerful approach to annotate the function
of proteins. By using machine learning techniques, we can identify candidate
transporters, predict their structure and localization in the membrane, and per-
form detailed functional annotation.

In recent years, several methods have been proposed for discriminating trans-
port proteins based on amino acid conformational parameters, physical chemical
properties and machine learning techniques [1,2,3,4]. However, the prediction
performance and biological understanding still need further research.

In this work, we propose a method based on Position Specific Scoring Ma-
trix (PSSM) profiles and other biochemical properties for classifying three major
classes of transport proteins. Our method shows a 5-fold cross validation accu-
racy of 75.4% in a set of 1146 transport proteins with less than 20% mutual
sequence identity.

2 Materials and Methods

2.1 Datasets

Our dataset is from major classes of TCDB (Transporter Classification
Database) [5]. As Table 1 shows, the original dataset contains 1022 Chan-
nels/Pores proteins, 1363 Electrochemical Potential-driven Transporter proteins,
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Fig. 1. Three Examples of Transport Proteins. A: Channel/Pores (1T16 from E. coli) B:
Electrochemical Potential-driven Transporters (2GFP from E. coli) C: Primary Active
Transporters (1L7V from E. coli).

and 1893 Primary Active Transporter proteins. We removed the sequences which
are more than 20% identity with others by BLAST [6]. In addition, we also
checked the e-value of each pair sequences with the criteria e-value > e−50.
Finally, the number of transport proteins in each class is 376, 208 and 562, re-
spectively. Fig. 1 shows three sample structures from three classes of transport
proteins.

2.2 Design of the Radial Basis Function Networks

Classification based on radial basis function (RBF) networks has several appli-
cations in bioinformatics. It has been widely used to predict the cleavage sites
in proteins [7], inter-residue contacts [8], protein disorder [9], discrimination of
β-barrel proteins [10] and so on.

In this paper, we have employed QuickRBF package [11] for constructing RBF
network classifiers. Also, we adopted all default setting of QuickRBF package,
and everyone can download the package from the website to verify the results.

In QuickRBF package, we do not need to select any parameters, but we have
to select the centers from training data. In this work, we used all training data
as hidden neurons for getting the best results.

Table 1. The Statistics of data set of this paper

Class original data reduced data
Channels/Pores 1022 376
Electrochemical P.-D. Transporters 1363 208
Primary Active Transporters 1893 562
total 4278 1146
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The general mathematical form of the output nodes in an RBF network is as
follows:

gj(x) =
k∑

i=1

wjiφ(||x− μi|| ;σi), (1)

where gj(x) is the function corresponding to the j-th output node and is a
linear combination of k radial basis functions φ() with center μi and bandwidth
σi; Also, wji is the weight associated with the link between the j-th output node
and the i-th hidden node. In QuickRBF package, the default value of σi is 1,
and wji will be calculated by program and input data.

Table 2. The Normalized Value of Five Biochemical Properties in 20 Amino Acids

Property Ala(A) Arg(R) Asn(N) Asp(D) Cys(C) Gln(Q) Glu(E) Gly(G) His(H) Ile(I)
pHi 0.4 1 0.33 0 0.29 0.36 0.31 0.4 0.6 0.41
Br 0.64 0.06 0.21 0.19 1 0.13 0.09 0.64 0.51 0.98
aM 0.55 0.71 0.42 0.25 0.69 0.73 0.57 0.18 1 0.35
dG 0.24 0 0.14 0.22 0.62 0.17 0.2 0.28 0.44 0.22

TdS 0.49 1 0.77 0.53 0.06 0.74 0.54 0.6 0.53 0.53
Property Leu(L) Lys(K) Met(M) Phe(F) Pro(P) Ser(S) Thr(T) Trp(W) Tyr(Y) Val(V)

pHi 0.4 0.87 0.37 0.34 0.44 0.36 0.36 0.39 0.36 0.4
Br 0.87 0 0.72 0.89 0.26 0.36 0.36 0.68 0.42 0.83
aM 0.47 0.74 0.66 0.51 0 0.39 0.21 0.21 0.23 0.54
dG 0.22 0.14 0.43 1 0.23 0.11 0.16 0.87 0.56 0.23

TdS 0.53 0.69 0.28 0 0.55 0.53 0.52 0.24 0.22 0.51

2.3 Compositions of Amino Acids and Amino Acid Pairs

If we have n proteins in the training data, we can use n vectors {xi, i = 1, ..., n},
to represent the whole training data. Each vector has a label to show the groups
those proteins belong to (e.g. electrochemical potential-driven transporters or
primary active transporters).

The vector xi has 20 dimensions for the amino acid composition and 400
dimensions for the amino acid pair composition. The 20 dimensions are the
number of occurrences of 20 amino acids, and the 400 dimensions are the number
of occurrences of 400 different amino acid pairs. In this paper, we also combine
amino acid composition and amino acid pair composition, and then have 420
dimensions in each vector.

2.4 PSSM Profiles

In the structural point of view, several amino acid residues can be mutated
without altering the structure of a protein and it is possible that two proteins
have similar structures with different amino acid compositions. Hence, we have
adopted the Position Specific Scoring Matrix (PSSM) profiles, which have been
widely used in protein secondary structure prediction, subcellular localization
and other bioinformatics problems with significant improvement [10,12,13]. The
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Fig. 2. The Method to Sum the PSSM Features from Original PSSM profiles

PSSM profiles have been obtained by using PSI-BLAST and non-redundant
(NR) protein database.

In the classification of transport proteins, we use PSSM profiles to generate
400D input vector as input features by summing up the same amino acid rows in
PSSM profiles. Fig. 2 shows the detail of how to generate the 400 PSSM features
from original PSSM profiles. Every element of 400D input vector was divided
by the length of the sequence and then be scaled by 1

1+e−x , where x means the
original summing up value of PSSM profiles.

2.5 Biochemical Properties

We have tried five additional biochemical properties in this paper, which are
Isoelectric point(PHi), Buriedness(Br), Power to be at the middle of alpha helix
(aM), Unfolding Gibbs free energy change (DG), and Unfolding entropy change
(TdS). These five biochemical properties are picked up from 48 biochemical



Using Efficient RBF Networks to Classify Transport Proteins 873

Fig. 3. The Distribution of 4 Biochemical Properties in 4 parts of protein

properties in [14]. These 48 properties are analyzed from many different physic-
ochemical and biochemical properties to represent the characteristics of amino
acids.

In this paper, we divided the amino acid sequences of each proteins into four
equal parts. That is, if the length of protein is 100 amino acids, the first 25
amino acids belong to part1, 26-50 are part2, 51-75 are part3, and the others
are part4. Then, the average value of different biochemical properties from four
parts will be determined. The four average biochemical values from four parts
are the biochemical features of the protein.

We added these 48 biochemical properties one by one into the PSSM feature
sets, and kept the property in the feature set if the performance got improvement.
We repeat the process until the performance can not have any improvement, and
finally have added these five properties into the feature sets.

Table 2 lists the normalized values of these five properties, and Fig. 3 shows
the distribution of four sample properties.

2.6 Assessment of Predictive Ability

The prediction performance was examined by 5-fold cross validation test, in
which the three types of proteins were randomly divided into five subsets of
approximately equal size. We have trained the data with four subsets and the
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remaining set was used to test the performance of the method. This process was
repeated five times so that every subset was once used as the test data.

We used recall, precision, f-measure, Accuracy, MCC (Matthew’s correlation
coefficient) to measure the prediction performance. TP, FP, TN, FN are true
positives, false positives, true negatives, and false negatives, respectively.

Recall =
TP

TP + FN
(2)

Precision =
TP

TP + FP
(3)

F-Measure =
2 ∗ Recall ∗ Precision
Recall + Precision

(4)

Accuracy =
TP + TN

TP + FP + TN + FN
(5)

MCC =
TP× TN− FP× FN√

(TP + FN)(TP + FP)(TN + FP)(TN + FN)
(6)

3 Results

The experiments in this section are conducted to evaluate the performance of
the RBF networks classifier with different feature sets. Also, we compare the re-
sults with other classifiers, Support Vector Machine (SVM), K Nearest Neighbor
(KNN), and Neural Networks (NN) from Mr. Gromiha’s work in 2008 [1].

In Table 3, we listed the different results with RBF networks classifier and
different feature sets, “AAC”, “DPC”, “AA+DP”, “PSSM”, and “PSSM+5”.

Table 3. Comparison of Different Feature Sets with RBF network Classifier and Pre-
vious Work

Recall Precision F-Measure
Method T1 T2 T3 T1 T2 T3 T1 T2 T3 Accuracy MCC
KNN* 52.5 70.7 57.2 58.6 58.8 61.5 55.4 64.2 59.3 59.8
SVM* 46.9 75.7 64.2 67.5 62.0 60.3 55.3 68.2 62.2 62.4

NN* 54.9 71.7 64.2 63.6 65.9 61.9 58.9 68.7 63.0 63.6
AAC 58.8 58.7 78.8 67.8 65.6 69.9 63.0 62.0 74.1 68.6 0.53
DPC 60.4 65.4 76.2 67.2 69.4 69.9 63.6 67.3 72.9 69.0 0.54

AA+DP 60.4 63.0 79.2 70.5 68.6 70.3 65.1 65.7 74.5 70.1 0.55
PSSM 67.0 63.5 81.1 73.9 69.5 74.2 70.3 66.4 77.5 73.3 0.60

PSSM + 5 71.0 64.4 82.4 75.9 73.2 75.8 73.4 68.5 79.0 75.4 0.63

* These three results are from Mr. Gromiha’s work [1].
T1: Channel/Pores T2: Electrochemical Potential-driven Transporters T3:
Primary Active Transporters.
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The “AAC” row listed the results of using amino acid composition as feature set.
The “DPC” row is the result of using amino acid pair composition as features,
and the “AA+DP” row listed the results of combining amino acid composition
and amino acid pair composition as feature set. Then, the “PSSM” row listed the
results by using PSSM profiles as features as describe in the previous section.
Also, the following row, “PSSM+5”, is the results by adding five biochemical
properties as features. We can see the best results are from PSSM profile with
five additional biochemical features.

As Table 3 shows, the results of RBF networks classifier with PSSM profiles
and five biochemical properties as feature sets perform significantly better than
other results. The improvement of accuracy is more than 11%, from 63.6% to
75.4%.

4 Conclusion

We have developed a novel approach based on PSSM profiles and other biochem-
ical properties for classifying three major classes of transport proteins, Chan-
nels/Pores, Electrochemical Potential-driven Transporters, and Primary Active
Transporters.

Our proposed approach achieved a 5-fold cross validation accuracy of 75.4%,
which improves the performance more than 11% by comparing with the previ-
ous work. Also, experimental results showed that PSSM profiles and additional
biochemical properties can significantly improve the prediction accuracy. In ad-
dition, comparing with other neural network classifiers, like SVM and NN, the
proposed method doesn’t need to spend a lot of time to select the parameters,
like the cost parameter and kernel parameter of SVM.
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Abstract. With the advent of new genomic platforms there is the potential for 
data mining of genomic profiles associated with specific subclasses of disease.  
Many groups have focused on the identification of genes associated with these 
subclasses. Fewer groups have taken this analysis a stage further to identify 
potential associations between biomolecules to determine hypothetical inferred 
biological interaction networks (e.g. gene regulatory networks) associated with 
a given condition (termed the interactome). Here we present an artificial neural 
network based approach using the back propagation algorithm to explore 
associations between genes in hypothetical inferred pathways, by iteratively 
predicting the level of expression of each gene with the others, with respect to 
the genes associated with metastatic risk in breast cancer based on the publicly 
available van’t Veer data set [1]. We demonstrate that we can identify a subset 
of genes that is strongly associated with others within the metastatic system.  
Many of these interactions are strongly representative of likely biological 
interactions and the interacting genes are known to be associated with 
metastatic disease. 

Keywords: artificial neural networks; breast cancer; metastasis; interactions; 
interactome. 

1   Introduction 

1.1   The Interactome Problem and Its Potential 

Recently, with the advent of gene expression array platform technologies, a large 
number of groups have focused on the profiling of a range of diseases and conditions.  
While huge efforts have focused on the generation of data, fewer groups have 
addressed issues of appropriate analysis. The data generated by microarray platform 
technologies is non-linear and highly dimensional with significant redundancy.  This 
necessitates analysis strategies that appropriately identify components of functional 
relevance. To date, many groups have analysed microarray data for the identification 
of gene signatures that associate with specific clinical questions. For example van’t 
Veer et al. [1] and West et al. [2] focused on genes associated with metastases in 
breast cancer. However, not all of the potential information contained within these 
datasets has been deeply investigated and by limiting our efforts to single biomarkers 
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we are attempting to model a real-world system that is dynamic, highly complex and 
correlated. 

More recently groups have considered the use of microarray data for the 
investigation of gene regulations in terms of a more systems level view of the 
processes associated with disease. Barabási & Oltva stated that “it is increasingly 
clear that a discrete biological function can only rarely be attributed to an individual 
molecule.” [3], but on a highly and complex interaction of biomolecules. While the 
identification of gene signatures remains important, investigating an extension of this 
in describing how these gene sets change in expression, and subsequently change the 
expression of other genes of functional relevance with a given clinical question has 
the potential to elucidate  novel disease specific pathways that may be used to identify 
potential therapeutic targets. 

1.2   Interaction Studies 

Several techniques for the exploration of interaction networks in both proteins  
and genes have already been described. Examples include likelihood approaches [4] 
and Bayesian methods [5]. A number of groups focused their studies on the use  
of functionality to define interactions [6-8]. Schlitt & Brazma present a review of 
methodologies for gene regulatory networks [9]. However, the main disadvantage of 
many of these methodologies is that they provide only limited information regarding 
the nature of the interactions. In many cases only the presence of an interaction is 
considered. Furthermore, interactions are often only considered in the context of the 
target, and not within the whole gene marker pool. 

To overcome current limitations we propose a novel approach based on back-
propagation (BP) artificial neural networks (ANNs) that simultaneously considers all 
genes in a dataset. This will be introduced using genes associated with distant 
metastasis in breast cancer explored previously by the van’t Veer study [1]. This is 
achieved by the development and comparison of a series of ANN models, each of 
which uses all available inputs (genes) to predict the expression of a single omitted 
input. This is repeated for all single inputs within the set. By examination of the 
weights and predictive performance of each model a matrix of interactions can be 
determined. The advantage of this approach over others is that the multi-factorial 
consideration of each input allows the magnitude of interaction to be determined for a 
given pair of parameters, whether it be inhibitory, stimulatory, bi or unidirectional. 
Once the initial screening is complete, non-significant interactions are removed using 
a decision threshold based upon the absolute values of the association between each 
input determined by the matrix of interactions. This study adopts an approach based 
on iterative prediction of each single input expression from all the others in a defined 
set. The results from each of these models are subsequently integrated into an 
interaction map based on the weights of each sub model. All sub models used to 
define the interaction map are extensively validated by Monte Carlo Cross Validation 
(MCCV).  Previously, other groups have only investigated inferences by an analysis 
of large complicated ANN models associated with particular classes of expression 
[10-11]. This study advances upon these methods by allowing the direct prediction of 
associations between expressions of genes. The problems analysed are broken into 
small components that are unlikely to suffer from dimensionality issues associate with 
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model complexity. Further, through a process of MCCV, early stopping and 
optimisation on a validation dataset, the findings are more likely to reflect a real-
world solution and not an overfitting of the dataset of interest. 

1.3   Artificial Neural Networks 

ANNs are from the field of artificial intelligence and can “learn” from patterns by 
example [12-13], by adapting the connectivity between the nodes of the network. ANNs 
have been widely used in biology and Lisboa et al. [14] reviews their use in cancer 
applications. A major advantage of ANNs is their ability to cope with noisy and non-
linear data, such as that found in microarray studies. Learning in ANNs occurs by 
adapting the weights of the connections between nodes of subsequent layers. 

1.4   The Dataset 

The dataset we used here consisted of the gene profiling with microarray from the 
seminal van’t Veer breast cancer study [1]. This was, downloaded in excel format 
from http://www.rii.com/publications/2002/vantveer.html, and contained 78 samples, 
each with 24,481 inputs representing the expression ratio of each gene. 

2   Materials and Methods 

2.1   Data-Preprocessing  

The dataset was utilized as presented by the van’t Veer data set [2].  All the data were 
normalized to get a coherent dataset. The level of expression of every single gene was 
rescaled between 0 and 1 through all the cases. 

2.2   Pre-screening of the Data to Determine Genes Associated with Metastatic 
Risk 

The ANN algorithm described in [13] and [15] was successfully applied to the dataset 
to screen microarray data for genes of relevance to a given biological question. Here, 
we have utilised this approach to select the most important genes that can accurately 
predict the metastatic risk class described in the van’t Veer study [1]. Gene 
microarray intensities from the arrays were used as single inputs to the ANN model.  
The output node represented two classes; 0 represented no distant metastases within 5 
years, 1 represented cases who developed distant metastases within 5 years. The 
performance for each single gene model was determined based on prediction accuracy 
on a test dataset using cross validation. This produced a rank order of genes based on 
their predictive performance for the metastatic risk class. The top 100 genes defined 
in this analysis were further used in our interaction algorithm.  

2.3   The Interaction Algorithm 

The main idea of the approach lies on the iterative calculation of the influence that 
multiple variables may have on a single one. Indeed, if we have been able to use all 
the variables to explain one particular outcome, we can now use one of these variables 
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as an outcome and all the remaining to explain the level of expression of the first one, 
and therefore be able to find out the influence everyone has on this particular gene 
expression level. Once the first input is complete, we repeat the procedure for all the 
other variables. 

The interaction algorithm presented in this study is based on a three-layer feed 
forward Perceptron with a BP algorithm and a sigmoid transfer function [16]. The 
hidden and output layers consisted of 2 and 1 nodes respectively. Training was 
performed through 3000 epochs, terminated by either a window of 1000 epochs 
without improvement of the Mean Squared Error (MSE) on the validation subset, or 
an MSE threshold of 10-2.  Momentum and learning rate were set respectively at 0.5 
and 0.1 as previously shown [13]. Training was repeated 50 times for each model, 
with MCCV applied prior to training to randomly split the patients in three different 
subsets; here the training set comprised 60% of the cases, and  validation and test sets 
contained 20% each.   

To define an interaction map for a given set of genes, the first input gene in the 
dataset was defined as an output. All others were set as inputs and applied to the ANN 
architecture and algorithm described above. The weights of the trained ANN model 
were stored. This process was iteratively repeated for all inputs in the dataset, treating 
each one in turn as an output. The weights relating a given input to a given output 
were then analyzed based on the sum of weights leading from an input to the output, 
to determine the intensity of the relationship between a source (input) and target 
(output). Analysis of the weights across all of the potential associations provided a 
rank order of their strength. 

2.4   Visualisation of Interaction Maps 

The concept of the interaction mapping uses the network theory as described 
previously [3], where a single marker is symbolised by a node and any relation 
between two markers is represented with a directed edge, and/or an arrow setting one 
of the node as a source, and the other one as a target. Cytoscape® [17] was used for 
interaction visualisation. 

2.5   Filtering the Interaction Map to Determine the Key Interactions for the 
Metastatic Risk System 

A matrix of interactions between variables was generated and extracted. Every 
association between any pair of variables contained in the dataset was investigated. 
Most interactions were found to be of non-significance. As this algorithm produces a 
huge amount of results (n inputs giving n(n-1) associations), non-significant 
associations were filtered out so that only the highest absolute values remained. A 
filter value of 5 was used and the sign of the interaction was preserved so we could 
determine a direction for the mapped interaction indicating whether it was inhibitory 
or stimulatory. 

3   Results 

The approach was tested on the Van’t Veer dataset [1]. In the first instance this 
consisted of screening the rank order of genes in terms of strength of predicting 
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metastasis.  The distribution of the genes ranked by their predictive error for test data 
was obtained (data not shown here), and clearly showed that the top genes have a 
higher ability to predict, and therefore are most relevant for the system being 
investigated by interaction analysis. The best predictor in the gene set was the mRNA 
sequence referred to as NM_001216 which codes for carbonic anhydrase IX (CA9), a 
protein involved in breast cancer prognosis and relapse [18]. 

To assess the interactions within the genes associated with prognostic outcome top 
100 predictors were submitted to the interaction analysis. These genes had a range of 
predictive ability for test data between 72% for the first gene to 62.7% for the 100th. 
Analysis of the resulting weights from the interaction analysis produced a matrix of 
9900 potential associations.  It clearly appears that no relevant information can be 
elucidated from this interaction map due to its high dimensionality and complexity. 

Figure 1 displays the distribution of the ranked interaction values.  The majority of 
the interactions have low absolute values ranging from -10.9 to +17.2. The 
distribution of interaction indicates that there are very few strong links compared to 
the overall population of links.  These warranted further investigation. 

During the interaction analysis, the overall predictive performance of the models 
was assessed to define the interaction map by determining the correlation coefficient 
between actual and predicted levels. Therefore, the error values of the model were 
constantly assessed to produce a level of confidence for the interactions identified. In 
this dataset the average r2 values was 0.665. 
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Fig. 1. Distribution of the interaction sorted by values. The interactions in dark grey at the 
extremities represent the strongest interactions at level 5. 
 

A filter removing links between -5 and +5 was applied which resulted in the 
number of links decreasing from 10,000 to 163 (1.63% of the original interactome).  
This greatly simplified the interaction map, facilitating interpretation and 
understanding of the key features within the global interaction map as shown in 
Figure 2. 
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Fig. 2. Display of the interaction map reduced to level 5. Red is a positive interaction 
(stimulation). Blue is a negative interaction (inhibition). 

 
From this map, we could identify the highest positive interaction involving 

NM_016448 (Retinoic acid-regulated nuclear matrix-associated protein) which is 
known to have a role in cancer cell proliferation [19], and Contig42933_RC, which 
corresponds to the genbank accession number R73468, referring to an unknown gene 
which has already been strongly associated with metastasis in breast cancer [20]. In 
the opposite negative direction, the strongest interaction was between NM_016448 
and Contig55725_RC, the cell division cycle associated 7 (CDCA7). This has been 
shown to be over expressed in human tumours [21]. 

Moreover, we can clearly identify some key nodes involved in dense regions of 
interactions. Again, NM_016448 (Retinoic acid-regulated nuclear matrix-associated 
protein) appeared as a key feature within the whole interaction network, interacting 
strongly (within the strength of interactions over 5) with 35 other genes. Significantly, 
most of these interactions (33) have NM_016448 as the target. 

According to these preliminary observations it appears that Retinoic acid-regulated 
nuclear matrix-associated protein has a key role in the whole interactome in this 
breast cancer study. This is in agreement with the literature which has demonstrated 
its implication in breast cancer [19] with the ability to decrease the expansion of 
cancer cells. Moreover, the mRNA sequence for CA9, previously identified in the 
screening step as the best predictor for metastasis in this case series, belongs to one of 
the features interacting with the Retinoic acid-regulated nuclear matrix-associated 
protein (NM_016448). In addition, we show an interaction between CA9 and the 
mRNA for phosphoglycerate kinase 1 (PGK1). Interestingly, interactions between 
both have already been described in relation to cancer [22].  
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4   Discussion 

Within this study we have sought to develop an algorithm for the exploration of 
interactions within gene microarray data. This algorithm uses a multifactorial ANN 
based approach to model interactions. 

4.1   Advances 

This approach, incorporating an ANN based interaction mapping, offers the potential 
to identify key components and interactions in a multifactorial fashion. This may 
overcome limitations from previous studies using simple pairwise interactions, or 
those based upon biomolecular function, thus facilitating the identification of 
unidirectional influences. Moreover, the robustness of ANNs allows us to incorporate 
multiplatform data for exploration, and therefore not only focus on a particular 
system, but investigate on a wider scale for cross-platform interactions.  

4.2   Validation 

Earlier using the data supplied by West et al. [2], we have demonstrated that we can 
identify a rank order of key genes of biological relevance [15]. Similarly we have 
found a rank order of genes of biological relevance to metastasis here. CAIX, 
appeared as the strongest feature from the screening step, and was seen to have a 
strong interaction with PCK1, both already described to interact and to be involved in 
breast cancer [22]. Moreover, the retinoic acid-regulated nuclear matrix-associated 
protein, known to have a role in cancer cell proliferation [19], has been found to be 
strongly influenced within the whole interactome. We have shown other features with 
biological significance, confirming a level of confidence we can have for the model 
developed and the overall method.  

However, despite these initial promising results, further validation both from the 
literature (and databases such as Ingenuity, or KEGG) and utilising gene silencing 
techniques needs to be conducted. 

4.3   Limitations 

The method is without its limitations. Firstly, the main limitation may come from the 
origin of the data itself. We are well aware that the collection of experimental data 
involves a certain level of bias. However, as we can only investigate and explore for 
relative interaction, none of the interaction is absolute, but relative to all the others 
within the dataset. This limitation may have an increased influence once the approach 
is applied to a cross-platform dataset. 

Another important limitation comes from the complexity of the overall interactome 
obtained, and the relevance of the filtering strategy employed. It will be challenging 
to address a filtering strategy with an acceptable false discovery rate.  

4.4   Future Work 

The filtering strategy will have a key role in the future development of the approach. 
New approaches are under consideration, such as monitoring the deviation that 
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multiple models can have and therefore filtering out any interactions that are not 
consistent over multiple runs of the process. 

Further validation of the method is fundamental. This will involve databases 
queries and literature reviewing. Under consideration is an automatised process to 
query the databases and literature. In addition, comparison with other existing and 
validated methods will be key, in order to prove the efficiency of this approach. 
Several alternative methods are under considerations, such as Bayesian Networks 
[23]. 

An additional approach that could be further investigated is using the interaction 
mapping process to investigate the differences between the interactomes of two 
different classes, for example the metastatic versus the non-metastatic breast cancer 
patients.  This may elucidate further features of interest associated with the breast 
cancer interactome. 

5   Conclusion 

A novel ANN based approach to predict the interactions which may exist between the 
components in a given dataset coming from high-throughput technologies has been 
described. The main advantages of the approach being its multifactorial character, and 
its reliance upon ANNs to allow for the inclusion of highly dimensional and non-
linear data. Furthermore, the approach allows us to employ cross-platform datasets, 
and therefore we can apply the method to a wider scale. Preliminary results show this 
to be a novel and powerful tool for interactions discovery, which will allow for the 
investigation of biological systems and potentially provide a greater understanding of 
the underlying processes with a view to novel targets discovery. 
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Madalina Olteanu1, Esther Garćıa-Garaluz2, Miguel Atencia3,
and Gonzalo Joya2

1 SAMOS - CES, Université de Paris I (France)
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Abstract. This work presents the Autorregresive switching-Markov
Model (AR-HMM) as a technique that allows modelling time series which
are controlled by some unobserved process and finite time lags. Our ob-
jetive is to bring to light the potential of this method to give valuable
information about how an efficient control strategy can be performed.
As a case of study, we apply the method to the dengue fever epidemics
(DF) in 2001 in Havana. For this time serie, a first experiment with real
data is performed in order to obtain the characterization of differents
stages of the epidemics.

1 Introduction

Since the eighteen century, mathematical models of infectious diseases have been
developed and used for providing information to health authorities [1]. During
the 60s of the 20th century, the improvements in the prevention programs turned
the research interests in the industrialized countries to other diseases. However,
during the last few years dengue fever (DF) has become a major health problem
affecting tropical and sub-tropical regions around the world, especially urban
and suburban areas [2]. Thus, the question of modelling infectious diseases arose
again. For health authorities, a well fitted mathematical model may help in
figuring out new strategies for an efficient fight against the epidemics.

In this paper, a method based on hidden Markov models is described. This is a
very suitable technique for vector-borne diseases since it enables characterization
of unknown processes. The method presented herein allows to take into account
finite-time feedback as well. This is an interesting feature since incubation and
transmission rates may be considered.
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Internacional para el Desarrollo (AECID), project no. D/017218/08. The authors
are grateful to Dr. Joseph Rynkiewicz for the REGRESS software.

J. Cabestany et al. (Eds.): IWANN 2009, Part I, LNCS 5517, pp. 886–892, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Modelling Dengue Epidemics with Autoregressive Switching Markov Models 887

The rest of the paper is organized as follows: in section 2, the autoregresive
switching-Markov model (AR-HMM) is described. Section 3 presents the features
of dengue fever epidemics. In section 4, AR-HMM is applied to real data of
dengue fever epidemics. Finally, in section 5, conclusions and future work are
proposed.

2 Autoregresive Switching-Markov Models

In some cases, time series may be explained not only by their past values, but
also by some unknown, random process. Typical examples are economic cycles
(recession and growth periods) or DNA identification (coding and non-coding
regions). For these examples, the observed series will depend on the “state” or
the “regime” of the unknown, hidden process. Usually, the hidden process is
supposed to have a finite and fixed number of regimes, corresponding to the
expected states of the phenomena to be modelled (for example, recession versus
growth periods)

2.1 Notations and Definitions

Let us start by introducing hidden Markov chains (HMC) and recall the defini-
tion.

A bivariate process (Xt, Yt)t∈Z is a hidden Markov chain if:

– (Xt) is a homogeneous Markov chain valued in a finite state space E =
{e1, ..., eN}, N ∈ N
, with transition matrix A = (aij)i,j=1,...,N ,

aij = P (Xt+1 = ej | Xt = ei)

– (Yt) valued in Rd, d ≥ 1, conditionally independent w.r.t. (Xt) and
L (Yt | Xt = ei) ≡ Li.

The hidden Markov chain is described in Figure 1.

a
.  .  .

.  .  . . . . 

. . .

Y1 2Y

X2X1 Xt−1

Yt−1 Yt

Xt

X   X
t−1 t

Fig. 1. Representation of Hidden Markov chains (HMC)

Hidden Markov models were introduced by [3] in 1966. They soon became es-
sential tools in speech-recognition ([4], [6]), bioinformatics and analysis of biolog-
ical sequences ([5]). Hidden Markov models have been already used for modelling
epidemics data, with promising results ([8]).
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Hidden Markov chains may be generalized by letting Yt depend on its past
values and on Xt. This new class of models may be defined as an autoregresive
switching-Markov model (AR-HMM). AR-HMM were initially proposed in [7]
and were extensively used in the sequel for modelling financial and economic
time series. However, to our knowledge, there are no current applications for
epidemics data.

An autoregressive switching-Markov process is a bivariate process (Xt, Yt)t∈Z

such that:

– (Xt) is a homogeneous Markov chain valued in E = {e1, ..., eN}, N ∈ N
,
with transition matrix A = (aij)i,j=1,...,N , aij = P (Xt+1 = ej | Xt = ei)

– Yt = FXt (Yt−1, ..., Yt−p) + σXtεt

– Fei is a parametric function (linear or nonlinear) depending on some θi

– σei ∈ {σ1, ..., σN} ⊂
(
R


+
)N and (εt) is an iid sequence

We will suppose that the noise εt is a standard Gaussian. The parameter to
be estimated contains the transition probabilities of the hidden Markov chain,
the parameters in the regression functions and the standard deviations for the
noise:

Θ = (aij , θi, σi, i, j = 1, ..., q)

The size of the parameter Θ is q(q − 1) + dq + q = q2 + dq.

Y Y Y

XXXX

...

...

1

1

Yt−1

t−1

t

t

...

...

t−p

t−p

Fig. 2. Autoregresive switching-Hidden Markov Model (AR-HMM)

An autorregresive switching-hidden markov model is represented in 2, and its
estimation procedure can be summarized in the following main steps:

1. First, the user has to set the number of regimes, q, the number of time
lags, p (p may be chosen using some Akaike/Bayesian Information Criteria,
AIC/BIC, or by cross-validation) and the type of regression functions (linear,
Multi-Layer Perceptron, ...).

2. The parameter Θ is estimated using the Expectation-Maximization (EM)
algorithm (see [9] for more details). A first characterization of the regimes
(stability, influence of the past values,...) will be done using these results.
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3. With the estimated values of the parameters, one may compute the posterior
probabilities of belonging to each of the regimes, at any moment. These
probabilities will allow the a posteriori identification and characterization of
the regimes.

3 Dengue Epidemics

Dengue Fever (DF) and Dengue Haemorragic Fever (DHF) are infectious diseases
transmitted to humans by the bites of Aedes mosquitoes. If a mosquito bites
a Dengue Fever infected, it gets the disease and, after an incubation period, is
capable of transmitting the infection to other people. That kind of disease, where
an infectious organism that does not cause diseases itself transmits infection by
contact among different hosts, is called a vector-borne disease [2].

The disease of Dengue fever shows a resurgent pattern worldwide in the last
years, becoming one of the most important health problems in subtropical coun-
tries. WHO estimates [2] there may be 50 million dengue infections every year in
the world, and two fifths of the world population are now at risk of Dengue. In
the Americas more than 890 000 cases of Dengue fever were reported, of which
26 000 was of Haemorragic Fever.

There is not vaccine against dengue fever. Besides, people who suffer dengue
are immune against that dengue strain. For these reasons, Dengue fever is fre-
quently described as an epidemic SIR model for a short or medium-term model
(under the assumption that only one strain of the virus exists). In this model the
whole population is classified in three groups: susceptible, infected an recovered
people. Susceptible people are those who are not immunized against the disease
and do not present symptoms. Infected people are who present symptoms of the
disease. Recovered are those who got the disease in the past and are immunized
against it.

Several models have been proposed for dengue fever which depend on the vec-
tor population [10], [11]. This becomes an important limitation since generally
it is not possible to have enough real information about it. On the other hand,
dengue fever, as most biological processes, has a feedback which affects the sys-
tem in a finite time way. This is the case of human and mosquito incubation
periods or recovering rate.

Autoregresive switching-Markov models are specially suitable for dengue fever
characterization, since they are able to model systems influenced by an unknown
process and with a finite-time feedback.

4 A First Attempt to Model Dengue Epidemics Using
HMM-AR

In order to perform the experiment, a 274-day register of new infections for
Dengue Fever in Havana is available. From that database and the known re-
covering rate of the disease, the time series for the global number of infected
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Fig. 3. Number of Dengue infected individuals in Havana (Cuba)

people was obtained (Figure 3). In it, the decrease periods are related with the
fumigation programs performed by the health authorities.

An important consideration is the time lags in the experiment. Because of
the incubation rate of human and mosquito lags between 8 and 15 days are
considered.

For these epidemic data, we shall test three regimes: epidemics, non-epidemics
and decrease periods. In all cases, each regime will be characterized a posteriori
using these estimated probabilities.

In this case, the estimated transition matrix is :

P =

⎛
⎝0.953 0 0.044

0 0.960 0.031
0.467 0.040 0.925

⎞
⎠

From this transition matrix, some aspects should be hhighlighted

– All three regimes are very stable.
– There’s no transition between the first and the second regime.

Besides the transition matrix, a model for each regime was obtained with the
form:

Yt = aYt−8 − bYt−9 + ...+ hYt−7 + i+ εt

Nevertheless, we are not showing the results for every coefficient for simplicity.
In the Figure 4 the probability of every regime is plotted.
From the whole results the obtained regimes can be characterized. The first

and third regimes represent the non-epidemic and the epidemic periods respec-
tively. Besides, it is necessary that the epidemics reach a high enough incidence
to be removed. The decrease period is represented by the second regime.
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5 Conclusion and Future Works

In this work the Autoregresiveswitching-Markov model is described, emphasizing
that it is specially intended for modelling systems with both finite feedback and
the influence of a hidden process. As a first simple case of study we propose
the aplication of AR-HMM to the identification of an epidemiological model of
dengue fever. Thus, the analysis of an actual data-base of the dengue epidemics
in Havana (Cuba) has been undertaken. The results permit the characterization
of three different regimes: the epidemic, the no-epidemic and the decrease period.
Some ideas can be inferred from the results, among them, that a high enough
value of the epidemic prevalence is necessary before the non-epidemic state can
be reached.

Some future works can be proposed. The next step is to test other configu-
rations with different lags of time and different regression functions. The con-
sideration of vertical transmission of dengue, that is, the transmission from the
female to the eggs would be interesting as well. On the other hand, another
future work line is extracting information from the available data with this tech-
nique in order to develop more efficient fumigation strategies. It would allow to
perform prevention measures while the prevalence of the disease is still reduced.
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Abstract. We formulate an autonomous dynamical system to model an epidemic
outbreak of Dengue fever in which the population of mosquitoes is not directly
present. In their place, we consider delayed differential equations. Our model is
mainly based on vertical transmission. We found equilibrium points, studied its
stability and gave some possible interpretations of the results. Numerical work is
present too because we try to fit the parameters with data from a real epidemic.

1 Introduction

Dengue fever and dengue hemorrhagic fever (DF/DHF) are caused by the dengue virus,
a flavivirus, and is transmitted by mosquitoes of the genus Aedes (Stegomyia), mainly
by the species Aedes aegypti and Aedes albopictus [7]. The mosquito A. aegypti in-
habits mainly in houses and bites at any time during the day, which makes it a very
efficient vector [4]. A. aegypti is infected by sucking infected human blood, after which
follows a short incubation period of approximately eight days. Afterwards the virus
begins a replication process inside the mosquito’s salivary glands and is ready to in-
fect susceptible humans through any future bite. The mosquito never recovers from the
infection, their infective period ends when they die. When an infected mosquito bites
a susceptible human, the virus is injected into his or her blood stream and begins an
incubation period. In subtropical regions, the disease shows a resurgent pattern with
yearly epidemics, which starts typically in the months characterized by heavy rains and
heat, peaking some 3 or 4 months after the beginning of the rainy season. In the dry
months, the number of cases drop essentially to zero due to the virtual disappearance of
the vector. Since the infection reappears in the same regions, it is natural to ask how the
virus survives the dry season and one of the possible reasons considered is the vertical
transmission in the mosquito population with a fraction of the eggs remaining infected
and hatching later into infected females. This vertical transmission has already been
suggested by field studies [3]. In addition, in a recent publication, Crochu et al. (2004)
demonstrated the integration of flavivirus DNA sequences in the genome of Aedes spp.
mosquitoes. This may, in the future, provide further evidence in favor of vertical trans-
mission influencing the pattern of dengue epidemics.

In this work we present and analyse a new model for Dengue’s epidemic. Its objective
is to avoid dealing with values of mosquitoes’ population, which are unknown. With
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this purpose, we assume the hypothesis that reject the transmission of the fever by
direct bite of a mosquito, in front of vertical transmission by means of eggs of this
mosquito. Since a mathematical point of view, this consideration implies the use of
delay differential equations because the infections produced at moment t are due to
mosquitoes that have inherited the infection of their mother, infected at moment t − τ.
The article is organized in the followimg way: section 2 describes the model stating the
variables and the coefficients we use and their meaning in the context of the epidemic,
section 3 is dedicated to the study of the stability of the system. In section 4 we fit
the values of the parameters to simulate a real epidemic: the Havana 2001 epidemic.
Section 5 gives the conclusions of our study.

2 Discussion of a Model

Mathematical modeling of infectious diseases becomes an interesting tool for the un-
derstanding of these diseases and for the proposition of strategies. The formulation of
the model and the possibility of simulations with parameter estimation, allow tests for
sensitivity and comparison of conjectures.

We propose a model based mainly on the idea of delayed differential equations
[5], [16] because we do not have any information about the population of infected
mosquitoes at the moment of an epidemic. The presence of local periodical maxima
in the graphics of some epidemics [3] also suggested us to consider the delay.

We propose that the mosquitoes that bite sick persons at moment t − τ and become
infectious, will have adult and infective descendent at the moment t. This fact is the
main one in our concept for the expansion of the epidemic: vertical transmission. In our
proposal τ is the time that it takes for the eggs to hatch and for larvae to reach the adult
stage. This is a hypothesis proposed by some epidemiological evidence as the main
cause for an epidemic to appear and develop.

So, the variation of infected people at moment t, will be proportional to those infected
at moment t − τ and to the susceptibles at t. To indicate this we will use a parameter β.

We shall assume that the population is constant (N) with b the per capita birth rate
that we will assume equals the death rate. This assumption in epidemiological models,
is relatively valid for diseases of short duration with limited effect on mortality [6]. By
simplicity, we will consider the effect of mortality due to Dengue equal to zero. That is
we are modeling an epidemic where Dengue Hemorrhagic Fever is not present.

Let S , I, and R be the total number of susceptibles, infectives, and immune or recov-
ered in the human population, respectively [8], [14]. The model is represented schemat-
ically by the following diagram.

All those assumptions, lead us to the following equations:

dS
dt

(t) = −βS (t) I (t − τ) − bS (t) + bN

dI
dt

(t) = βS (t) I (t − τ) − (b + r) I (t) (1)

dR
dt

(t) = rI (t) − bR (t)

Where r is the recovery rate.
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Fig. 1. Flow’s diagram of a SIR delay epidemics model

3 Equilibrium Points

The behavior of each group of the population in this case, will be modeled by each
component of the solution.

The region of biological interest is ω = {(S , I,R) : S ≥ 0, I ≥ 0,R ≥ 0}.
We shall use the following threshold parameter: R0 =

βN
b + r

in the study of equilib-

rium, stability and the interpretation of results. Next section is devoted to this.
Equilibrium points are constant solutions of a system of differential equations [9]. We

can find them by solving the system obtained when we equal to zero all the equations
of the differential system. The following theorem give us the equilibrium points with
biological interpretation of the system (1).

Theorem 1

1. System (1) always has the disease free equilibrium P1 = (N, 0, 0).

2. If R0 > 1 there exists an endemic equilibrium point, P2 =

(
N
R0
,

b
β

(R0 − 1) ,
b
β

(R0 − 1)

)
and

it is unique.

3.1 Basic Reproduction Number

R0 is the quantity of new infected caused by an infectious while he remain in this state.
The mean duration of the disease for all the people, that starts our study infected

is
1
r

days and the mean time of the infectious period is
1

b + r
, taking into account the

mortality rate.
If we take the system (1) as a discreet time system, we perceive that one infectious

individual causes βN new infections every day in a completely healthy population. And

now, it is clear that R0 =
βN

b + r
, is the number of new infections produced by one

infected person during the period that he/she remains infectious. This is called the basic
reproduction index [11].

3.2 Stability

A very useful tool for the study of the stability of equilibrium points [12] is the char-
acteristic equation [13], [10], [2]. Taking P = (S , I,R), we could write our system in a



896 A. Sánchez Pérez et al.

compact way like: P′ (t) = f (P (t) , P (t − τ)). Its characteristic equation for the equilib-
rium point P∗ = (S ∗, I∗,R∗) is

det

(
λI − ∂ f (u, v)

∂u
− ∂ f (u, v)

∂v
e−λτ

)
u=v=P∗

= 0

det

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
λ 0 0
0 λ 0
0 0 λ

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ −
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
−βI∗ − b 0 0
βI∗ − (b + r) 0
0 r −b

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ −
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 −βS ∗ 0
0 βS ∗ 0
0 0 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ e−λτ
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ = 0

det

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
λ + βI∗ + b βS ∗e−λτ 0
−βI∗ λ + b + r − βS ∗e−λτ 0

0 −r λ + b

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ = 0

(λ + b) det

(
λ + βI∗ + b βS ∗e−λτ
−βI∗ λ + b + r − βS ∗e−λτ

)
= 0

(λ + b)
[
λ2 + λ (2b + r + βI∗) − λβS ∗e−λτ − bβS ∗e−λτ + b2 + br+

+bβI∗ + rβI∗
]
= 0 (2)

Stability without delay. We shall present some results for the system without delay, or
delay zero. First we will consider the non epidemic point P1 = (N, 0, 0). The jacobian
for the system (1) with τ = 0 at P1, has the eigenvalues −b (double) and (b+ r)(R0 − 1).
If we find the jacobian at point P2 we get one eigenvalue equal to −b and the other two
have sum equal to −b(β(R0 − 1) + 1), and product equal to (b + r)βb(R0 − 1). Thus we
have:

Theorem 2

1. If R0 ≤ 1 then the disease free equilibrium is the only one in the region of interest
and it is locally asymptotically stable.

2. If R0 > 1 then P1 is unstable, P2 exists in the region of interest and it is locally
asymptotically stable.

The interpretation is clear: if an epidemic starts with a relatively little number of cases
and each one of those leaves less than one new sick person, in average, and this happens
with each new infective, then the number of new infections (the incidence) decreases.
On the contrary, if each one of the infectious persons, leaves more than one new infec-
tious person, then the number of new infections increases.

Stability with delay. Let us analyze now the system in a more general way, with any
fixed delay. Its behavior depends, like in the previous section, on the roots of a determi-
nant of order 2.

λ2 + λ (2b + r + βI∗) − λβS ∗e−λτ − bβS ∗e−λτ + b2 + br + bβI∗ + rβI∗ = 0 (3)

For the equilibrium point, P1, (3) becomes:

λ2 + λ (2b + r) − λβNe−λτ − bβNe−λτ + b2 + br = 0
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Reagrouping:

λ2 + λb + λb + b2 + λr + br − λβNe−λτ − bβNe−λτ = 0⇔
λ (λ + b) + b (λ + b) + r (λ + b) − βNe−λτ (λ + b) = 0⇔

(λ + b)
(
λ + b + r − βNe−λτ

)
= 0

Again we have a root equal to −b that we will factor from the equation.
We should focus on the transcendent equation

λ + b + r − βNe−λτ = 0

Let λ = x + iy, where x, y ∈ R.

x + iy + b + r − βNe−xτ−iyτ = 0

(x + b + r + iy)
[
cos (yτ) + i sin (yτ)

]
= βNe−xτ

It is sufficient to find the roots of

g+ (x) = x + b + r − βNe−xτ

or
g− (x) = x + b + r + βNe−xτ

Using differential calculus and upper and lower bounds for trigonometric and exponen-
tial functions, we get the following result:

Theorem 3. If max {βNτ,R0} < 1, then P1 is asymptotically stable.

We could say that the epidemic is under control if the basic reproduction number of the
epidemic, is less than one, and the number of new infections produced during τ days is
less than one too.

4 Simulations

We used the data from the 2001 epidemic in the city of Havana to estimate the values of
the parameters β, b and r. For this purpose, we worked with the “Parameter Estimation
Tool”[1], [15], a very useful program made for Matlab. The initial values, as well as its
bounds where obtained from [3]. We obtained the following estimate for the unknown
parameter β:

β = 1.56 · 10−7.

The curves that correspond to estimated values (using this value for β) for the number
of susceptibles and infected persons in the population, are too far from the data values.
In figures 2 and 3 we present the curves of real data and the curves determined by the
optimal parameter found.

Figure 4 is the complete epidemic curve of the Havana 2001 data.
The failure to fit the model to the data indicates that we need to reformulate the

problem or that one of our hypothesis is not true. The main problem from our point
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Fig. 2. Results of the simulation for the susceptible population

Fig. 3. Results of the simulation for the infected population

Fig. 4. Infected cases reported in Havana 2001
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of view is the value for τ, the delay and to consider the parameter β, specifically, like
a constant. We took τ as the time it takes the mosquito eggs to hatch and the larvae
to reach adult stage. This might not be the case if the percentage of infected eggs is
not as high as suggested in [3]. In the model, the intervention of the Health System
(fumigation and other) to control and eliminate the epidemic is not taken into account.
This is reflected in the model by the continuous increase of the infected populations.

In the future more simulation work is needed, also to consider different values for
the parameters at different moments of the epidemic. Also a more extensive search for
the bounds of the parameters, and the possibility of a nonconstant delay τ.

5 Concluding Remarks

The non existence of data on the mosquito population during an epidemic of dengue
fever, still represents an obstacle for the modelling and evaluation of the parameters
involved in the dynamics of the epidemic, mainly the rate at which new infections are
produced. We presented a model based on the hypothesis that the epidemic is main-
tained basically through the vertical transmission of infection in the mosquitoes. The
bad fit of the model to the data suggests that this is not the case, that the dynamics of
the epidemic is sustained not by vertical transmission in the mosquito population, but
by another factor.
Further tests on the values for τ would give us an idea of where to look for the “mo-
tor”of the epidemic. The model should be enlarged to consider several possible values
for the delay and even a non constant value for the delay and the parameter β. This will
be done in future work.

Nevertheless the stability results obtained for the model that we proposed are valid.
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Abstract. The objective of the work described in this paper is twofold.
On the one hand, the aim is to present and validate a model of Dengue
fever for the Cuban case which is defined by a delay differential system.
Such a model includes time-varying parameters, which are estimated by
means of a method based upon Hopfield Neural Networks. This method
has been successfully applied in both robotic and epidemiological mod-
els described by Ordinary Differential Equations. Therefore, on the other
hand, an additional aim of this work is to assess the behaviour of this
neural estimation technique with a delay differential system. Experimen-
tal results show the ability of the estimator to deal with systems with
delays, as well as plausible parameter estimations, which lead to predic-
tions that are coherent with actual data.

1 Introduction

System identification can be defined as the determination of the internal proper-
ties of a system from measurable outputs [1]. In models that contain parameters,
fitting the values of the model parameters is referred to as parametric identifi-
cation or parameter estimation [2]. The herein proposed method to perform the
estimation is based on Hopfield Neural Networks. This method, which allows
for a time-variant estimation of the parameters, has been successfully applied in
previous works to models for robotics [3] and the AIDS/HIV epidemics in Cuba
[4,5]. In this work, the estimator is applied to a model with a new feature, a
delay differential system.

The application of Mathematics to Epidemiology is a task that has been per-
formed for a long time [6,7]. Building models of infectious diseases, validating
them and estimating their parameters, allows, on one hand, to predict their evo-
lution, and on the other hand, to develop sanitary policies in order to fight the
� This work has been partially supported by the Agencia Española de Cooperación

Internacional para el Desarrollo (AECID), project no. D/017218/08. Thanks are due
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the model of Dengue epidemics.
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902 E. Garćıa-Garaluz et al.

diseases. Dengue fever is an infectious disease which has reappeared in subtropi-
cal regions of the American and African continent in the last decades. Therefore,
the identification of the Dengue fever system has become an interesting study
to be performed.

The work presented in this paper has several objectives. Firstly, it defines a
model of the Dengue fever epidemics in Havana (Cuba). Conventional models
of Dengue take into account the infection vector by defining separate popula-
tions of humans and mosquitoes. The comparison of these models to real data is
hindered by the difficulty to measure the population of mosquitoes. The novelty
of the proposed models is that only human populations are comprised, whereas
the mosquito incubation time is accounted for by means of a delay. Thus, all
populations are, in principle, measurable, which is accomplished at the cost of
an increased mathematical complexity of the model. Therefore, the results of
the estimation allow for assessing the validity of the model, as long as the model
simulations show an acceptable adjustment to real population data. Further-
more, the ability of the Hopfield Neural Networks estimator to identify delay
differential systems is analysed by means of simulation results.

The structure of the rest of the paper is as follows. In Section 2, a model of
Dengue fever for the Cuban case is described; the model being based on delay
differential equations. Section 3 describes the system identification method by
means of Hopfield Neural Network, and the way the estimation problem is solved
by an optimization method is presented. Simulation results and their meaning
are presented in Section 4. Finally, conclusions and future works put an end to
the paper in Section 5.

2 Model of Dengue Fever in Cuba

Dengue fever is a viral infectious disease which is mainly transmitted by the
Aedes Aegypti mosquitoes. Several models have been previously proposed to de-
scribe Dengue epidemics [7,8]. These models include mosquitoes populations,
which is a severe drawback for both model validation and prediction, because
of the lack of data. In order to model the Dengue fever a compartmental model
has been figured out, where the population is divided into people who are sus-
ceptible (S) to the disease, people who are infected (I) and people who have re-
covered (R) and are thus immune to the Dengue fever. Therefore, such a model
is referred to as a SIR model. In the case of Dengue, the use of a SIR model is
appropriate, since there is no need to consider the mortality caused by Dengue
fever, which is mainly caused by Haemorrhagic Dengue fever. Indeed, for short
time periods, only one strain of the virus can be considered, and in that case
the infected people become immune, whereas Haemorrhagic Dengue is thought
to be associated to different virus strains.

The Dengue fever in Cuba has been modelled as a population dynamics de-
fined by the delay differential equation system in Equation (1), which avoids
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the use of mosquito populations by including infection information in a time-
dependent parameter and through the delay term:

dS

dt
= −β(t)

S(t)
N

τ=t2∑
τ=t1

I(t− τ) e−μM τ + bN(t)− μH S(t)

dI

dt
= β(t)

S(t)
N

τ=t2∑
τ=t1

I(t− τ) e−μM τ − r I(t)− μH I(t)

dR

dt
= r I(t)− μH R(t)

(1)

where the parameter β(t) is the infection rate, μH is the natural human mortal-
ity, μM is the mosquito mortality, b is the natural birthrate and r is the Dengue
recovery rate. The parameters in the model are related to the transition rate
among the different populations. The parameter β carries a special importance
because it provides information about mosquitoes population, and it is the tool
that allows to circumvent the dependence on mosquitoes population data. Con-
trarily to the rest of the parameters in the model, it is not possible to estimate
the β parameter with statistical methods, so it constitutes the target of this work
and it will be estimated with the neural network. This model has an intuitive
rationale which allows to analyse the meaning of the equations:

– S equation. The growth of the susceptible population is caused by the births
+bN and its decrease is given by the human mortality −μM S(t) and the
new infections −β(t)S(t)

N

∑
I(t− τ)e−μM τ .

– I equation. The growth of this population is caused by the new infections
+β(t)S(t)

N

∑
I(t− τ)e−μM τ and the decrease is established by the recovery

−r I(t) and the human mortality −μH I(t).
– R equation. The growth of this population is caused by the recently recovered

individuals +r I(t) and its decrease is caused mortality of recovered people
−μH R(t).

The use of delay equations results from considering the mosquito incubation
period of Dengue virus, which is known to be about 8 days. After the incubation,
an infected mosquito can transmit the virus every time it bites a susceptible
human. The maximum life span of the mosquito is about 15 days. Therefore,
the summation extends from t1 = 8 to t2 = 15 days, where each component is
weighted by an exponential term to adjust it to the mosquito survival rate. In
other words, each term in the summation of the form I(t − τ) e−μM τ accounts
for a fraction of the infected mosquitoes, which stemmed from biting an infected
human τ days ago. Therefore, mosquito populations, which cannot be measured,
appear implicitly in the model through the time-dependent parameter β, thanks
to the introduction of delay terms.
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3 System Identification with Hopfield Neural Networks

3.1 Parametric Identification with Continuous Hopfield Networks

The estimation method that is used in this work is based upon the combination
of two ideas: on one hand, estimation can be formulated as an optimization
problem [2]; on the other hand, Hopfield Neural Networks [9] are able to solve
optimization problems [10]. The proposed method, in particular, stems from the
Abe formulation for Hopfield Neural Networks [11,12], which is defined by the
system shown in Equation (2):

dui

dt
=
∑

i

ωijsj − Ii ; si = tanh

(
ui(t)
γ

)
(2)

where si is the state of the neuron i, ωij is the weight of connection between the
i-th and the j-th neuron, Ii is the bias of the i-th neuron, and γ controls the
slope of the hyperbolic tangent. The system resulting from this formulation has
been proved to be stable, due to the existence of the Lyapunov function shown
in Equation (3).

V (s) = −1
2

∑
i

∑
j

ωijsisj +
∑

i

Iisi (3)

The application of Hopfield Neural Networks to optimization is carried out by
matching the Lyapunov function to the target function to be optimized, thus
the trend of the network state is to reach a minimum of the function.

Consider a system defined in a generic Linear In the Parameters (LIP) form
y = A(x)θ, where A(x) is a matrix of non-linear functions depending on the
states (represented by x), y is a vector depending on the states and their deriva-
tives and θ is the parameter vector. Estimation of the parameter vector θ can
be formulated as the obtention of a value θ̂ that minimizes the prediction error
e = y−A(x)θ̂. After some algebra, the target function shown in Equation (4) is
obtained

V =
1
2
e�e =

1
2
θ̂�A�Aθ̂ + θ̂�(−A�y) +

1
2
‖y‖2 (4)

Matching Lyapunov function in Equation (3) and the target function in Equation
(4), the weights and the biases for the estimator are obtained, as shown in
Equation (5).

W = −A�A ; I = −A� y ; s = θ (5)

The development of this estimation method deserves a number of remarks.
Firstly, contrarily to most of the conventional methods, time-variant parameters
can be estimated in a natural way. Besides, the presence of hyperbolic tangent
forces the estimations to be confined in a unit hypercube [−1, 1]n. This is not
a restrictive condition because if the parameters to be estimated are in another
range, a linear transformation can be applied, although the range of the param-
eter value must be known in advance. Therefore, the estimation is automatically
bounded, as opposed to the gradient methods which often needs to be comple-
mented with bounding algorithms leading to a higher computational cost.
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3.2 Application of the Neural Estimator to Discrete Systems

The estimation method defined in Section 3.1 is described for continuous systems.
However, the epidemiological system can not be assumed to follow this restriction
because of the discrete nature of population data. A discrete version of the above
method is obtained by means of an explicit discretization of the model, as shown
in Equation 6.

xn+1 = xn +ΔtA(xn)θ (6)

Following the same procedure as above, the weights and biases of the network
equation are obtained, which correspond to the discrete version of the estimator.
These weights are shown in Equation (7):

W = −Δt2A�A ; I = −ΔtA�(xn+1 − xn) (7)

The estimation method for discrete systems is able to deal with time-varying
parameters, as its continuous counterpart.

The equations of the estimation method must be generalized in order to
deal with a delay differential model. Paradoxically, discretization helps, rather
than hinders, the consideration of delays. Indeed, the only change consists in
the generalization of the A matrix, so that it includes past states, i.e. A =
A(xn, xn−i, xn−k, ...) where i and k are the lags. Therefore, the system is mod-
elled by Equation (8).

xn+1 = xn +ΔtA(xn, xn−i, xn−k...)θ (8)

In this way, the estimation method with Hopfield Neural Network is completely
defined for an epidemiological system that comprises delays, which is a delay
differential equation from the mathematical point of view, by using the discrete
equations of the method and the generalization of A matrix.

4 Experimental Results

In order to apply the estimator with Hopfield Neural Networks to the Dengue
fever model in Equation (1), a data series of the Dengue populations in Cuba
is available. It consists of a 274-day long database of new infections by Dengue
fever in Havana. From this register and the known characteristics of the disease
(incubation period of Dengue fever in humans and recovery time) it was possible
to build a complete database of all the populations in the model: susceptible,
infected and recovered people.

Some consideration must be made to describe the performed experiments.
One of them is that most of the parameters in the model are supposed to be
known, because they are characteristic either to the epidemic or to the population
and can be easily estimated by other methods (i.e. human mortality and birth
rate, or dengue recovery rate can be estimated by statistical methods). The
only parameter being estimated is thus β(t). Another consideration to be made
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Fig. 1. Estimation of parameter β with Hopfield Neural Networks for Dengue model
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Fig. 2. Real and predicted evolution of infected population of Dengue fever in Havana
(Cuba)

is that, in this case, the global population is considered constant for this time
period.

The results of the estimation for the parameter β are represented in Figure 1.
As it was mentioned in the comments below Equation (2), the parameter β is
related to the infected mosquitoes population, so an approximation to that pop-
ulation can be figured out. The shape of the estimated values for β, in coherence
with the model definition, follows the same behaviour as the infected population,
but its trajectory is smoother. For instance, the valleys, near the days 160th and
220th, in the number of infections can be traced to corresponding falls in the
estimation of β, which can be interpreted as a decrease in the number of infected
mosquitoes due to the success of fumigation campaigns.

In order to make a validation for both the model and the parameter estima-
tion, a test was performed. It consists on integrating the model equations from a
real initial point using the estimation values. In order to choose an initial point
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with enough significance, the integration was started from the instant when the
infected population value is 10% of the average value of the serial data. The
validation results for infected population are shown in Figure 2 where the real
and predicted population are plotted together.

Although further validation tests are needed, the obtained results are satisfac-
tory since the estimation provides a good fit in the validation test between the
real and the predicted infected populations. Indeed, these results support the
need to model the infected mosquito population can be implicitly represented
by a time-varying parameter. Based on this rationale, it would be interesting to
extend the model in future works in order to obtain an explicit estimation of
infected mosquito population.

5 Conclusions and Future Works

In this work, a new model for Dengue fever has been presented. This model is
focused on Dengue epidemics in Havana (Cuba). From the epidemiological point
of view, the interest of the model relies on the absence of mosquitoes populations,
which are impossible to measure. Instead, the model comprises a time-varying
parameter, which is an implicit indicator of the mosquitoes population. From
the mathematical point of view, the introduction of delay differential equations
poses a challenging setting for estimation. This feature suggests the need to
prove the estimator that was designed from Hopfield Networks Neural, assessing
its ability to deal with generalized differential systems. The obtained results and
the validation test are satisfactory and encourage a new line of work.

Some directions of future research can be proposed from the herein described
work. First, the use of delay differential equations with a Neural Network es-
timator well deserves a deeper mathematical analysis. On the other hand, the
sensitivity analysis of the model would provide a powerful tool which would
complement the theoretical research. Besides, additional validation tests could
be performed and a model extension could lead to an explicit estimation of
mosquito population.
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Abstract. Infected population size estimation is a common problem in
HIV/AIDS epidemic analysis and it is the most important aspect for
planning appropriate care and prevention policies. Some Ordinary Dif-
ferential Equations models of HIV epidemic in Cuba considering the
Contact Tracing strategy have been described in previous works. In this
paper we present a HIV/AIDS model described by Differential Inclu-
sions. Also, we establish a mathematical framework allowing us to make
suitable prediction of the size HIV infected population at a future time.

Keywords: Reachable Sets, Differential Inclusion, Contact Tracing,
HIV, AIDS.

1 Introduction

The Human Immunodeficiency Virus (HIV) infection, leads to Acquired Immun-
odeficiency Syndrome (AIDS). When antibodies to HIV are detected the patient
is infected and said to be seropositive or HIV-positive.

HIV moves into its third decade and continues to be a worldwide health
problem. In the early 1980s, an AIDS diagnosis meant a death sentence. But
with the advent of HIV medications, people can stay healthy, live longer, and
have hope after their HIV diagnosis. One of the principals drawbacks in this
direction is the high costs of treatment. Estimating how many people are living
with HIV is an important question for appropriate epidemiological interventions
and efficient resource allocation.

In Cuba, the first AIDS case was diagnosed in April of 1986. This signaled
the starting point of HIV epidemic in the country, although some HIV-positive
� This work has been partially supported by the AECID (Agencia Española de Coop-
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persons had been detected at the end of 1985. At the early stages the Cuban
Government had initiated several preventive measures to try to contain the pos-
sible outbreak of the epidemic. Once the first cases were confirmed, a program
based on the experience with other sexually transmitted diseases was started.
The AIDS program also had, among other measures, the tracing of sexual con-
tacts of known HIV-positive persons, to prevent the spreading of HIV. When a
person is detected as living with HIV, an epidemiological interview is carried out
by the Epidemiology Department of his municipality or by his family doctor as
part of the Partner Notification Program (or Contact Tracing Program). After
this interview the Epidemiology Department tries to locate the sexual partners
of the person through the network of Healt System. The person living with HIV
usually does not participate in this process, though they normally help in notify-
ing their present partners. Trying to locate the sexual partners is a very complex
job and one that in some cases take a lot of time. This task is one of high level
of priority for the Health System, and it is under constant supervision to try to
determine how effective it is in the prevention of the spread of HIV.

In [1,2] and other papers, mathematical models of HIV epidemic allowing for
Contact Tracing have been presented. The objective was to model the Contact
Tracing aspect of HIV detection system, to try to obtain some information that
could be useful to the Health System in Cuba in evaluating the way the program
is working, and to ascertain its usefulness in terms of intervention and treatment
of HIV.

Models appearing in [2] are described by ordinary differential equations and
the unknown parameters involved in them are assumed constant over time. Gen-
erally, in reality some of these parameters are not constant and can depend on
time and/or the system state. From that point of view, we are necessarily faced
with a problem of uncertainty in the dynamics.

In [7], an adaptive estimation technique is used, which is base on Recurrent
Hopfield Neural Networks; this technique follows to considers some parameters
as non-constant under the hypothesis of a relatively slow variability. However,
using this method it is not possible to find all possible solutions of the dynamics
under the uncertainties. In addition, for this method to work, data on all the
state variables of the model is needed, and this is not the case of the system
presented in this paper.

The problems of uncertainties in ordinary differential equations can be ad-
dressed as a differential inclusions approach. Differential inclusions first appeared
in papers from Zaremba (1936) and Marchaud (1938). Although a relatively new
theory has been widely described and developed in the comprehensive work by
Aubin and Cellina in 1984 [3] and others.

The objective of this paper is to reformulate an HIV/AIDS model from [2] as
a Differential Inclusion. We establish a mathematical framework that will allow
us to answer the initial question indicated above, and make a suitable prediction
of the HIV infected persons, that do not know they are infected, at a future time
t. We do not give numerical results, they will be presented in a future work.
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The paper is organized as follows. Section 2 presents an HIV/AIDS model
described by a differential inclusion with the respective epidemiological meaning
of the parameters and variables in the model. Section 3 presents an approach
based in a discrete approximation of the reachable set of the model to make
predictions. Section 4 concludes the paper.

2 The Model

We will consider in the model the following state variables as function of time t:

– X(t): is the number of HIV-infected persons that do not know they are
infected at time t.

– Y1(t): is the number of HIV-infected persons that know they are infected at
time t and were detected in a random type search.

– Y2(t): is the number of HIV-infected persons that know they are infected at
time t and were detected through contact tracing.

– Z(t): is the number of persons with AIDS at time t.

With the following constant coefficients:

– N : sexually active population.
– α: the rate of recruitment of new HIV-infected persons infected by X .
– α

′
: the rate of recruitment of new HIV-infected persons infected by Y1 +Y2.

– k1: the rate at which the unknown HIV-infected persons are detected by
the system, independently of other HIV-positive persons (through ”random”
screening).

– β: the rate at which the undetected HIV-positive persons develop AIDS, the
reciprocal of the mean incubation.

– β
′
: the rate at which the detected HIV-positive persons develop AIDS, the

reciprocal of the mean time it takes to go from Y1 + Y2 to Z.
– μ: the mortality rate of the sexually active population.
– μ

′
: the mortality rate of the population with AIDS.

And, to reflect an non-exactly known parameter we assume the following uncer-
tainty as function of time t:

– k2(t): the rate at which unknown HIV-infected persons are detected by the
system through contact tracing.

Parameter k2 is taken as an uncertainty because it depends on the effort
displayed by the Health System in searching and locating the sexual partners
that have been reported by those already detected as HIV positive.

Considering t0 and T the initial and final time were the model is defined, with
T > t0, since k2(t) is unknown but bounded in a known real interval K = [a, b]
(taken from [2]), and

K = { k2(·) | k2(t) ∈ K for almost all elements t ∈ [t0, T ] }
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is the set of all measurable functions with values in K, the ordinary differen-
tial equation model presented in [2] becomes the dynamics described by the
differential inclusion

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂X

∂t

∂Y1

∂t

∂Y2

∂t

∂Z

∂t

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
=ẋ

∈

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

αNX + α
′
N(Y1 + Y2) − (k1 + μ + β) X − k2

X(Y1 + Y2)
X + Y1 + Y2

k1X −
(
μ + β

′)
Y1

k2
X(Y1 + Y2)
X + Y1 + Y2

−
(
μ + β

′)
Y2

βX + β
′
(Y1 + Y2) − μ

′
Z

︸ ︷︷ ︸
=g(x,k2)

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

k2∈K

, (1)

were x : [t0, T ] → R
4, g : R

4 × R → R
4.

We also know, the initial value vector⎡
⎢⎢⎣

X
Y1

Y2

Z

⎤
⎥⎥⎦ (t0) =

⎡
⎢⎢⎣

230
68
26
3

⎤
⎥⎥⎦ (2)

for the model, corresponding to the data at the beginning of the HIV epidemic
in Cuba in 1986 of the respective groups. The value of X(t0) was estimated
from the number of HIV positives that were found after 1986 and were already
infected at that time.

The system is only considered in the region

D = {X > 0, Y1 > 0, Y2 > 0, Z > 0} .

The value k2(τ) of each function k2(·) ∈ K at time τ ∈ [t0, T ], t0 < τ ≤ T
makes right part of (1) a map which associates a point with a set in all τ ∈ [t0, T ].
This kind of map is called a set valued map or multifunction. A clear introduction
to these versatile and powerful concept can be found in [4].

Data for variables Y1, Y2 and Z are available from 1986 to 2005, but of course
we do not have data for X . We will assume here as constants the estimated
values of N,α, α

′
, k1, β, β

′
, μ, μ

′
, available from [2] and [1], that were obtained

following different strategies using the available data.
For simplicity we will assume here only k2 as uncertainty although others

parameters as k1, α, α
′
, could also be considered in such a way.

3 Approximating the Reachable Set of the Model

Consider the initial value problem (IVP) formed by (1) and (2). By definition, a
solution of this IVP is any absolutely continuous function x : [t0, T ] → R

4 that



HIV Model Described by Differential Inclusions 913

satisfies the initial condition (2) and the differential inclusion (1) for almost all
t ∈ [t0, T ] (see [3]). In this case for each different measurable realization k2(·) we
have a solution x(·) for the IVP (see [3],p.91).

Let us denote by X the set of all solutions or trajectories x(·) of the IVP for
the differential inclusion (1). We defined the reachable set R(τ) at the time τ as

R(τ) .= {x(τ) : x(·) ∈ X} . (3)

In order to numerically solve the IVP described above, some effective nu-
merical methods are needed. In the following, a set-valued version of a specific
Runge-Kutta scheme, known as Heun scheme (see e.g. [5]) is reviewed.

HEUN’s METHOD. For N ∈ N
′ ⊂ N choose a grid

t0 = t0 < t1 < ... < tN = T (4)

with a stepsize

h =
T − t0

N
= tNj − tNj−1 (j = 1, ..., N) . (5)

Let the starting approximation y0 equal to the initial value vector (2) and for
j = 0, ..., N − 1 solve the difference inclusion

yn+1 ∈ yn +
h

2
{g(yn, k2) + g(yn + hg(yn, k2), k2) : k2 ∈ K} n = 0, ..., N . (6)

Here, as usual N
′
denotes a subsequence of N converging to infinity.

Let us denote by YN the set of all trajectories yN (·) of the discrete inclusion
(6), the reachable set RN (n) of (6) at stage n is

RN (n) = {yn : yN = (y0, ..., yN ) ∈ YN} . (7)

The reachable set RN (N) of (6) can be considered as resulting from the re-
current procedure

RN (n+1) = RN (n)+
h

2
{g(RN(n), k2)+g(RN(n)+hg(RN(n), k2), k2) : k2 ∈ K}, (8)

n = 0, ..., N − 1,

that is, RN (·) can be considered as the trajectory of a set-valued map discrete
-time dynamical system (see e.g.[5]).
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Now, rewrite the differential inclusion (1) as follows:

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂X

∂t

∂Y1

∂t

∂Y2

∂t

∂Z

∂t

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
=ẋ

∈

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

αNX + α
′
N(Y1 + Y2) − (k1 + μ + β) X

k1X −
(

μ + β
′)

Y1

−
(

μ + β
′)

Y2

βX + β
′
(Y1 + Y2) − μ

′
Z

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
=f(x)

+

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−
X(Y1 + Y2)
X + Y1 + Y2

0

X(Y1 + Y2)
X + Y1 + Y2

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
=F (x)

k2

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

k2∈K

(9)

with the same initial condition (2), where f : R
4 → R

4, F : R
4 → R

4. We show
that by the following theorem, that it is possible to obtain convergence results
and estimations for the reachable set of the IVP described by (1) and (2), where
haus(·, ·) denotes the Hausdorff distance between two sets.

Theorem 1. Supposing that all trajectories of the model (9) are contained in
a positive bounded set S ⊂ R

4, and k2 belongs to the real interval K = [a, b].
Given N , let the approximating set-valued dynamical system (8) where

g(x, k2) = f(x) + F (x)k2 .

Then, there exists a constant C such that

haus(RN(N), R(T )) ≤ Ch1.5 .

In addition, for those N for which the sets RN (N) are convex

haus(RN (N), R(T )) ≤ Ch2 .

Proof. It is obvious that the components of f and F are differentiable and the
components of the following Jacobian matrix of f and F

∂f

∂x
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

αN − (k1 + μ + β) α
′
N α

′
N 0

k1 −
(
μ + β

′
)

0 0

0 0 −
(
μ + β

′
)

0

β β
′

β
′ −μ

′

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(10)
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∂F

∂x
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

− (Y1 + Y2)2

(X + Y1 + Y2)2
− X2

(X + Y1 + Y2)2
− X2

(X + Y1 + Y2)2
0

0 0 0 0

(Y1 + Y2)2

(X + Y1 + Y2)2
X2

(X + Y1 + Y2)2
X2

(X + Y1 + Y2)2
0

0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(11)

are Lipschitz continuous on S.
Moreover the lie bracket structural condition assumption of the Theorem 4.1

of [5] is always fulfilled since the dimension of k2 is equal to one.
Then all assumptions of Theorem 4.1 [5] are satisfied (or the Theorems 4.1

and 4.2 of [6]), its application gives the conclusion and both estimations follow.�

With this result, the approach described above allows us to make predictions in
time for all state variables of the model of HIV/AIDS described by the differential
inclusion (1) using projections of the corresponding reachable set in each of the
state variable axes. Of particular interest is the resulting interval for the variable
X in the model, because with this interval we get a prediction of the HIV infected
persons that do not know that they are infected by HIV at time t. Also, with
the corresponding prediction intervals for Y1, Y2 and Z obtained in the same
way, we can have a suitable estimate of the number of people living with HIV
at a future time with the interval resulting from the sum of predicted intervals
for the state variables X,Y1, Y2, Z, of (1).

The practical viability of the above theorem through Differential Inclusions
solvers is an actual and interesting field of research. Main dificulties in that
problem are the computational complexity and solution representation.

4 Conclusions

In this paper, we formulated an HIV/AIDS model that describes the detection
by Contact Tracing in Cuba as a Differential Inclusion assuming parameter k2 as
an uncertainty, because it depends on the effort displayed by the Health System
in searching and locating the sexual partners that have been reported by those
already detected as HIV-positive.

We have also proved that it is possible to calculate an approximation of the
reachable set of our model using the set valued version of Heun’s method, with
estimations of order 1.5 or 2, respectively, in order to achieve reliable predictions
of the size of the HIV/AIDS epidemic in Cuba that can be used to assist in
successful health policy decisions.
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Abstract. A new algorithm is presented for finding genotype-phenotype asso-
ciation rules from data related to complex diseases. The algorithm was based on 
Genetic Algorithms, a technique of Evolutionary Computation. The algorithm 
was compared to several traditional data mining techniques and it was proved 
that it obtained similar classification scores but found more rules from the data 
generated artificially. In this paper it is assumed that several groups of SNPs 
have an impact on the predisposition to develop a complex disease like schizo-
phrenia. It is expected to validate this in a short period of time on real data. 

Keywords: Association studies, SNPs, evolutionary computation, genetic algo-
rithms, data mining. 

1   Introduction 

Association studies are those in which DNA from patients that haven’t developed the 
disease is compared to DNA from affected patients in order to find relationships be-
tween mutation in the DNA and the disease studied. Usually, mutations such as SNPs 
(Single Nucleotide Polymorphisms) [1] are studied. A SNP is a single nucleotide site 
where two (of four) different nucleotides occur in a high percentage of the population, 
that is, at least in 1% of the population. Since there exist 14 million of SNPs in human 
beings then a huge amount of data obtained from DNA genotyping needs to be dealt 
with, thus many variables have to be taken into account. 

These studies can be done on complex diseases [2]. In these diseases, apart from 
the influence of genetic predisposition, environmental factors also affect, in such a 
way that a person could be genetically predisposed but never develop the disease. Due 
to the nature of these diseases, it is hard to establish a relationship between a gene and 
the disease since, in general, this type of disease is caused by combination of effects 
of several sets of SNPs which, separately, have a low effect. There is a high preva-
lence and impact of complex diseases like cancer, mental disorders and cardiovascu-
lar diseases. 

The goal of this work is to propose an algorithm which is able to extract rules 
composed of sets of SNPs which represent genetic predisposition to develop the com-
plex disease studied. 
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2   State of the Art 

2.1   Introduction to Genetic Algorithms 

Genetic Algorithms (GAs) [3, 4] is an artificial intelligence technique. It is a search 
method based on Charles Darwin’s Theory of Evolution [5]. As a result, Genetic 
Algorithms are inspired in biological evolution and genetic-molecular base. These 
algorithms make a population evolve through random actions similar to the actions 
existing in biological evolution (mutations and genetic recombination), as well as 
selections with a certain criteria called fitness. The fitness is used to decide which 
individuals are selected, i.e., the more suitable individuals are the higher likelihood 
they will reproduce. 

2.2   Recent Work 

During recently years, several techniques have been developed to analyse genotype-
phenotype association studies. Most of these techniques are statistically based. How-
ever, Evolutionary Computation (EC) has proved to be a useful tool when searching 
for this type of associations. The Chinese Schizophrenia Consortium has carried out a 
study [6], using EC as a search heuristic, where the GA chromosome was coded as a 
list of SNPs and the fitness function was the number of hits in the sample population. 
Other similar approaches have been developed based on GAs, such as Jourdan’s rule 
selection algorithm [8, 9], in which a GA-based method capable of extracting IF-
THEN association rules is presented, or tree-based approaches. Shah et al [7] used a 
GA to perform feature selection in two different approaches in order to build decision 
trees and Clark et al [10, 11] used a GA to build trees that consist of boolean expres-
sions made of blocks of SNPs. In addition, there are other approaches in which ge-
netic programming and heuristic search are used to learn sets of classification rules 
capable of distinguishing between case and control subjects (Goerzel [12]). 

3   Methods 

An algorithm based in EC has been developed. Given that this type of technique has 
been designed to solve optimization problems, an application of GAs is proposed with 
the aim of making rule extraction possible. 

3.1   Structure of the Association Rules 

It is assumed that the influence of SNPs in genetic predisposition to develop a com-
plex disease can be represented as several rules extracted from the data. These rules 
have the following structure: 

 

If the following conditions are met 

SNP1=X AND SNP2=Y AND … AND SNPn=Z 

the individual is genetically predisposed to develop the complex diseased studied. 
 

Each rule represents an individual of the GA population. 
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3.2   Iterative Algorithm 

This algorithm (figure 1) consists of a loop that executes, in each iteration, a GA.  

 

Fig. 1. Iterative algorithm structure 

Every time the GA is executed, a list of candidate rules is obtained. These rules, 
which correspond to the final population of the GA, are filtered in order to choose the 
best rule between those who classify a case subject and cover at least 5% of the sam-
ples from the training set. From the iterations of the iterative algorithm a set of rules 
covering the search space is obtained. That set will be called rule pool. 

The algorithm developed is capable of finding logical expressions. These expres-
sions classify a subject based on the values that have the alleles of certain SNPs. 

3.3   Genetic Algorithm 

3.3.1   GA Individual 
The chromosome of the GA, shown in figure 2, represents a candidate rule containing 
n SNPs plus a position for the phenotype. Each SNP needs two genes. One represents 
if the SNP is part, or not, of the rule (ACT) and the other one represents its real value 
(VALUE). This value can be: homozygous for the first allele, homozygous for the 
second allele, heterozygous or unknown. The last position of the chromosome, which 
represents the phenotype, can take 1 if the subject is a case or 0 if it is a control. 
Hence, the structure of an individual of the GA consists of 2n+1 genes that represent a 
chromosome. 
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Fig. 2. A possible rule 

3.3.2   Fitness Function 
 

The fitness function used, which has to be minimized, has the following structure: 
 

IF the rule doesn’t classify correctly any example THEN  
   fitness = Number of examples of the training set  + 0.1 x (Number of SNPs part of 
the rule / Number of SNPs in the examples) 
 
ELSE 
   fitness = Number of examples incorrectly classified + (Number of examples of the 
training set  – Number of examples correctly classified) 
 

In the first part (the IF part) individuals are penalized adding the number of SNPs 
part of the rule divided by the total number of SNPs and multiplied by a coefficient to 
the number of examples. This addend is added in order to avoid the tendency of ob-
taining rules with all the SNPs. It is multiplied by 0.1 so that it won’t have too much 
impact on the fitness value and to avoid obtaining rules with only one SNP. The value 
used as coefficient has been determined after a large number of experiments. 

To sum up, the GA generates individuals with random values. The GA is executed 
until individuals change less than a certain threshold or until a maximum number of 
generations is reached. As explained above, individuals obtained as a result of the 
execution of the GA are the candidate rules then filtered by the iterative algorithm. 

This approach allows obtaining different solutions, since the GA is executed sev-
eral times. The aim of the algorithm presented is to find several rules that associate 
complex diseases to a case phenotype. 

4   Generation of Artificial Input Data 

In order to observe how the algorithm presented works data sets have been generated. 
This is done so that a pattern simulating real clinical data exists in the data created. 

First of all, 360 random data sets have been generated. Each data set was divided in 
two groups: case subjects and control subjects. Each group represents 50% of the data 
set. After that, rules with two, three or four SNPs have been randomly generated. 
Finally, some examples representing case subjects have been modified in different 
percentages (between 20% and 80%). This has been done introducing the values of 
the SNPs of one, two or three rules generated previously. This makes it possible to 
verify if the algorithm is able to find the rules introduced artificially. 
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Four groups of sets will be available for testing the algorithm. In each group 10%, 
20%, 30% or 40% of the data has been modified. Also, in each group, one third of the 
sets have been modified by rules of two SNPs, one third by rules of three SNPs and 
one third by rules of three SNPs. 

5   Results 

To validate the algorithm 10-fold cross validation has been used. Therefore, the origi-
nal data was divided into 10 subsets. Only one subset was used as test data, while the 
other 9 subsets were used for training. The cross validation is repeated ten times, 
using each time, only, each subset. The ten results obtained after doing the 10-fold 
cross validation have been combined in order to obtain global classification measures. 

The GA has been executed until the fitness value changed less than a certain 
threshold or until a maximum number of generations was reached. Deterministic 
tournament selection has been used, as well as a two-real-point crossover algorithm 
with a crossover rate of 90% and random replacement for mutation with a mutation 
rate of 1%. 

The algorithm proposed has been compared to 29 traditional data mining tech-
niques. These techniques can be classified in the following categories: decision rule 
learning, classification trees, bayesian nets and other techniques such as neural net-
works, metaclassifiers, regression-based techniques… The data mining suite Weka 
[13] was used and the 29 techniques were applied to the 360 sets created artificially. 

The evolution of the percentages of correctly classified samples obtained for the 
different groups is shown in figure 3. Although it wasn’t the aim of the algorithm 
proposed, it obtains better results than certain methods.  

These results are similar to the mean and even better when 80% of the case sub-
jects is modified. Classification scores are shown in table 1. 

 

 

Fig. 3. Comparison of classification percentages 
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Table 1. Classification scores 

 20% 40% 60% 80% 
Algorithm proposed 55.27% 59.49% 65.94% 80.87% 
Lowest scores of Weka's algorithms 54.51% 58.00% 62.14% 68.41% 
Mean Weka's algorithm 56.47% 62.30% 68.66% 77.37% 
Best scores of Weka's algorithms 57.84% 64.83% 73.72% 83.81% 

 

 

Fig. 4. Comparison of found rules 
 

Ridor [14] is the algorithm that usually gets the best classification scores. How-
ever, when 20% or 40% of the case subjects is modified, the number of rules found by 
Ridor is clearly less than the number of rules found by the algorithm proposed in this 
paper (figure 4). 

Moreover, in most of the situations where the algorithm presented doesn’t find the 
exact rule, it finds a part of it (for example, for a rule made of four SNPs it could find 
a rule with three SNPs), while Ridor, in many situations, is unable to find any of the 
rules introduced artificially. 

6   Conclusions and Future Work 

In complex diseases, the factors that increase the risk of developing a certain disease 
do not correspond to the values of one or more genes. There is then a likelihood of 
several combinations of values of different sets of SNPs affecting the increase of the 
risk factor. The algorithm proposed is capable of finding several sets of SNPs related 
to control or case subjects.  

When comparing to other existing techniques, it classifies better than several of 
them and it was able to find a higher percentage of the rules introduced artificially. 

We expect to validate the previous hypothesis with real clinical data of Galician 
schizophrenic patients in a near future. 
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Abstract. UN/CEFACT’s Modelling Methodology (UMM) is a method-
ology created to capture the business requirements of inter-organizational
business processes, regardless of the underlying technology. An example of
how to apply UMM to an inter-enterprise e-health project is presented in
this paper.

1 Introduction

Nowadays, Ambient Assisted Living (AAL) and e-health are in a continuous
growing, so several international initiatives applying IT technologies to welfare
and health are emerging [1]. One example is the I+D+i project AmIVital, which
instead of focusing on home-systems and network sensors for e-health, focuses on
the research and development of services that will be the basis of an interoperable
platform able to communicate with different systems of e-health, e-government
or others. In this sense, the B2B (Business To Business) paradigm facilitates
the information exchange among organizations (social services, hospitals, gov-
ernment, etc.) using the Internet.

In this paper we show how to use UMM to model a complete Ambient Assisted
Living scenario, describing all views and sub-views of this methodology. The
paper is arranged as follows. First, the state of art, concerning all the relevant
technologies and design methodologies related to B2B applications, is described
in Section 2. Then, Section 3 introduces all the design views UMM uses to model
a B2B system, and Section 4 describes how to apply it to model an example of
an e-health use case within AmIVital, describing all its views and sub-views
in relation with the proposed example. Finally, some concluding remarks and
future work are pointed out in Section 5.

2 State of the Art

In the previous years, several B2B technologies have emerged, being ebXML and
Web Services the most extended. Web Services have been quickly adopted by
� This work has been supported by the Spanish Ministry of Commerce, under project

AmIVital (CENIT2007-1010).
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the IT industry, while ebXML has gained acceptance in different B2B commu-
nities because of its specification of standard business communication scenarios.
ebXML defines a set of standards that allows the enterprises negotiate their
products through the Internet. It is based on a well-defined documents inter-
change using a contract-based approach [2], providing a specification for mes-
saging, registry/repositories and business processes description, and unlike other
approaches, it is an horizontal standard (it is not oriented towards a specific in-
dustry sector). On the contrary, Web Services expose any kind of applications to
the Web, so anyone can call them (service approach). Another main difference
between Web Services and ebXML is that the former is based on BPEL, which
can only describe the scenario inside a company, due to it has not all the infor-
mation of the services being orchestrated, while the latter can be used to model
a global choreography among several companies.

Regardless of the chosen B2B framework, the business processes of the plat-
form must be analyzed and modelled. So it is necessary to use a consistent
and well-defined methodology to design a model based on a machine-readable
description. Business-Centric Methodology (BCM) for Enterprise Agility and In-
teroperability [3] is a roadmap for the development and implementation of proce-
dures to create effective, efficient, and sustainable interoperability mechanisms.
It has been developed by OASIS, the same consortium that created BPEL or
UDDI, among others, and it is complementary to other existent architectures
and technologies designed to build business oriented services, like ebXML or
Web Services. BCM is formed by a set of model layers with a step-guide process,
and an information pyramid to align the semantic information of partners. This
allows the participation of business experts and the creation of a very large doc-
umentation repository. Nevertheless, this methodology has some disadvantages:
it has a very large learning curve and it is not very extended yet.

SOMA [4] is an architecture proposed by IBM to model service oriented pro-
cesses. It lets the identification, specification and implementation of services
inside the SOA paradigm. To achieve this tasks, it proposes a top-down mod-
elling oriented to intra-enterprise services (service-oriented instead of business-
oriented).

UN/CEFACTs Modelling Methodology (UMM) [5] is an approach to model
the business services that each partner must provide in order to perform a B2B
collaboration. It has a complete meta-model about business processes and busi-
ness information, including a process analysis methodology. It is interesting to
show that UMM provides and supports components to capture the knowledge
about the business processes, and that it is independent of the underlying imple-
mentation technology (ebXML, Web Services, CORBA or EDI). Furthermore,
because UMM extends UML, we could say that this methodology is more easily
adaptable, due to the high development, acceptance and maturity of UML. In
fact, a survey of B2B modelling languages show that UMM is the most complete
approach [6], thus, this is the methodology the authors have chosen to model
the AAL scenario presented in this paper.
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3 Usage of UMM

To build a complete B2B information system it is necessary to obtain all the
business knowledge, as well as all the technical information about the business
domain to be modelled, being this information the basis of the system ambit,
its requirements and its specifications. UMM proposes the usage of worksheets
to do this work, being them the bridge between business experts and business
analysts. Thus, every view and sub-view of the model requires a set of these
worksheets in order to obtain the relevant information. The main views of this
methodology are:

Business Domain View: It is used to discover, but not to build, collaborative
business processes. Using interviews with the business experts, together with
the worksheets, the process analyst is guided in order to capture business
knowledge.

Business Requirements View: It is used to identify the business processes
and business entities candidates to perform a business collaboration. First
the workflow processes are modelled, then the relevant Business Entities and
their lifecycles are identified, and finally the requirements of every transac-
tion are described.

Business Transaction View: This view describes the whole choreography,
the interactions and the exchanged information between business partners.

Business Service View: This last view details the composed services, the
agents, and the necessary data interchange in order to execute and vali-
date a business collaboration. This view is expressed in the language and
technical concepts chosen by the software developers (i.e. BPEL or BPSS),
and thus, it is not included in the UMM guidelines.

At the moment, the most viable option to apply UMM is using the Enterprise
Architect tool together with the UMM Add-In [7]. This plug-in is widely tested,
includes a whole user guide, and is completely free. It also includes tools to
manage the worksheets, which are not standardized by the UN/CEFACT. But
its most important features are that it is able to validate the model, and that it
can generate BPEL or BPSS descriptions from a valid model.

4 Using UMM in AmIVital

The general objective of project AmIVital is to develop a new generation of
technology and information tools to model, design and implement an Ambient
Intelligence (AmI) platform to support the independent life, welfare and health
of its users. As this objective is completely integrated in the European concept
of Ambient Assisted Living (AAL), the Spanish Ministry of Commerce, inside
the CENIT program, has awarded a grant of more than 20 million euro to this
project.

In a large e-health project like AmIVital, where several institutions must
create functional services to be choreographed, and many different technologies
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must be integrated, it is a good idea to use an independent-technology based
modelling methodology like UMM. As an example of its application we could
think in the following scenario: A virtual calendar launches an event and notifies
the monitorization system to create a reminder for the user, sending him a notice.
If the user is not localizable, or he does not accept the notice, the monitorization
ends. Otherwise, the monitorization is accepted and a monitorization context,
containing information about the devices and instructions about how to use
them, is created. Then the user activates the monitorization, which sends the
data to the monitorization context, where they are checked. Finally a report is
sent to the user and the doctor (or an alarm if there have been any problem).

In the next subsections all the UMM views of this example are described.

4.1 Business Domain View

This view allows to split the business in two ways: Business Areas (divisions of an
enterprise: sales, personnel,...) that encompass Business Process Areas (common
operations) or Business Categories, that may encompass other Business Cate-
gories. As the last one is a more general modelling strategy, it is the proposed
in this work to model the AmIVital platform.

Inside every leaf of the created structure a use case diagram is created to iden-
tify the relevant business partners and business processes. As each process may
be composed by other processes, we may have to use the include association.
Business partners must also be added and linked with their participating pro-
cesses with participates relations. Finally, stakeholders can also be added with
an isInterestedOf relation to describe that, although they are interested in a
business process, they do not take active part in its execution.

4.2 Business Requirements View

The requirements of the collaborative business processes, business entities and
transactions, are collected in this view. It is composed by the following sub-views:

Business Process View: Every business process can be divided into subpro-
cesses, and each of these, into activities. For example, the previous whole
scenario has been divided into three sub-processes: Create reminder, Cre-
ate monitorization context and Perform monitorization. Every sub-process
is modelled from each participant’s point of view, and finally, a collaborative
point of view is generated (an example of this view can be seen in Figure 1).

Business Entity View: This sub-view describes the relevant Business Entities
affected by a business process and models their lifecycle. A Business Entity is
a real-world thing with significance to the partners. In our example we define
entities like Reminder, Monitorization or Localization. Each one of them can
change its state during their lifecycle (an example is shown in Figure 2a).
This information is also detailed in the worksheets.

Transaction Requirements View: This step focuses on the atomic interac-
tions between the partners of a collaboration flow, describing the exchange of
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Fig. 1. Business Process View of the sub-process Manage Reminder of our example
(collaborative view). Each column is a partition to describe the behaviour of each
partner.

(a) (b)

Fig. 2. (a) Business Information Entity Lifecycle. (b) Business Transaction Use Case.
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information between exactly two roles. The worksheets describe who starts
the transaction, the activities performed, the pre and post-conditions, and
the possible exceptions. An example can be seen in Figure 2b.

Business Collaboration Requirements View: All the participants and re-
quirements of each collaboration are detailed in this sub-view, so every col-
laboration is divided into Business Transactions Uses Cases (created on the
previous view) and business partners are mapped to the roles in every transac-
tion (for example, the Business Partners User and Monitorization System are
respectively mapped to the Receptor and the Notifier roles in the transaction
use case shown in Figure 2b). Worksheets are used to specify which Business
Entities and Business Partners participate in the collaboration, along with all
the pre and post-conditions, exceptions and performed actions.

Business Collaboration Realization View: This last sub-view is used to
map the business partners defined in the Business Domain View into the
business collaborations defined in the Business Collaboration Requirements
View. This view allows that different partners perform the same collabora-
tion, increasing the re-usability and scalability of the design.

4.3 Business Transaction View

This last view in the UMM workflow is used to model the business collaborations,
from the analysts’s point of view, in order to reach the requirements defined in
the previous steps. It describes the whole choreography of interactions and de-
fines the information that is exchanged among these interactions. It is composed
by the following sub-views:

Business Choreography View: For each one of the Business Collaborations
defined in the Business Collaboration Requirements View, a Business Chore-
ography is created. This choreography is composed by Business Activities,
being each one of them linked to the business transactions defined in the
Business Interaction View (next sub-view). Constraints are used in order to
guide this execution flow, as can be seen in Figure 3a).

Business Interaction View: This view details the sequence of steps that each
business transaction performs, identifying the information exchanged be-
tween exactly two roles. These exchanges are modelled as requests and op-
tional responses. It is interesting to show that these Business Transactions
are also described in worksheets that specify the transaction pattern (Re-
quest/Response, Query/Response, Notification...) and several legal and secu-
rity requisites. For example, Figure 3b shows a request/response transaction
to locate the user.

Business Information View: This view models the information entities that
are exchanged in each transaction. These information entities are
encapsulated in information envelopes, which have a header and a body.
The information entities are modelled using UML artefacts. In fact, there
are not restrictions to model this documents, although UN/CEFACT rec-
ommends using the Core Components Technical Specification (CCTS) [8].



Using UMM in e-Health Projects 931

(a) (b)

Fig. 3. (a) Business Choreography for the sub-process Manage Reminder. Every trans-
action is refined within a Business Interaction View. One of these transactions can be
seen in (b).

Nevertheless, as CCTS is mainly focused on commercial transactions, it is
not appropiated to model the information entities of AmIVital.

4.4 Business Service View

Functional services for e-health are modelled more efficiently using SOA, mainly
because this kind of services (location, vital signs monitoring, video-conference,
etc.) are more centred on the user rather than on the business process. Thus, as
UMM does not include a modelling guide to create or reuse functional services,
we propose the use of SOMA to model different low-coupling services for each
organization involved in AmIVital.

Like UMM, SOMA is also based on a top-down modelling, being more oriented
towards intra-enterprise services. SOMA can also be used to model a micro-soa,
for instance, to describe the set of domotic devices inside a house, providing a
level of abstraction and a service interface more adequate to integrate them in
the whole platform using UMM.

5 Conclusions and Future Work

Within a wide inter-organizational research project like AmIVital, where several
enterprises and universities work together to develop services for e-health, a
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common modelling methodology is mandatory. As a proof of concept, UMM has
been used to model a simple e-health business process, where several systems
collaborate in an intelligent way with the user1. We have chosen UMM due to its
growing usage in the development of B2B applications, the fact that its learning
curve is not very large, and because there exist completely functional tools to
create and validate the models.

During the development of this work, the UMM authors have published the
2.0 specification of this methodology [9], with some changes in the artefacts and
packet structure to make UMM more simple, extensible and scalable. At the
moment it is only a public draft version. Their authors are also working in a
new UMM Add-In for Enterprise Architect, being this add-in in beta phase.

The next step in our project will be to migrate the use case described in
this paper to UMM 2.0, and to continue working with this new version of the
methodology, extending its usage to other e-health services, as telecare, medica-
tion management and domotic services among others.
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Abstract. A structurally simple, yet powerful, formalism is presented
for adapting attribute combinations in high-dimensional data, given cate-
gorical data class labels. The rank-1 Mahalanobis distance is optimized in
a way that maximizes between-class variability while minimizing within-
class variability. This optimization target has resemblance to Fisher’s lin-
ear discriminant analysis (LDA), but the proposed formulation is more
general and yields improved class separation, which is demonstrated for
spectrum data and gene expression data.

Keywords: adaptive Mahalanobis distance, LDA.

1 Introduction

Proper characterization of attribute dependence in high-dimensional data is a
key issue for the analysis of data from high-throughput screening technologies
like gene expression arrays and spectrometers. By the experimental design often
treatment and control cases of biological studies are available, and explanatory
models are sought helping to separate these cases at data level. For that purpose,
test statistics like the t-test or U-test are commonly used for the identification
of potentially interesting genes, molecular masses, or outstanding experiments,
for example. Alternatively, algorithms for variable ranking and feature subset
selection can be used [5,9]. Typical challenges related to the analysis of high-
dimensional data sets from biochemistry and medicine concern the exponential
number of tested attribute combinations which make greedy optimization or
other heuristics and approximations such as genetic algorithms necessary for
splitting attributes properly in decision trees or for attribute-tuned k-nearest
neighbor classification [15].

Feature weighting, rather than in-depth ordering, can be approached by par-
allelized methods. Supervised metric adaptation approaches have made strong
progress in the last couple of years [17,19], and also generalized learning vec-
tor quantizers were shown to profit from adaptive metrics [6,16]. More recently,
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matrix-based adaptive metric have been investigated along that line in order to
extend single attribute rating to assessing the influence of pairs of attributes
on the classification accuracy [14,18]. Traditionally, linear discriminant analy-
sis (LDA) is used for a structurally related task of extracting class-separating
directions in multi-class data sets [10]. LDA features intuitive interpretation of
linear class separation and allows attribute-reducing data projections without
the need for creating an explicit classifier. We present a new approach based
on adaptive Mahalanobis distance (AMDi) preserving these beneficial features
while removing a structural problem of classical LDA and enhancing the separa-
tion capabilities. Faithful data projections and attribute dependence graphs can
be obtained, as shown for a spectrum data set and a gene expression data set.

2 Method

The underlying idea of AMDi is related to LDA in which within-class variances
get minimized, while between-class variances get maximized. LDA is thus a good
starting point for which an extended view is derived for the rank-1 Mahalanobis
distance. For C different classes, the LDA-optimal direction v in the space of data
items X ⊂ R

M , |X| = N , with class-specific sub-sets (X1, . . . ,XC) is obtained by
maximizing the LDA stress function [8]:

SLDA =
vT ·

[∑C
i=1 Ni · (μi − μ) · (μi − μ)T

]
· v

vT ·
[∑C

i=1 Σi

]
· v

. (1)

Therein, Ni = |{xj : c(j) = i}| is the size of the data set of the i-th class,
μi := 1/Ni ·

∑
k∈[1,N ]:c(k)=i x

k is the center of class i, μ := 1/N ·
∑N

k=1 xk is the
center of the complete data set, and Σi :=

∑
j:c(j)=i(x

j −μi) · (xj −μi)T denotes
the covariance matrix of class i. The numerator contains the between-class varia-
tion as squared difference between class centers, while the denominator describes
the within-class variation over all classes i. In case of more than one optimized
direction, v becomes a matrix [v1, . . . ,vk] that leads to algebraically ill-defined
ratio in Eqn. 1, making a lossy mapping of numerator and denominator to matrix
determinants necessary [8]. For simplicity, we stick to single directions here.

Mahalanobis distance describes attribute dependences originally by their in-
verse covariance values. Replacing these covariances by adaptive parameters
helps realizing flexible data transformations for emphasizing class-specific data
distributions. The outer self-product of a parameter vector λ = (λ1, . . . , λM )T

can be used to create an adaptive matrix Λ = λ ·λ
T

of rank one. Such a positive-
definite matrix is used as adaptive constituent of a rank-1 Mahalanobis metric:

dv (x,y|λ) = (x− y)
T ·Λ · (x− y) =

(
M∑

m=1

λm · (xm − ym)

)2

. (2)

This distance is an appealingly simple case, because the underlying model has,
like LDA, only as many parameters as the data dimensionality is, while being
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able to express the most interesting scaling direction. Thereby, no constraints
need to be put upon the parameters for minimizing the proposed stress function

Sdv =
W (X|dv)
B (X|dv)

(3)

with

W (X|dv) =
C∑

k=1

Nk−1∑
n1=1

Nk∑
n2=n1

dv (xk,n1 ,xk,n2 |λ) ,

B (X|dv) =
C−1∑
k1=1

C∑
k2=k1+1

Nk1∑
n1=1

Nk2∑
n2=1

dv (xk1,n1 ,xk2,n2 |λ) .

This ratio involves within-class compression W (X|dv) and between-class expan-
sion B (X|dv). Like vector v in LDA, λ can be interpreted as projection vector
useful for mapping data vectors to scalar values by calculating x

T ·λ. In contrast
to the LDA criterion in Eqn. 1 the stress function in Eqn. 3 remains valid also
for multiple direction vectors [λ1, . . . ,λk], because Eqn. 2 always ensures scalar
distance values. Plainly speaking, LDA optimizes the projection, while AMDi
rescales the original data space.

Despite the simplicity of the rank-1 adaptive Mahalanobis distance, the mini-
mization of the stress function in Eqn. 3 is much harder than the matrix-algebra
solution of LDA. For getting reliable optimization results, we make use of the
memory-limited quasi-Newton method [12]. For such an optimization approach
we need to supply the derivative of Eqn. 2:

∂dv (x,y|λ)
∂λi

= 2 · (xi − yi) ·
M∑

m=1

λm · (xm − ym) . (4)

Throughout this work, optimization is stopped, if the improvement of subsequent
stress function evaluations falls below 10−10.

The Mahalanobis distance in Eqn. 2 can be separated into two parts, the
difference vector (x−y)

T
and a projection of this vector Λ·(x−y). If the original

data vectors x,y are very different, although they are of the same class, then
their difference vector and its projection should be orthogonal for damping this
undesired discrepancy between class membership and closeness of data points.
For unequal classes, the difference should be more emphasized by a collinear
amplification of both difference vectors. Thus, proper class assignment is driven
by the parameters λ of the distance creating an auxiliary projection space Λ ·x
for each data vector.

3 Applications

AMDi-based attribute rating is illustrated in two biomedical tasks targeting the
extraction of interesting channel combinations from a spectrum data set and for
target gene pairs from cDNA arrays.
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Fig. 1. Comparison of projections of 100-dimensional Tecator spectra to the ordinate,
plotted vs. data index. Left, projection to LDA direction. Right, projection to opti-
mized rank-1 Mahalanobis vector λ. Crosses denote low fat content and circles high fat
content. Horizontal dashed lines indicate the midpoints of the projected class averages.

3.1 Tecator Benchmark Data

Initial experiments are done with a well-known benchmark data set contain-
ing 215 samples of 100-dimensional infrared absorption spectra recorded on a
Tecator Infratec Food and Feed Analyzer working in the wavelength range 850–
1050nm by the Near Infrared Transmission (NIT) principle [1]. The original
regression problem was changed into a classification task of low and high fat
content in meat probes according to [13] for feature identification [16]. The task
is to distinguish between highly correlated spectra corresponding to fat content,
being complicated by the strong spectral overlap [13].

The optimized AMDi distance vector for class separation is used for the
data projection, shown in the right panel of Fig. 1. For comparison, the LDA
projection, obtained by the R package MASS, is shown in the left panel. Al-
though the LDA separation is quite good, it fails to generate a one-dimensional
projection without overlapping classes on the training set. In contrast, AMDi
achieves perfect separation along the ordinate, yielding a powerful and sim-
ple classifier. This observation is also supported by the area under precision-
recall curve (AUCPR) [2] which is 0.9991 for LDA and at its maximum of 1.0
for AMDi.

These results demonstrate the principle use of the new method for a well-
known benchmark set. In the following case study, we investigate the general-
ization performance on a more complex and interesting biological data set.

3.2 Gene Expression Data

The leukemia gene expression data set [4] studied in the following has become
a quasi-benchmark for testing feature selection methods. The original research
aimed at the identification of the most informative genes for modeling and clas-
sification of two cancer types, acute lymphoblastic leukemia (ALL) and acute
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Fig. 2. Comparison of projections of the AML/ALL data set. Left, projection of cancer
gene expression data (7129-dimensional) to the LDA direction v. Right, projection to
the best rank-1 Mahalanobis vector λ. Horizontal dashed lines indicate the midpoints
of the projected class averages. Both approaches were trained on the test set consisting
of 27 ALL cases (open circles) and 11 AML cases (open triangles) (first 38 indices).
The unseen cases (20 ALL, filled circles; 14 AML, filled triangles) can be classified
by a midpoint threshold (dashed horizontal line) between the projected points of the
trained classes.

myeloid leukemia (AML). The public data set covers 7129 genes and comes with
pre-defined splits into training and test samples: the training data contains 27
cases of ALL and 11 cases of AML, whereas the test data set contains 20 cases
of ALL and 14 cases of AML. Complementary to existing studies on this can-
cer data set [4,16], the adaptive rank-1 Mahalanobis distance allows to extract
relevances of dependent gene pairs.

Parameter optimization on the training data set by AMDi leads to unique
and stable results. Using the test data set, we observe a good generalization
performance, as shown in the right panel of Fig. 2. A canonical thresholding by
the midpoint of the projected class averages of the training data yields a perfect
classification for the training set and also for the test set. By visual comparison,
the LDA result in the left panel of Fig. 2 shows inferior class separation to AMDi
on both training and test sets. These findings are also supported quantitatively.
We find good classification performance in terms of AUCPR for training and test
data set for LDA of 0.852 and 0.898, respectively, and of 1.0 in both cases for
AMDi. The increased test performance of LDA over the training might not be
obvious from the left panel of Fig. 2, because this plot is visually dominated
by the projection training set. The AUCPR values though are calculated sepa-
rately for both sets related to open and closed glyphs. Especially for imbalanced
data sets the advantage of AUCPR over other related measures, such as the area
under ROC curve, has been described recently [2]. Considering the class sepa-
ration illustrated by Fig. 2 and the AUCPR measure, AMDi possesses valuable
generalization capabilities despite of the high data dimensionality.
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Fig. 3. Gene pair dependency network derived from the top 100 magnitude values in the
7129x7129 rank-1 Mahalanobis matrix Λ. The network contains 37 nodes corresponding
to 37 genes and 100 edges corresponding to the top 100 entries in Λ. The darker an
edge connection, the stronger the gene association. Genes with self-connections possess
solitary separating quality. Extra marked genes refer to publications: (*):[4], (x):[7],
(o):[11].

Comparing the good class separation of AMDi to a projection by identical
weights (not shown) or to LDA projection indicates that the parameter vector λ
contains relevant differential information about the two classes. This information
can be assessed by the corresponding matrix Λ. Instead of plotting the cumber-
some 7129x7129 matrix, we use an illustration of its 100 entries with largest
magnitudes. These pairs of genes are illustrated as network in Fig. 3. This plot
only scratches the very surface of a wealth of yet unvisited interactions coded in
the matrix Λ. It contains some of the candidates of Golub et., namely M96326
(26 edges), Y00787 (15 edges), M27891 (6 edges), M69043 (4 edges), M84526
(4 edges), and X95735 (4 edges). In addition to these genes, a number of other
important players could be identified: particularly M19507 (36 edges) was not
mentioned in their study, but it has been identified recently as interesting gene
encoding myeloperoxidase (MPO), an enzyme known to be strongly involved in
regulation and termination of inflammatory processes [7]. Similarly, L19779 (13
edges), which is related to the production of H2A proteins and to nucleosome
structure, was not mentioned in the original study, but it has been confirmed
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in a decision tree approach [11]. A number of further interesting genes could
be found, as for instance gene L20941 (7 edges) which has close homology to
ferritin H and is a well-known cancer gene [3].

This case study indicates two ways how matrix learning assists attribute rele-
vance assessment. On one hand, the absolute value of the matrix entry indicates
the importance of a specific attribute pair; thereby, self-connections represented
by entries on the diagonal denote the subset of individual attribute weights. On
the other hand, the number of specific attribute combinations provides an im-
pression of its global involvement, this way, helping to assess its potential role
as a network hub.

4 Conclusions

A mathematical framework has been presented for data-driven pairwise attribute
weighting based on supervised adaptation of a rank-1 formulation of Mahalanobis
distance with its weight matrix expressed by an outer product of adaptive vec-
tors. Data clouds belonging to the same class category get collapsed while class-
separating contrast is enhanced.

We regard AMDi with its adaptive Mahalanobis distance as interesting al-
ternative to Fisher’s LDA with its inverse covariance matrix. Both are based
on linear projection models, but AMDi shows better qualitative and quantita-
tive class separation results than LDA. As demonstrated for spectrum and gene
expression data, the amount of improvement depends on the data complexity.
The stress function of AMDi is structurally different from the LDA optimization
criterion: while LDA ratio requires a special treatment for more than one direc-
tion, this is not needed for AMDi which utilizes (scalar) sums of distances. The
minimization of the new stress function involves non-linear optimization and
is therefore computationally more demanding than classical LDA. For the one-
dimensional case, projections of labeled data get well enhanced by AMDi both
for plain visual inspection and for the area under precision-recall curve measure
of classification performance. The resulting candidate genes of the biological
cancer study are found to be in good accordance with a several publications
available on that topic.

Non-trivial adaptive full-rank Mahalanobis distances are of interest in future
research, because these offer more comprehensive perspectives on complex at-
tribute dependency analysis, crucial in the domain of systems biology and other
scientific fields.
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Abstract. Alzheimer disease (AD) is a progressive neurodegenerative
disorder first affecting memory functions and then gradually affecting all
cognitive functions with behavioral impairments. As the number of AD
patients has increased, early diagnosis has received more attention for
both social and medical reasons. Currently, accuracy in the early AD
diagnosis is below 70% so that AD does not receive a suitable treatment.
Functional brain imaging including single-photon emission computed to-
mography (SPECT) is commonly used to guide the clinician’s diagnosis.
However, conventional evaluation of SPECT scans often relies on man-
ual reorientation, visual reading and semiquantitative analysis of certain
regions of the brain. This paper evaluates different pattern classifiers for
the development of a computer aided diagnosis (CAD) system for im-
proving the early AD detection. Discriminant template-based normalized
mean square error (NMSE) features of several coronal slices of interest
(SOI) were used. The proposed system yielding a 97% AD diagnosis ac-
curacy, reports clear improvements over existing techniques such as the
voxel-as-features (VAF) which yields just a 78% classification accuracy.

1 Introduction

Alzheimer disease (AD) [1] is a progressive neurodegenerative disease associated
with disruption of neuronal function and gradual deterioration in cognition, func-
tion, and behavior. It affects approximately 2-4 million individuals in the United
States and more than 30 million worldwide. With the growth of the older popu-
lation in developed nations, the prevalence of AD is expected to triple over the
next 50 years. The major goals in treating AD currently are to recognize the
disease early in order to initiate appropriate therapy and delay functional and
cognitive losses.

Cerebral single-photon emission computed tomography (SPECT), which is
based on brain uptake of a technetium 99m-based lipid-soluble radionuclide,
is a widely available technique for brain perfusion assessment with a rotating
gamma camera. AD patients typically demonstrate a relative paucity of activity
in the temporoparietal regions, compared with the activity in control subjects
[2]. However, early detection of AD still remains a challenge since conventional
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evaluation of SPECT scans often relies on manual reorientation, visual reading
and semiquantitative analysis.

This paper evaluates different pattern classifiers for the development of an
early AD SPECT-based computer aided diagnosis (CAD) system [3]. The pro-
posed methods combining pattern recognition and advanced feature extraction
schemes are developed with the aim of reducing the subjectivity in visual inter-
pretation of SPECT scans by clinicians, thus improving the accuracy of diag-
nosing Alzheimer disease in its early stage.

2 Overview of Classifiers

The goal of a binary classifier is to separate a set of binary labeled training data
consisting of, in the general case, N -dimensional patterns vi and class labels yi:

(v1, y1), (v2, y2), ..., (vl, yl) ∈ (RN × {Normal,ATD}), (1)

so that a classifier is produced which maps an unknown object vi to its classifi-
cation label yi. Several different classifiers are evaluated in this work.

2.1 Discriminant Analysis

We suppose that v denotes a p-component random vector of observations made
on any individual; v0 denotes a particular observed value of v, and π1, π2 denote
the two populations involved in the problem. The basic assumption is that v has
different probability distributions in π1 and π2. Let the probability density of
v be f1(v) in π1, and f2(v) in π2. The simplest intuitive argument, termed the
likelihood ratio rule, classifies v0 as π1 whenever it has greater probability of
coming from π1 than from π2. This classification rule can be written as:

v ∈ π1 if f1(v)/f2(v) > 1 v ∈ π2 if f1(v)/f2(v) ≤ 1. (2)

Multivariate Normal model: quadratic discriminant function. The most
general form of the model is to assume that πi is a multivariate normal pop-
ulation with mean μi and dispersion matrix Σi for i = 1, 2. Thus fi(v) =
(2π)−p/2|Σi|−1/2 exp{ 1

2 (v − μi)′Σ−1
i (v − μi)}, so that

f1(v)/f2(v) = |Σ2|1/2|Σ1|−1/2 exp[−1
2
{v′(Σ−1

1 −Σ−1
2 )v − (3)

2v′(Σ−1
1 μ1 −Σ−1

2 μ2) + μ′
1Σ

−1
1 μ1 − μ′

2Σ
−1
2 μ2}]

Hence, by taking logarithms in equation (2), the classification rule for this model
is reduced to allocating v to π1 if Q(v) > 0, and otherwise to π2, where Q(v) is
the discriminant function

Q(v) =
1
2

log{|Σ2|/|Σ1|} −
1
2
{v′(Σ−1

1 −Σ−1
2 )v − (4)

2v′(Σ−1
1 μ1 −Σ−1

2 μ2) + μ′
1Σ

−1
1 μ1 − μ′

2Σμ2}.
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Since the terms in Q(v) include the quadratic form v′(Σ−1
1 −Σ−1

2 )v, which will
be a function of the squares of elements of v and cross-products between pairs
of them, this discriminant function is known as the quadratic discriminant. In
any practical application, the parameters μ1, μ2, Σ1 and Σ2 are not known.
Given two training sets, v(1)

1 , ...,v(1)
n1 from π1, and v(2)

1 , ...,v(2)
n2 from π2 we can

estimate these parameters by:

μj =
1
nj

nj∑
i=1

v(j)
i , Σj =

1
nj − 1

nj∑
i=1

(v(j)
i − μj)(v

(j)
i − μj)′ j = 1, 2 (5)

Multivariate Normal model: linear discriminant function. The presence
of two different population dispersion matrices makes more difficult the test
about the population mean vectors. Since the assumption Σ1 = Σ2 = Σ can be
reasonable in many practical situations then

fi(v) = (2π)−p/2|Σ|−1/2 exp{−1
2
(v − μi)′Σ−1(v − μi)} (6)

so that the classification rule reduces to allocating v to π1 if L(v) > 0, and
otherwise to π2, where L(v) = (μ1 − μ2)′Σ−1{v − 1

2 (μ1 + μ2)}. Note that, no
quadratic terms now exist in the discriminant function L(v), which is therefore
called the linear discriminant function. In that case, contrary to the quadratic
case, we estimate the pooled covariance matrix:

Σ =
1

n1 + n2 − 2
{

n1∑
i=1

(v(1)
i −μ1)(v

(1)
i −μ1)′ +

n2∑
i=1

(v(2)
i −μ2)(v

(2)
i −μ2)′} (7)

Mahalanobis distance. The Mahalanobis distance differs from Euclidean dis-
tance in that it takes into account the correlations of the data set and its scale-
invariant nature. We allocate v to π1 if Δ1 > Δ2, and otherwise to π2, where
Δ1, Δ2 are the Mahalanobis distance between v and π1, π2 respectively:

Δ2
1 = (v − μ1)′Σ1(v − μ1), Δ2

2 = (v − μ2)′Σ2(v − μ2) (8)

2.2 k-Nearest Neighbor

An object is classified by a majority vote of its neighbors, with the object being
assigned to the most common class amongst its k nearest neighbors. k is a
positive integer, typically small. For instance, if k = 1, then the object is simply
assigned to the class of its nearest neighbor.

2.3 Classification Trees

Classification trees is a non-parametric technique that produces classification
of categorical dependent variables [4]. Binary tree structured classifiers are con-
structed by repeated splits of subsets of X into two descendant subsets, beginning
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X

X3X2

X4 X5 X6 X7

Split 1

Split 2 Split 3

Class 1 Class 1Class 1 Class 2

Fig. 1. Hypothetical two-class tree

with X itself. This process is plotted in Fig. 1 for a two classes tree. In the figure,
X2 and X3 are disjoint with X = X2 ∪ X3. Similarly, X4 and X5 are disjoint
with X4 ∪X5 = X2. Those subsets which are not split, in this case X4, X5, X6
and X7 are called terminal nodes. Each terminal node is designated by a class
label. There may be more than one terminal subset with the same class label.

The first problem in tree construction is how to use the learning sample to
determine the binary splits of X into smaller pieces. In order to build a classifi-
cation tree, three questions need to be solved: how to select the splits, when to
declare a node terminal or split and how to assign a class to each terminal node.
Once a good split of X is found, then a search is made for good splits of each of
the two descendant nodes.

2.4 Support Vector Machines

Support vector machines (SVM) separate a given set of binary labeled training
data with a hyperplane that is maximally distant from the two classes (known
as the maximal margin hyper-plane). The objective is to build a function f :
RN −→ {±1} using training data that is, N -dimensional patterns xi and class
labels yi:

(v1, y1), (v2, y2), ..., (vl, yl) ∈ RN × {±1}, (9)

so that f will correctly classify new examples (v, y). When no linear separation
of the training data is possible, SVM can work effectively in combination with
kernel techniques so that the hyperplane defining the SVM corresponds to a
non-linear decision boundary in the input space. If the data is mapped to some
other (possibly infinite dimensional) Euclidean space using a mapping Φ(v), the
training algorithm only depends on the data through dot products in such an
Euclidean space, i.e. on functions of the form Φ(vi) ·Φ(vj). If a “kernel function”
K is defined such that K(vi,vj) = Φ(vi) ·Φ(vj), it is not necessary to know the
Φ function during the training process. In the test phase, an SVM is used by
computing dot products of a given test point v with w, or more specifically by
computing the sign of
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f(v) =
NS∑
i=1

αiyiΦ(si) · Φ(v) + w0 =
NS∑
i=1

αiyiK(si,v) + w0, (10)

where si are the support vectors.

3 Image Acquisition, Preprocessing and Feature
Extraction

SPECT scans are registered after injecting the patient a gamma emitting 99mTc-
ECD radiopharmaceutical by means of a three-head gamma camera Picker Prism
3000. 3D brain perfusion volumes are reconstructed from projection data using
the filtered backprojection (FBP) algorithm in combination with a Butterworth
noise removal filter. The SPECT images are spatially normalized using the SPM
software [5] in order to ensure that the voxels in different images refer to the
same anatomical positions in the brain [6], giving rise to images of voxel size
69×95×79. Finally, intensity level of the SPECT images is normalized to the
maximum intensity, following a procedure similar to [7]. The images were initially
labeled by experienced clinicians of the Virgen de las Nieves hospital (Granada,
Spain), using 4 different labels: normal (NOR) for patients without any symp-
toms of ATD and possible ATD (ATD-1), probable ATD (ATD-2) and certain
ATD (ATD-3) to distinguish between different levels of the presence of typical
characteristics for ATD. In total, the database consists of 79 patients: 41 NOR,
20 ATD-1, 14 ATD-2 and 4 ATD-3.

Similarity measures between the functional activity of normal controls and
each subject were used as features. First, the expected value of the voxel intensity
of the normal subjects was computed by averaging the voxel intensities of all
the normal controls in the database. Then, the Normalized Mean Square Error

a)

b)

c)

Fig. 2. Coronal slices of: a) Template, b) Normal subject, and c) AD patient
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(a) (b)

(c) (d)

Fig. 3. Decision surfaces for different classifiers: a) SVM (polynomial kernel), b) SVM
(RBF kernel), c) Discriminant analysis (diagonal quadratic), and d) kNN (k= 3)

(NMSE) between slices of each subject and the template, and defined for 2-D
slices of the volume to be:

NMSE =
∑M−1

m=0
∑N−1

n=0 [f(m,n)− g(m,n)]2∑M−1
m=0

∑N−1
n=0 [f(m,n)]2

(11)

where f(m,n) defines the reference template and g(m,n) the voxel intensities of
each subject, was computed for coronal, transaxial, and sagittal slices.

A study was carried out in order to identify the most discriminating slices
of interest (SOI) by means of a SVM-classified trained on NMSE features of
transaxial, coronal and sagittal slices. The analysis showed the high discrim-
ination ability of specific NMSE features of coronal slices. Fig. 2 shows the
differences in regional cerebral blood flow (rCBF) provided by these SOI. It
shows three different coronal slices of a template brain obtained by averaging
the functional SPECT of 41 controls (Fig. 2.a) together with the corresponding
coronal slices of a normal subject (Fig. 2.b) and an AD patient (Fig. 2.c). It
can be concluded that the rCBF of patients affected by Alzheimer disease is sig-
nificantly reduced when compared to the expected value for a normal subject.
This reduction affects more to some specific cerebral regions. This result is in
agreement with many other studies that have shown the temporo-parietal re-
gion to be practical for the early detection of the disease in patients that are no



SPECT Image Classification Techniques for CAD of the AD 947

longer characterized by specific cognitive impairment but by general cognitive
decline.

4 Evaluation Results

First of all, a baseline classifier using voxel-as-features (VAF) [8] was developed
for reference. The dimension of the 95×69×79-voxel volume representing the
rCBF of each subject was reduced by decimating the original 3D volume and
a SVM-based classifier was trained and tested based on a leave-one-out cross
validation strategy. Accuracy of the baseline system was 78.5%. The reference
VAF system was compared to different classifiers using the proposed NMSE
features of the three most significant slices for AD detection that were shown and
discussed in Fig. 2. Fig. 3 shows the 3-D input space defined by means of these
three coronal NMSE features and the ability of different classifiers (discriminant,
analysis, kNN, SVM, ...) to separate the two classes (normal controls in blue vs.
patients affected by DTA in red) by means of decision surfaces defined by defining
classifiers. The shape of the decision rule strongly depends on the method for
formulating the decision rule and its associated parameters. Among the different
classification techniques considered, SVM with almost linear polynomial kernels
is the one that better separates the two classes.

Table 1. Diagnosis accuracy for the different classifiers evaluated. Comparison to the
VAF baseline.

Discriminat Analysis Linear Diag-Linear Quadratic Diag-Quadratic
NMSE (Coronal SOI) 84.8 87.3 91.1 74.7

kNN k = 3 5 7 9
NMSE (Coronal SOI) 96.2 93.7 94.9 93.7

Decision trees
NMSE (Coronal SOI) 88.6

SVM kernel Lineal Quadratic RBF Polynomial
Baseline VAF 78.5 68.4 51.9 53.2
NMSE (All) 93.7 69.6 35.4 83.5
NMSE (Coronal SOI) 97.5 93.7 94.9 97.5

Table 1 shows the accuracy of the proposed and reference VAF systems eval-
uated by a leave-one-out cross-validation strategy. Results for the system using
the NMSE features of all the coronal slices as well as the system using just
the three most discriminative ones are included. It can be concluded that the
proposed NMSE features using carefully selected coronal slices improves the per-
formance of the system using information of all the brain volume corroborating
the evidence that only selected brain areas are mainly affected by hypo-perfusion
in patients suffering the Alzheimer disease. The best results are obtained for an
almost linear kernel SVM system yielding a 97.5% accuracy and outperforming
the VAF approach which obtains the best results for linear kernels (78.5%).
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5 Conclusions

This paper showed an study for the selection of the optimum classification tech-
nique for the development of an AD CAD system. The analysis considered classi-
fiers based on discriminant analysis, k -nearest neighbor, classification trees and
support vector machines. Template-based features defined in terms of the so
called Normalized Mean Square error, which measures the difference in regional
cerebral blood flow of several coronal SOI, were found to be very effective for
discriminating between AD patients and normal controls. With these and other
innovations, the proposed system yielded a 97.5% diagnosis accuracy for almost
linear SVM kernels, thus outperforming the 78.5% accuracy of the classical base-
line VAF approach .
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Abstract. Alzheimer’s Disease (AD) is a progressive neurologic disease
of the brain that leads to the irreversible loss of neurons and demen-
tia. The new brain imaging techniques PET (Positron Emission Tomog-
raphy) and SPECT (Single Photon Emission Computed Tomography)
provide functional information about the brain activity and have been
widely used in the AD diagnosis process. However, the diagnosis cur-
rently relies on manual image reorientations, visual evaluation and other
subjective, time consuming steps. In this work, a complete computer
aided diagnosis (CAD) system is developed to assist the clinicians in the
AD diagnosis process. It is based on bayesian classifiers, made up from
features previously extracted. The small size sample problem, consisting
of having a number of available samples much lower than the dimen-
sion of the feature space, is faced up by applying Principal Component
Analysis (PCA) to the features. This approach provides higher accuracy
values than other previous approaches do, yielding 91.21% and 98.33%
accuracy values for SPECT and PET images, respectively.

Keywords: SPECT, PET, Alzheimer Type Dementia, Principal Com-
ponent Analysis, Bayesian Classification.

1 Introduction

Alzheimer’s Disease (AD) is a progressive, degenerative brain disorder that grad-
ually destroys memory, reason, judgment, language, and eventually the ability
to carry out even the simplest tasks. The current method to diagnose the AD
is based on a whole study of the patient, including personal interviews with the
patient’s family members, physical and neurological exams and brain imaging.
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950 M. López et al.

Recently, scientists have begun to do research on diagnosing AD with different
kinds of brain imaging, trying to diagnose this dementia in its early stage, when
the application of the treatment is more effective. Two types of non-invasive (i. e.,
no surgery is required) tests have been widely used in the AD diagnosis. Positron
Emission Tomography (PET) scan is an imaging scan that measures the level of
functional activity of the brain by measuring its use of glucose. Single Photon
Emission Computed Tomography (SPECT) scan is a procedure that measures
blood flow in different areas of the brain. For both tests PET and SPECT, a
small amount of radioactive material is injected into the patient and emission
detectors are placed on the brain, providing functional information about the
brain activity. Nowadays, the evaluation of the brain images is carried out by
an expert clinician who manually reorients and visually examines the images,
giving a diagnostic about the patient’s state.

Several approaches have been recently proposed in the literature aiming at
providing an automatic tool that guides the clinician in the AD diagnosis process
[1,2]. These approaches can be categorized into two types: univariate and mul-
tivariate approaches. The first family is statistical parametric mapping (SPM)
[3] and its numerous variants. SPM consists of doing a voxelwise statistical test,
comparing the values of the image under study to the mean values of the group
of normal images. Subsequently the significant voxels are inferred by using ran-
dom field theory. It was not developed specifically to study a single image, but
for comparing groups of images. The second family is based on the analysis of
the images, feature extraction and posterior classification in different classes,
depending on the patient’s state. The main problem to be faced up by these
techniques is the well-known curse of the dimensionality, that is, the number of
available samples is much lower than the number of features used in the training
step. Among these techniques, Voxels-As-Features (VAF) for SPECT images [1]
and others based on the study of regions of interest (ROIs) for SPECT and PET
images [4,5] have been developed.

In this work, a fully computer aided diagnosis (CAD) tool is shown. This
approach belongs to the multivariate family, and faces up the small size sample
problem by applying Principal Component Analysis (PCA) to the feature vector,
which allows us to reduce drastically the dimension and makes it comparable to
the number of training samples. PCA was already applied in [3] in a qualitative
way, but never used the coefficients as features for classification. In this approach,
after the PCA transformation, the resultant feature vectors are used to made
up a bayesian classifier, which uses the a posteriori information to classify new
coming images.

2 Image Preprocessing

In order to make possible a direct comparison of the voxel intensities between
SPECT or PET images, a previous normalization of the images is needed. For all
the experiments, we normalize the images by applying an affine transformation to
the intensities as suggested in [3]. All the images of the database are transformed
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Fig. 1. SPECT average image of the dataset once the mask has been applied

using affine and non-linear spatial normalization, thus the basic assumptions are
met.

After the normalization steps, a 79 × 95 × 69 brain volume representation is
obtain for each subject. However, not all these voxels are significant in the AD
diagnosis. Voxels in the black edges outside the brain zone or voxels with low gray
level (both in normal and AD patients) can be rejected for the classification task.
As proposed in [4], we first construct a binary mask which selects the voxels of in-
terest and discards the rest. This is done by taking the voxels whose mean intensity
value averaged over all images exceeds the half of the maximum mean intensity
value, and this mask is applied to the original images. In the resulting masked im-
ages, the irrelevant information has been removed or reduced. Fig. 1 represents
the masked SPECT average image along the transaxial axis. The mask applica-
tion has rejected those voxels whose intensity values are lower than 128.

3 Principal Component Analysis and Eigenbrains

PCA generates a set of orthonormal basis vectors, known as principal compo-
nents, which maximize the scatter of all the projected samples. After the pre-
processing steps, the N remaining voxels are rearranged in a vector form. Let
X = [X1,X2, ...,Xn] be the sample set of these vectors, where n is the number
of patients, each of dimensionality N . After normalizing the vectors to unity
norm and subtracting the grand mean a new vectors set Y = [Y1,Y2, ...,Yn] is
obtained, where each Yi represents a normalized vector with dimensionality N ,
Yi = (yi1, yi2, ..., yiN )t, i = 1, 2, ..., n. The covariance matrix of the normalized
vectors set is defined as

ΣY =
1
n

n∑
i=1

YiYt
i =

1
n
YYt (1)
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and the eigenvector and eigenvalue matrices Φ, Λ are computed as

ΣY Φ = ΦΛ (2)

Note that YYt is an N × N matrix while YtY is an n × n matrix. If the
sample size n is much smaller than the dimensionality N , then diagonalizing
YtY instead of YYt reduces the computational complexity [6]

(YtY)Ψ = ΨΛ1 (3)

T = YΨ (4)

where Λ1 = diag{λ1, λ2, ..., λn} and T = [Φ1,Φ2, ...,Φn]. Derived from the
eigenface concept [6], the eigenbrains correspond to the dominant eigenvectors
of the covariance matrix. In this approach, only m leading eigenvectors are used,
which define the matrix P

P = [Φ1,Φ2, ...,Φm] (5)

The criterion to choose the most discriminant eigenbrains is set by their sep-
aration ability, which is measured by the Fisher Discriminant Ratio (FDR),
defined as

FDR =
(μ1 − μ2)2

σ2
1 + σ2

2
(6)

where μi and σi denote the i-th class within class mean value and variance,
respectively. For the whole database, a matrix of weights can be constructed,
given by:

Z = PtY (7)

4 Bayes Classifier

For pattern recognition, the Bayes classifier is the best classifier in terms of
minimum Bayes error, therefore the a posteriori probability functions will be
evaluated [7]. Let ω1 and ω2 denote the object classes (AD and NORMAL),
and Z a patient voxels vector in the reduced PCA subspace. The a posteriori
probability function of ωi given Z is defined as

P (ωi|Z) =
p(Z|ωi)P (ωi)

p(Z)
, i = 1, 2. (8)

where P (ωi) is a priori probability, p(Z|ωi) the conditional probability density
function of Z given ωi, and p(Z) is the mixture density. The maximum a poste-
riori (MAP) decision rule for the Bayes classifier is defined as

p(Z|ωi)P (ωi) = max
j
{p(Z|ωj)P (ωj)}, Z ∈ ωi (9)
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The brain projected data Z is classified to ωi of whom the A Posteriori prob-
ability given Z is the largest between the classes. Usually there are not enough
samples to estimate the conditional probability density function for each class
(within class density). The within class densities are usually modeled as normal
distributions

p(Z|ωi) =
1

(2π)m/2|Σi|1/2 × exp

{
−1

2
(Z−Mi)tΣ−1

i (Z−Mi)
}

(10)

where Mi (see Eq. 11) and Σi are the mean and covariance matrix of class ωi,
respectively.

4.1 Probabilistic Reasoning Model (PRM)

Under the unified Bayesian framework, two new probabilistic reasoning models,
PRM-1 and PRM-2 are derived in [8], which utilize the within class scatters to
derive averaged estimations of within class covariance matrices.

In particular, let ω1, ω2 and N1, N2 denote the classes and number of patients
within each class, respectively. Let M1,M2 be the means of the classes in the
reduced PCA subspace span [Φ1,Φ2, ...,Φm]. We then have

Mi =
1
Ni

Ni∑
j=1

Z(i)
j , i = 1, 2. (11)

where Z(i)
j , j = 1, 2, ..., Ni represents the sample voxels vector for the ωi class.

PRM-1. The PRM-1 model assumes the within class covariance matrices are
identical and diagonal

Σi = diag
{
σ2

1 , σ
2
2 , ..., σ

2
m

}
(12)

Each component σ2
i can be estimated by sample variance in the one dimensional

PCA subspace

σ2
i =

1
L

L∑
k=1

⎧⎨
⎩ 1

Nk − 1

Nk∑
j=1

(
z
(k)
ij −mki

)2

⎫⎬
⎭ (13)

where z
(k)
ij is the i-th element of the sample Z(k)

j , mki the i-th element of Mk,
and L the number of classes (two in our approach).

PRM-2. The PRM-2 model estimates the within class scatter matrix Σω in the
reduced PCA space as

Σω =
1
L

L∑
k=1

⎧⎨
⎩ 1

Nk

Nk∑
j=1

(
Z

(k)
j −Mk

)(
Z

(k)
j −Mk

)t

⎫⎬
⎭ (14)
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Fig. 2. For PET images, distributions of the three first principal coefficients for AD
and NORMAL patients and the decision surface

The Σω is diagonilized using singular value decomposition (SVD)

Σω = USV t (15)

where U and V are unitary matrices, S is a diagonal matrix

S = diag{s1, s2, ..., sm} (16)

with non-negative singular values as diagonal elements. The squared diagonal
elements are ordered in decreasing value(

s2
(1), s

2
(2), ..., s

2
(m)

)
= order{s2

1, s
2
2, ..., s

2
m} (17)

Finally, the within class covariance matrix is derived as

ΣI = diag
{
s2
(1), s

2
(2), ..., s

2
(m)

}
(18)

5 Evaluation Results

SPECT and PET images used in this work were taken with a PRISM 3000
machine and a SIEMENS ECAT 47 respectively. Initially they were labeled by
experienced clinicians of the “Virgen de las Nieves” Hospital (Granada, Spain)
and “Cĺınica PET Cartuja” (Seville, Spain) respectively. The database consists of
91 SPECT patients (41 labeled as NORMAL and 50 labeled as AD) and 60 PET
patients (18 NORMAL and 42 AD). Initially, the original brain image 79×95×69
voxel sized is reduced by averaging over subsets of 4×4×4 voxels. After applying
the mask, the remaining voxels are rearranged into a vector form so that PCA can
be applied to the training set and eigenbrains are obtained. The new patient to
be classified is projected into the eigenbrain space, the a posteriori probabilities
P (Z|ω1) and P (Z|ω2) are computed (where ω1 = NORMAL and ω2 = AD) and
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Fig. 3. Accuracy (up) and Sensitivity/Specificity (down) values for SPECT (left) and
PET (right) images using bayesian classifiers when the number m of considered prin-
cipal components increases

Table 1. Accuracy results obtained by the proposed methods and by the work taken
as reference (VAF)

SPECT PET
VAF approach 85.71% 96.67%
Eigenbrains PRM-1 89.01% 98.33%
Eigenbrains PRM-2 91.21% 98.33%

the MAP rule (Eq. 9) is applied, both for PRM-1 and PRM-2 models. Fig. 2
represents the three main PCA coefficients as 3D points for NORMAL and AD
patients separated by the classifier decision surface. Fig. 3 shows the accuracy
and the sensitivity and specificity values obtained for SPECT and PET images
when the number of considered principal component m increases.

As it is usually done in cases where the number of available samples is rela-
tively small, the classifier was tested with the Leave-One-Out method, that is,
the classifier is trained using all but one patient, which is used in the test phase.
This procedure is repeated for each patient and an average accuracy value for
all the experiments is obtained. The VAF approach was also implemented and
tested by the same cross-validation strategy. Results are shown and compared
in Table 1.
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6 Conclusions

A computer aided diagnosis system for the early detection of the Alzheimer
disease was shown in this paper. The system was developed by performing the
principal components analysis to a subset of remaining voxels after some prepro-
cessing steps, which allows us to face the small size problem and reduce drasti-
cally the feature space dimension. The most important components in terms of
ability to separate are chosen to make up a bayesian classifier. The a posteriori
information is used when a new patient is needed to be classified. With this ap-
proach, 91.21% and 98.33% accuracy values are obtained for SPECT and PET
images respectively, which mean an improvement over the reference work.
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C.G., Álvarez, I., López, M., Gómez-Ŕıo, M.: Automatic Computer Aided Diagno-
sis Tool Using Component-based SVM. In: Medical Imaging Conference, Dresden
(2008)
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Abstract. We have studied feature extraction processes for the detec-
tion of Alzheimer’s disease on brain Magnetic Resonance Imaging (MRI)
based on Voxel-based morphometry (VBM). The clusters of voxel loca-
tions detected by the VBM were applied to select the voxel intensity
values upon which the classification features were computed. We have
explored the use of the data from the original MRI volumes and the GM
segmentation volumes. In this paper, we apply the Support Vector Ma-
chine (SVM) algorithm to perform classification of patients with mild
Alzheimer’s disease vs. control subjects. The study has been performed
on MRI volumes of 98 females, after careful demographic selection from
the Open Access Series of Imaging Studies (OASIS) database, which is
a large number of subjects compared to current reported studies1.

1 Introduction

Alzheimer’s disease (AD) is a neurodegenerative disorder, which is one of the
most common cause of dementia in old people. Currently, due to the socio-
economic importance of the disease in occidental countries it is one of the most
studied. The diagnosis of AD is done after the exclusion of other forms of de-
mentia but definitive diagnosis can only be made after a post-mortem study of
the brain tissue. This is one of the reasons why Magnetic Resonance Imaging
(MRI) based early diagnosis is a current research goal in the neurosciences.

Morphometry analysis has become a common tool for computational brain
anatomy studies. It allows a comprehensive measurement of structural differ-
ences within or across groups, not only in specific structures but throughout the
entire brain. Voxel-based morphometry (VBM) is a computational approach to
neuroanatomy that measures differences in local concentrations of brain tissue,
through a voxel-wise comparison of multiple brain images [2]. For instance, VBM
has been applied to study volumetric atrophy of the grey matter (GM) in areas
of neocortex of AD patients vs. control subjects [4,9,16]. The procedure involves
the spatial normalization of subject images into a standard space, segmentation
1 Research partially supported by Saiotek research projects BRAINER and S-

PR07UN02, and the MEC research project DPI2006-15346-C03-03.
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of tissue classes using a priori probability maps, smoothing to correct noise and
small variations, and voxel-wise statistical tests. Statistical analysis is based on
the General Linear Model (GLM) to describe the data in terms of experimental
and confounding effects, and residual variability. Classical statistical inference
is used to test hypotheses that are expressed in terms of GLM estimated re-
gression parameters. The computation of a given contrast provides a Statistical
Parametric Map, which is thresholded according to the Random Field Theory.

Machine learning methods have become very popular to classify functional
or structural brain images to discriminate them into two classes: normal or a
specific neurodegenerative disorder. The Support Vector Machine (SVM) either
with linear [10,14] or non-linear [7,11] kernels, have been extensively applied for
this task. There are studies applying SVM to discriminate AD patients from con-
trols based on Positron Emission Tomography (PET) or Single-Photon Emission
Tomography (SPECT) functional volumes [14,15,1]. There are different ways to
extract features from MRI for SVM classification: based on morphometric meth-
ods [6,7], based on ROIs (region of interest) [12,11] or GM voxels in automated
segmentation images [10]. Work has also been reported on the selection of a
small set of the most informative features for classification, such as the SVM-
Recursive Feature Elimination [7], the selection based on statistical tests [12,14],
the wavelet decomposition of the RAVENS maps [11], among others.

Many of the classification studies on the detection of AD were done over
populations mixing men and women. However, it has been demonstrated that
brains of women are different from men’s to the extent that it is possible to
discriminate the gender via MRI analysis [11]. Moreover, it has been shown that
VBM is sensitive to the gender differences. For these reasons, we have been very
cautious in this study. We have selected a set of 98 MRI women’s brain volumes.
It must be noted that this is a large number of subjects compared with the other
studies referred above.

The approach taken in this paper is to use the clusters detected as result of
VBM as a mask on the MRI and Grey Matter (GM) segmentation images to
select the potentially most discriminating voxels. Features for classification are
either the voxel values or some summary statistics of each cluster. We assume
for classification the standard SVM, testing linear and non-linear (RBF) ker-
nels. Section Materials and Methods gives a description of the subjects selected
for the study, the image processing, feature extraction details and the classifier
system. Section Results gives our classification performance results and section
Conclusions gives some conclusions and further work suggestions.

2 Materials and Methods

2.1 Subjects

Ninety eight right-handed women (aged 65-96 yr) were selected from the Open Ac-
cess Series of Imaging Studies (OASIS) database (http://www.oasis-brains.org)
[13]. OASIS data set has a cross-sectional collection of 416 subjects covering the
adult life span aged 18 to 96 including individuals with early-stage Alzheimer’s
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Table 1. Summary of subject demographics and dementia status. Education codes
correspond to the following levels of education: 1 less than high school grad., 2: high
school grad., 3: some college, 4: college grad., 5: beyond college. Categories of socioe-
conomic status: from 1 (biggest status) to 5 (lowest status). MMSE score ranges from
0 (worst) to 30 (best).

Very mild to mild AD Normal
No. of subjects 49 49

Age 78.08 (66-96) 77.77 (65-94)
Education 2.63 (1-5) 2.87 (1-5)

Socioeconomic status 2.94 (1-5) 2.88 (1-5)
CDR (0.5 / 1 / 2) 31 / 17 / 1 0

MMSE 24 (15-30) 28.96 (26-30)

Disease. We have ruled out a set of 200 subjects whose demographic, clinical or de-
rived anatomic volumes information was incomplete. For the present study there
are 49 subjects who have been diagnosed with very mild to mild AD and 49 non-
demented. A summary of subject demographics and dementia status is shown in
table 1.

2.2 Imaging Protocol

Multiple (three or four) high-resolution structural T1-weighted magnetization-
prepared rapid gradient echo (MP-RAGE) images were acquired [8] on a 1.5-T
Vision scanner (Siemens, Erlangen, Germany) in a single imaging session. Image
parameters: TR= 9.7 msec., TE= 4.0 msec., Flip angle= 10, TI= 20 msec.,
TD= 200 msec., 128 sagittal 1.25 mm slices without gaps and pixels resolution
of 256×256 (1×1mm).

2.3 Image Processing and VBM

We have used the average MRI volume for each subject, provided in the OASIS
data set. These images are already registered and resampled into a 1-mm isotropic
image in atlas space and the bias field has been already corrected [13]. The Statis-
tical Parametric Mapping (SPM5) (http://www.fil.ion.ucl.ac.uk/spm/) was used
to compute the VBM which gives us the spatial mask to obtain the classification
features. Images were reoriented into a right-handed coordinate system to work
with SPM5. The tissue segmentation step does not need to perform bias correc-
tion. We performed the modulation normalization for grey matter, because we
are interested in this tissue for this study. We performed a spatial smoothing be-
fore computing the voxel-wise statistics, setting the Full-Width at Half-Maximum
(FWHM) of the Gaussian kernel to 10mm isotropic. A GM mask was created from
the average of the GM segmentation volumes of the subjects under study. Thresh-
olding the average GM segmentation, we obtain a binary mask that includes all
voxels with probability greater than 0.1 in the average GM segmentation volume.
This interpretation is not completely true, since the data are modulated, but it is
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close enough for the mask to be reasonable. We design the statistical analysis as
a Two-sample t-test in which the first group corresponds with AD subjects. We
also have done some experiments with nWBV (normalized whole brain volume)
as the covariate. The general linear model contrast has been set as [-1 1], a right-
tailed (groupN > groupAD), correction FWE and p-value=0.05. The VBM de-
tected clusters are used for the MRI feature extraction for the SVM classification.

2.4 Support Vector Machine Classification

The Support Vector Machine (SVM) [17] algorithm used for this study is in-
cluded in the libSVM (http://www.csie.ntu.edu.tw/~cjlin/libsvm/) soft-
ware package. The implementation is described in detail in [5]. Given training
vectors xi ∈ Rn, i = 1, . . . , l of the subject features of the two classes, and a vec-
tor y ∈ Rl such that yi ∈ {−1, 1} labels each subject with its class, in our case,
for example, patients were labeled as -1 and control subject as 1. To construct
a classifier, the SVM algorithm solves the following optimization problem:

min
w,b,ξ

1
2
wT w + C

l∑
i=1

ξi

subject to yi(wT φ(xi) + b) ≥ (1− ξi), ξi ≥ 0, i = 1, 2, . . . , n. The dual optimiza-
tion problem is

min
α

1
2
αT Qα− eTα

subject to yTα = 0, 0 ≤ αi ≤ C, i = 1, . . . , l. Where e is the vector of all
ones, C > 0 is the upper bound on the error, Q is an l by l positive semidefinite
matrix, Qij ≡ yiyjK(xi, xj), and K(xi, xj) ≡ φ(xi)Tφ(xj) is the kernel function
that describes the behaviour of the support vectors. Here, the training vectors
xi are mapped into a higher (maybe infinite) dimensional space by the function
φ(xi). The decision function is sgn(

∑l
i=1 yiαiK(xi, x) + b).

The chosen kernel function results in different kinds of SVM with different
performance levels, and the choice of the appropriate kernel for a specific appli-
cation is a difficult task. In this study two different kernels were tested: the linear
and the radial basis function (RBF) kernel. The linear kernel function is defined
as K(xi, xj) = 1+xT

i xj , this kernel shows good performance for linearly separa-
ble data. The RBF kernel is defined as K(xi, xj) = exp(− ||xi−xj||2

2σ2 ). This kernel
is basically suited best to deal with data that have a class-conditional probability
distribution function approaching the Gaussian distribution [3]. One of the ad-
vantages of the RBF kernel is that given a kernel, the number of support vectors
and the support vectors are all automatically obtained as part of the training
procedure, i.e., they don’t need to be specified by the training mechanism.

2.5 Feature Extraction

We have tested three different feature extraction processes, based on the voxel
location clusters obtained from the VBM analysis:

http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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1. The first feature extraction process computes the ratio of GM voxels to the
total number of voxels of each voxel location cluster

2. The second feature extraction process computes the mean and standard de-
viation of the GM voxel intensity values of each voxel location cluster

3. The third feature extraction process computes a very high dimensional vector
with all the GM segmentation values for the voxel locations included in each
VBM detected cluster. The GM segmentation voxel values were ordered in
this feature vector according to the coordinate lexicographic order

2.6 Classifier Performance Indices

We evaluated the performance of the classifier using the 10-fold cross-validation
test. To quantify the results we measured the accuracy, the ratio of the number of
test volumes correctly classified to the total of tested volumes. We also quantified
the specificity and sensitivity of each test defined as Specificity = TP

TP+FP and
Sensitivity = TN

TN+FN , where TP is the number of true positives: number of AD
patient volumes correctly classified; TN is the number of true negatives: number
of control volumes correctly classified; FP is the number of false positives: number
of AD patient volumes classified as control; FN is the number of false negatives:
number of control volumes classified as patient.

3 Results

In this section we present for each experiment the following data: the number
of features, accuracy, specificity, which is related to AD patients and sensitivity,
which is related to control subjects. We have performed the VBM twice, first
without any covariate included in the GLM (Table 2) and second taking into
account the normalized brain volume (nWBV) (Table 3). Each VBM process
produces different sets of voxel location clusters, and, therefore, different sets of
feature vectors. The covariate helps to focus the VBM, giving less and smaller
clusters than the VBM without covariates. This implies that the feature vectors
will be smaller. Each table entry contains the SVM results using the linear and
RBF kernels upon the corresponding feature vector set. In both tables rows
correspond to feature extraction processes as described in section 2.5.

The best accuracy result (Table 2) is 80.6% with the RBF kernel, but this
result is not far away from the results of the linear SVM. The classification results
of table 3, using the covariate nWBV in the design matrix of the GLM, confirm
that the non-linear SVM is more accurate. However, as the size of the feature
vectors is lower than in table 2, results in table 3 are systematically lower.

Overall the sensitivity results in tables 2 and 3 are much lower than the
specificity. We hypothesize that the source of error is the confusion of mild
demented AD patients with control subjects. Mild demented AD patients are
subjects with CDR=0.5 (Clinical Dementia Ratio) and a high value for the
MMSE (Minimental-State Examination), i.e. MMSE=30. Therefore we repeat
the feature extraction and classification experiment taking out of the population
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Table 2. Classification results with a linear kernel (lk) and a non-linear kernel (nlk). No
covariates have been taken into account in the GLM used for the VBM. The values of
γ =

(
2σ2)−1 for non linear kernel were 0.5, 0.031, 0.0078 for each feature extraction

process, respectively.

Table 3. Classification results with a linear kernel (lk) and a non-linear kernel (nlk).
The normalized brain volume (nWBV) covariate has been taken into account in the
GLM for the VBM. The values of γ for nlk were 0.5, 2.7, 0.004 for GM proportion,
Mean & StDev and voxel intensities respectively.

Feature extracted Features Accuracy (lk/nlk) Sensitivity (lk/nlk) Specificity (lk/nlk)
GM proportion 2 51% / 51% 1 / 1 0.50 / 0.50
Mean & StDev 4 69.38% / 72.45% 0.79 / 0.79 0.65 / 0.68
Voxel intensities 265 66.32% / 75.51% 0.67 / 0.80 0.65 / 0.72

Table 4. Classification results of 40 AD patients vs. 49 control subjects with the SVM
and a RBF kernel, 9 possible outliers were taken out from the AD patients subset

Feature extracted Features γ Accuracy Sensitivity Specificity
GM proportion 12 0.9 72.5% 0.84 0.66
Mean & StDev 24 0.6 87.5% 0.89 0.86
Voxel intensities 3611 1.5 86.25% 0.85 0.87

9 mild demented AD patients. The results for the RBF kernel SVM are given in
table 4. The classification accuracy of the grows from 80.6% (in the best result
of table 2) up to 87.5%. Also sensitivity and specificity improve if we compare
table 2 and table 3 against table 4.

4 Conclusions

In this work we have studied feature extraction processes based on VBM analysis,
to classify MRI volumes of AD patients and normal subjects. We have analyzed
different designs for the SPM of the VBM and we have found that the basic GLM
design without covariates can detect subtle changes between AD patients and
controls that lead to the construction of SVM classifiers with a discriminative
accuracy of 87.5%. In [6] they compare their results on a smaller population of
controls and AD patients to the ones obtained with a standard VBM analysis
using only one cluster and found a classification accuracy of 63.3% via cross-
validation. Therefore, the results shown in this paper, along with the careful
experimental methodology employed, can be of interest for the Neuroscience
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community researching on the AD. Further work may address the extraction
of features based on other morphometric methods, such as Deformation-based
Morphometry.
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Abstract. This paper presents a computer-aided diagnosis technique
for the diagnosis of Alzheimer type dementia. The proposed method-
ology is based on the selection of voxels which present a Welch’s t-test
between both classes, Normal and Alzheimer images, greater than a given
value. The mean and standard deviation of intensity values are calculated
for selected voxels. They are chosen as feature vectors for two different
classifiers: support vector machines with linear kernel and classification
trees. The proposed methodology reaches an accuracy greater than 98%
in the classification task.

1 Introduction

Distinguishing Alzheimer’s disease remains a diagnostic challenge specially dur-
ing the early stage of the disease. Furthermore, in this early stage, the disease
offers better opportunities to be treated.

Single photon emission computed tomography (SPECT) is a widely used tech-
nique to study the functional properties of the brain. SPECT brain imaging
techniques employ radioisotopes which decay emitting predominantly a single
gamma photon. When the nucleus of a radioisotope disintegrates, a gamma
photon is emitted with a random direction which is uniformly distributed in the
sphere surrounding the nucleus. If the photon is unimpeded by a collision with
electrons or other particles within the body, its trajectory will be a straight line
or ray. In order for a photon detector external to the patient to discriminate the
direction that a ray is incident from, a physical collimation is required. Typi-
cally, lead collimator plates are placed prior to the the detectors crystal in such
a manner that the photons incident from all but a single direction are blocked by
the plates. This guarantees that only photons incident from the desired direction
will strike the photon detector. SPECT has become an important diagnostic and
research tool in nuclear medicine.

J. Cabestany et al. (Eds.): IWANN 2009, Part I, LNCS 5517, pp. 965–972, 2009.
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In SPECT images, the differences between different brains make necessary the
normalization of the images with respect to a reference template. The general
affine model, with 12 parameters, is usually chosen as a first step in a nor-
malization algorithm before to proceed with a more complex non-rigid spatial
transformation model [1, 2].

This paper shows a computer aided diagnosis system for the early detection
of Alzheimer Type Dementia (ATD) using Support Vector Machines (SVM) and
classification trees (CT). SVM is a powerful tool which has been recently focused
the attention for the classification of tomography brain images [3, 4, 5]. In this
work, we compare the performance of both classifiers, SVM and CT, using the
accuracy rate, sensitivity and specificity.

In the proposed methodology, Welch’s t-test is performed in each voxel of the
brain image for the mean Normal and mean Alzheimer’s disease images. The
set of voxels which presents greater values than different thresholds are selected.
The mean and standard deviation of the selected voxels are used as features of
the classifiers.

This work is organised as follows: in Section 2 we present an overview of the
support vector machines and the classification trees; in Section 3, the SPECT
image acquisition and image preprocessing steps are explained; we discuss the
construction of the feature vector in Section 4; in Section 5, we summarize the
classification performance obtained for linear support vector machine and clas-
sification trees; and, finally, the conclusions are drawn in Section 6.

2 Overview of the Classifiers

The images we work with belong to two different classes: normal and Alzheimer
type dementia (ATD). The goal of the classification task is to separate a set of
binary labelled training data consisting of, in the general case, N -dimensional
patterns vi and class labels yi:

(v1, y1), (v2, y2), ..., (vl, yl) ∈ (RN × {Normal,ATD}), (1)

so that a classifier is produced which maps an object vi to its classification label
yi. This classifier will correctly classify new examples (v,y).

2.1 Support Vector Machines with Linear Kernels

Linear discriminant functions define decision hypersurfaces or hyperplanes in a
multidimensional feature space:

g(v) = wT v + w0 = 0 (2)

where w is the weight vector and w0 is the threshold. w is orthogonal to the
decision hyperplane. The goal is to find the unknown parameters wi, i = 1, ..., N
which define the decision hyperplane [6].
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Let vi, i = 1, 2, ..., l be the feature vectors of the training set. These belong to
two different classes, ω1 or ω2. If the classes are linearly separable, the objective
is to design a hyperplane that classifies correctly all the training vectors. This
hyperplane is not unique and it can be estimated maximizing the performance
of the classifier, that is, the ability of the classifier to operate satisfactorily with
new data. The maximal margin of separation between both classes is a useful
design criterion. Since the distance from a point v to the hyperplane is given by
z = |g(x)|/ ‖ w ‖, the optimization problem can be reduced to the maximization
of the margin 2/ ‖ w ‖ with constraints by scaling w and w0 so that the value
of g(v) is +1 for the nearest point in w1 and −1 for the nearest point in w2. The
constraints are the following:

wT v + w0 ≥ 1, ∀v ∈ w1 (3)

wT v + w0 ≤ 1, ∀v ∈ w2, (4)

or, equivalently, minimizing the cost function J(w) = 1/2‖w‖2 subject to:

yi(wT xi + w0) ≥ 1, i = 1, 2, ..., l. (5)

2.2 Classification Trees

Classification trees is a non-parametric technique that produces classification
of categorical dependent variables [7]. Binary tree structured classifiers are con-
structed by repeated splits of subsets of X into two descendant subsets, beginning
with X itself. This process is plotted in Figure 1 for a two classes tree. In the
figure, X2 and X3 are disjoint with X = X2 ∪ X3. Similarly, X4 and X5 are
disjoint with X4 ∪X5 = X2. Those subsets which are not split, in this case X4,
X5, X6 and X7 are called terminal nodes. Each terminal node is designated by
a class label. There may be more than one terminal subset with the same class
label.

The first problem in tree construction is how to use the learning sample to
determine the binary splits of X into smaller pieces. In order to build a classifi-
cation tree, three questions need to be solved: how to select the splits, when to
declare a node terminal or split and how to assign a class to each terminal node.
Once a good split of X is found, then a search is made for good splits of each of
the two descendant nodes.

X

X3X2

X4 X5 X6 X7

Split 1

Split 2 Split 3

Class 1 Class 1Class 1 Class 2

Fig. 1. Hypothetical two-class tree
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3 SPECT Image Acquisition and Preprocessing

The patients were injected with a gamma emitting 99mTc-ECD radiopharma-
ceutical and the SPECT raw data was acquired by a three head gamma camera
Picker Prism 3000. A total of 180 projections were taken for each patient with
a 2-degree angular resolution. The images of the brain cross sections were re-
constructed from the projection data using the filtered backprojection (FBP)
algorithm in combination with a Butterworth noise removal filter [8, 9].

The complexity of brain structures and the differences between brains of dif-
ferent subjects make necessary the normalization of the images with respect to
a common template. This ensures that the voxels in different images refer to
the same anatomical positions in the brain. In this work, the images have been
normalized using a general affine model, with 12 parameters [1, 10].

After the affine normalization, the resulting image is registered using a more
complex non-rigid spatial transformation model. The deformations are parame-
terized by a linear combination of the lowest-frequency components of the three-
dimensional cosine transform bases [11]. A small-deformation approach is used,
and regularization is by the bending energy of the displacement field. Then, we
normalize the intensities of the SPECT images with respect to the maximum
intensity, which is computed for each image individually by averaging over the
3% of the highest voxel intensities, similar as in [12].

4 Feature Selection

We study the main differences between normal and Alzheimer type dementia
images. Voxels which provide higher difference between both groups will be con-
sidered as training vectors of two classifiers: support vector machines with linear
kernel and classification trees. Thus, this statistical study will allow us to select
discriminant regions of the brain to establish whether a given SPECT image
belongs to a Normal or an ATD patient.

4.1 Mean Image

Firstly, we study the mean intensity values of the Normals and ATD images.
Let the brain image set be I1, I2, ..., IN , where the number of images N is the
sum of the images previously labelled as Normals (NNOR) and Alzheimer type
dementia (NATD) by expertises. Hence, the average Normal brain image of the
dataset is defined as

ĪNOR =
1

NNOR

NNOR∑
j∈NOR

Ij . (6)

The average ATD can be calculated analogously:

ĪATD =
1

NATD

NAT D∑
j∈ATD

Ij . (7)
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4.2 Standard Deviation Image

The root-mean-square deviation of the images from their mean for normal images
is defined as

Iσ
NOR =

√√√√ 1
NNOR

NNOR∑
j∈NOR

(Ij − INOR)2, (8)

and for ATD:

Iσ
ATD =

√√√√ 1
NATD

NATD∑
j∈ATD

(Ij − IATD)2. (9)

4.3 Welch’s t-Test

Welch’s t-test for independent samples is a modification of the t-test that it
does not assume equal population variances. Using the information provided by
the mean and standard deviation normal and ATD images, the t-test can be
calculated for each voxel by:

It =
ĪNOR − ĪATD√

Iσ
NOR

NNOR
+ Iσ

AT D

NAT D

, (10)

where It denotes the resulting image with the value given by Welch’s t-test
calculated in each voxel. Figure 2 depicts this image It. The histogram with the
distribution of It is plotted in Figure 2(b).

Welch’s t-test gives us a value which allows us to measure the voxel intensity
difference between the mean normal (ĪNOR) and mean ATD image (ĪATD).
Those voxels which present a t-test value greater than a given threshold will be
selected for the classification task.
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Fig. 2. (a) Histogram representing the distribution of the t-values for the image It(i).
(b) Welch’s t-test image It.
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5 Results

The performance of the classification is tested on a set of 79 real SPECT images
(41 normals and 38 ATD) of a current study using the leave one-out method:
the classifier is trained with all but one images of the database. The remaining
image, which is not used to define the classifier, is then categorized. In that
way, all SPECT images are classified and the success rate is computed from the
number of correctly classified subjects.

First of all, we select those voxels i which fulfill the following condition:

i / {It(i) > ε}, (11)

where ε is a threshold. We choose 25 threshold values equally spaced from −3 to
9. The number of selected voxels decreases as ε increases. Increasing ε allows us
to select those voxels which present greater difference between the mean normal
and ATD images according to Welch’s t-test. Two different features will be used:
on the one hand, mean of selected voxels and, on the other hand, a vector with
two components: mean and standard deviation of selected voxels.

The classification performance obtained using support vector machines with
linear kernel and classification trees versus the threshold value ε is plotted in
Figure 3. As it was expected, the classification accuracy is lower for small thresh-
old values ε and increases concomitantly with ε. Using both set of features, it
is easily seen that support vector machines present, in general, a higher correct
rate than classification trees. On the other hand, more stable results are ob-
tained using mean and standard deviation as features. For instance, this fact is
remarked in the case ε = 0.55 where using only the mean as feature, an accuracy
rate of 82.3% and 78.5% was obtained using SVM and CT respectively. The best
accuracy rate (98.7% ) was obtained when the the mean of selected voxels was
used as feature vector, the threshold was set to ε = 7.5% and classification was
performed using support vector machines.
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Fig. 3. Accuracy rate versus threshold value ε. Feature vector: (a) Mean of selected
voxels. (b) Mean and standard deviation of selected voxels.



Selecting Regions of Interest for the Diagnosis of Alzheimer’s Disease 971

15 20 25

Std

120 140 160 180

15

20

25
 

 

120

140

160

180

Mean

Normal
ATD

ε = 7

Fig. 4. Matrix plot ε = 7

As it was expected, higher accuracy rates are obtained for higher values of ε.
This is due to the fact that feature vectors separate better both classes (normal
and ATD) as the threshold value increases. In order to show the pairwise rela-
tionship between the mean and standard deviation of selected voxels for the case
ε = 7, a matrix plots is drawn in Figure 4. This figure shows that the selected
features are separated for Normals and ADT images when ε = 7.

6 Conclusion

In this work, a computer aided diagnosis for the diagnosis of Alzheimer type
dementia (ATD) is presented. Initially, the images were labelled by experts as
Normals or Alzheimer’s dementia. After normalisation of the brain images, we
calculate the mean normal and mean ATD image. Welch’s t-test between both
images is calculated in each voxel. The resulting statistic t give us a procedure to
ranking voxels. Voxels with t greater than different threshold values are selected.
The mean and standard deviation of selected voxels are used as feature vectors
for two different classifiers: a support vector machine with linear kernel and a
classification tree. The accuracy, sensitivity and specificity of both classifiers
are analyzed using several threshold values. The proposed methodology reaches
an accuracy of 98 % in the classification task. The method proposed in this
work allows us to classify the brain images in normal and affected subjects in a
parsimonious way, with no prior knowledge about the Alzheimer’s disease.
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[3] Ramı́rez, J., Górriz, J.M., Romero, A., Lassl, A., Salas-Gonzalez, D., López, M.,
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[4] Górriz, J.M., Ramı́rez, J., Lassl, A., Salas-Gonzalez, D., Lang, E.W., Puntonet,
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F. Segovia1, C.G. Puntonet2, and B. Prieto2

1 Dept. of Signal Theory, Networking and Communications
University of Granada, Spain

2 Dept. of Computers Architecture and Technology
University of Granada, Spain

Abstract. An accurate and early diagnosis of the Alzheimer’s Disease
(AD) is of fundamental importance for the patients medical treatment.
Single Photon Emission Computed Tomography (SPECT) images are
commonly used by physicians to assist the diagnosis, rating them by vi-
sual evaluations. In this work we present a computer assisted diagnosis
tool based on a Principal Component Analysis (PCA) dimensional reduc-
tion of the feature space approach and a Support Vector Machine (SVM)
classification method for improving the AD diagnosis accuracy by means
of SPECT images. The most relevant image features were selected under
a PCA compression, which diagonalizes the covariance matrix, and the
extracted information was used to train a SVM classifier which could
classify new subjects in an unsupervised manner.

1 Introduction

Distinguishing AD from other causes of dementia still remains a diagnostic chal-
lenge, specially during the early stage of the disease, that offers better opportu-
nities to treat its symptoms. Thus, an accurate and early diagnosis of the AD by
means of non-invasive methods, is of fundamental importance for the patients
medical treatment. Nuclear imaging as Single Photon Emission Computed To-
mography (SPECT) or Positron Emission Tomography (PET) are examples of
non-invasive, three-dimensional functional imaging modalities that provide clini-
cal information regarding biochemical and physiologic processes in patients, and
are frequently used as a diagnostic tool in addition to the clinical findings.

The examination of the predictive abilities of nuclear imaging with respect
to AD and other dementia illnesses is usually done through visual assessments
performed by experts[1, 2]. However, statistical classification methods have not
been widely used to assist the diagnosis, being Statistical Parametric Mapping
(SPM) the most extended tool in the neuro-imaging community[3, 4]. It consists
of doing a voxel-wise statistical test, comparing the values of the image under
study to the mean values of the group of normal images. Subsequently the signif-
icant voxels are inferred by using Random Field Theory [5]. This method suffers
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the inconvenient of local and mono-variate approaches and it was not developed
specifically for the typical case of a single image study, but for comparing groups
of images. One can use it for diagnostics by comparing the image under study to
a group of normal images. This comparison has the disadvantages of assessing a
population containing just one individual and being lacking in any information
about the pathology, that the other population of AD affected images contain.

On the other hand, multivariate approaches that consider as one observation
all the voxels in a single scan, suffer from the curse of dimensionality problem.
This major problem, associated with pattern recognition systems, occurs when
the number of available features for designing the classifier is very large compared
with the number of available training examples. The importance of multivariate
approaches is that the interactions among voxels and error effects are assessed
statistically, while paying the price of losing capability of making statistical
inferences about regionally specific changes.

Principal Component Analysis (PCA) is an example of multivariate technique
that require more training examples than features and is not suitable for making
any statistical inference about the characterizations that it obtains [3]. In the
Alzheimer’s disease aided diagnosis, it has been used as a mathematical device
that simply identify prominent patterns of correlations or functional connectivity
of brain regions, to be analyzed with other statistical tools as SPM, ANOVA or
MANCOVA [6, 7, 8].

Our approach to the computer aided diagnosis (CAD) involves not statistical
inference but machine learning techniques, which are appropriate for single image
studies. In this work we used two combined techniques that, independently have
been successful in solving several classification problems. Firstly, we made use of
eigenbrains or eigenimages, that were obtained from the Principal Components
[3], to reduce the dimension of the feature space to a set of projection coefficients
(see Sect. 2), in a similar fashion as in face detection [9]. This process reduced
the dimensionality of the feature space from ∼ 5 · 105 to ∼ 102, thus facing
the small sample size problem. Secondly, once a significant feature ensemble was
selected, we built a SVM to manage the classification task.

Support Vector Machines (SVMs) have marked the beginning of a new era in
the learning from examples paradigm [10]. Recently, SVMs have attracted atten-
tion from the pattern recognition community due to a number of theoretical and
computational merits derived from [10]. These techniques have been successfully
applied to many fields including voice activity detection (VAD) [11], content-
based image retrieval [12], and medical imaging diagnosis [13, 14]. Somehow, the
application of SVM to high dimensional and small sample size problems is still
a challenge and improving the accuracy SVM based-approaches is still a field in
development[15, 16].

The combination of these two methods grows a CAD system for the early
detection of Alzheimer Type Dementia (ATD) tested over SPECT images, and
developed with the aim of reducing the subjectivity in visual interpretation of
these scans by clinicians, thus improving the accuracy of diagnosing Alzheimer’s
disease in its early stage.
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2 PCA Application to SPECT Images: Eigenbrains
Principal Component Analysis is a standard technique for extracting the most
significant features from a dataset. It is based on a linear transformation acting
on a zero mean dataset, that diagonalizes its covariance matrix. In brain images,
the dataset is an ensemble of 3D brain images Γi, whose size M is typically
79× 95× 69 ∼ 5 · 105 voxels. Let the full 3D brain image set be Γ1,Γ2, ...,ΓN ,
each understood as a vector of dimension M . The average brain image of the
dataset is defined as Γ = 1

N

∑N
n=1 Γn. We need firstly to extract the average of

the image set to each one, producing a new set Φi = Γi −Γ with n = 1, 2, ..., N .
On this set, a PCA transformation is composed by M orthogonal vectors ui,
such that

λi =
1
N

N∑
n=1

(uT
i Φn)2 (1)

is maximum, subject to the constrain

uT
i uj = δij (2)

where δij is the Kronecker delta. The resulting ui and λi are the eigenvectors
and eigenvalues respectively of the covariance matrix:

C =
1
N

N∑
i=n

ΦnΦT
n = AAT (3)

where A = [Φ1, ...,ΦN ]. We will refer to this orthogonal eigenvector basis
{ui} , i = 1, ...,M as eigenbrains, because of its brain like appearance (see Fig.
1). To obtain them, it is necessary to diagonalize the M ×M covariance matrix,
which for brain images would be approximately a 5·105×5·105 matrix. The com-
putational complexity of the diagonalization process can be significantly reduced
by diagonalizing the matrix Ĉ = AT A, whose size is N ×N , with N << M [9].
This allows to obtain N of the M eigenvectors un of C, from the eigenvectors
vn of Ĉ as un = Avn, n = 1, .., N . Usually, the first few eigenbrains explain
the whole variance, so only a number M ′ < M is necessary to appropriately
describe the dataset (in this case M ′ = N). The obtained eigenbrains span a
new subspace which we refer to as the “eigenbrain space”. For the classification
task we projected each image into the previously defined eigenbrain space. Each
projected image produced a vector of weights so that a matrix of weights can be
constructed with the whole database. This matrix Ω is given by:

Ωin = uT
nΦi, n = 1, 2, ...,M ′, i = 1, 2, ..., N (4)

and describes the contribution of each eigenbrain in representing the input brain
image Φi, treating the eigenbrains as a basis set for brain images (see Fig. 1). The
matrix Ω contains the most significant information extracted from the principal
component analysis, stacked in a N ×M ′ data ensemble. We used this matrix
Ω for the following classification task, as N M ′-dimensional patterns:

xi = [Ωi1,Ωi2, ...,ΩiM ′ ], i = 1, 2, ..., N (5)

each of them with its corresponding class label yi ∈ {±1}.
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Fig. 1. Three representative transversal slices of the first three eigenbrains, ranked by
its eigenvalue

3 Background on SVMs

The classification is achieved through a SVM, that separates a given set of binary
labeled training data with a hyperplane that is maximally distant from the two
classes (known as the maximal margin hyper-plane). The objective is to build
a function f : IRM ′

−→ {±1} using training data, consisting of M’ -dimensional
patterns xi and class labels yi:

(x1, y1), (x2, y2), ..., (xN , yN ) ∈
(
IRM ′

× {±1}
)
, (6)

so that f will correctly classify new examples (x, y). When no linear separation
of the training data is possible, SVM can work effectively in combination with
kernel techniques using the kernel trick, so that the hyperplane defining the SVM
corresponds to a non-linear decision boundary in the input space [10]. In this
way the decision function f can be expressed in terms of the support vectors
only [10]:

f(x) = sign{
NS∑
i=1

αiyiK(si,x) + w0}, (7)

where K(., .) is the kernel function, αi is a weight constant derived form the
SVM process and si are the support vectors [10]. Common kernels that are used
by SVM practitioners for the nonlinear feature mapping are:

– Polynomial
K(x ,y) = [γ(x · y) + c]d. (8)
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– Radial basis function (RBF)

K(x ,y) = exp(−γ||x − y ||2). (9)

as well as the linear kernel, in which K(., .) is simply a scalar product.

4 Experiments

The database consists of a set of 3D SPECT brain images produced with an
injected gamma emitting 99mTc-ECD radio-pharmaceutical and acquired by a
three-head gamma camera Picker Prism 3000. Images of the brain cross sections
are reconstructed from the projection data using the filtered back-projection
(FBP) algorithm in combination with a Butter-worth noise removal filter. The
SPECT images are spatially normalized using the SPM software [3] in order to
ensure that the voxels in different images refer to the same anatomical positions
in the brain, in a process described in detail in [13, 17]. The images were initially
labeled by experienced clinicians of the “Virgen de las Nieves” hospital (Granada,
Spain), within two classes: NORMAL and AD. In total, the database consists of
79 patients: 41 NOR and 38 AD.

The size of the images was reduced by a factor 1/n3, with n ranging from 2 to
12, in order to reduce the effect of possible defective acquisitions of some brain
regions and to simplify the computation of the eigenbrains. In average, only 76
eigenbrains were necessary to explain near the 100% of the variance, with about
the 60% retained by the first eigenbrain. These 76 eigenbrains were taken in
groups of M ′ = 1, 2, ... to 76 items to construct the matrix of (4), grouping them
according to:

– their covariance eigenvalues.
– selecting those which made the Fisher Discriminant Ratio (FDR) between

the Ω values higher.

Fig. 2. Eigenbrain representation of three representative transversal slices of the
p-th zero-mean brain image. The representation is encoded in the coefficients
(Ωp1, Ωp2, ..., ΩpM′).
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Fig. 3. Two different kernels accuracies versus the number of eigenbrains used to con-
struct the matrix Ω for the two methods of selecting components

FDR =
(μ1 − μ2)2

σ2
1 + σ2

2
(10)

where μi and σ2
i denote the variance and the mean of the i-th class respectively.

Once the matrix Ω was obtained, a SVM was trained using 4 different kernels:
linear, quadratic, RBF and polynomial, and was tested using a leave-one-out
cross-validation strategy.

Results: Linear kernels are expected to perform better than others when the
dimension of the feature space increases. If this increase is made with a covari-
ance eigenvalue criterion, the relevant information is contained in the few first
eigenbrains, and the rest only contributes with noisy information, as seen from
Fig. 3. But enhancing the dimension of the feature space with a FDR criterion
shows a fundamental increase of the effectiveness, if compared to ranked co-
variance eigenvalues which allows to conclude that only a small fraction of the
eigenbrains contains noisy information. When a linear kernel SVM was built in
combination with a large dimensional feature space, independently of the re-
ducing factor, the method reaches notably the 100% accuray. This outperforms
previous results, as the 74% accuracy Voxel-as-Features approach [18] [19].

5 Conclusions

Using statistical classification methods in SPECT images for assisting the AD
diagnosis looks promising, but still faces problems to become a useful tool to
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physicians. Two main problems are the high dimensionality of the feature space
and the small sample size problem. In this work, we presented two solutions to
each problem: we made use of the eigenbrain approach, inspired in the eigenface
solution to the face detection problem, leading to the idea of collecting a small
feature pattern which best describes the patient image characteristics. Secondly,
we trained a SVM supervised learning classifier, which allowed us to automati-
cally separate the patient database in normal and affected subjects. Furthermore,
a classification of new subjects in a unsupervised manner was possible, without
any concrete knowledge about the Alzheimer’s disease. A significant advance is
seen when estimating the performance of this learning process with a leave-one-
out cross-validation test, reaching the 100% accuracy. PCA is then a simple and
effective method to deal with the high dimensionality problem in SPECT im-
ages with a low computational cost, which shows its effectiveness in combination
with a linear kernel SVM and high dimensional feature space, provided that the
dimension is enhanced with a FDR criterion.
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[14] Ramı́rez, J., Górriz, J.M., Romero, A., Lassl, A., Salas-Gonzalez, D., López, M.,
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Abstract. Differential and early diagnosis of cognitive impairment (CI) contin-
ues being one of the crucial points to which clinical medicine faces at every 
level of attention, and a significant public health concern. This work proposes 
new CI diagnostic tools based on a data fusion scheme, artificial neural net-
works and ensemble systems. Concretely we have designed a supervised HU-
MANN [1] with capacity of missing data processing (HUMANN-S) and a 
HUMANN-S ensemble system. These intelligent diagnostic systems are inside 
EDEVITALZH, a clinical virtual environment to assist the diagnosis and prog-
nosis of CI, Alzheimer’s disease and other dementias. Our proposal is a person-
alized, predictive, preventive, and participatory-healthcare delivery system (4P-
HCDS) and is an optimal solution for an e-health framework. We explore their 
ability presenting preliminary results on differential diagnosis of CI using 
neuropsychological tests from 267 consultations on 30 patients by the Alz-
heimer's Patient Association of Gran Canaria.  

Keywords: Cognitive Impairment; Dementia; Diagnosis; Alzheimer's Disease; 
Missing Data; k-fold Cross-validation, Neural Network Ensemble; HUMANN. 

1   Introduction 

Many sociological studies point out the world’s population ages rapidly, primarily in 
developed countries. In Spain, the percentage of elder age population is 16,66%, with 
a progressive increase of over-aging of 4,52% and with a rising tendency. The neuro-
logical disorders that cause gradual loss of cognitive function, are the diseases with 
more interest in the aging. 

This special interest is caused by its high prevalence, 5-10% in older than 65 years 
and more than 25%-30% in the very old ones, [2][3], when it is assessed CI in the 
elderly as an early stage of dementia, and because of the important repercussions that 
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originate in the scope of the patient, in the familiar, social and sanitary spheres [4]. 
Therefore, the differential diagnosis, as well as the early one, of CI are fundamental 
and continue to be one of the crucial points to which clinical medicine faces at every 
level of attention. 

Three types of CI evaluation are possible. The first uses an open form, another is 
semi structured, and the third evaluation is carried out using the application of a series 
of cognitive evaluation scales. Several neuropsychological tests [5] have been devel-
oped and used to evaluate different cognitive sections of a patient throughout the 
years. It is not a simple task to define a clear relationship between test results and spe-
cific symptoms or different levels of CI. Other important problems in the use of these 
scales are the absence of universal cut points, trans-cultural difficulties and the level 
of precision that seems to be similar with the use of short or long scales [6].  

All these handicaps, the high uncertainty diagnosis [7], and the degree of the un-
derdiagnosis which is so crucial and can reach 95% of the cases in some settings [8], 
highlight the need to develop new and alternative methods and instruments of diagno-
sis, making special emphasis on early and differential diagnosis, and causing its use in 
all the sanitary scopes, in the specialized and the primary attention care. 

 Especially computer-intensive algorithms based on “ensemble learning”-methods 
that generate many classifiers and aggregate their results, are being developed in the 
last years in regard of CI and Alzheimer´s disease (AD) classification using as input 
essentially EEG abnormalities associated with the analyzed pathology [9][2]. We 
have previously developed Counterpropagation based multi-net systems to diagnose 
neuro decline processes related to aging [10]. 

We propose new diagnostic tools based on a data fusion scheme using artificial 
neural networks and ensemble systems. Concretely we have designed two HU-
MANN-S based systems, where HUMANN-S is the supervised version of HUMANN 
architecture, with capacity of missing data processing. These systems are, a HU-
MANN-S diagnosis system, and a HUMANN-S ensemble system. HUMANN is a 
hierarchical, feed-forward modular neural network, with three operational modules, 
SOM, Tolerance, and Labelling [1]. The modular organization allows to develop a 
dynamic learning framework and provides the possibility to introduce specific behav-
ior in each module. We used this capacity for designing HUMANN-S introducing a 
supervised labelling module, applying a perceptron-type neural network. 

In this paper we explore the ability of a simple HUMANN-S and a HUMANN-S 
ensemble system, which was combined with simple and weight majority vote strate-
gies. We present our preliminary results on differential diagnosis of CI using neuro-
psychological tests along with these systems. We also perform a comparative study 
between them. The inherent complexities of the information environment used and 
the scope of our work, are very appropriate scenes for using this approach. 

Our proposed artificial intelligent systems are inside EDEVITALZH, which is a 
clinical virtual environment, focused on diagnosis and prognosis of CI, AD and other 
dementias. It is an environment based on Telemedicine which propitiates on line in-
teractivity between physicians and their colleagues. EDEVITALZH will also allow 
that any patient with dementia, or any potential patient could have an appropriate 
medical attention, diagnosis and treatment, independently of existing specialized de-
mentia centres where the patient is. Our proposal is a 4P-HCDS and is an optimal 
solution for an e-health framework. 



 Artificial Intelligent Systems Based on Supervised HUMANN 983 

The proposed systems in this paper has important advantages referring to other 
computational solutions based on artificial neural networks: HUMANN-S can handle 
in an efficient way the noise, it has a strong adaptive character, it has capacity for 
missing data processing and for the data fusion scheme. The importance of this pro-
posal is in the fact that the specific application we investigate is itself a significant 
public health concern, and that it has widespread impact on long term geriatric care. 

2   EDEVITALZH 

EDEVITALZH [11] is a clinical virtual environment focused on diagnosis and prog-
nosis of CI, AD and other dementias. This environment implements the Global Clini-
cal Protocol for Dementias (GCPD), which reflects the specific data of interest  
channelled towards the diagnosis of theses neuropathologies. It will allow computer-
ized medical records to be set up, creating a data base of the patients’ medical records. 

EDEVITALZH allows performing analysis of the CI evolution as well as predic-
tive analysis with the possibility of providing pre-diagnosis. This makes possible to 
design proper and customized therapeutic strategies for each patient as well as the 
validation of these strategies. EDEVITALZH belongs to what we can call the 4P-
HCDS. With the use of EDEVITALZH, the diagnostic work of the physician will be 
more accurate, agile, and patient dedicated, allowing time and resources optimization, 
while it is, in a parallel way, capable to work with different patients, in different geo-
graphical locations; patients which are able to be studied by other physicians. 

 

Fig. 1. EDEVITALZH Modular Architecture 

EDEVITALZH has been implemented using a web application model. This allows 
that any computer can access the application using a web browser; and the informa-
tion is centralized being always available for consultation from anywhere. 

Based on a modular system concept, EDEVITALZH is made up of two first level 
blocks: 1) Data Module (Electronic Medical Records Database; Metadata; Server 
Pages Engine), and 2) Diagnosis Module (HUMANN-based system) [11]. Both mod-
ules communicate one another thanks to networking. This logical structural separation 
also allows a physical separation; different parts of the system can be located in dif-
ferent places. Furthermore, thanks to its modular character, its complexity and the 
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cost of the system hardware and software are reduced –i.e., the same data module can 
operate with various diagnosis modules at the same time. 

EDEVITALZH GUI (graphic user interface) also gives access and control of the 
HUMANN neural system, core of the intelligent system to aid the diagnosis. Both 
architecture modules will be connected one another using a communication layer 
based on Web Services, (Fig. 1) and data will be exchanged using standard XML. The 
area of development at a Research Level will allow the analysis and study of GCPD 
in depth, as well as the implementation of different configurations of HUMANN with 
the aim of producing precise and reliable diagnosis and obtain an optimum GCPD. 

2.1   Diagnosis Systems 

Two neural computing systems employing a simple-net and an ensemble approach 
[12] were used to approach the problem of CI differential diagnosis. The systems are 
based on modules that implement a supervised variant of HUMANN architecture 
(HUMANN-S) [1]. The first system is a HUMANN-S-based system an the second 
one is a HUMANN-S ensemble system, which was combined with simple and 
weighted majority vote strategies (SMVE/WMVE) [12]. 

2.1.1   Supervised HUMANN 
The main part of both proposed systems is a supervised version of neural architecture 
HUMANN [1]. This neural network can implement the general approach of the classi-
fication process, which has three stages: a) feature extraction, b) template generation, 
c) discrimination (labelling), in a transparent and efficient way. Normally, and spe-
cifically in this application, step a), must be implemented by pre-processing modules 
that will be application-dependent. HUMANN is composed by three neural modules, 
SOM, Tolerance and Labelling, with a multilayer structure having different neurody-
namics, connection topologies and learning laws.  

The first neural module of HUMANN-S is a Kohonen´s Self-Organizing Map 
(SOM). This module implements a non-linear "projection" from an input space onto a 
two-dimensional array. This kind of neural structure is used because its main feature 
is the formation of topology-preserving feature maps and approximation of the input 
probability distribution, by means a self-organizing process which can produce fea-
ture´s detectors. For this application HUMANN-S has the capacity of missing data 
processing, which is implemented by means of a variant of the SOM architecture [13]. 
This variant prevents missing values from contributing when coming out or modify-
ing weights. Even so, this way of approaching missing values is insufficient by itself, 
essentially when the proportion of missing values is excessive. 

The second module is the Tolerance layer. It is the main module responsible for the 
robustness of HUMANN-S against noise. Its topology is a two-dimensional array 
which has the same dimension as the Kohonen layer and an interconnection scheme 
one to one with that previous layer. Its main objective is to compare the fitting be-
tween the input patterns and the Kohonen detectors. If the goodness of the fit is not 
sufficient the pattern is regarded as an outlier and is discarded. The weights of this 
layer are responsible for storing the mean of the fits between the inputs and the Koho-
nen detectors when these neurons are the winner ones. We are introducing a new con-
cept called the “Tolerance margin”. The goodness of the representation of a pattern by 
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a detector will be a function of the ratio of the euclidean distance between both of 
them and the Tolerance margin of the detector. This justifies its neurodynamic and it 
learning law [1].  

The last module embodiment the supervised character of this neural network, is 
implemented by a perceptron type net [14] and perform the last stage of a classifica-
tion process, the discrimination task. It receives the input values from the previous 
stage and has an output for each class to recognize. One of the most important advan-
tages in this network is its tremendous speed. Possible trainings take place between 10 
and 100 times faster than the conventional back-propagation networks, producing 
similar results. Increased speed is attributed to the simplification which occurs in the 
self-organizing stage. Simplification also allows this stage to use a simple classifier 
which produces proven convergence in linear problems, better generalization skills 
and a reduction in the consumption of computing resources [15]. 

2.1.2   HUMANN-S Ensemble System 
Two strategies are needed to build an ensemble system, diversity and combination 
strategies. In our development we have used as diversity strategy, several HUMANN-
S with data fusion scheme and lowest validation errors. The combination strategies 
used were the simple and the weighted majority voting, working with two schemes of 
HUMANN-S ensemble (SMVE/WMVE). 

SMVE system uses the modules with the lowest validation errors and creates a 
simple majority voting process based on their outputs. Each module emits a vote, in-
dicating whether it considers that said input belongs to a class or is unknown. A later 
module is responsible for the overall count, of considering whether the input belongs 
to one class or another, depending on whether most of the HUMANN-S modules con-
sider it. Then the class with the maximum number of votes is selected as the ensemble 
output. 

The WMVE system assigns different weights to the HUMANN-S modules, ac-
cording to their performance, in order to avoid the possibility of certain classifiers to 
be better than the other ones. We assign heavy weights to the decisions of the more 
expert classifiers [12]. It is assigned a weight to each classifier in proportion to its 
estimated performance. We have used the single HUMANN-S validation error, as an 
estimate of that classifier’s future performance. The combination of the outputs of 
several classifiers does not guarantee a superior performance to the best ensemble 
module, but it clearly reduces the risk of making a particularly poor selection [12]. 

3   Results and Discussion 

The systems have been evaluated using a dataset that includes results from 267 clini-
cal consultations on 30 patients during 2005 at the Alzheimer's Patient Association of 
Gran Canaria [16]. The data structure includes a patient identifier, results from 5 
neuropsychological tests: Mini Mental Status Examination (MMSE), Functional As-
sessment Staging scale (FAST), Katz's index (Katz), Barthel's index (Bar) and the 
Lawton-Brody's index (L-B), and a diagnosis of CI as well as differential dementia. 
An important advantage in this data set is its homogeneity, each patient has scores 
from monthly tests, except the Mini Mental test, which is carried out twice a year. 
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Nevertheless, even though the majority of the patients were tested 12 times, there are 
some patients with missing data in their consultations. In effect, we are working with 
a dataset where a missing data feature is present, since not all of the patients are sub-
ject to the complete set of tests. 

Table 1. Comparison between results for the validation sets of best module and ensembles 

  HUMANN-S MSE+FAST SMVE / WMVE 
Mild CI 88% 78%

Moderate CI 85% 98%

Se
ns

it
iv

it
y 

Severe CI 
 

 

97% 100% 

Mild CI 82% 100%
Moderate CI 90% 91%

Sp
ec

if
ic

it
y 

Severe CI 
 

 

96% 99% 

Error 8.61% 4.12% 

 
We obtain the error for the calculated training and validation sets by means of k-

fold cross-validation (30 folds by leaving consultations of one-patient out) method for 
all of the HUMANN-S modules with different input subgroups. The best module us-
ing all validation data is the HUMANN-S with the MMSE and FAST tests inputs 
(HUMANN-S MMSE+FAST). The error reached in the validation set is 8.61%. Table 
1 includes all the statistics for the validation sets. These results improve successfully, 
in a 0.38% the validation error, to the best Counterpropagation network obtained in 
our previous work [10], the same happened for the rest of the modules. 

The 7 best modules stored by error using only the data with some available value 
to the input were used in the SMVE. They correspond to the following input combina-
tions and errors: MMSE(5.73%), MMSE+FAST(8.61%), MMSE+FAST+Katz 
(10.11%), MMSE+FAST+Bar(10.11%), MMSE+L-B(10.49%), MMSE+FAST+L-
B(11.99%) and MMSE+Bar(12.36%). The obtained system with this approach pre-
sents an error in the validation sets of 4.12% (see Table 1). These results successfully 
improve, by 4.04% the validation error when compared to the best one from the mod-
ules (HUMANN-S MMSE+FAST) applied on the total of all consultations. The 
drawback of this system is its computational requirements. Output computation of 
more than one module is required and combines the exit of theirs. 

With WMVE we used also the 7 best HUMANN-S modules. The errors produced 
in the validation set are the same as in SMVE, and it rate error is also 4.12% (see  
Table 1). 4 of the 11 errors produced by both ensembles were misclassified by all of 7 
modules, another 5 of them were misclassified by 6 modules and the remaining 2 
cases were misclassified by 5 modules. HUMANN-S MMSE+FAST, the best module 
also for this 11 cases, failed to classify 7 of them; HUMANN-S MMSE failed on 9; 
HUMANN-S MMSE+FAST+Katz, HUMANN-S MMSE+FAST+Bar and  
HUMANN-S MMSE+L-B failed to classify 10 of them and the remaining modules 
failed on all of 11 cases. The Principal Component Analysis (PCA) of our data set 
[16] can help us to determine the difficulties of it classification. In Fig. 2. we show the 
errors of SMVE and WMVE inside PCA graphical projection. 
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Fig. 2. Scores of first (PC1), second (PC2) and third (PC3) factors from PCA. Show patients 
with Mild CI (+), Moderate CI (x), Severe CI (*) and the SVME and WMVE errors (�). 

4   Conclusions 

Our work represents important advances on intelligent decision systems, medical in-
formatics and on healthcare. We have presented intelligent diagnostic systems  
embodied in a clinical virtual environment to assist the diagnosis and prognosis of CI, 
AD and other dementias, EDEVITALZH, Our proposal is a personalized, predictive, 
preventive, and participatory-healthcare delivery system (4P-HCDS) and is an opti-
mal solution for an e-health framework.  

We propose new CI diagnostic tools based on a data fusion scheme, artificial neu-
ral networks and ensemble systems. We have designed a supervised HUMANN with 
capacity of processing missing data which provides an important performance for this 
difficult application.  

The use of this new instrument can help alleviate the degree of existing under-
diagnosis, since it would be used in primary care centres. It also allows early detec-
tion of dementia which can be used to design appropriate therapeutic strategies which 
are practically effective in the early phase of the disease. In addition to this, the analy-
sis conducted on the different modules which the system up, allows the best cognitive 
test for a correct diagnosis to be selected. Therefore the study of other possible tests 
could be extended to elaborate refined diagnosis protocols. 
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Abstract. Clinical management often relies on stratification of patients by out-
come. The application of flexible non-linear time-to-event models to stratifica-
tion of patient populations into different and clinically meaningful risk groups is 
currently an important area of research. This paper proposes a definition of 
prognostic index for neural network models of survival. This index underpins 
different stratification strategies including k-means clustering, regression trees 
and recursive application of the log-rank test. It was obtained with multiple im-
putation applied to a neural network model of survival fitted to a substantial 
data set for breast cancer (n=931) and was evaluated with a large out of sample 
data set (n=4,083). It was found that the constraint imposed by regression trees 
on the form of the permitted rules makes it less specific than stratifying directly 
from the prognostic index and deriving unconstrained low-order rules with Or-
thogonal Search Rule Extraction. 

Keywords: Prognostic risk index, risk stratification. 

1   Introduction 

In a clinical environment stratification of patients, by risk, based on survival models is 
frequently used in the evaluation of treatments or to assess the impact of prognostic 
factors on survival. The most widely used statistic test to stratify prognostic indices in 
the presence of censored data is the log-rank test. However, there are some concerns 
about using this statistic as a means of identifying patient cohorts, since thresholding 
a prognostic index (PI) does not necessarily separate patients into groups with differ-
ent clinical characteristics. Therefore, this paper presents a comparison between three 
stratification methodologies. The first uses the log-rank statistic to separate a PI into 
significantly different survival groups. For this method two different survival models 
were considered: PLANN-ARD, a neural network for time-to-event data and Cox 
proportional hazards. The methodology relies on thresholding the PI to stratify  
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patients and thus risks mixing patients with different clinical characteristics into 
groups within a given range of prognostic scores. The second method is a regression 
tree, based on CART algorithm (Classification and Regression Trees) [7], where the 
PI is now the target for regression using a rule-tree. The grouping of variables into 
rules ensures uniformity of patient characteristics within each rule. The third method-
ology is a robust unsupervised clustering methodology that uses k-means where only 
patient covariates without any knowledge of outcome are considered. 

It is important to note that survival models must take account of censorship, which 
occurs when a patient drops out of the study before the event of interest is observed or 
if the event of interest does not take place until the end of the study. All patients in 
this study were censored after 5 years of follow-up.  

Real-world clinical data, especially when routinely acquired, are likely to have miss-
ing data. Previous research [3] of this dataset showed the missing information as miss-
ing at random (MAR) and can therefore be successfully imputed. The application of 
multiple imputation in combination with neural network models for time-to-event mod-
elling takes account of missing data and censorship within principled frameworks [3]. 
Section 2 gives a description of the two datasets used for training and external valida-
tion. Sections 3 and 4 present the prognostic models employed and the methodologies 
used for patient stratification into different survival groups. Next an external validation 
of the results is presented, followed finally by the conclusions of the analysis.  

2   Data Description and Model Selection 

The training data set consists of 931 routinely acquired clinical records for patients 
recruited by Christie Hospital in Wilmslow, Manchester, UK, during 1990-94 and the 
validation data set, which comprises 4083 records, was acquired by the British Co-
lumbia Cancer Agency (BCCA), British Columbia, during 1989-93. The latter has 
also been used to validate another prognostic model for breast cancer survival [10]. 
The cohort under study consist of patients with early or operable breast cancer and 
were selected using the standard TNM (Tumour, Nodes, Metastasis) staging system as 
tumour size less than 5 cm, node stage less than 2 and without clinical symptoms of 
metastatic spread. Two of the 931 records in the training data were identified as out-
liers and removed. Time-to-event was measured in months from surgery for Christie 
and from date of diagnosis for BCCA with a follow up of 5 years and the event of 
interest death to any cause. There is an assumption that surgery took place soon after 
diagnosis, therefore survival is not significantly affected evidenced by the survival 
profiles. Both datasets contain 9 identical variables, presented in table 1.  

After analysis of the data, missing information was considered Missing at Random 
(MAR). Given this, a new attribute may be created to denote missing or the missing 
values can be imputed. The latter has been shown to be effective [1,2] and does not 
make assumptions relating to the distribution of “missingness” in the training data, 
which is essential on future patients inference. Therefore the missing covariates were 
imputed following the method indicated in [1,2] and repeated 10 times. The choice of 
this number is a conservative choice, as several studies have shown that the required 
number of repeated imputations can be as low as three for data with up to 20% missing. 
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Table 1. Variable description, existing values, coding for each category and missing preva-
lences for Christie Hospital data set and BCCA data set 

Variable description Values Categories 
Age category 1;2;3 20-39; 40-59; 60+ 

Histological type 1;2;3 
Invasive ductal ; Invasive lobular/lobular in situ; In situ/ mixed/ 

medullary/ ucoid/ papillary/ tubular/ other mixed in situ 
1;2;3 Pre-Menopausal; Peri-Menopausal; Post-menopausal 

Menopausal status 
9 Missing (Christie- 0% ; BCCA-2,8%) 

1;2;3 
Well differentiated; Moderately differentiated; Poorly differenti-

ated 
Histological 

Grade 
9 Missing(Christie- 33,4% ; BCCA-10%) 

1;2 Lymphatic, vascular or neural invasion present; Ivn absent 
Ivn 

9 Missing(Christie- 0% ; BCCA-5,3%) 
1;2;3;4 0; 1-3; 4+; 98 (too many to count) 

Nodes involved 
9 Missing(Christie- 19,7% ; BCCA-0%) 

1;2;3;4 0-9 ; 10-19; 20+; 98(too many to count) 
Nodes removed 

9 Missing(Christie- 0% ; BCCA-2,8%) 
1;2;3;4 0-20% ; 21-40% ; 41-60% ;  61+% 

Nodes Ratio 
9 Missing(Christie- 19,7% ; BCCA-2,8%) 

Pathological size 1;2 <2 cm ; 2-5 cm 
1;2 0-10; 10+ 

Oestrogen receptors 
9 Missing(Christie- 51% ; BCCA-19%) 

Metastasis stage 1 M0 (no distant metastasis) 
 
 

Model selection was carried out through Cox regression (proportional hazards) [3], 
where six predictive variables were identified: age at diagnosis, node stage, histologi-
cal type, ratio of axillary nodes affected to axilar nodes removed, pathological size 
(i.e. tumour size in cm) and oestrogen receptor count. All of these variables are bi-
nary coded as 1-from-N. 

3   Prognostic Modeling for Breast Cancer Patients 

Two analytical models were used to fit the training data set: a piecewise linear model 
Cox regression, also known as proportional hazards and a flexible model consisting of 
the Partial Logistic Artificial Neural Networks regularised with Automatic Relevance 
Determination (PLANN-ARD). Cox regression factorises dependence on time and the 
covariates, where the hazard rate is modelled for each patient with covariates xp at 
time tk, as follows: 

h(xp, t k )

1− h(xp, t k )
= h0 (t k )

1− h0 (t k )
.exp( bxi

i=1

Ni

∑ )

 .

 (1) 

where h0 represents the empirical hazard for a reference population and xi are the 
patient variables. Here the PI is defined by the traditional linear index βx, for this 
study it was used for 10 imputed data sets, which means that the final patient PI was 
determined as the mean of the 10 prognostic indices. 

PLANN-ARD has the structure of a multi-layer perceptron with a single hidden 
layer and sigmoidal activations in the hidden and output layer nodes. Covariates and 
discrete monthly time increments are introduced into the network as inputs, where the 
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output is the hazard for each patient and for each time. The objective function is the 
log-likelihood summed over the observed status of the patient with a binary indicator 
when the patient status is observed alive or has died. Automatic Relevance Determi-
nation (ARD) [4] has the effect of suppressing covariates that have little predictive 
influence on outcome. This has the important advantage of automatically adjusting 
the effect of each covariate according to its relevance to the model, protecting against 
over-fitting of the data without requiring hard model selection. The papers cited in [4] 
make a strict theoretical correspondence between this neural network model and clas-
sical statistical time-to-event models for censored data. It is also important to define a 
time independent PI as a natural extension of the b, appropriate for non-linear models, 
the following expression is proposed: 

PI(xp) = (− ln(1− CCI(t))) = ln(− ln(S(t))) . (2) 

where the CCI is the crude cumulative incidence, identified as the probability of the 
occurrence of a specific event of interest [5] and S(t) is the estimated survival at the 
end of follow up. As a consequence of imputation, PLANN-ARD was run 10 times 
for each imputed data set, which resulted in 10 different trained networks. The men-
tioned time independent PI was also computed for the 10 networks and averaged for 
each patient, producing a final PI. Once the PI is defined, a stratification methodology 
needs to be defined in order to separate the different patients in statistically significant 
risk groups by overall mortality. 

4   Stratification Methodologies 

Prognostic indices can be split in order to obtain different survival  groups. However 
the definition of cohorts with significantly different survival may not be determined 
directly from a PI. Consequently three different stratification methodologies are com-
pared: a robust bootstrap log-rank aggregation, a regression decision tree and a clus-
tering method.   

The bootstrap log-rank aggregation [6] is based on the log-rank test. This statistic 
optimizes the cut-points resulting in an overestimation of the relative risk between the 
two prognostic groups. Moreover, it should be kept in mind that the cut-point is 
highly data dependent and could vary markedly between different data sets. Boot-
strapping re-sampling can be applied to the prognostic indices, diminishing the  
cut-points overestimation and dependence on the data. Regression tree decision meth-
odology was performed using CART algorithm [7] with 6 predictor categorical  
variables (using the mode of the imputed data sets obtained previously) and one con-
tinuous target variable, which was the PI previously obtained. In order for populations 
to be compared the minimum number of records allowed for each node tree was 20 
and 10 for each leaf. Two trees were obtained for the Cox regression and PLANN-
ARD prognostic indices. After growing the tree a “pruning method” was developed in 
order to combine pairs of leaves which do not have significantly different survival, 
calculating a new average for the PI for that new leaf. This is repeated until all leaves 
have 95% significantly different pairwise survival. The final leaves are ordered by 
their average PI and each pairwise log-rank statistic computed. For both trees there 
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were 4 survival groups, which means the regression trees after the application of the 
“pruning method” can be considered classification trees. 

The clustering method is an orthogonal, unsupervised, approach where the clinical 
data is clustered without reference to the PI, then organised in order of mean group 
survival. It is an iterative k-means algorithm, which uses Monte Carlo methods to 
overcome initialization problems. Several cluster solutions were considered with 3, 4, 
5 and 6 cluster centres. The first two solutions with 3 and 4 centres were analysed 
further, any more than this was rejected due to sparse membership for some cluster 
centres. For all methods, risk groups displayed distinct observed survival, measured 
by Kaplan-Meier actuarial estimates. However group separation is much better for 
CART and log-rank. 

5   External Validation of Stratification Methodologies 

The PI was calculated for each patient in the validation dataset using the appropriate 
parameters found in the training data for the Cox regression and PLANN-ARD re-
spectively. Missing attributes were imputed using the same methodology as with the 
training data set. Each β vector, obtained previously using Cox regression being mul-
tiplied by the imputed variables and each patient’s imputed variables entered into the 
10 imputed networks. Therefore there will be 100 prognostic indices for each patient 
for both models. These 100 PI are then averaged in order to obtain a single time  

 

 

Fig. 1. Actuarial estimates of survival obtained with the Kaplan-Meier method, stratified over a 
60 month period using the validation data set (BCCA). The more left picture represents the 
regression tree methods; the more right graph uses the bootstrap log-rank aggregation, both for 
Cox PI. The bottom picture uses the clustering algorithm (4 clusters). 
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Table 2. BCCA Patients’ cross tabulation for Log-rank Bootstrapping and CART methodology 
using the PI obtained with Cox 

 

Table 3. Rules obtained for the 4th risk group, for CART and Log-rank bootstrapping method-
ology, where the PI was obtained with Cox 

Rules CART rules OSRE rules 
Rule 1 Histype=1 and Pathsize=2 and Noderatio=2 and 

Histgrade in ⎨1, 2⎬ and Agecategory in ⎨1, 3⎬ 
Histgrade in ⎨1, 2⎬ and Noderatio=1 and 
Oestrog=2 and Pathsize =1 

Rule 2 Histype=1 and Pathsize=2 and Noderatio in ⎨2, 
3⎬ and Histgrade=3 

Histtype=3 and Noderatio in ⎨1,2, 3⎬ 
 

Rule 3 Histype=1 and Pathsize=2 and Noderatio=4 Histtype in ⎨2, 3⎬ and Noderatio=1 
Rule 4 - Histgrade in ⎨1, 2⎬ and Noderatio=1 and 

Oestrog =2 and Agecategory=2  
Rule 5 - Histtype in ⎨2, 3⎬ and Noderatio in 

⎨1,2,3⎬ and Oestrog=2 and Pathsize= 1 

 

independent PI. The mode of the prognostic indices were used from the 10 imputed 
datasets were used to validate the three stratification methodologies. To define each 
group for each method the parameters from the training data were used, so for: regres-
sion trees the rules, bootstrap log-rank aggregation the PI cut-points identified and 
clustering the rules acquired for each cluster.  For the last set of rules, 38 patients 
were not identified by any rule and 6 patients were classified as belonging to two 
different clusters, therefore these can be considered as outliers. Inspecting figure 1, 
the first two figures present better patient stratification than the figure in the second 
row, as there is a higher separation between the different survival curves for the first 
two figures. Although survival for both methods is similar, group membership is not 
the same, as can be observed in Table 2. Therefore, survival curves were obtained for 
each cell in Table 2 and are presented in Figure 3. Inspecting figure 3, the Log-rank 
bootstrapping methodology is more consistent in terms of survival than the CART 
methodology evidenced by more homogeneous survival in the columns than the rows 
and confirmed using the log-rank statistic. For comparison, explanatory rules can be 
obtained for risk groups for both CART and Log-rank Bootstrapping methodologies. 
CART rules were obtained from the tree, while the latter’s rules were obtained using a 
rule extraction algorithm, OSRE [9], for reasons of space only the rules for group 4 
are presented in table 3. 

 

  Log-rank Bootstrapping Cox  

 Group1 Group2 Group3 Group4 Total 
Group1 1612 108 3 0 1723 
Group2 233 833 150 11 1227 
Group3 0 67 661 33 761 
Group4 0 0 130 242 372 

C
A

R
T

 C
ox

 

Total 1845 1008 944 286 4083 
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Fig. 3. Survival curves obtained for the patients’ cross-tabulation obtained with the CART and 
Bootstrapping methodology, where it was used the PI obtained with Cox 

6   Conclusions 

This paper defines a PI that may be used to stratify patients into risk groups with 
statistically significant grouped outcomes, utilizing flexible non-linear survival mod-
els which take into account censorship and values MAR. The proposed use of the 
Crude Cumulative Incidence rate as the basis of the PI calculation means that this 
approach will extend from single to competing risks modelling. Three stratification 
strategies were applied. Pure clustering of the population of covariates without refer-
ence to the prognostic indicator results in coherent patient groups but with relatively 
poor specificity for outcome, as measured by the separation between the group means 
of the overall mortality rates.    

Regressing the distribution of prognostic scores with rule-based trees (CART) suc-
ceeds in separating patient groups with statistically different mean survival but coher-
ent membership in each group.  

The third approach stratified the PI directly. This can result in mixed populations 
within single risk groups, which the application of an automatic rule extraction 
method (OSRE) identified and characterized. This showed the composition of the risk 
groups to be no more complex than for the groups identified by CART and the mean 
grouped survival show similar, statistically significant, separation.  

Importantly, however, the cross-tabulation of the memberships of the risk groups 
identified by the two rule extraction methods, CART and OSRE, showed the latter to 
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be much more consistent, by mean overall mortality measured in the out-of-sample 
data. Therefore, while all methods generalize well to the validation data set, as all risk 
groups are significantly different evidenced by the Kaplan Meier observed survival 
curves, thresholding of the PI followed by rule-based characterization of the patient 
cohorts in identified prognostic risk group is the only methodology to offer both 
specificity to outcome and transparency of group composition. This method general-
izes in external validation as required by a staged methodology for the development 
of decision support systems in medicine [8] and offers a possible route to a clinically 
useful patient stratification index. 
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Abstract. Sleep Apnea/Hypopnea Syndrome (SAHS) is a very common sleep 
disorder characterized by the repeated occurrence of involuntary breathing 
pauses during sleep. Cessation in breathing often causes Electroencephalo-
graphic (EEG) arousals as a response, and therefore detection of arousals is im-
portant since they provide important evidence for localization of apneic events 
and their number is directly related with SAHS severity. Arousals result in frag-
mented sleep and so they are one of the most important causes of daytime 
sleepiness. In this paper we present an approach to detect these arousals over 
polysomnographic recordings based on the machine learning paradigm. First a 
signal processing technique is proposed for the construction of learning pat-
terns. Subsequently classifiers based on Fisher’s linear and quadratic discrimi-
nates, Support Vector Machines (SVM) and Artificial Neural Networks (ANN) 
are compared for the learning process. The more suitable model was chosen fi-
nally showing an accuracy of 0.92. 

Keywords: Sleep Apnea/Hypopnea Syndrome, Arousal, Intelligent algorithms. 

1   Introduction 

SAHS is one of the most common sleep disorders characterized by the involuntary 
occurrence of interruptions in breathing during sleep [1]. Depending on their inten-
sity, these pauses are classified in hypopneas, when amplitude reduction in airflow is 
around 50% of normal breathing, or apneas when cessation in airflow is total or 
nearly total. Among the most frequent symptoms of SAHS are excessive daytime 
somnolence, snoring, and respiratory pauses. As consequence of the hypoventilation 
produced by the apneic event, a drop in blood oxygen levels is produced and com-
monly an alertness response is triggered in the form of an arousal event.  

According to the American Academy of Sleep Medicine (AASM), an EEG-arousal 
during sleep is defined as an abrupt shift in EEG frequency including alpha, theta 
and/or frequencies greater than 16 Hz. (but not spindles) that lasts at least 3 seconds, 
with at least 10 seconds of stable sleep preceding the change [2]. Normal sleep archi-
tecture is altered by the presence of these events, especially in patients suffering from 
sleep disorders. The sleep fragmentation they cause is one of the main reasons for 
daytime sleepiness associated with a number of these disorders.  
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Thus localization of these events is important for diagnosis of SAHS but also for 
sleep studies in general. Sleep studies are performed by means of an overnight poly-
somnographic recording (PSG). For scoring arousals at least one central derivation 
(C4/A1 or C3/A2) of EEG need to be performed in the recording. Also scoring of 
arousal during Rapid Eye Movement (REM) phase requires a concurrent increase in 
submental electromyography (EMG) lasting at least 1 second [2].  

Automation of PSG analysis for detection of arousal events is desirable since this 
an extremely time-consuming task for the physician. As it is a growing area of inter-
est, a number of papers have been published in recent years [3-6]. For example: F. De 
Carli et al. [3] suggest a method for the automatic detection of arousals based in 
wavelet analysis followed by a threshold selection. In S.P. Cho et al. [4], a SVM-
based classifier over C3/A2 EEG derivation is proposed. Although it achieves good 
performance, working only with one EEG derivation limits its applicability as it is not 
capable of dealing with neither arousals in REM stage nor in awake. Background ex-
perience from the authors of this paper on the application of artificial intelligence 
techniques for the analysis of sleep studies can be found in [5-6]. 

In the present work, a computer technique for the detection of arousal events in 
SAHS patients is proposed. The approach combines a first stage of signal analysis, 
both time and frequency based, where a set of features are extracted along the signals 
of the patient. After that, in a second phase, artificial intelligence techniques -more 
precisely from the machine learning field-, are applied over the extracted features in 
the first stage to classify the corresponding PSG interval as having presence, or not, of 
an arousal event. A number of models, including Fisher’s linear and quadratic dis-
criminants analysis, SVMs and ANNs –with different configurations- are tested and 
compared as classifiers. We are not aware of a study comparing among different ma-
chine learning models applied to arousal detection using the same source of data. The 
best model, from the data provided by the model comparison, is chosen as the classi-
fier to implement the second phase of the proposed method. A different data set from 
that used in models comparison will be used in order to validate this approximation.  

2   Materials and Methods 

The method proposed works with three signals: EEG both C2/A2 and C4/A1 central 
derivations and submental EMG, all sampled at 125 Hz. As previously mentioned, the 
method combines a first phase of signal processing whose objective is the detection of 
possible events in the three signals. Event detection is accomplished independently 
among the signals. A feature extraction process will be accomplished over these 
events in order to be used in the second phase to form the learning vectors for both the 
training and the validation of the different classification approaches analysed.  

2.1   First Phase: Signal Processing 

In the first phase the signal processing occurs in the three signals in a similar manner. 
For each second of the recording two temporal windows are associated with the corre-
sponding sample. The two temporal windows are used to compare the consecutive 
temporal segments representing the past and the future related to the current instance 
of time under analysis (Fig. 1). 
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Fig. 1. Processed EEG signal. Displayed is one minute of EEG signal with amplitude normal-

ized in [1,-1]. Signal )(, ne βα  is superposed and events are marked where this signal is above 

zero. 

In the case of EEGs, for every second and going back in time, a 10-second window 
ending in the corresponding sample is used to represent the prior information, and 
immediately following it, a new 3-second window is used to compare the evolution of 
the latter signal against the former. As the definition of EEG arousal is based on the 
localization of an abrupt shift in EEG frequency, we perform a frequency-based com-
parison between these two windows. The chosen duration of each window is based on 
the idea that the EEG frequency shift must be 3 seconds or greater to be scored as an 
arousal, and that a minimum of 10 seconds of intervening sleep is necessary to score a 
second arousal once the former is detected [2].  

The frequency comparison is made as follows: (i) each of the two segments is 
transformed into frequency domain making use of the Fourier Transform and then, (ii) 
a band-pass filter is applied in the range 8-30 Hz., so including the energy in the alpha 
(8-12 Hz.) and beta (13-30 Hz.) bands. Finally we measure the energy in the filtered 
spectra with the following formula: 

∑
=

=
n

i

nX
n

energy
1

2

2 )(1  (1) 

In equation (1) n is the number of samples, X(n) is the band-passed signal in the 

frequency domain, and 2
1

n  is a weight factor in order to make the energy between 

two signal segments of different duration in time comparable (we are comparing a 
segment of 10 seconds with a another of 3 seconds). We obtain thus, a scalar repre-
senting the energy estimation in each window in the range of 8-30 Hz., so comparing 
them we obtain a measure of the energy change. Performing this procedure along 

each of the EEG derivations, we obtain a new signal )(, ne βα  (1 Hz. resolution) that 

grows wherever evidence of a shift in the EEG frequency in the alpha and beta range 
of the signal occurs, decreasing as the evidence disappears (Fig. 1). 

Once we have this )(, ne βα  signal and by means of using a threshold value, we 

will consider as possible arousal events, those intervals where this signal is above the 
threshold (Fig. 1).  
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Fig. 2. Processed EMG signal. Displayed is one minute of EMG signal with amplitude normal-
ized in [1,-1]. Signal a(n) is superposed and events are marked where this signal is above zero. 

Although the possible events will be marked based on shifts in the band of 8-30 
Hz., a similar process is accomplished individually for delta (0.5-3 Hz.), theta (4-7 
Hz.), alpha (8-12 Hz.), beta (13-30 Hz) and sigma (12-14 Hz.) ranges. These fre-
quency bands are the most relevant in the case of sleep studies [2]. In this way an  
evolution of the different relevant frequencies along the time is available, and once a 
possible event is detected with the marker (8-30 Hz.), features from these ranges are 
available to be extracted to form the vectors for the training. 

For the EMG signal searching for possible events is performed in a similar way 
(Fig. 2). As was the case for EEG we process the signal second by second taking into 
consideration two windows for each sample obtaining the signal a(n). In this case the 
former has a duration of 30 seconds, while the latter remains in 3 second its duration. 
This time the values were chosen empirically. In the case of EMG the objective is the 
detection of changes in the amplitude of the signal. To achieve this, a comparison be-
tween the amplitudes of the two windows is performed this time rather than one based 
upon frequency.  

Finally over all the possible events detected in the signals, a set of features are ex-
tracted. These features will be used later to build the learning examples to train differ-
ent models. A total of 40 features were extracted including for each possible event 
marked in both, the two derivations of EEG, the maximum, the minimum and the area 
enclosed during the marked event in each frequency range (delta, theta, alpha, beta 

and sigma) and in )(, ne βα . For the EMG, the maximum, the minimum and the area 

enclosed during the marked event in a(n) were used. 

2.2   Second Phase: Training Classifiers 

To construct the learning patterns, an epoch-by-epoch approach was followed. Estab-
lishing 30 seconds as the epoch duration, a 30s window is displaced along the PSG, 
not overlapping, and features from events localized within the window in the three 
signals were used to form the pattern. Desired output for each pattern is established 
using expert annotations provided with each PSG indicating the presence of arousals.  

After the construction of the patterns several models were compared using a num-
ber of approaches from the machine learning paradigm. A total of 18 models  
were compared using (i) the classic Fisher’s linear discriminant, (ii) a quadratic  
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discriminant, (iii) 10 configurations of Support Vector Machines (SVM) and (iv) 6 
configurations of an Artificial Neural Networks (ANN). 

Literature on both Fisher’s linear and quadratic discriminants can be found in [7]. 
For the SVMs a radial basis kernel function was chosen, and various configurations 
were tested for adequate smoothing parameter S for the kernel function, and C, a 
compromising term between the margin size and the classification error [8]. In total 
10 models of SVM were tested for the possible combinations of C = 
0.1,1,10,100,1000 and S = 0.1,0.5. Also 6 different configurations of a feed-forward 
neural network with one hidden layer, trained with a scaled conjungate gradient back-
propagation algorithm [9] were tested. A different number of neurons were used in 
the hidden layer for each configuration, ranging from 10 neurons to 60 on 10-neurons 
increments. 

To select the best model and having a good estimation of the real error, a K-fold 
cross-validation was employed. We chose K=10 – the number of folds - which will 
provide us with a good generalization for the error estimation. All the patterns were 
normalized resulting in each variable having a mean of zero and standard deviation 
equal to one. To choose the best model, this process was repeated 30 times, and again 
the overall error is calculated for each model. In all 300 trainings were performed 
over each model – searching for statistical relevance -, and a Kruskal-Wallis test [10], 
a nonparametric version of the classical one-way analysis of variance (ANOVA), was 
performed to identify if there was a significant difference among the means of the 
models. 

If variance test concludes that there is a difference among the means, a Multiple 
Comparison Method (MCM) [11] is applied to find those different models. The 
Tukey’s method was chosen to compare differences between each pair of means, and 
select the simplest model over those being significantly the best ones. 

3   Results 

The set of polysomnographic recordings, as well as the corresponding arousal annota-
tions from the physicians come from the Sleep Heart Health Study (SHHS). This da-
tabase, granted by the Case Western Reserve University, contains more than 2000 
PSG recordings obtained from a multi-center cohort study implemented by the Na-
tional Heart Lung & Blood Institute to determine the cardiovascular and other conse-
quences of sleep-disordered breathing. The resulting database was then placed online 
to be used as resource for subsequent studies related whit sleep disorders. Details 
about the design of the SHHS study can be found in [12]. 

A set of ten records was randomly taken from this database in order to perform the 
validation. Each record is accompanied with an annotation file of the results of the 
analysis made by the SHHS scorers. In total the ten records contains 1434 arousal 
events along 6127 minutes of PSG recording. From the whole of 12255 patterns, 2/3 
of them (8170) were used for the comparison of the machine learning models, while 
the remaining 1/3 (4085) were used for testing the final model. Results for the model 
comparison are summarized in Table 1. Total averaged error of the 300 iterations of 
cross-validation and the standard deviation is presented. Error is presented in terms of 
accuracy, i.e. as the proportion of misclassified patterns. 
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Table 1. Mean training error and standard deviation for each model with their different 
configurations 

Model Configuration Error 
Linear discriminator --- 0.1956 ± 0.0152 
Quadratic discriminator --- 0.1948 ± 0.0152 

C=0.1, S=0.1 0.1403 ± 0.0119 
C=0.1, S=0.5 0.1403 ± 0.0119 
C=1, S=0.1 0.1403 ± 0.0119 
C=1, S=0.5 0.1403 ± 0.0119 
C=10, S=0.1 0.1403 ± 0.0117 
C=10, S=0.5 0.1404 ± 0.0117 
C=100, S=0.1 0.1404 ± 0.0117 
C=100, S=0.5 0.1403 ± 0.0117 
C=1000, S=0.1 0.1404 ± 0.0120 

SVM 

C=1000, S=0.5 0.1404 ± 0.0120 
10 hidden neurons 0.0935 ± 0.0116 
20 hidden neurons 0.0925 ± 0.0104 
30 hidden neurons 0.0926 ± 0.0102 
40 hidden neurons 0.0921 ± 0.0098 
50 hidden neurons 0.0925 ± 0.0104 

ANN 

60 hidden neurons 0.0924 ± 0.0097 

 
It’s possible to see from the results that both, linear and quadratic discriminants, 

are those achieving the worse precision showing an error around 0.19. SVM models 
are quite similar between them, looking like the values for the parameters C and S for 
this problem have no particular influence. The mean error among the SVM models is 
around 0.14. It can be seen from Table 1 that ANN models achieve the best precision. 
Again without large differences between them, the mean error is about 0.09. To de-
cide which is the more suitable model, a Kruskal-Wallis test was performed compar-
ing the means of errors for each of the 18 classifiers, with the null hypothesis that all 
means are drawn from the same population –i.e. all the models are statistically 
equivalents-. A value of 0.05 was chosen as the statistically significant critical value 
to consider the null hypothesis and a p-value of 0 was obtained, so the null hypothesis 
was rejected.  Tukey’s multiple comparison method was then applied in order to find 
out how models are different from each other. Results are shown in Fig. 3. 

In the graph each mean is represented by a symbol and an interval around it. Two 
means are significantly different if their intervals are disjointed, but are not if their in-
tervals overlap. As can be seen in Fig. 3, although ANN 4 is the one with the best ac-
curacy, there is nothing statistically different among other ANN models. When this 
happens, normally the simplest model should be chosen. ANN 1 is the simplest model 
because it is that with least number of neurons –ten- in its hidden layer. A mean error 
of 0.09 is achieved for ANN 1. 

Selecting an ANN with 10 hidden neurons as the more suitable classifier, a new 
test was performed using then remaining 1/3 (4085) patterns from the whole dataset 
for testing the final model. Error over this dataset was 0.0846. 
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Fig. 3. Models mean multi-comparison. Model with best precision –ANN model with 40 hid-
den neurons- is selected. Those models whose media overlaps with the interval of the selected 
method are not considered to be statistically different. 

4   Discussion and Conclusions 

This paper describes a method for detection of EEG-related arousal events in sleep 
apnea patients. Detection of these kinds of events is very important for analysis of 
PSG recordings and diagnosis of sleep diseases like SAHS. Specifically, in case of 
SAHS, high correlation between apneic events and arousals exists [13]. 

The method presented is structured in two different phases. Firstly a stage of signal 
processing for extraction of features occurs. Two derivations of EEG where used, a 
frequency-based analysis is performed breaking them down into their main frequen-
cies. A marker based on changes into alpha-beta range is used for localization of  
possible arousal events in these signals. The EMG signal is analysed searching for 
amplitude changes. Subsequently, in a second stage, an ANN is made responsible for 
the final classification, deciding if the possible event is a true one or not. 

A comparison of various models for the classification was performed, showing that 
an ANN model with 10 hidden neurons is the more suitable. Two separate sets, for the 
model comparison and for the final validation of the best model were used. Maintain-
ing similar precision over the final validation set demonstrated generalization  
capabilities of the proposed method. 
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Analysis of PSGs is a very time consuming task for physicians. This is why tools 
that facilitate this task should be provided. The final objective is to achieve a compre-
hensive supporting tool to assist physicians in SAHS diagnosis. Future work will be 
focused on incorporating this information on arousal detection to reasoning-capable 
tools for the diagnosis of SAHS. 
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Abstract. This study presents a ranking for classifers using a Bayesian perspec-
tive. This ranking framework is able to evaluate the performance of the models to
be compared when they are inferred from different sets of data. It also takes into
account the performance obtained on samples not used during the training of the
classifiers. Besides, this ranking assigns a prior to each model based on a measure
of similarity of the training data to a test case. An evaluation consisting of rank-
ing brain tumour classifiers is presented. These multilayer perceptron classifiers
are trained with 1H magnetic resonance spectroscopy (MRS) signals following a
multiproject multicenter evaluation approach. We demonstrate that such a frame-
work can be effectively applied to the real problem of selecting classifiers for
brain tumour classification.

1 Introduction

Several decision support systems (DSS) aiming at the assessment of the diagnosis and
prognosis of brain tumours are conceived as dynamic systems where the classification
tools based on Machine Learning (ML) can be created and updated throughout time
with the incorporation of new cases. This approach is followed in the distributed DSS
developed in the HEALTHAGENTS project (2005-2008) [1] and in the DSS for clinical
environments CURIAM [2]. Such systems can offer diagnostic support from a large
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number of potential classifiers and a procedure to sort the classifiers according to their
effectiveness for the required differential diagnosis is needed.

This paper introduces a novel ranking model based on a Bayesian approach. A
demonstration of the versatility of this model is presented for dynamically ranking the
most suitable classifiers from a brain tumour case classification request.

2 Bayesian Approach for Model Sorting

The Bayes’ rule can be applied to compare different models given the data Z={zj}N
1 =

{xj , tj}N
1 , where xj is a data vector describing the jth sample and tj is its associated

label. The posterior probability of a model Mi can be expressed as:

P (Mi|Z) =
P (Mi)P (Z|Mi)

P (Z)
, (1)

where P (Z|Mi) is the model likelihood or evidence for Z. The term P (Mi) is a ’sub-
jective’ prior over the model space. This subjective part of the inference is typically
overwhelmed by the objective term, the evidence [3]. P (Z) is usually ignored since it
is assumed that models are compared for the same Z.

To compare two models Mm and Ml, we form the posterior odds

P (Mm|Z)
P (Ml|Z)

=
P (Mm)
P (Ml)

P (Z|Mm)
P (Z|Ml)

(2)

If the odds are greater than one we choose model m, otherwise we choose model l.
P (Z|Mm)
P (Z|Ml)

is called the Bayes factor (BF), the contribution of the data toward the
posterior odds [4]. Notice that BF is a ratio of the evidence of the alternative models.

Several techniques are available for computing Bayes factors. An exhaustive review
can be found in [5]. The Bayesian Information Criterion (BIC) gives a rough approxi-
mation to the logarithm of BF, which does not require evaluation of prior distributions
of the parameters of the models [6].

In our application scenario, classifiers offering orientation to brain tumour diagnosis
can be trained with different sets of data. Thus, each model Mi can be trained from a
set of samples Zi of the same population Z.

In a classification problem, comparing the predictive distributions of the models
(how well they predict new data) gives more information than comparing their evi-
dences (how well they explain the data). In other words, we are interested in finding the
predictive distribution for Z of eachMi trained with Zi. Thus, we could re-arrange (2):

P (Mm|Z)
P (Ml|Z)

=
P (Mm)
P (Ml)

P (Z¬m|Zm,Mm)
P (Z¬l|Zl,Ml)

(3)

The righmost expression is a ratio of the predictive distributions of two models. Notice
that Z has been splitted into the training samples of each model (Zm and Zl, respec-
tively) and the samples not used for tuning their parameters (Z¬m and Z¬l).

Two alternative methods are proposed to perform the model comparison when dif-
ferent datasets are used for training each model: Method A, consisting on creating a Z
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from the union of samples with labels common to every Zi; and Method B, which joins
all the samples, Z =

⋃
Zi, and applies Mean Imputation (MI) when a model is unable

to deal with some of the labels. Although MI can lead to biased estimations when used
for missing data, in this context it is applied as an estimator of the mean likelihood
obtained by the set of classifiers able to discriminate a specific label.

The first method offers a way of obtaining a common set of samples for comparing
models addressing different questions but with some common answers (namely labels).
It also ensures that every model is able to discriminate any sample in Z. The latter,
however, is less restrictive and offers a compromise solution that balances the weight
assigned to a model able to discriminate classes with low prevalences in Z with models
capable to solve more general, yet less challenging questions.

2.1 Assigning Proper Priors to Models

Up to now, we have assumed that we have no reason to assign strongly differing priors
P (Mi) to the alternative models. However, it could be useful to calculate the prior
according to the similarity of the current test sample zκ with respect to the data each
model has been trained with. For doing this, let us assume that for each set of samples
Zi = {zj}N

1 there exists a setKi = {kj}N
1 , with direct correspondence between the jth

sample zj and kj . Each kj is a set of values describing the contextual information of the
jth sample. Contextual information is defined as extra information about the samples
not used for training purposes. The prior probability of Mi can be expressed as:

P (Mi) = P (kκ|Ki) =
∫

P (kκ|ω,Ki)P (ω|Ki)dω, (4)

where kκ is the contextual information associated to the current sample zκ to be tested
by the different candidate models and ω is the set of parameters modeling the contextual
information. P (kκ|Ki) is a way of objectively determine the similarity of a test sample
to the training set of each classification model to be compared.

2.2 Measuring Train and Test Performances

Let us suppose that there exists Ztest, composed by samples different to any sample in
Z =

⋃
Zi.

If we assume that samples in Z and Ztest are independent and identically-distributed
(i.i.d.), we can calculate the next posterior odds for comparing Mm and Ml:

P (Mm|Z,Ztest)
P (Ml|Z,Ztest)

=
P (Mm)
P (Ml)

P (Z¬m,Ztest|Zm,Mm)
P (Z¬l,Ztest|Zl,Ml)

=
P (Mm)
P (Ml)

P (Z¬m|Zm,Mm)
P (Z¬l|Zl,Ml)

P (Ztest|Zm,Mm)
P (Ztest|Zl,Ml)

(5)

We call P (Z¬m|Zm,Mm)
P (Z¬l|Zl,Ml)

the Training Factor because evaluates how well Z is predicted.

Analogously, we call the Testing Factor to P (Ztest|Zm,Mm)
P (Ztest|Zl,Ml)

because it measures the
predictive ratio of the two models with respect to a new set of samples Ztest.
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Now, using (4) in (5) we can obtain:

P (Mm|Z,Ztest)
P (Ml|Z,Ztest)

=
P (kκ|Km)
P (kκ|Kl)

P (Z¬m|Zm,Mm)
P (Z¬l|Zl,Ml)

P (Ztest|Zm,Mm)
P (Ztest|Zl,Ml)

(6)

Finishing, if we need to compare M models, (6) can be generalized to:

P (Mm|Z,Ztest)∑M
l=1 P (Ml|Z,Ztest)

=
P (kκ|Km)P (Z¬m|Zm,Mm)P (Ztest|Zm,Mm)∑M

l=1 P (kκ|Kl)P (Z¬l|Zl,Ml)P (Ztest|Zl,Ml)
(7)

3 Material and Methods

3.1 Database and Corpora

An evaluation of the Bayesian approach consisting of ranking brain tumour classi-
fiers is shown in this study. A multicenter multiproject evaluation is followed [7]. It is
based on training classifiers with the data of a multicenter project, INTERPRET (2000-
2002) [8,9], and evaluating with the data acquired in a subsequent multicenter project,
eTUMOUR (2004-2009) [10]. Both projects followed an acquisition protocol to guar-
antee the compatibility of the signals accrued at the different participating centers [11].

Table 1. Description of the labels and the number of samples of the INTERPRET (2000-2002)
and eTUMOUR (2004-2009) projects for each corpus. Labels have been defined according to
WHO. C7kids contains only paediatric cases (≤ 18 y.o.).

CORPUS LABELS INTERPRET eTUMOUR

C1
common aggressive

217 170common grade II glial
low grade meningioma

C2
aggressive

243 195grade II glial
low grade meningioma

C3
grade I-II glial

140 158
grade III-IV glial

C4
grade I-II

262 222
grade III-IV

C5
affected

304 222
healthy tissue

C6
grade I-II meningioma

282 222
other brain tumours

C7kids

aggressive
31 62

non-aggressive

C7adults

aggressive
240 151

non-aggressive
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304 samples from the INTERPRET database acquired from six international centers
were used for training purposes. These samples were Single voxel (SV) 1H magnetic
resonance spectra (MRS) at 1.5T at Short echo time (TE, 20 or 30-32ms). Histopatho-
logical diagnoses and spectral quality were validated respectively by the INTERPRET
Clinical Data Validation Committee and expert spectroscopists [8].

Ten international institutions in the framework of eTUMOUR provided a total amount
of 222 cases with SV Short TE (20 or 30-32ms) MRS at 1.5T. Histopathological diag-
noses were validated in the context of clinical setting and radiological images by the
eTUMOUR Clinical Validation Committee.

The classes considered were based on the histological classification of the Central
Nervous System tumours set up by the World Health Organization (WHO) [12].

16 corpora (8 for training, 8 for testing) were defined according to different criteria
like the tumour type and grade or the age of the patients. Table 1 shows the labels asso-
ciated to each corpus, always according to WHO, and the number of samples available
from each project.

In order to reduce the dimensionality of the data managed, a peak integration (PI)
to mean metabolites of the region of [0.5, 4.1] ppm interval was carried out. PI is a
method successfully applied in [7] which allows a reduction from the whole spectra to
15 parameters, representing the concentration of the mean metabolites in each spectra.

3.2 Classifiers: Multilayer Perceptron Networks

This ranking framework can be applied to any classification technique able to express
its answers as a probability. Classifiers based on Gaussian mixtures, linear discriminant
analysis, support vector machines or k nearest neighbors can be applied because these
techniques allow the calculation of the likelihood of a test case. Nevertheless, we have
choose Multilayer perceptron networks (MPN) for the evaluation of the ranking because
allow easy comparison of different model complexities (namely, network topologies).

MPN can be used to define probabilistic models for regression and classification
tasks by using the outputs to define the conditional distribution for one or more targets,
yk as a function of several possible values of an input vector, x [13,14].

Fully connected MPN with different topologies have been selected for the evaluation
of the ranking framework: N1, with one hidden layer of 8 units; N2, with one hidden
layer of 15 units; N3, counting two hidden layers of 8 and 4 units respectively; and N4
with two hidden layers of 12 and 6 units. Backpropagation algorithm with Levenberg-
Marquardt optimization was used to train the networks. The theorem of Ripley [15]
indicates that a great amount of training samples (around 6.000) is needed if we want
guarantee a minimum error of 0.25 for the most complex topology (N4). Neverthe-
less, this theorem is a pessimistic estimator and, usually, MPN are able to obtain better
training results with much less samples.

4 Results and Discussion

We have trained 4 classification networks (N1, . . . , N4) with each INTERPRET corpus
(Table 1), counting a total of 32 candidates to be compared.
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Table 2. Likelihood of the eTUMOUR data for the classifiers trained with INTERPRET data

Method A Method B
N1 N2 N3 N4 N1 N2 N3 N4

C1 0.716 0.754 0.706 0.665 0.724 0.727 0.704 0.681
C2 0.716 0.714 0.531 0.512 0.662 0.665 0.531 0.504
C3 0.764 0.743 0.758 0.764 0.700 0.670 0.650 0.688
C4 0.716 0.763 0.827 0.763 0.713 0.706 0.799 0.731
C5 0.971 0.952 0.980 0.980 0.930 0.953 0.973 0.968
C6 0.915 0.917 0.909 0.880 0.840 0.831 0.837 0.820
C7kids 0.471 0.567 0.573 0.434 0.583 0.629 0.619 0.562
C7adults 0.734 0.694 0.735 0.705 0.712 0.652 0.715 0.612

The mean likelihood obtained by each candidate is summarized in Table 2. In
Method A, likelihood was calculated for a set of samples with labels common to ev-
ery corpus. This set of labels can be seen in Table 3. Although Oligodendroglioma is
uncommon in both adults and children, it was selected by Method A because it collects
the labels included in all corpora regardless their prevalence. In contrast, likelihoods
obtained with Method B were evaluated for the whole set of eTUMOUR; When a net-
work was unable to classify a sample because it could not be categorized into the labels
the network discriminated among, mean imputation was applied.

Networks trained with C7kids corpus showed a low likelihood compared to the oth-
ers. This was because these networks were trained with a low number of paediatric
samples and the likelihood had been calculated for a set of samples where adult cases
predominated. The tumour types commonly seen in children with brain tumours differ
from those in adults and this may explain the performance differences [16].

Although similar results were observed for both methods, C7kids results were bet-
ter when Method B was applied. This is due to the mean imputation and the larger
amount of paediatric cases collected when using the whole eTUMOUR data set as
Ztest. Method B slightly favours the performance of networks trained with samples
of low prevalence.

Table 4 shows the top 10 ranking according to the evidence calculated for each net-
work. The evidence is a combination of the likelihood and a penalty (often known as
Occam’s penalization) due to the complexity of the model measured in terms of number
of parameters to be tuned. Since likelihoods obtained were very similar for each corpus,
the Occam’s penalization was determinant for establishing the sorting of the candidates.

Table 3. Number of samples obtained for Ztest (eTUMOUR) applying Method A

WHO Label
eTUMOUR

Children Adults
DIFFUSE ASTROCYTOMA 9400/3 7 19
GLIOBLASTOMA 9440/3 4 65
OLIGODENDROGLIOMA 9450/3 2 5
TOTAL 13 89
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Table 4. Top 10 ranking of the networks. Left ranking is obtained applying equal priors to each
candidate. Center and right rankings are the result of assigning weights with relation to the sim-
ilarity of the age of a test case (5 and 56 y.o. respectively) to the mean age of the training data
of each candidate. Candidates are expressed in pairs of (corpus; network). Ranking coincidences
are reflected by showing the candidate centered between the two methods.

EQUAL PRIORS PROPER PRIORS (5 y.o. test) PROPER PRIORS (56 y.o. test)

RANKING METHOD A METHOD B METHOD A METHOD B METHOD A METHOD B
1st C5; N1 C7kids; N1 C5; N1
2nd C6; N1 C5; N1 C6; N1 C7adults; N1
3rd C3; N1 C4; N1 C6; N1 C7adults; N1 C6; N1
4th C7adults; N1 C3; N1 C3; N1 C3; N1 C4; N1
5th C4; N1 C7adults; N1 C4; N1 C4; N1 C3; N1
6th C7kids; N1 C7adults; N1 C1; N1
7th C1; N1 C2; N1 C2; N1
8th C2; N1 C1; N1 C7kids; N1
9th C5; N3 C7kids; N3 C5; N3

10th C6; N3 C5; N3 C6; N3

The ranking obtained when equal priors were assigned to each of the 32 candidates
can be seen in Table 4, left. Observe also that C7kids;N1, though presenting a low
likelihood compared with others, was preferred due to its simplicity (it is ranked as 6th).

Center and right rankings were the result of applying weights to each candidate ac-
cording to the similarity of the age of a test patient with respect to the mean age of
the samples used for training each network. This weightening can be appreciated in the
results: When ranking the candidates for a patient of 5 y.o. (center ranking) both meth-
ods assigned as a first option a network trained with children cases (C7kids). Similarly,
when applied for a test case of 56 y.o. (right ranking), the ranking model assigned as
first option networks where the mean age of their training corpora was greater.

Althought minor differences are observed in the ranking obtained with each method,
both behave as expected, giving a ranking balanced between the similarity of the train-
ing data to the test case and the candidate performances.

This ranking framework can be used in any DSS offering support from a large set of
classifiers similarly to the way a Web search engine works. The user can have access to
the first top 10 classifier results or totally rely on the ranking and consult only the result
of the first candidate.

5 Concluding Remarks

This study has examined a ranking model for classifiers for brain tumour classification
from a Bayesian perspective. This ranking model evaluates the performance of the clas-
sifiers to be compared even if they are inferred from different sets of data. Additionally,
we assign a prior to each model based on a measure of similarity of the training data to
a test case.

The main conclusion from this test is that the ranking model based on a Bayesian
approach can be effectively applied to the real problem of selecting classifiers for brain
tumour classification.
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Although evaluation with larger datasets is necessary, our results are very promising.
Moreover, the ranking model we present is general-purpose and can easily be applied
to real data in diagnostically challenging areas.
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7. Garcı́a-Gómez, J.M., et al.: Multiproject-multicenter evaluation of automatic brain tu-

mor classification by magnetic resonance spectroscopy. Magnetic Resonance Materials in
Physics, Biology and Medicine (2008) (Epub ahead of print)

8. Tate, A.R., et al.: Development of a decision support system for diagnosis and grading of
brain tumours using in vivo magnetic resonance single voxel spectra. NMR Biomed. 19,
411–434 (2006)

9. INTERPRET Consortium: INTERPRET web site. Technical report, IST-1999-10310, EC
(accessed March 23, 2009), http://azizu.uab.es/INTERPRET

10. eTumour Consortium: eTumour: Web accessible MR Decision support system for brain tu-
mour diagnosis and prognosis, incorporating in vivo and ex vivo genomic and metabolomic
data. Technical report, FP6-2002-LIFESCIHEALTH 503094, VI framework programme, EC
(accessed March 23, 2009), http://www.etumour.net

11. van der Graaf, M., et al.: MRS quality assessment in a multicentre study on MRS-based
classification of brain tumours. NMR Biomed. 21, 148–158 (2008)

12. Louis, D.N., Ohgaki, H., Wiestler, O.D., Cavenee, W.K.: WHO classification of tumours of
the central nervous system. IARC Press, Lyon, France (2007)

13. Rumelhart, D., Hinton, G., Williams, R.: Learning representation by back-propagation errors.
Nature 323, 533–536 (1986)

14. Neal, R.M.: Bayesian Learning for Neural Networks, 1st edn. Lecture Notes in Statistics.
Springer, Heidelberg (1996)

15. Ripley, B.D.: Statistical aspects of neural networks. In: Networks and Chaos: Statistical and
Probabilistic Aspects, Chapman and Hall, Boca Raton (1993)

16. CBTRUS (2007): 2007-2008 statistical report: Primary brain tumors in the united states,
1998-2002. Technical report, Central Brain Tumor Registry of the United States (2007)

http://azizu.uab.es/INTERPRET
http://www.etumour.net


Feature Selection with Single-Layer Perceptrons for a
Multicentre 1H-MRS Brain Tumour Database

Enrique Romero1, Alfredo Vellido1, and Josep Marı́a Sopena2

1 Departament de Llenguatges i Sistemes Informàtics, Universitat Politècnica de Catalunya
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Abstract. A Feature Selection process with Single-Layer Perceptrons is shown
to provide optimum discrimination of an international, multi-centre 1H-MRS
database of brain tumors at reasonable computational cost. Results are both intu-
itively interpretable and very accurate. The method remains simple enough as to
allow its easy integration in existing medical decision support systems.

1 Introduction

Diagnostic decision making in brain oncology is, for rather obvious reasons, an ex-
tremely sensitive matter. Much of the responsibility of brain tumour diagnostic deci-
sions ultimately rest on the expert clinician’s shoulders. Taking into account that most
diagnostic techniques have to be non-invasive in this domain, clinicians might benefit
from the use of an at least partially automated computer-based medical decision support
system (MDSS) that embedded data mining processes. The reluctance of a clinician to
seek the support of a computer-based MDSS should not be underestimated, though, as
exemplified by the few products of this kind reaching mainstream medical practice [1].
This makes simplicity and robustness compulsory requirements for the employed data
analysis methods.

In this study, we analyze Magnetic Resonance Spectroscopy (MRS) brain tumor data
from the INTERPRET European research project [2]. The original database contains
records corresponding to many brain tumour pathologies (many of which are repre-
sented by a very small sample of cases) and even to healthy brain tissue. This makes
their computer-based automated classification a non-trivial undertaking that must be
carefully designed. Most importantly, the high dimensionality of the data also precludes
the straightforward interpretation of the obtained results, limiting their usability in a
practical medical context, in which interpretability is paramount.

In the case of MRS data mining, one way to comply simultaneously with the afore-
mentioned simplicity and interpretability requirements is through dimensionality reduc-
tion and, more specifically, through feature selection (FS). In this paper a FS
procedure with Single-Layer Perceptron (SLP) classifiers that yields very accurate re-
sults with a parsimonious subset of interpretable spectral MRS frequencies is described.
The method is based on the hypothesis that irrelevant features produce smaller varia-
tions in the output values than relevant ones. Hence, a natural way of comparing the
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relevance of two features is by comparing the absolute values of the derivatives of the
output function with respect to the corresponding input units in the trained model. For
SLP, the variation (in absolute value) of the output function is smaller for input features
with smaller weights (in absolute value). Therefore, the magnitude of the weight can be
considered as an indicator of its importance.

A backward selection technique was used as search procedure: starting from the
complete set of available features, several features are removed at every step. The num-
ber of features removed at every step is a parameter of the system that controls the
granularity of the selection and its computational cost. Under the hypothesis that many
of the features are not necessary to obtain a good classification performance (which is a
reasonable hypothesis for the analyzed MRS data set), an aggressive strategy structured
in three phases was designed to save computational time: in a first phase, 50% of the
features were removed at every step of the backward selection procedure. In a second
phase, a 20% of the remaining features were removed. Finally, in a third phase, features
were removed one by one.

The experiments with 1H-MRS data reported in the following sections validate the
usefulness of the described method, since the results presented are, to the best of our
knowledge, the best reported up to date using this database. In addition, most of the
selected features have a direct interpretation in terms of metabolites and molecules often
mentioned in the MRS literature as descriptors of brain tumor pathologies.

2 Description of the INTERPRET 1H-MRS Brain Tumour Data

The echo time is a determinant parameter in 1H-MRS data acquisition. In short-echo
time (SET) spectra some metabolites are better resolved (e.g. lipids, myo-inositol, glu-
tamine and glutamate). However, there may be numerous overlapping resonances
making the spectra difficult to interpret [3]. The use of a long-echo time (LET) in the
acquisition of spectra yields less clearly resolved metabolites but also less baseline dis-
tortion, resulting in a more readable spectrum. LET data also allow a more reliable
analysis and testing of classification methods [4].

In this study we consider three different data sets of single voxel 1H-MR spectra,
acquired in vivo from brain tumor patients. The first was acquired at SET, the second
at LET and, finally, the third is a fusion of the two previous ones, where the spec-
tra acquired at two echo times obtained for the same patient (when both echo times
were available) are combined through straight concatenation. The clinically-relevant re-
gions of both the SET and LET spectra were sampled to obtain 195 frequency intensity
values.

Class (tumour pathology type) labelling was performed according to the World Health
Organization (WHO) system for diagnosing brain tumors by histopathological analy-
sis of a biopsy sample. For the reported experiments, spectra were bundled into three
groups, namely: G1: low grade gliomas (astrocytomas grade II, oligoastrocytomas grade
II and oligodendrogliomas grade II); G2: high grade malignant tumors (metastases and
glioblastomas); and G3: meningiomas. In summary, three data sets were analyzed: SET
(217 cases and 195 features), LET (195 cases and 195 features) and SET+LET (195
cases and 390 features).
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3 Some Precedents of Feature Selection and Classification with
INTERPRET 1H-MRS Brain Tumour Database

Previous published work analyzing similar 1H-MRS INTERPRET data used feature
extraction (PCA, specifically) followed by LDA to distinguish between high-grade ma-
lignant tumours and meningiomas, obtaining a mean AUC (area under the ROC curve)
of 0.94, using 6 principal components [5]. The same method was used to distinguish be-
tween high-grade malignant tumours and astrocytomas Grade II (part of the low-grade
gliomas group), obtaining a mean AUC of 0.92, also using 6 principal components.
Independent Component Analysis (ICA), an alternative feature extraction method, has
also been applied to analyze an earlier version of the INTERPRET data in [6].

This type of binary classification, in different combinations, has been carried out with
different versions of INTERPRET 1H-MRS data and with varying degrees of success
(see, for instance, the combination of spectrometric and imaging data in [7]). This is a
somehow easier problem than the multi-class one that we deal with in this paper. In [8],
this time using exactly the same three groups of tumours that we have analyzed in this
study, a basic linear model (LDA) with 6 spectral frequencies (3.72, 3.04, 2.31, 2.14,
1.51 and 1.20 ppm) achieved a 83% of correct classification on an independent test set
for LET, and a 89% correct classification for SET, using 5 frequencies (namely 3.76,
3.57, 3.02, 2.35 and 1.28 ppm). Similar results were found for LET data in [4] for a
combination of PCA and LDA and for different versions of support vector machines.

Only a few recent works have addressed the problem of multi-class classification of
1H-MRS data by combination of echo times. In [3], SET and LET data were combined
in a classification problem that involved four groups of tumours: high grade malignant
tumours and meningiomas, as in the current study, and astrocytomas grade II (part of
our low grade gliomas) and anaplastic astrocytomas. Using LDA, the correct diagnosis
was suggested by at least one of the echo times in 90% of all cases. A far more similar
approach to the one followed in the current study (combining the SET and LET data
through concatenation) was used in [9], also to classify G1, G2 and G3: feature selec-
tion followed by LDA achieved 88.71% test accuracy, while PCA followed by LDA
achieved a maximum of just over 90% test accuracy for 8 principal components.

4 Feature Selection Process

The problem of FS can be defined as follows: given a set of d features, select a subset
that performs the best under certain evaluation measure. From a computational point
of view, the definition of FS usually leads to a search problem in a space of 2d ele-
ments. In this case, two components must be specified: the feature subsets evaluation
measure and the search procedure through the space of feature subsets. If any of these
two componentes depends on an external model, it must also be specified.

In the rest of the section, the constituent elements of the FS process for the 1H-MRS
brain tumour database are described.

4.1 Model

SLP Artificial Neural Networks (ANN) with sigmoidal output units were used both
for the feature subsets evaluation measure (within the FS process) and to obtain the
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test accuracy (within the learning process). The number of output units was set to the
number of classes of the problem. Therefore, the activation yj of the output unit j for a
d-dimensional input vector x is computed as

yj = g

(
d∑

k=1

xk · ωjk + bj

)
, (1)

where ωjk is the weight that connects the input unit k with the output unit j, bj is the
bias of the output unit j, and g(z) is a sigmoidal function. The SLP were trained in this
study so as to minimize the sum-of-squares error.

There are several reasons for using SLP instead of more complex ANN alternative
models in this particular case. FS with Multi-Layer Perceptrons (MLP) would be com-
putationally too expensive for the number of features of the 1H-MRS brain tumour data
set [10]. In addition, MLP parameters are more difficult to adjust. Alternatively, FS with
linear Support Vector Machines (SVM) [11] usually computes the saliency of the fea-
tures as a function of the weights, as in our model (see below). However, the weights
of a SLP are not necessarily a linear combination of the data, as for linear SVM. There-
fore, the saliency of every feature is likely be more independent for SLP than for linear
SVM. In addition, linear models had shown quite good performance with these data in
previous studies [8].

4.2 Feature Subsets Evaluation Measure

The evaluation measure (the relevance) of a feature subset was computed as the sum of
the individual saliencies of its features. The saliency si of a feature i over O outputs
was computed as: si =

∑O
j=1 |ω̂ji|, where ω̂ji are the weights of the trained SLP.

This method is based on the hypothesis that irrelevant features produce smaller vari-
ations in the output values than relevant ones. Hence, a natural way to compare the
relevance of two features is to compare the absolutes values of the derivatives of the
output function with respect to their respective input units in the trained model.

Formally, the derivative in the trained model of the output function yj in (1) with
respect to an input feature xi is

∂yj

∂xi
= g′

(
d∑

k=1

xk · ω̂jk + bj

)
· ω̂ji,

and, for every j,
|∂yj/∂xi1 |
|∂yj/∂xi2 |

=
|ω̂ji1 |
|ω̂ji2 |

.

Therefore, the variation (in absolute value) of the output function is smaller for input
features with smaller weights (in absolute value), and they are the main candidates to be
eliminated in a FS process. In summary, for linear discriminant functions such as SLP,
the magnitude of the weights corresponding to a feature is considered as an indicator of
its importance. Similar ideas can be found elsewhere (see, for example, [11] or [12]).
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4.3 Search Procedure

A backward selection procedure was used as an iterative selection process guided by
the previously defined saliency measure. Starting from the complete set of available
features, a subset of them was removed at every step of the algorithm according to the
evaluation measure. Since the evaluation measure of a feature subset is computed as the
sum of the saliencies of its features, the features to be removed at every step are those
with the smallest saliency. The number of features removed at every step is a parameter
of the system, that controls the granularity of the selection and the computational cost.
The main reason for choosing a backward procedure instead of a forward one is twofold:
First, a backward procedure allows, at the onset, to take into account all the interactions
among variables. Second, the parameters of the SLP are easier to adjust.

4.4 Algorithm

The FS algorithm finally applied in this study consisted of three general phases:

1. Perform a backward selection procedure (see section 4.3), starting with the whole
set of features, until only one feature remain. At every step:
(a) Train a SLP with the remaining features (see section 4.1).
(b) Compute the saliency of every feature (see section 4.2).
(c) Remove the 50% of the remaining features with the lowest saliency.
For every feature subset obtained, estimate its generalization performance. Out of
all the results, keep the previous to the best one for the next phase (to avoid missing
a possible generalization maximum in intermediate, not analyzed, subsets).

2. The second phase is similar to the first one, except for:
(a) The initial feature subset is the one obtained in the first phase.
(b) At every step, 20% of the remaining features are removed.

3. The third phase is similar to the second one, except for:
(a) The initial feature subset is the one obtained in the second phase.
(b) At every step, one feature is removed.

5 Experiments

5.1 Experimental Setting

No preprocessing of the data was done, since all the features were in the same range of
values. The target values were generated with a 1-of-C coding scheme (a value of 1 for
the correct class, an 0 for all the others).

The SLP models were trained with the Delta rule in on-line mode for 10, 000 epochs.
The logistic function g(z) = 1

1+e−z was used for the output units. Initial weights and
momentum were set to 0. Learning rates were heuristically adjusted.

The saliencies were calculated using the whole data set, and five runs of a 5-fold
stratified Cross-Validation (CV) were performed to estimate the generalization perfor-
mance. Prior to every CV, the data were randomly shuffled. The complete experiment
took around 7 hours in an Intel Xeon CPU at 2,000 MHz.
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Table 1. Classification and FS results

Data Set Test NF Features Selected (ppm)
SET 95.72% 29 3.13 1.51 4.15 1.65 3.74 3.60 3.51 1.30 1.82 3.45

2.31 2.22 2.27 3.32 3.77 1.87 0.94 3.81 3.24 2.29
2.03 1.97 1.47 1.63 3.56 3.93 2.23 1.59 3.34

SET 90.51% 18 1.51 3.13 2.22 2.27 3.56 3.60 3.45 3.51 1.87 2.29
2.03 1.47 1.59 1.97 3.74 4.15 3.77 1.30

Data Set Test NF Features Selected (ppm)
LET 95.79% 50 1.23 2.16 2.27 2.33 3.36 0.87 3.72 1.42 2.99 2.39

3.09 3.05 1.76 0.54 2.88 1.53 1.44 2.52 2.54 2.56
3.70 3.64 3.32 1.32 3.91 2.94 1.06 3.20 3.55 3.85
1.59 3.53 3.18 3.79 1.04 0.64 3.26 2.48 0.73 1.27
1.51 3.37 3.45 3.03 1.84 4.19 1.91 3.39 3.94 0.89

LET 90.26% 8 2.27 2.16 1.23 2.99 2.88 0.87 3.72 1.76

Data Set Test NF Features Selected (ppm)
SET+LET 98.46% 18 L2.88 L2.27 S0.89 S3.58 L2.03 L2.54 L3.64 L1.59 S1.32

L3.79 S3.77 L1.84 S3.45 L3.70 S1.25 S2.12 L0.70 S3.18
SET+LET 91.08% 9 L2.27 L2.88 S2.12 L1.59 L2.54 L3.79 S3.58 S1.25 L2.03

5.2 Results

Classification and FS results of the experiments for the three data sets studied are sum-
marized in Table 1 (SET: top, LET: middle, and SET+LET: bottom). For the combi-
nation of echo times, SET+LET, up to a 98.46% average test accuracy (an average of
only 3 misclassifications out of 195 spectra) was achieved using a parsimonious subset
of only 18 spectral frequencies, 8 of them belonging to SET and 10 to LET. The results
reported in the second rows of Table 1 illustrate how the test accuracy deteriorates as
we detract features from the selected subset. Nevertheless, for the SET+LET data set,
a selection of 9 spectral frequencies (a mere 2.3% of the original 390) was still able to
retain over 91% of the average test classification accuracy in the multi-class problem
involving low grade gliomas, high grade malignant tumors, and meningiomas.

For illustration, the 18 selected spectral frequencies are displayed, together with the
mean spectra of the three tumour classes, in Figure 1, both for SET (top) and LET
(bottom) data separately. Many of them have a clear interpretation as resonances of
metabolites and molecules often reported in the MRS literature as descriptors of brain
tumor pathologies. They include, at SET: Alanine (2CH-group) at 3.77 ppm, Glycine
(2CH2-group) or Myo-Inositol at 3.58, possibly Taurine at 3.45, Choline and other
trimethylamine-containing compounds at 3.18, Glutamate and Glutamine (3CH2- and
4CH2- groups) at 2.12, Lactate and Lipids at 1.32 and 1.25, and also lipids at 0.89.
They also include, at LET: Glutamate/Glutamine-containing compounds (2CH-groups)
at 3.79 and, possibly, 3.70, Glutamate and Glutamine metabolites (this time 4CH2-
groups) at 2.54 and 2.27, and N-acetylaspartate and other N-acetyl-containing com-
pounds at 2.03. All this metabolic information should provide medical experts with
intuitive insights on the diagnoses of the analyzed brain tumour pathologies.
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Fig. 1. Representation of the 18 selected spectral frequencies from the SET+LET data set as
vertical lines, with their value in ppm tagged by their side. Left plot: SET results; right plot: LET
results. The 3 most relevant frequencies of each echo time are represented with thicker lines.
Mean spectra of each class are represented as dashed lines (low grade gliomas), dotted lines
(high grade malignant tumors), and solid lines (meningiomas).

The use of a single echo time yields a 95.72% average test accuracy (an average
of between 8 and 9 misclassifications out of 195 spectra) for SET using 29 spectral
frequencies and a very similar 95.79% for LET, this time using a less compact subset of
50 selected frequencies. According to these results, a classification based on SET only
might be preferred to one based on LET only (on the grounds of easier interpretation),
although LET reaches a rather good compromise between accuracy and interpretability
with a 90.26% result using only 8 frequencies. In any case, according to the results
reported in Table 1, models using SET+LET instead of a single echo time should always
be the choice in order to achieve optimal generalization.

Furthermore, our results using SET+LET to discriminate between low grade gliomas,
high grade malignant tumors, and meningiomas with a combination of FS and SLP
improve on those reported in [9] for the same problem (using stepwise FS with LDA), by
almost a 10% average test accuracy. Our results using only SET and LET also improve
on those previously reported for the same problem in [8,4,3].

6 Conclusions and Future Work

A simple SLP with FS has achieved a near perfect classification (measured by test ac-
curacy) of an international, multi-centre 1H-MRS data set by combining data acquired
at two different echo times. This performance is better than that achieved using data
obtained at any of the echo times separately, reinforcing previous results [9]. In future
research, out-of-sample data should be acquired in order to fully ensure the general-
ization capabilities of the model. Importantly, these good results are obtained while
retaining model simplicity and interpretability, as they only require less than 5% of
the original frequencies (most of them identifiable as known descriptors of brain tumor
pathologies).

The FS procedure was designed with an aggressive strategy that allowed to save
computational time, making it feasible for data sets with a large number of variables.
However, for highly correlated features the values of the weights (and therefore the
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saliency) may be distributed in the trained SLP, leading to unsuitable FS. In this case,
the FS process would benefit from a previous filter procedure where highly correlated
features were considered as a single one.
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Abstract. The human supervision is required nowadays in many scien-
tific applications but, due to the increasing data complexity, this kind
of supervision has became too difficult or expensive and is no longer
tenable. This paper therefore focuses on weakly-supervised classification
which uses contextual informations to label the learning observations and
to build a supervised classifier. This new kind of classification is treated
in this work with a mixture model approach. For this, the problem of
weakly-supervised classification is recasted in a problem of supervised
classification with uncertain labels. The proposed approach is applied to
cervical cancer detection for which the human supervision is very difficult
and promising results are observed.

1 Introduction

The supervised classification is used nowadays in many applications requiring a
decision: optical character recognition, image classification or cancer detection.
All existing approaches for supervised classification require a human supervision
of all learning observations in order to build the classifier which is then used
to classify new observations (see [7]). However, in many applications, this kind
of supervision is either difficult or expensive. For instance, in bio-medical appli-
cations (cervical cancer detection, MRI images, DNA micro-array, ...), domain
experts are asked to manually label a sample of learning data which are then
used for building the supervised classifier. In such applications, the cost of the
supervision phase is usually high due to the difficulty of labeling complex data.
In addition, the performance of human experts is not constant over the time
whereas automatic labeling is slightly less efficient but remains stable. Figure 1
illustrates this phenomenon.

To face with the increasing difficulty of labeling learning data, a new kind of
classification is emerging: the weakly-supervised classification. The idea of such
a strategy is to used informations which are usually easy to obtain instead of
asking an expert to label a very large set of learning data. Weakly-supervised
classification aims to build a supervised classifier able to discriminate several
classes using a set of learning observations and weak informations about their
belongings to the classes. The weak informations are usually provided by the
context in which the observations have been collected. For instance, each pixel of
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Fig. 1. Performance of a human expert over the time for a supervision task

an image containing a bike can be associated with the label “bike” even so several
pixels of this image can belong to the background. Therefore, the additional
difficulty compared to the traditional supervised classification is finding a way
to extract a label for each learning observation from its associated contextual
informations.

This paper is organized as follows. Section 2 first introduces the problem of
weakly-supervised classification and then presents the mixture model which will
be used in this work to learn a classifier under a weak supervision. Section 3 is
devoted to the application of the proposed approach to cervical cancer detection
and Section 4 proposes some concluding remarks.

2 Weakly-Supervised Classification with Mixture Models

This section introduces the problem of weakly-supervised classification and
presents a weakly-supervised classification approach based on the mixture model
of Robust Mixture Discriminant Analysis.

2.1 Our Approach of Weakly-Supervised Classification

In this work, we propose to closer the task of weakly-supervised classification
to the supervised classification with label noise in which a supervised classifier
is learned from data with uncertain labels. Recently, Bouveyron et al. proposed
in [2] a method, called Robust Mixture Discriminant Analysis (RMDA), able
to build a supervised classifier from data with uncertain labels. In order to
be able to use this approach for weakly-supervised classification, we have to



Weakly-Supervised Classification with Mixture Models 1023

recast the problem of weakly-supervised classification in a problem of supervised
classification with uncertain labels.

For the sake of clarity, we describe our approach in the binary classification
framework (2 classes: positive and negative) but it can obviously be extented
to the general multi-class classification case. We propose to roughly label the
learning observations with their associated contextual informations: all the ob-
servations associated with the information “positive” are labeled as positive even
so many of these observations do not belong to this class. In the same manner,
all the observations associated with the information “negative” are labeled as
negative. By doing that, we consciously introduce a label noise between both
classes. However, it should be possible using RMDA to identify the actual la-
bel of each learning observation and, finally, build a supervised classifier able to
classify correctly new observations.

2.2 Robust Mixture Discriminant Analysis

The idea of Robust Mixture Discriminant Analysis is to compare the supervised
information carried by the labels with an unsupervised modelling of the data in
order to detect inconsistent labels. For this, let us consider a multivariate mixture
model in which two different structures coexist: an unsupervised structure of
K clusters (represented by the random discrete variable S) and a supervised
structure, provided by the learning data, of L classes (represented by the random
discrete variable C). As in the standard mixture model, we assume that the data
(x1, ..., xn) are independent realizations of a random vector X ∈ R

p with density
function:

p(x) =
K∑

k=1

P (S = k)p(x|S = k), (1)

where P (S = k) is the prior probability of the kth cluster and p(x|S = k) is
the conditional density of the kth cluster. Let us now introduce the supervised
information carried by the learning data. Since

∑L
�=1 P (C =  |S = k) = 1 for

all k = 1, ...,K, we can plug this quantity in (1) in order to obtain:

p(x) =
L∑

�=1

K∑
k=1

P (C =  |S = k)πkp(x;αk), (2)

where P (C =  |S = k) can be interpreted as the probability that the kth
cluster belongs to the  th class and thus measures the consistency between classes
and clusters. Using the classical notations of parametric mixture models and
introducing the notation r�k = P (C =  |S = k), we can reformulate (2) as
follows:

p(x) =
L∑

�=1

K∑
k=1

r�kπkp(x;αk). (3)

Therefore, (3) exhibits both the modelling part of our approach, based on a
mixture model, and the supervision part through the parameters r�k.
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Estimation Procedure. Due to the nature of the model presented in the pre-
vious paragraph, the estimation procedure is made of two steps corresponding
respectively to the unsupervised and to the supervised part of the comparison.
In this first step of the estimation procedure, we do not use the labels of the
data in order to form K homogeneous groups. Therefore, this step consists in
estimating the parameters of the mixture and depends on the chosen mixture
model. The most used mixture model is the Gaussian model [1] but one can
prefer to use a HD Gaussian model [3] if the data are in high dimension. We
therefore refer to [1,3,8] for inference aspects in the mixture model framework.
The usual way to estimate mixture model parameters is to maximize the likeli-
hood using the iterative Expectation-Maximization algorithm [4]. In this second
step of the procedure, we introduce the labels of the learning data to estimate
the parameters r�k and we use the parameters learned in the previous step for
computing the posterior probabilities P (S = k|X = x) through the Bayes’ rule.
From (3), the log-likelihood associated to our model can be expressed as:

log(L) =
L∑

�=1

∑
x∈Ci

log

(
K∑

k=1

r�kP (S = k|X = x)

)
+ Cste, (4)

where Cste does not depend on the parameters r�k. Consequently, we end up
with the following constrained optimization problem to solve:⎧⎪⎨

⎪⎩
maximize log(L),
with respect to r�k ∈ [0, 1], ∀ = 1, ..., L, ∀k = 1, ...,K,

and
∑L

�=1 r�k = 1, ∀k = 1, ...,K.

Since it is not possible to find an explicit solution to this optimization problem,
an iterative optimization procedure has to be used to compute the maximum
likelihood estimators of the parameters r�k.

Classification Step. In model-based discriminant analysis, new observations
are usually assigned to a class using the maximum a posteriori (MAP) rule which
assigns a new observation x to the class for which x has the highest posterior
probability. Therefore, the classification step mainly consists in calculating the
posterior probability P (C =  |X = x) for each class  = 1, ..., L which can be
expressed as follows:

P (C =  |X = x) =
K∑

k=1

r�kP (S = k|X = x). (5)

As we can see, the probabilities r�k, which quantify the consistency between
the groups and the classes, balance the importance of the groups in the final
classification rule. Consequently, the classifier associated with this decision rule
will be mainly based on the groups which are very likely to be made of points
from a unique class.
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3 Application to Cervical Cancer Detection

This section presents an application of the weakly-supervised classification with
mixture models to an important public health field: cervical cancer detection.
Pap smear screening aims to identify potentially pre-cancerous changes in order
to prevent the development of cancer. In developed countries, the widespread
use of cervical screening programs has reduced the incidence of invasive cervical
cancer by 50% or more. The pap smear screening is usually done by an human
expert who screens each cell contained in a smear. This task is obviously ex-
tremely tiring due to the very large number of cells by smear (up to 20 000) and
the very small proportion of cancer cells (less than 1%). We therefore investigate
here the possibility of substituting the human supervision by a weak supervision.
Figure 2 presents some cytological samples (thin preparation) with normal and
abnormal cells.

3.1 The Data

The dataset comes from a study [5] on the performance of the DNA ploidy
measurements on cervical nuclei for the detection of abnormal cells and has
been provided by Dr. Guillaud from the British Columbia Cancer Agency. For
our study, 20 samples of smears are used and comprise between 2,000 and 4,000
cells. Each nucleus is described by several features which may be divided into 3
categories: morphological, photometric or texture features. These nuclei can be
divided in 2 classes: normal nuclei and abnormal (diseased) nuclei. The diseased
population is really scarce in our dataset and represents only 0.5% of the studied
population. The diagnosis of each cell has been provided by a gynecological
pathologist. The learning dataset is made of 10 smears from healthy subjects and
7 smears from infected subjects for a total of 56 448 cells: 56 317 normal cells
and 131 abnormal cells. The test dataset used for evaluating the performance of
the classification methods is made of 3 smears from infected subjects for a total
of 12 473 cells: 12 431 normal cells and 42 abnormal cells.

Fig. 2. Cytological specimen (thin preparation): smear with normal cells (left) and
smear containing abnormal cells (right)
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Fig. 3. ROC curves for MDA in both supervised and weakly-supervised cases and
RMDA in the weakly-supervised case on the test dataset

3.2 Experimental Setup

For this experiment, actual labels of learning data have been replaced according
the following rule: all observations (cells) belonging to a healthy smear are la-
beled as “normal” and all observations belonging to infected smears are labeled as
“abnormal”. Therefore, all observations labeled as “normal” are correct whereas
a major part of the observations labeled as “abnormal” are incorrectly labeled.
Our approach using RMDA in a weakly supervised context is compared to the
supervised classification method MDA [6] based on mixture models as well. The
method MDA is used in both supervised and weakly-supervised contexts. There-
fore, the results of MDA in the supervised context (using the actual labels) will
be used as the reference result. For the three methods in competition, the Gaus-
sian mixture model is used and the total number of components K is fixed to 8
which is the number of components providing the best results for MDA in the
supervised context.

3.3 Experimental Results

Figure 3 presents the Receiver Operating Characteristic (ROC) curves for the
three studied approaches: MDA in the supervised case, MDA in the weakly-
supervised case and RMDA in weakly-supervised case. On the first hand, it can
be observed that MDA performs very well when the actual labels are used for



Weakly-Supervised Classification with Mixture Models 1027

Table 1. Classification results for MDA in both supervised and weakly-supervised
cases and RMDA in the weakly-supervised case on the test dataset

Method AUC Cut-off pt. FN rate FP rate
MDA full sup. 0.99872 0.9069 0 0.0037
MDA weak. sup. 0.85176 0.1344 0.1904 0.0765
RMDA weak. sup. 0.92222 0.3223 0 0.0830

learning (supervised context). This confirms that automatic strategies can be
used to help doctors for screening the very large number of smears studied every
day. On the other hand, MDA has a very disappointing behavior in the weakly-
supervised context. It is however not surprising to observe such a behavior for
MDA in this case since it gives a full confidence to the labels. Finally, the use
of RMDA in the weakly-supervised context appears to be a good way to solve
this problem. Indeed, the performance of RMDA in the weakly-supervised case
are quite close to the one of MDA in the supervised case.

Table 1 provides for each of the three studied approaches the area under the
ROC curve (AUC), the false negative (FN) and the false positive (FP) rates
at the optimal cut-off point for the decision rule. However, the false negative
and the false positive rates have a different importance is such a medical study.
Indeed, it is important to not detect too many false positive cells (healthy cells)
but it is crucial to detect every abnormal cell and to have the lowest FN rate.
First, the AUC results confirm that RMDA in the weakly-supervised context is
significantly more efficient than MDA in the same context and quite close to
the performance of MDA in the supervised case. More importantly, it appears
that MDA in the weakly-supervised context misses 19% of the potential cancer
cells with a false detection rate equal to 7.65% whereas RMDA does not miss
any abnormal cell with a comparable false detection rate (8.3%). It is therefore
possible to conclude that RMDA could be used with a weak supervision for
cancer detection.

4 Conclusion

This works has focused on the problem of the increasing difficulty of the human
supervision in classification and has considered a new kind of classification, called
weakly-supervised classification, which uses contextual informations to label the
learning observations and build a classifier. This work has proposed to recast the
problem of weakly-supervised classification in a problem of supervised classifica-
tion with uncertain labels and to solve it using a mixture model approach. The
proposed strategy has been applied to an important public health field: cervical
cancer detection. Currently, cervical cancer detection is done by human experts
eventually assisted by an automatic decision tool. Our experiments have shown
that a weak supervision combined to the strategy proposed in this work allows
to detect all abnormal cells with a satisfying false detection rate. In addition,
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this approach could be combined with an human supervision to increase again
the cancer detection rate and help the doctors in their diagnosis.
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Abstract. Breast cancer is one of the leading causes to women mortality
in the world. Clusters of Microcalcifications (MCCs) in mammograms
can be an important early sign of breast cancer, the detection is impor-
tant to prevent and treat the disease. Coordinate Logic Filters (CLF),
are very efficient in digital signal processing applications, such as noise
removal, magnification, opening, closing, skeletonization, and coding, as
well as in edge detection, feature extraction, and fractal modelling. This
paper presents an edge detector of MCCs in Regions of Interest (ROI)
from mammograms using a novel combination. The edge detector con-
sist in the combination of image enhancement by histogram adaptive
technique, a Self Organizing Map (SOM) Neural Network and CLF. The
experiment results show that the proposed method can locate MCCs
edges. Moreover, the proposed method is quantitatively evaluated by
Pratt’s figure of merit together with two widely used edge detectors and
visually compared, achieving the best results.1

1 Introduction

Breast cancer is one of the most dangerous types of cancer among women around
the world. Early detection of breast cancer is essential in reducing life loss.
Currently the most effective method for early detection and screening of breast
cancers is mammography. However, achieving this early cancer detection is not
an easy task. Although the most accurate detection method in medical environ-
ment is biopsy, it is an aggressive, invasive procedure that involves some risks,
patient’s discomfort and high cost. Microcalcifications (MCs) and masses are
two important early signs of the diseases. The MCs are tiny deposits of calcium
in breast tissue. The MCs appear in the small clusters of a few pixels with rela-
tively high intensity and closed contours compared with their neighboring pixels.
1 This research has been partially supported by National (MICINN) and Madrid

(CAM) Spanish institutions under the following projects: PTFNN (MCINN
ref: AGL2006-12689/AGR), CES3D (CAM ref: CCG07-UPM/AMB-1998) and
GASC/UPM (CAM ref: CCG07-UPM/000-1995) and Consejo Nacional de Ciencia
y Tecnoloǵıa (CONACYT) of México.
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MCCs are primary indicators of malignant types of breast cancer, the detection
is important to prevent and treat the disease. But it is still a hard work to de-
tect all the MCs due to the fact that, in mammograms there is a poor contrast
between MCs and the tissue around them. However, many studies have been fo-
cused on the general issue of detection of MCs in mammograms, using as a tool
neural networks, wavelets, support vector machines, mathematical morphology,
bayesian image analysis models, high order statistic, fuzzy logic, etc. Yuan Wu
[1] presents an approach for detecting MCs employing a dual-threshold and LoG
edge detection method. Gholamali Rezai-rad and Sepehr Jamarani [2] present
an approach for detecting MCs in mammograms employing combination of Arti-
ficial Neural Networks (ANN) and wavelet-based subband image decomposition.
Sung-Nien Yu et al. [3] developed a Computer-Aided Diagnosis (CAD) system
for detection of MCs in mammograms. Their work is divided in two stages. First,
all suspicious MCs are preserved by thresholding a filtered mammogram via a
wavelet filter according to the Mean Pixel Value (MPV) of that image. Secondly,
Markov random field parameters based on the Derin-Elliott model are extracted
from the neighborhood of every suspicious MCs as the primary texture features.
Both Bayes classifier and backpropagation neural network were used for com-
puter experiments. Lixin Song et al. [4] apply mathematical morphology and
wavelet transform to locate the MCs in digital mammogram.

Vega-Corona et al. [5]. propose and test a method for the detection of MCs
in digital mammography. The method combines selections of Region of Interest
(ROI) where MCs were diagnosed, enhanced of the image by histogram adaptive
techniques, processing by multiscale wavelet and gray level statistical techniques,
clustering and labelling of suboptimal feature vectors applying an unsupervised
statistical method base on improved K-means algorithm and a neural feature se-
lector based in a GRNN and detector based in a MLP to finally classify the MCs.
Bhattacharya et al. [6]. propose a method based on discrete wavelet transform
due to its multiresolution properties with the goal of segment MCs in digital
mammograms. Morphological Tophat algorithm is applied for contrast enhance-
ment of the MCCs. Finally fuzzy c-means clustering (FCM) algorithm has been
implemented for intensity-based segmentation. Veni et al. [7] presents a method
based in SUSAN edge detector and adaptive contrast thresholding technique and
spatial filters for detection of MCs.
This paper is organized as follows: In section 2; model and theoretical back-
ground is presented; experimental results are presented in section 3; in the last
section the conclusions are presented.

2 Model and Theoretical Background

In this section we will give an overview of the system for detection of MCCs
edges in mammograms. Fig. 1 shows a block diagram of our system. In the
first stage, many ROIs were selected from the mammogram image, then, in
the second stage we perform the histogram analysis of the ROI and it is then
processed. Where, the high bright values in the ROI image are enhanced and the
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Fig. 1. Blocks diagram to edge detection of MCCs

low bright values are diminished. In the next block we generate a binary image
using a SOM Neural Network to obtain groups of label pixels corresponding to
MCs and healthy tissue. In the last block, we apply an edge detector involving
Coordinate Logic Filters (CLF).

2.1 Processing the Region of Interest

We achieve the analysis of the ROI images because the relevant information of
MCs is concentrated in this area. MCs are relatively high-frequency components
buried in the background of low-frequency components and very high-frequency
noise in the mammograms. Image enhancement algorithms have been used for
the improvement of contrast features and the suppression of noise. In this work
we applied adaptive histogram enhancement, a technique widely used and well-
established for the image enhancement [8]. This technique suppress pixel values
of very small amplitude and enhance only those pixels that are larger than an
determined threshold within each level of transform space. This is formulated
with the following equation:

G(f) = α[sigm(k(f − β))− sigm(−k(f + β))] (1)

where
α =

1
sigm(k(1− β)) − sigm(−k(1 + β))

0 < β < 1 (2)

where f = f(x, y) is the gray value of a pixel at (x, y) of the input image and
sigm(x) = 1

1+e−x . β ∈ R and k ∈ N are the threshold control and enhancement
rate, respectively.

2.2 Binary Image Based in SOM

In previous phase, we applied an image enhancement technique with the idea of
suppressing pixel values of very small amplitude and enhancing only those pixels
that are larger than a certain threshold within each level of transform space. In
this step, the ROI image is treated as binary image achieved through SOM
Neural Network. The idea is that the ROI may be clustered in two possible
classes, one class represents background and healthy tissue (Class 0) and the
other one represent MCs (Class 1). In SOM structure each neuron is connected
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to input vector through a synaptic weight vector wi = [wi,1, . . . , wi,m]. When an
input pattern is presented to the network, the best-matching (winning) neuron
v is determined by minimizing the following cost function v(x(q)) = min

i
‖x(q) −

wi‖, i = 1, . . . , l, where x(q), belongs to a m-dimensional input space, ‖ · ‖,
denoting the Euclidean distance. Then, the synaptic weight vectors are updated
as follow: w

(q+i)
i = w

(q)
i + η(q)hi,v(x)(q) | x(q) − w

(q)
i |, i = 1, . . . , l, where

η(q) and hi,v(x)(q) are the learning rate and neighborhood function centered on
the winner, respectively. Although the algorithm is simple, its convergence and
accuracy depend of the selection of neighborhood function, the topology of the
output space, a scheme for decreasing the learning rate parameter, and the total
number of neuronal units [9].

2.3 Coordinate Logic Filters (CLF)

CLF constitute a class of nonlinear digital filters that are based on the execu-
tion of Coordinate Logic Operations (CLO). CLF are very efficient in digital
signal processing applications, such as noise removal, magnification, skeletoniza-
tion, coding, as well as in edge detection, feature extraction, fractal modelling
and can also execute the morphological operations (erosion, dilation, opening
and closing). The main feature of CLF is the direct execution of CLO between
the pixel values without keeping any carry bit [10,11]. The CLO are the basic
logic operations (NOT, AND, OR, and XOR, and their combinations) applied to cor-
responding individual binary values or pixels found within 2D signals (images).
CNOT, CAND, COR, and CXOR represent the coordinate equivalents for each respec-
tively as applied to multi-bit digital data [12]. Given a binary image G defined
by G = {g(i, j); i = 1, 2 . . . ,M, j = 1, 2, . . . , N}, the evaluation of a CLO (i.e.
CXOR) between two images (here: G1 and G2) is performed on a pixel-by-pixel
basis and results in the output image F:

F = G1 CXOR G2 = {g1(i, j) CXOR g2(i, j); i = 1, 2 . . . ,M, j = 1, 2, . . . , N} (3)

CLF are the application of the CLO to a single image as dictated by a binary
structuring element B. Since the dimensions of B are often much smaller in size
than the original input image G, the resulting output represents local neighbor-
hood characteristics of the image. A configuration for B, used in this work as in
[12], is shown in (4),

B =

⎡
⎣0 1 0

1 1 1
0 1 0

⎤
⎦ (4)

Given structuring element B from (4) centered on input pixel g(i,j) (in image
G), the output pixel f(i,j) (in image F) is calculated by:

f(i, j) = g(i− 1, j) o g(i, j − 1) o g(i, j) o g(i + 1, j) o g(i, j + 1) (5)

where o represents any of the CLOs. Since the new state of each pixel depends
only on the present state of that pixel and those of its neighbors, the new state
for each pixel in the filtered image can be computed independently and simul-
taneously.
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2.4 Edge Detection

Mertzios and Tsirikolias have presented the idea of using CLF for the purpose
of edge extraction [10]. Danahy et al. in [12] introduces an alternative method
for calculating CLF using Coordinate Logic Transforms (CLT). Moreover, a new
edge detection technique is introduced, enhancing the capabilities of the basic
CLT for the application of detecting edges within 2D signals. In this work we
applied the edge detector proposed in [10] together with the combination of
image enhancement and SOM Neural Network. Edge detection of MCCs in a
ROI image with CLF can be achieved by:

F = [(GCAND
B CXOR G)− (GCOR

B CXOR G)] (6)

Where G is the resulting binary image after applying (1) and SOM Neural
Network. GCAND

B and GCOR
B represent the erosion and dilation of the image

G respectively. Using the filter structure of (5), the erosion of the image G is
given by:

f(i, j) = g(i−1, j)CANDg(i, j−1)CANDg(i, j)CANDg(i+1, j)CANDg(i, j+1) (7)

and the dilatation is given by:

f(i, j) = g(i− 1, j) COR g(i, j − 1) COR g(i, j) COR g(i + 1, j) COR g(i, j + 1) (8)

GCAND
B CXOR G represents the evaluation of a CLO (CXOR) between two images

performed on a pixel-by-pixel.

3 Experimental Results

This section presents the results of our method in a quantitative way using
Pratt’s figure of merit defined in [13] and visual way. The digital mammogram
database used in this paper is provided by the Digital Database for Screening
Mammography (DDSM) of the University of South Florida [14]. In this work, we
have selected 10 ROIs images from 20 cases mammograms diagnosed with MCs,
of size of 256× 256 pixels with resolution 43.5 microns at 12 bits by pixel. The
ROI images are extracted out of the database with an overlay image previously
marked by an expert. A test ROI image is selected to show our results.

Computer simulations demonstrated, that our method can locate MCCs edges
in mammograms satisfactorily, moreover a visual comparison of the edge detec-
tion procedure output compared to traditional edge detection techniques in-
dicates the proposed method produces results that are both comparable and
competitive. The Fig.2 shows, (a) the original ROI image, (b) the image ROI
after having applied the equation (1) with parameters control of threshold β
= 0.85 and rate of enhancement k = 15. This parameters that must be prede-
termined manually and produces good results in image processing step, (c) the
binary ROI image based in SOM, (d) show edge detection of MCs on the image
ROI by our method.
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(a) (b) (c)

(d)

Fig. 2. (a) Original ROI image.(b) Enhanced ROI image. (c) Binary ROI image. (d)
Edge detection of MCs obtained by our method.

(a) (b) (c)

(d)

Fig. 3. (a) Ideal edge of MCs on the original ROI image. (b) Edge detection of MCs
obtained by our method. (c) Edge detection of MCs obtained by Canny edge detector.
(d) Edge detection of MCs obtained by LoG edge detector.
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Table 1. Measured values of Pratt’s figure of merit of the proposed method and some
conventional edge detectors

Edge detector: Our method Canny LoG

0.7607 0.6198 0.3203

Finally, a quantitative comparison of our method was performed whit respect
to two traditional edge detectors. The reference image for each ROI image was
obtained manually. The Fig.3 shows (a) ideal edge of MCs on the original ROI
image made by hand, (b) the output image after applying our edge detector
method, (c) the output image after applying Canny edge detector, (d) the output
image after applied LoG edge detector. Table 1 shows the obtained results using
Pratt’s figure of merit for testing the ROI image. The values indicate that our
method more accurately detects the edges.

4 Conclusions

Edge detection is a fundamental and essential pre-processing step in applica-
tions such as image segmentation and computer vision, because edges represent
important contour features in the corresponding image. CLF are efficient in
image-processing tasks for example edge detection. The main feature of CLF
is the direct execution of CLO between the pixel values without keeping any
carry bit. This feature makes the CLF simple and fast. For these reasons, in
this paper, a method for edge detection of MCCs in ROI images of digital mam-
mograms based in an application of SOM and CLF has been proposed. The
method employs image enhancement by histogram adaptive technique, SOM
and CLF. The experimental results indicate that the proposed method can lo-
cate MCCs edges in mammograms satisfactorily. To evaluate the performance of
our method, Pratt’s figure of merit was used. According to the values of Pratt’s
figure of merit, the proposed method performs better than those obtained by
the other edge detectors presented in this paper.
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Abstract. In this paper we present a new methodology based on ma-
chine learning methods that allows to select from the available features
that define a problem, a subset with the most discriminant ones to out-
perform a classification. As an application, we have used it to select,
from the attributes of the optic nerve obtained by Heidelberg Retina
Tomograph II, the most informative ones to discriminate between glau-
coma and non-glaucoma. Applying this methodology we have identified
7 attributes from the original 103 attributes, improving the ROC area a
2.38%. These attributes match to a large extent with the most informa-
tive ones according to the ophthalmologist’s experience in clinic as well
as the literature.

1 Introduction

Glaucoma is an eye disease that can, eventually, cause irreversible damage to
the optic nerve even producing blindness. Early and accurate diagnosis of this
disease is fundamental for stopping or delaying its progress, for which there is no
known cure. Optic disc tomography, one of the most important tests to detect
glaucoma, gives numerical values for many attributes of the optic nerve. This
large quantity of numerical data is difficult to be analyzed by an ophthalmologist.
Therefore, this is a field where Machine Learning may be very helpful.

Previous researches have tried to rank the attributes of the optic nerve ob-
tained by Heidelberg Retina Tomograph II (HRT II; Heidelberg Engineering,
Heidelberg, Germany) [2,7,10]. Their authors show the difficulty of finding a
consistent solution because of the many differences between rankings, the diffi-
cult interpretation of the Machine Learning methods [5] and the high correlation
between the performance of a method and the data set used.

In this paper we present a methodology to search a set of experimental gold
standard attributes which make a contribution to the study of this disease and
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the development of more accurate diagnosis methods. This methodology applies
several Machine Learning methods and combines their results, trying to select
the best attributes from those yielded by optic disc tomography measurements
performed by HRT II. The criterion used to identify these attributes was that
they experimentally optimize the application of Support Vector Machines (SVM)
trained with the SMO (Sequential Minimal Optimization) algorithm [15] in the
diagnosis of glaucoma.

This paper is outlined as follows: In section 2 we describe the data set used in
the experiments. Section 3 introduces the Attribute Selection Methods, section
4 presents the configuration with which we have worked. Section 5 shows an
application to the glaucoma case. In the last section, section 6, we summarize
the results and outline the discussion.

2 Data Set Study

The population used in this study was formed by a set of 166 patients, 68 of them
have been diagnosed as glaucomatous patients by an ophthalmologist. Our final
data set consisted of 253 eyes (136 glaucomatous, 117 non glaucomatous). The
average age of the patients was 58.15 years (Standard Deviation (SD) 16.42),
being the average age of non glaucomatous patients 51.71 (SD 15.75) and that
of glaucomatous ones 67.43 (SD 12.27). Thus, the non glaucomatous patients
are significantly younger than the patients with glaucoma (t -test; P < 0.05).

The data set was obtained by the HRT II from patients of IOBA (Institute
of Ophthalmology and Visual Sciences - University of Valladolid, Spain); each
instance is composed of the values of 103 attributes of the optic nerve, in addition
to a classification performed by an ophthalmologist.

3 Attribute Selection Methods

One possible approach to the search of the set of experimental gold standard
attributes among all the (2103 − 1) possible combinations is given by the ma-
chine learning methods. Unfortunately, exhaustive search among all the possible
combinations is not computable, being only possible a partial cover of the state
space. One possible approach to solve this disadvantage is to combine the re-
sults obtained by different machine learning methods, because they will cover
differently the state space.

The attribute selection methods are made up of two parts: an Attribute Eval-
uator and a Search Method. The first one tests a subset and rates it to select the
best subsets. The search method performs a search in the set of possible config-
urations of attributes (2number of attributes− 1). This architecture is shown in
Figure 1.

The attribute evaluation method ranks each attribute with a 1 (relevant at-
tribute) or 0 (irrelevant) for every evaluation test. In all the experiments we used
a 10 fold stratified cross-validation as evaluation test, so this is the reason why
all the rankings are between 0 and 10.



A New Methodology for Feature Selection 1039

Fig. 1. Scheme of the implementation of the Attribute Selection Methods

In the current section we will describe the methods applied, and in section 5
we will explain how to combine them.

3.1 Attribute Evaluators

Cfssubseteval. The Correlation-base Feature Subset evaluation (cfssubsete-
val) [6] ranks every subset by considering the individual predictive ability of
each attribute along with the redundancy between them.

Subsets of attributes that are highly correlated with the class while having
low inter-correlation are preferred.

Wrapper. This attribute evaluator method uses a learning scheme to rate the
subset provided by the Search Algorithm. In these experiments we use Support
Vector Machines with a Gaussian kernel (SVM-G) as learning scheme [4].

3.2 Search Methods

The search methods [17] used in our experiments are the following:

– Best First. It is a search algorithm that searches in the space of attribute
subsets by a greedy hillclimbing enhanced with a backtracking facility. It
assigns a heuristic function for each node. The evaluation function is f(n) =
g(n) + h(n) where g(n) is the cost of the path from the node n to the root
and h(n) is an approximation of the cost from the node n to the solution.
Best First can perform forward, backward and bidirectional search. that uses
the two methods at once.

– Greedy Stepwise. Greedy Stepwise performs a greedy forward (or back-
ward) search that begins with a subset and stops when the addition (or
deletion) of any remaining attribute results in a decrease in evaluation.

– Genetic Search. It is based on genetic algorithms. Its goal is to imitate
the natural process of evolution. New data sets are obtained by cross-over
or mutation of old ones.

– Rank Search. It tries to determine the best subset of attributes by a
forward search.
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4 Experimental Settings

All these experiments have been done with Weka 3-4-7 [17], an Open Source
data mining software from the University of Waikato. A 10 fold stratified cross-
validation has been used as performance measure. It is not interesting to use
a greater number of folds, because the data set is not big enough to do more
partitions. The parameters for the methods were the default ones that Weka
assigns to them, except in the case of Support Vector Machines in which we
used a gaussian kernel function, with a gamma value of 1.05 and a complexity
parameter of 4.0. These parameters were determined in the base case (with all
the attributes of HRT) calculating the area under the ROC curve (AUC) for an
extensive range of them and obtaining the optimum.

5 Application and Decision Criteria

As mentioned above, the purpose of this paper is to obtain a methodology that
helps to find the best attributes that define a characteristic in a problem. As an
example we used this methodology to try to select the subset (or subsets) that
reasonably maximize the performance of the SVM applied to the diagnosis of
Glaucoma. In order to achieve this, we need a ranking which allows us to select
the attributes which are to be included in that subset.

By applying the six search methods described above (Bestfirst Backward,
Bestfirst Forward, Bestfirst Bidirectional, Greedy Stepwise, Genetic Search, and
Rank Search) to our data set with the two attribute evaluators showed, we ob-
tained twelve different rankings for our 103 attributes. These twelve methods are
divided in two groups, depending on the attribute evaluator used: cfsubseteval
or wrapper. We shall combine the results obtained by the six search methods
that form part of each group. For each of these groups we have (26− 1) possible
combinations of rankings (adding up the ranks of each attribute, and sorting
them again, we obtain an unique ranking for each combination).

The method used to build the subsets is a forward search based on the rank-
ings. We begin with the best attribute, and add an extra one in each step. In
this way we obtain 103 subsets per ranking. Since we have 2 ∗ (26 − 1) rankings
we end up with (27 − 2) ∗ 103 = 12978 subsets.

We select the best subset following two criteria:

1. Kappa statistic: It reflects the correlation between two judgements; in
this case we compare the real classification (the diagnosis given by an
ophthalmologist) with the estimated one.

2. Combined test: In this test, we evaluate different statistic measures and
rate them to assign a score to each one. The studied measures were: diag-
nostic precision, specificity, sensibility, f-measure, kappa statistic, number of
support vectors, square root of the mean squared error and square root of
the relative error. We performed a polynomial equation to obtain a score
useful as a measure of the capability of each subset to discriminate between
glaucoma and non-glaucoma.
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6 Results and Discussion

The subset selected by the kappa statistic is formed by 22 attributes with a
kappa value of 0.707 obtained with the wrapper method. The combined test
selected a subset of 7 attributes which also corresponded to a combination of
rankings obtained by wrapper. Both subsets are showed in Table 1.

Once we evaluated the perfomance of our best results with attribute selection
we compared them with linear discriminant analysis (LDA) formulas developed
by Mikelberg et al. [13], Bathija et al. [1] and Mardin et al. [12]. This set of
formulas ranks patients in two groups (glaucomatous and non glaucomatous)
using some attributes obtained by HRT II.

– LDF Mikelberg et al. [13]: (rim volume×1.95)+(height variation contour×
30.12)− (corrected cup shape× 28.52)− 10.08, where corrected cup shape is
cup shape + [0.0019× (50− age)]

– LDF Bathija et al. [1]: −3.72− (5.57× height variation contour) + (11.78×
RNFL thickness)− (4.37× cup shape) + (1.85× rim area)

Table 1. The best subsets obtained

Kappa Statistic Combined Test

Area Attribute Area Attribute

Age Age
T Mean RNFL thickness (mm) T Mean RNFL thickness (mm)
Ti Rim area (mm2) Ti Rim area (mm2)
G Cup shape measure G Cup shape measure
G Rim volume (mm3) T RNFL cross sectional area (mm2)
Ti Mean RNFL thickness (mm) G Rim volume (mm3)
T RNFL cross sectional area (mm2) G Average variability (SD) (mm)
Ts Rim volume (mm3)
G Average variability (SD) (mm)
G FSM discriminant function value
Ti Rim volume (mm3)
N Rim area (mm2)
Ns Rim area (mm2)
Ni Cup area (mm2)
Ni Cup disc area ratio
Ni Rim volume (mm3)
Ni Mean cup depth (mm)
G Rim area (mm2)
G Vertical cupdisk ratio
G Maximum contour depression (mm)
T Rim volume (mm3)
Ts Cup shape measure

G: Global, T: Temporal, TS: Temporal Superior, TI: Temporal Inferior, N: Nasal, NS:
Nasal Superior, NI: Nasal Inferior.
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Fig. 2. Full Roc Report

– LDF Mardin et al. [12]: −2.77+(0.3×rim area)+(3.70×rim volume)+(4.30×
RNFL thickness)−(3.70×cup shape)−(3.10×cup volume)−(0.90×cup area)

The AUC obtained with the Bathija formula is 0.822 with a standard error of
0.027, in case of Mikelberg formula we obtained an AUC of 0.722 with a standard
error of 0.029 and at last the Mardin formula with AUC of 0.761 and SE of 0.031.
So there are significative differences between the best SVM results and the best
LDA results (Figure 2).

Other papers, like [2], had tried to rank the attributes that define Glaucoma
obtained with the HRT using a sample selected with inclusion criteria similar to
this paper. In this case they obtained two sets of 32 and 31 attributes, chosen
with forward and backward selection respectively, using SVM with a Gaussian
Kernel as decision criteria. Over the base case (with all the attributes of HRT)
they obtained an enhancement in the AUC of 3.28% and 2.12% in each case. In
our case we obtained a set composed by only 7 attributes (Age, Mean RNFL
thickness, Rim area, Cup shape measure, RNFL cross sectional area, Rim Vol-
ume, Average Variability) with an enhancement in the AUC of 2,38%. Most of
them were chosen in other papers as good to discriminate between glaucoma and
non-glaucoma. Kirstein [11] indicated that Rim area, Rim volume, Cup shape
measure, Height variation contour and Mean retinal thickness seem to be the
most useful in making a baseline evaluation and for tracking glaucoma progres-
sion. Four of the 7 attributes selected by the Combined Test match with those.
Uchida et al. [16] showed that 5 of the 7 attributes selected in our research are
between the most informative ones. Other works confirmed the importance of
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Table 2. Summary of some results obtained with SVM and LDF

Sensitivity (%)
Specificity Specificity

Technique Number of Attributes ROC area SE of 75% of 90%

SVM-G Base 103 0.884 0.021 86.0 72.8

SVM-G Kappa 22 0.905 0.019 85.3 79.4
SVM-G Combined Test 7 0.898 0.020 86.8 78.0

LDF Bathija 4 0.822 0.027 78.7 61.0
LDF Mikelberg 3 0.772 0.029 68.4 52.9
LDF Mardin 6 0.761 0.031 69.1 39.0

attributes as Cup shape measure [9], Rim area [8], Rim volume [14] and Mean
RNFL Thickness [3].

The aim of this paper is to show a methodology that can help to find simple
sets of parameters that define a problem leading the search by the informative
capabilities of each set. The reduction of the number of attributes helps to a
further computational analysis, and also experience shows that frequently the
simple solutions are the best.

In our problem, we have achieved to reduce the attributes to 7 with a very
similar enhancement over the base case than in other works [2].

The results showed in the Table 2 were obtained without modifying the pa-
rameters of the SVM from the initial ones (complexity parameter 4, gamma
value 1.05). We think that they might improve by adjusting those parameters
experimentally.

7 Conclusions

In this paper a methodology for feature selection based on machine learning
methods has been successfully applied to glaucoma diagnosis to select the most
discriminant attributes of the optic nerve obtained by HRT II. We have improved
the ROC area obtained with the 103 measurements from HRT using only 7
attributes while we improve the AUC. These match for the most part with the
most informative ones according to the ophthalmologist’s experience in clinic as
well as the literature.
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Abstract. Pressure ulcer is a clinical pathology of localized damage to
the skin and underlying tissue with high prevalence rates in aged people.
Diagnosis and treatment of pressure ulcers involve high costs for sanitary
systems. Accurate wound-state evaluation is a critical task for optimizing
the effectiveness of treatments. Reliable trace of wound-state evolution
can be done by precisely registering the wound area. Clinicians esti-
mate the wound area with often subjective and imprecise manual meth-
ods. This article presents a computer-vision approach based on machine
hybrid-learning techniques to precise automatic estimation of wound di-
mensions on pressure ulcer real images taken under non-controlled illu-
mination conditions. The system combines neural networks and Bayesian
classifiers to effectively recognize and separate skin and healing regions
from wound-tissue regions to be measured. This tissue-recognition ap-
proach to wound area estimation gives high performance rates and oper-
ates better than a widespread clinical method when approximating real
wound areas of variable size.

1 Introduction

The European Pressure Ulcer Advisory Panel (EPUAP) defines a pressure ul-
cer as an area of localized damage to the skin and underlying tissue caused by
pressure, shear, friction or a combination of these factors. Prevalence studies on
this pathology show a high impact of age on pressure ulcer occurrence [9, see
table 7]. Prevention, care and treatment of pressure ulcers involve high costs for
sanitary systems and have important consequences on the health of the aged
population. As suggested by the EPUAP’s Pressure Ulcer Treatment Guidelines
precise wound management requires a first classification of the pressure ulcer —
in one of the four grades EPUAP proposes— together with an accurate wound
assessment. This way, measurement of the wound area becomes a critical op-
eration to evaluate and trace the evolution of the pressure ulcer state. There
are several documented methods on wound area estimation, which include the
measurement of the wound perimeter (i.e. circumference), the estimation of the
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perpendicular maximal diameters of the wound, the manual tracing of the wound
perimeter by disposing an acetate paper on the ulcer-bed or even on a photograph
of the ulcer, the use of computer assisted planimetry or stereophotogrammetry,
or the use of classical image processing techniques. In clinical exercise, one of
the simplest, fastest and more widespread methods for wound area estimation is
approximating the wound area with a rectangle which is manually fitted to the
wound-plane by measuring the two perpendicular main axes of the wound with
a simple standard ruler [8]. However, this technique suffers from an important
limitation of being very imprecise. In this article, we analyze the performance
results from the application of this rectangular estimation method, while com-
paring them with the outcomes from an indirect estimation method which is a
computational intelligence approach to tissue recognition.

Computer vision and computational intelligence techniques could become
effective approaches to address more precise region segmentation and tissue
identification on pressure ulcer images. Current studies on the same or simi-
lar application areas concentrate on two partial objectives of the problem: 1)
the identification of the wound area, by contour detection with histogram seg-
mentation, active contours modeling, region growing, clustering approaches or
skin texture models [2–4]; and 2) the detection of the different tissues existing
in the wound, by using diverse segmentation techniques —such as histogram
thresholding, watersheds, meanshift smoothing, region growing, classification
or graphs— sometimes combined with machine learning strategies [5, 11]. The
main handicap for all these methods is the particular nature of pressure ulcer
images —which present very heterogeneous colorations and irregular and vague
boundaries.

This article presents a machine hybrid-learning approach based on neural net-
works (NN) and Bayesian classifiers (BC) to design an automatic procedure for
effective identification of significant tissues on pressure ulcer color-digital images.
With this methodology the accurate recognition of the most significant tissues
surrounding the wound-bed, i.e. healthy skin and healing tissues, is achieved and
the separation and measuring of the wound area is then possible. By this indirect
method, the number of pixels in the wound-bed can be estimated and converted
later into standard measurement units (i.e. squared millimeters) by using an
standardized marker of 1 cm2-size which is included in each image frame.

2 Tissue Recognition Methodology

The clinicians associated to this project took color photographs of pressure ulcers
from patients with home-care assistance. Sacrum and hip pressure ulcers were
photographed under non-controlled illumination conditions by using a Canon
EOS R©40D digital camera. The images were acquired with a ring flashlight
Sigma R©EM-140 to get well-illuminated scenes, and at a distance of approx-
imately 30 − 40 cm from the wound plane. A macrophotography lens Canon
R©EF-S 60mm f/2,8 USM was used to ensure well-focused pictures within these
short distances. A group of clinical experts selected a total of 113 photographs
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which were considered to be an appropriate data set for analysis because of
the presence of all the tissues significant for pressure ulcer evaluation. These
113 images have been used in the designing of a machine-learning approach to
tissue recognition with image processing and computational intelligence tech-
niques. This resultant system is used afterwards to estimate the wound area on
a set of 50 randomly selected images from the data base of images taken by
the clinicians. The results from this automatic wound area estimation process
are compared with the real wound areas as well as the areas estimated by the
rectangular fitting method above.

One of the most critical concerns for effective tissue identification on wound
images is the accurate segmentation of the specific regions present in the image.
Pressure ulcers mostly present irregular shapes, vague boundaries and very het-
erogeneous colorations. These conditions make precise automatic segmentation
to be a non-trivial computational task. In this paper an adaptive mean shift
procedure [1] for border-preserving region smoothing is used as a preliminary
stage for region growing segmentation. The mean shift procedure has shown a
high reliability in different image segmentation tasks [1].

Once the pressure ulcer images are segmented, a set of color and texture
features is extracted from each resultant region. A principal component analy-
sis (PCA) allows the dimensionality reduction of the initial color and texture
feature space. Finally, this pattern set is used to train supervised NNs —multi-
layer perceptrons (MLP). A two-stage cascade architecture is arranged: at a first
stage, k -fold cross-validation is used to generate a set of k NNs [6] trained to
distinguish between skin regions and other tissues (non skin). Therefore, the
outputs from the ensemble of k NNs for each input pattern is used to train a BC
to form a Bayesian Committee Machine (BCM) [10] which effectively combines
the predictions of the k NNs to improve the effectiveness of the classification [7].
At the second stage of the system, this scheme above is repeated: a new architec-
ture of k NNs which are driven by a k -fold cross-validation training procedure is
designed; again, this set of NNs feeds a BC to classify the remaining regions in
two tissue classes: healing and wound-bed tissue. The clinical experts supplied
the networks and the classifiers with the appropriate output labels (i.e. tissue
classes) during the training processes.

In next sections, each particular stage of this general methodology above will
be explained in detail.

2.1 Tissue Classification with Machine Learning

Once the 113 images have been segmented by the mean-shift segmentation pro-
cedure [1], a set of color and texture features from each of the 15, 879 resulting
regions is extracted. After feature extraction, PCA is applied on the pattern set
to reduce the feature space dimensionality, giving 19 resulting features which
explain the 99% of the total variance. These 19 features constitute the inputs to
the tissue classification hybrid-learning system.

A collaborative group of expert clinicians labeled each one of the regions from
the set of 113 images by assigning one of the three possible tissue classes (skin,
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healing or wound) to each particular region in the automatically segmented
images: these labels constitute the desired outputs from the NNs and the BCs
during the training phases. A non-uniform distribution of the number of patterns
in the different tissue classes resulted from this expert labeling process, which
could be a severe impediment for the effective training of a single MLP which
follows a classical cross-validation scheme (i.e. splitting the input data in two
subsets, one for training and one for validation). As suggested in [7], to effectively
surpass these limitations, the tissue classifiers are designed by following a k -fold
cross-validation strategy to train a hybrid-learning system which consists of a
set of k MLPs which subsequently feeds a BC to form a BCM.

The Hybrid Architectures. The system for tissue recognition has been de-
signed as a two-stage cascade procedure. The first stage consists of a hybrid-
learning architecture to separate skin tissues from the others. Moreover, the
second stage is a new hybrid-learning architecture that is fed with the pat-
terns labeled as “non skin” by the preceding classification stage, and
therefore this second stage classifies these patterns as healing or wound-tissue
regions.

In [6], Liu presents an approach to create a stable NN from a set of NNs
trained by following a cross-validation strategy. Based on this Liu’s proposal, we
have first split the input data set of 15, 879 patterns in 10 independent subsets.
Those regions from the same segmented image are always located in the same
subset: a mean of 1, 587.9 patterns (standard deviation = 119.6) is included
in each subset. A k -fold cross-validation procedure is used to generate a set of
NNs, in which the parameter k was set to be 9. To have a precise estimation of
the generalization error, at each cross-validation stage i, one of the 10 pattern
subsets was taken out as the testing set. Each of rest 9 subsets is taken in turn
as the validation set, while the other 8 subsets are used to train a NN. Early
stop based on the mean squared error (m.s.e.) of the validation subset is used
to preclude the overfitting on the training set. Therefore, 9 NNs are generated
at each cross-validation step i. Next, a Naive Bayes classifier [12] is trained with
the outputs from the 9 NNs to have a combination of the 9 predictions (i.e.
tissue classifications) from the 9 NNs, for each one of the input feature patterns,
so that a BCM [10] is formed. The m.s.e. of the testing set is computed on this
BCM. At the stage i + 1, the following pattern subset is used as the testing
set, and the procedure above repeats. Finally, an average of m.s.e from the 10
testing sets is computed to get an estimator of the BCM generalization error.
The m.s.e. from the BCM on the 10 testing sets was of 0.1552 for skin regions
and 0.1388 for healing tissues. Although different MLP architectures for the NNs
have been tested, the best error and performance are obtained with three-layer
MLPs (with one hidden layer).

This approach based on Bayesian committee machines has shown statisti-
cal and clinically significant differences when classifying tissue patterns from a
non-uniform distribution of classes on wound images [7].
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Table 1. Averaged performance rates (top) and confusion matrix (bottom) (%) from
patterns in the 10 testing sets for a k -fold cross-validation strategy

Sensitivity Specificity Success Accuracy

Skin 89.31 86.28 87.80 87.90
Healing 61.63 91.56 76.59 86.09
Wound-bed 86.59 95.48 91.03 92.98

Skin Healing Wound-bed

Skin 89.31 8.85 1.84
Healing 25.99 61.63 12.38
Wound-bed 5.75 7.66 86.59

Results from Tissue Recognition. The table 1,top shows the averaged
performance rates from patterns in the 10 testing sets from the k -fold cross-
validation training. For each tissue type, the sensitivity (i.e. correct-classification
probability) is the percentage of regions simultaneously marked as “that-tissue”
by the BCMs and also by the expert clinicians; the specificity means the per-
centage of regions simultaneously marked as “non-that-tissue” by the BCMs and
the clinicians; success rates are the average of sensitivity and specificity scores;
finally, the accuracy is the proportion of regions being correctly classified. These
results show high success and accuracy rates, which address to high effectiveness
and fitness of the classifiers.

Given the confusion matrix of table 1,bottom, if skin and healing regions are
included in a same “peripheral tissue” class, the following performance rates
could be then considered as results from the classification (see table 1,top): sen-
sitivity = 98, 59%, specificity = 93, 77%, success = 96, 17% accuracy = 97, 27%.
These global results from “peripheral tissue” recognition performance rates can
be considered as very high efficacy scores in separating the wound-bed regions
from the rest of the regions in the image (i.e. segmenting the wound area). These
outcomes point to also a high efficacy in determining the wound area with the au-
tomatic tissue recognition method based on machine hybrid-learning techniques
proposed here.

The figure 1,A, B, D and E shows two examples from the application of the
automatic tissue recognition system on two different real pressure ulcer images.
As is shown in this figure, the automatic recognition of skin and healing tissue
regions in the images allows the precise separation of the wound-bed tissues from
the rest of the image, this way permitting the automatic estimation of the wound
area.

3 Wound Area Measurement by Tissue Recognition

The hybrid-learning tissue-recognition system based on NNs and BCs presented
in the previous sections has been used to estimate the wound area on a set of
pressure ulcer images consisting of 50 real images which were not used during the
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Fig. 1. Examples of tissue recognition with NNs and BCs. In A and D the original
pressure ulcer images are shown. In B and E the results from the automatic tissue
recognition system on the images in A and C are shown. In each image, those regions
with the same class-label are given a same pseudocolor which results from an average of
the color of the regions in the same class. The marker for measurement normalization
is also shown in the images (discussion about the marker recognition procedure is not
included in this paper). In C and F wound area has been estimated with expert manual
tracing of the real area (white), our tissue recognition system (black) and rectangular
area fitting (yellow).

training of the system. The figure 1 shows two pressure ulcer images from this
set of 50 images (see original images in A and D). Each image in figure 1,C and
F shows the real wound area, the area estimated with our hybrid-learning tissue-
recognition system (see figure 1,B and E ), and finally an optimized rectangular
fitting which idealizes the widespread clinical manual technique of wound-area
estimation (so that wound-bed is fully covered with this ideal rectangular shape
but also the minimum peripheral tissue is included in this optimized rectangular
area). As can be observed in figure 1,C and F, even the optimized rectangular
fitting overestimates the real area significantly. For the two sample images of
the figure, the estimation of the area by tissue-recognition results in not very
significant differences with the real areas traced by the experts.

The figure 2 shows a graph of the real wound area estimated by the expert
manual tracing of the wound border on each one of the 50 images of the im-
age set of this study. The images were sorted based on their real wound area
and then assigned an index from 1 to 50 to be disposed in the graph. The area
estimated by the machine-learning tissue-recognition system as well as the es-
timation of the wound are by rectangular fitting are also shown in the figure.
The distances between the real and the estimated areas for the tissue-recognition
and the rectangular-fitting approaches are also represented in the figure. As can
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Fig. 2. Wound area measurement graphs: comparative estimation of wound area by
tissue-recognition and rectangular fitting versus real wound size

be observed in this figure, the rectangular-fitting wound area estimation always
overestimates the real wound size, and the distance between the rectangular-
fitting area and the real area increases as the real wound size is incremented
(linear slope ∼ 61, 71). The wound area estimation with our machine-learning
tissue-recognition approach stays nearby the real wound area as the wound size
increases for all the 50 cases analyzed in the figure 2 (linear slope ∼ 9, 06).
As can be concluded from these results, the wound area estimation with our
tissue-recognition approach improves significantly (for the 50 cases analyzed)
the estimation done with the classical rectangular fitting. Moreover, the tissue-
recognition approach shows a lower sensitivity to variations in wound size, while
the rectangular-fitting overestimation increases as the wound size becomes larger.

4 Conclusions

A hybrid-learning approach to image segmentation and automatic tissue recog-
nition on pressure ulcer digital images taken in non-controlled illumination envi-
ronments has been presented. This approach is based on the design of a machine
learning tissue-classification system consisting of two sequential stages which
combine NNs and BCs trained by following a k -fold cross-validation strategy.
This system performs automatic recognition of skin and healing tissue regions to
segment the wound-bed area in the image. High performance classification rates
result from this approach, and the appropriateness of this tissue-recognition
procedure has been proved on real pressure ulcer images. Our approach to
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automatic tissue recognition has been used to estimate the wound area in pres-
sure ulcer images, and it has been compared with the clinical procedure of
rectangular-fitting wound area estimation. Our results show the appropriate-
ness of the tissue-recognition approach to wound area estimation, give wound
area measures which stay nearby the real wound area delineated by the experts,
and show low sensitivity to wound size changes. The methodology and results
presented in this paper could have important implications to the field of clinical
pressure ulcer diagnosis. Clinical decisions on treatments are now supported on
an objective and reliable computational tool for automatically detecting, esti-
mating and registering important tissue measurements.
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Abstract. In this work we propose the use of a similarity-based fuzzy
CBR approach to classify the prevalence of Schistosomiasis in the state
of Minas Gerais in Brazil.

1 Introduction

Case-based reasoning [1], CBR for short, can be considered as a form of
similarity-based or analogical reasoning since the basic principle implicitly fol-
lowed in this problem solving methodology is that similar problems have similar
solutions. A weaker version of this principle stated is given by “it is only plausi-
ble (but not necessary) that similar problems have similar solutions”. In [2] the
authors propose a novel Fuzzy CBR algorithm for classification, in which this
weaker principle is read, in the classification context [5] as:

“The more similar are the problem descriptions of two cases,
the more possible their classification values are similar”

Basically, in this context, a CBR base is composed of cases of the form c =
(d, cl), where d is the case description modeled as a vector of values for a set of
attributes and cl its associated class. The assignment of a class to a new case
description d0 will depend on the similarity between d0 and the descriptions of
the cases in the CBR base. In the approach proposed in [2], this similarity is
calculated as a weighted mean of the similarity between each attribute addressed
in the description part of the cases in the learning data set. In this approach,
the weight vectors are learnt in such a way as to minimize the misclassification
of the cases already contained in the base.

Schistosomiasis mansoni is a disease with social and behavioral characteris-
tics. Snails of the Biomphalaria species, the disease intermediate host, uses water
as a vehicle to infect man, the disease main host. In Brazil, six million people are
infected by it, mainly in poor regions of the country [10]. According to the data
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presented at the Brazilian Information System for Notifiable Diseases (SINAN)
of the Ministry of Health, from 1995 to 2005, more than a million positive cases
were reported, 27% of them in the State of Minas Gerais.

In [7], the authors present a classification Schistosomiasis prevalence for the
State of Minas Gerais, using remote sensing, climate, socioeconomic and neigh-
borhood related variables. Two approaches were used, a global and a regional
one. In the first approach, a unique regression model was generated and used
to estimate the disease risk for the entire state. In the second approach, the
state was divided in four regions, and a model was generated for each one of
them. Imprecise classifications were also generated for both approaches, using
the estimated standard deviation and several reliability levels as basis.

The aim of this paper is to check the usefulness of the fuzzy CBR approach
to classification proposed in [2] in order to estimate and classify schistosomiasis
prevalence, as an alternative to the linear regression model approach developed
in [7]. To allow the comparison of the results, we present two approaches for
solving the problem, a global and a regional one, following the guidelines in [7].

This work is organized as follows. In Section 2 we describe the similarity-
based fuzzy CBR model we have used. In Section 3 we present our application
context and discuss the experiments we have performed. Section 4 finally brings
the conclusion.

2 A Similarity-Based Fuzzy CBR Model for Classification

2.1 Working Framework

Before going into more details, let us specify our working framework for
classification-like case-based reasoning problems. Let us assume we have a base of
cases CB consisting of an already solved set of cases, where a case is represented
by a (complete) tuple of attribute values describing the situation or problem to
solve together with a solution class or result. To fix ideas, let A = {a1, . . . , an}
be the set of description attributes and let class denote the class attribute.
Moreover, let us denote by D(ai) and D(class) the domains of the attributes ai

and class respectively (so D(class) is the set of solution classes). Then a case
c ∈ CB will be represented as a pair c = (d, cl), where d = (a1(c), . . . , an(c)) is
a n-tuple with the problem description values and cl = class(c) is the solution
class for the case c. If we write D = D(a1)× . . .×D(an) (D for descriptions) and
Cl = D(class), then a case base CB is just a subset of D×Cl. In the following,
all definitions will use this classification-oriented notation.

In this framework, given a case base CB = {ci = (di, cli)}i∈I and a new
problem description d∗, the CBR task is to find (guess) a solution class cl∗ for
d∗, by applying the above general principle in some form, i.e. taking into account
the similarity of d∗ with already solved cases ci ∈ CB.

In its most general sense, a fuzzy similarity relation on a domain Ω is a
mapping S : Ω ×Ω → [0, 1] which assigns to every pair (w,w′) of elements of Ω
a number measuring how much w and w′ resemble each other according to some
given criteria, in the sense that the higher S(w,w′), the larger their resemblance.
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In particular, S(w,w′) = 1 means that w and w′ are undistinguishable, while
S(w,w′) = 0 means that w and w′ have nothing in common. One can also
understand δ(w,w′) = 1−S(w,w′) as a kind of distance between w and w′. Usual
and reasonable properties (see e.g. [6]) required of such functions are reflexivity
and symmetry, i.e. S(w,w) = 1 and S(w,w′) = S(w,w′), for any w,w′ ∈ Ω. S is
called separating if it verifies that S(w,w′) = 1 iff w = w′. Sometimes they are
also required to fulfill a weak form of transitivity, namely S(w,w′)⊗S(w′, w′′) ≤
S(w,w′′), where ⊗ is a t-norm. For our purposes, and unless stated otherwise,
we shall consider similarity relations as reflexive and symmetric fuzzy binary
relations but neither necessarily transitive nor separating.

2.2 Main Elements of the Model Proposed

The approach we will describe in the rest of this section requires that, for each
attribute a ∈ A, there is an available fuzzy similarity relation Sa on D(a), as
well as a fuzzy similarity relation Sclass over the set of classes Cl, as defined in
Section 2.1.

The main step in the method is to define a suitable similarity relation SD

between the case descriptions in the case base CB and an arbitrary problem
description. Our working assumption is that such similarity will be defined as a
weighted average of the existing similarity functions Sa for each attribute. Then,
of course, we need additional information to assess the relevance (weight) of each
attribute for retrieving a particular case. In particular, we will assume there is a
best1 set of weighs vector for each case that properly evaluates the importance
of each attribute when computing the similarity between that case and another
arbitrary case description in the case base CB.

Definition 1. Let A = {a1, . . . , an} be the set of attributes considered in D
and, for each a ∈ A, let Sa be the corresponding similarity relation on D(a),
and let w : A → [0, 1] be a weight assignment to attributes, i.e. an assignment
such that

∑
a∈A w(a) = 1. Then, we define the induced fuzzy similarity relation

Sw
D : D×D → [0, 1] over case descriptions as follows:

Sw
D (d1, d2) =

∑
a∈A

w(a) · Sa(a(d1), a(d2)) (1)

using the notation d1 = (a1(d1), . . . , an(d1)) and d2 = (a1(d2), . . . , an(d2)).

Note that, so defined, Sw
D is a indeed similarity relation in the sense of Section

2.1, i.e. it is reflexive and symmetric.
Once we have defined the similarity relation Sw

D , we can define how adequate
a solution class cl is for a problem description d∗ just by comparing d∗ to the de-
scriptions of all those cases in CB sharing that solution class cl, and aggregating
all these similarity values.

1 In the sense explained in Section 2.3.
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Definition 2. Let be CB ⊆ D ×Cl a case base. Given a set of weight assign-
ments W = {wc}c∈CB (one per each case in CB), and a suitable aggregation
function F on [0, 1], the adequacy degree between a case description d∗ ∈ D and
a solution class cl ∈ Cl is defined as follows:

ΠW,F (d∗, cl) = F ({Swc

D (d∗, d) | c ∈ CB, c = (d, cl}).

where Swc

D is defined as in Definition 1.

Depending on the application, suitable aggregation functions [4] may be for ex-
ample disjunctive functions, like the maximum or other t-conorms, or some kinds
of average functions, like quasi-arithmetic means or even more sophisticated ag-
gregation functions.

Finally, given case base CB, a set of weight assignments W = {wc}c∈CB

and a suitable aggregation function F on [0, 1], the last step in the fuzzy CBR
approach consists in assigning to a case description d∗ ∈ D the solution class cl∗

such that
cl∗ = argmax

cl∈CL
ΠW,F (d∗, cl).

2.3 Learning the Weight Assignments for Each Case

Next, we describe how to learn the appropriate weight assignment for each case
in the base CB. So, in the following, we will assume that a case c0 ∈ CB is known
and fixed along the learning process. In fact, the same process we describe below
for c0 will be applied for each case in CB. Naturally, for each case c0, the process
would lead to its corresponding weight assignment w0.

To do so, in addition to the case c0, we need to fix a subset of cases LS0 ⊆ CB,
i.e. a collection of problem descriptions whose solution class is known. This is the
learning set. Then, the weights determination can be formulated in the following
way:

Problem 1 (Weight Determination Problem). Let c0 = (d0, cl0) be a case in base
CB and let LS0 ⊆ CB be the learning set relative to c0. Then the weight
determination problem relative to c0 is to determine a weight assignment w0 :
A → [0, 1] such that, for each case c = (d, cl) ∈ LS, the similarity between d0
and d, Sw0

D (d0, d), approximates as much as possible the similarity between the
solution classes cl0 and cl, SClass(cl0, cl).

Using the square difference to measure the divergence between the two simi-
larities (i.e., the similarity between the two case descriptions and the similarity
between their classes), we can reformulate the problem as follows:

Problem 2. Let c0 = (d0, cl0) be a case in the base CB and let LS0 ⊆ CB be
the learning set from which the weight assignment w0 : A → [0, 1] relative to c0
will be determined. Then the weight determination problem relative to c0 is to
find the values w(a1), ...,w(an) that minimize the following expression:
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∑
(d,cl)∈LS0

[
Sw

D (d, d0)− SClass(cl, cl0)
]2

subject to the following constraints over wc0 :
(1)

∑
a∈A w(a) = 1, and

(2) w(a) ≥ 0 for all a ∈ A.

In the experiments described in Section 3 below, we have divided case base CB
in two parts, a training set CBt and a validation set CBv = CB − CBt, and
for each case c0 ∈ CBt we obtain a weight assignment w0 by solving the above
minimization problem in a leave-one-out fashion, by taking as learning set the
whole CBt after removing case c0, i.e., for each c0 ∈ CBt, LS0 = CBt− {c0}.

In order to solve this minimization problem, we apply the algorithm intro-
duced in [8] with the extension described in [9]. It is worth pointing out that
this minimization algorithm, as similar ones existing in the literature, fails to
give a (unique) solution when there exists a particular kind of linear dependence
among the columns in the data matrix of the problem. In our case, this would
refer above to the matrix of similarity values S = {si,j} with i = 1, . . . , n and
j = 1, . . . ,m, where sij = Sai(ai(dj), ai(d0)), assuming that A = {a1, . . . , an}
and LS0 = {(d1, cl1), . . . , (dm, clm)}. In fact, as shown in [9], the problem only
arises when there is a column si = (s1i, . . . , sni) that can be written as a linear
combination of the others in the form si =

∑
j 
=i pj · sj with pj ≥ 0 and such

that
∑

j pj = 1. In such a case, when removing one of the linearly dependent
columns we get the same minimum we would get when considering all the at-
tributes. Therefore, an alternative approach is to consider as many subproblems
as dependent attributes, where each subproblem corresponds to the original one
after removing one of the dependent attributes. The solution with a minimum
error would correspond to the solution of the original problem.

3 Classification of Schistosomiasis Prevalence

3.1 The Original Experiments: Materials and Methods

In the original experiments presented in [7], the disease prevalence data was pro-
vided by the Health Secretary of the State of Minas Gerais state. The prevalence
is known for 197 municipalities out of the 853 composing the state (see Figure
3.1.a). In the original experiments, 86 independent variables of various types were
used to classify prevalence: Remote Sensing (22), climatic (6), socioeconomic (34)
and neighborhood characterization (24). The Remote Sensing variables were de-
rived from sensors MODIS (Moderate Resolution Imaging Spectroradiometer)
and SRTM (Shuttle Radar Topography Mission), and are supposedly related to
the snail habitat type. The climatic variables were obtained from the Weather
Forecast and Climate Studies Center (CPTEC) from the National Institute for
Space Research (INPE) and reflects the conditions of survival of the snail and
the various forms of the larvae of Schistosoma mansoni. The socioeconomic vari-
ables were obtained from SNIU (National System of Urban Indicators) such as
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(a) (b)

Fig. 1. The state of Minas Gerais in Brazil: a) known prevalence of Schistosomiasis,
b) regionalization obtained through algorithm SKATER

the water accessing means and sanitation condition aspects. The neighborhood
characterization variables measure the disparity between neighboring municipal-
ities with relation to variables of income, education, sewerage, water access and
water accumulation.

From the original 86 variables, a smaller set was selected, according to tests
using multiple linear regression [7]; the independent variables chosen were those
that had high correlation with the dependent variable and low correlation with
other independent variables. Two main approaches were used: i) a global one,
in which all the municipalities with known disease prevalence were used, for
either constructing or validating a linear regression model, and ii) a regional
one, in which the state was divided in four homogeneous regions and a linear
regression model was created for each one of them. The number of independent
variables used in the experiment varied; in the global approach 5 variables were
used, while in the regional approach 2 variables were used for region R1, 5 for
region R2, 4 for region R3 and 3 for region R4 (see details in [7]). In both the
global and regional approaches, approximately 2/3 of the samples were used as
training set, and the remainder 1/3 as the test set. Algorithm SKATER [3] was
used to obtain the homogeneous regions in the regional model; this algorithm
creates areas such that neighboring areas with similar characteristics belong to
the same region (see Figure 3.1.b).

3.2 The Fuzzy CBR Experiments: Materials and Methods

This work uses the same data, variables and regionalization than those used in
[7]. As already mentioned, to construct the similarities Swc

D , our approach needs
a similarity relation Sa for each independent attribute a ∈ A to be given. In
our experiments all considered attributes are real-valued attributes. Then, for
each attribute a we have taken Sa to be of the form Sa = Sλa , where Sλa is a
parametrized similarity relation on [0, 1] defined as
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Sλa(x, y) = max(0, 1− |x− y|)
λa · length(a)

)

where λa ∈ (0, 1] and length(a) = maxc∈CB a(c)−minc∈CB a(c) is the maximal
variation of a in the whole case base.

On the following, we will simply denote a similarity relation for a description
attribute as Sλ, λ ∈ (0, 1], and we will synthesize the notation of a set of such
similarity relations as S(λ1,...,λn), meaning that Sλ1 is applied to attribute a1,
Sλ2 to a2, etc.

The dependent attribute Class is defined in the domain Cl = {L,M,H}, for
low, medium and high disease prevalence, respectively. In the experiments, we
have taken the similarity relation SClass on Cl to be of the form SClass = Tλ for
some λ ∈ [0, 1], where Tλ is defined as Tλ(w,w) = 1 and Tλ(w,w′) = Tλ(w′, w),
for all w,w′ ∈ Cl, Tλ(H,M) = Tλ(M,L) = λ and Tλ(H,L) = 0.

3.3 Experimental Results and Analysis

Table 1 brings the best results obtained from experiments made with the data,
for a) the regression models employed in [7] and b) by the fuzzy CBR method.
On Table 1.b, besides the CBR approach accuracy value, we have indicated the
similarity relations used in the description and solution variables.

We have applied the fuzzy CBR method using various parameters sets for the
description and class similarity relations. As aggregation function F in Defini-
tion 2, we have used the maximum (as proposed in [2]) and other operators;
the best results were obtained with the arithmetic means (see Table 1). Notice
that for region R1, we have obtained the same accuracy (.56) using similarities
(S(.3,.4), T.5) and (S(.1,.1), T0) for the regional learning approach.

Table 1. Classification accuracy, with learning made on either a global or a regional
basis: (a) regression models and (b) fuzzy CBR models

Region regional global
R1 0.56 0.50
R2 0.51 0.40
R3 0.72 0.48
R4 0.76 0.59

Region regional global
R1 0.56 (S(.3,.4), T.5) 0.56 (V(.2,.2), T0)
R2 0.56 (S(.2,.2,.2,.2,.2), T.5) 0.49 (V(.1,.1,.1,.1,.1), T0)
R3 0.62 (S(.2,.4,.3,.3), T0) 0.71 (V(.2,.2,.2,.2), T0

R4 0.38 (S(.2,.2,.2), T.5) 0.65 (V(.1,.1,.1), T.5)
(a) (b)

The results obtained with the fuzzy CBR approach are comparable to those
obtained with the regression models and, in one case, the fuzzy CBR approach is
better than regression (region R2). It is interesting to note that in the fuzzy CBR
approach, contrary to what happened with the regression models, the global
learning approach have very often outperformed the regional one. As a matter
of fact, the global fuzzy CBR approach obtained invariably better results than
regression in the global approach.
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4 Conclusions

In this work we have described the use of a similarity based fuzzy CBR approach
to classify the prevalence of Schistosomiasis in the state of Minas Gerais in Brazil.
We have compared our results to the ones obtained from the literature that uses
linear regression. The comparison results shows the suitability of the approach.

The classification method is such that at the end of an experiment, we obtain
a similarity degree between the description of a new case and each one of those
in the case base. Then we derive the compatibility of the new case with each
class value, by aggregating all the similarity degrees obtained from the cases in
the case base that are classified with that value. Here we have verified that the
usual operator, max, is not always the most suitable for a given application. In
particular, in our problem, the best aggregation operator from those tested was
found to be the arithmetic means.
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INGENIO 2010). The authors thank Vicenç Torra for unvaluable help in realiz-
ing the experiments and to an anonymous reviewer for helpful comments.

References

1. Aamodt, A., Plaza, E.: Case-Based Reasoning: Foundational Issues, Methodologi-
cal Variations, and System Approaches. AI Communications 7, 39–59 (1994)

2. Armengol, E., Esteva, F., Godo, L., Torra, V.: On learning similarity relations in
fuzzy case-based reasoning. In: Peters, J.F., Skowron, A., Dubois, D., Grzyma�la-
Busse, J.W., Inuiguchi, M., Polkowski, L. (eds.) Transactions on Rough Sets II.
LNCS, vol. 3135, pp. 14–32. Springer, Heidelberg (2004)

3. Assuno, R.M., Neves, M.C., Cmara, G., Freitas, C.C.: Efficient regionalization
techniques for socio-economic geographical units using minimum spanning trees.
International Journal of Geographical Information Science 20, 797–811 (2006)

4. Calvo, T., Kolesarova, A., Komornikova, M., Mesiar, R.: Aggregation operators:
Properties, classes and construction methods. In: Calvo, T., Mayor, G., Mesiar, R.
(eds.) Studies in Fuzziness and Soft Computing, vol. 97, pp. 3–104 (2002)

5. Dubois, D., Esteva, F., Garcia, P., Godo, L., Lòpez de Mantaras, R., Prade, H.:
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Abstract. There is no software that accurately calculates the overlap
of two BACs fast enough for application to thousands of cases in turn.
The problems include unacceptably low speed of dynamic programming
algorithms for sequences of the considered size and failure of the faster
local alignment methods to identify complete sequence overlaps. Lower
sequence quality at both BAC ends and internal difference blocks, being
small enough to not significantly increase relative error rates but large
enough to terminate local alignments, cause output of multiple overlap-
ping local matches which do not extend to both sequence ends. Based on
Myers’ bit-vector algorithm for fast edit distance calculation, we devel-
oped the program BACOLAP, that identifies overlapping BACs just as
sensitive as global dynamic programming alignment and as fast as local
heuristic alignment.

1 Introduction

BLAST [2] is the most frequently used program for sequence comparison and
known for its speed and reliability. It serves not that well for finding overlaps of
BAC size sequences. Lower quality at sequence ends and difference blocks cause
termination of local alignments before sequence ends are reached. Semi-global
dynamic programming alignment is required to accurately solve the overlap prob-
lem. GAP3 [6] is such a program, extended to also handle difference blocks, and
used by the read assembler CAP3 [5]. Just as CLUSTALW [12], this program
takes about 30 minutes to process a single pair of BACs. Both methods are far
to slow for large scale BAC comparison.

A number of programs like BL2SEQ [11], WABA [7], YASS [10] and NUCmer
[3] are known, which join local matches to longer alignments but are not spe-
cialized to the overlap problem. For instance all these programs miss an overlap
of length 37,493 with relative error 0.003, formed by the BACs AC124217 and
AC198008, since the start of the overlap matches poorly over the first 250 nu-
cleotides. The programs fail due to their inability to cope with gaps of length
17 to 85 and perhaps also programming errors. WABA even reports one case of
two overlapping exact matches in place of one extended match. Efficient testing
of large numbers of BAC pairs needs fast and reliable software, that directly
outputs overlap events, including all sequence strand combinations and multiple
overlap solutions if possible.

J. Cabestany et al. (Eds.): IWANN 2009, Part I, LNCS 5517, pp. 1061–1069, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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2 Methods

For edit distance Myers [9] developed a very fast bit-vector algorithm, that finds
all approximate matches of a short sequence of lengthM within a longer sequence
of length N . The time of computation depends on the maximum number of errors
admitted for each match and on the number of feasible matches found. It rarely
comes close to the worst case time that is proportional to M ×N/W , with the
divisor W representing the length of the machine word, 32 or 64 depending on
hardware. This algorithm provides an efficient method to match short prefixes
or suffixes of one BAC with all of the other in order to find potential start or
end positions of overlaps.

Next each potential overlap is tested using a global alignment tool, also based
on the bit vector algorithm, in combination with the divide-and-conquer method
by Hirschberg [4]. This programm made by Aiche et al. [1] takes time propor-
tional to 2 × V 2/W , where V is the length of the overlap, that is often much
smaller than sequence length. Both methods together find overlaps much faster
than full semi-global alignment. Testing alternative pairs of start and end posi-
tions yields alternative potential overlaps.

2.1 Deriving Potential Sequence Overlaps

Assuming two BACs A and B to overlap we use Myers’ bit-vector algorithm
to match the first M characters of sequence B with sequence A. All matches
with edit distance not greater than E are reported. But since Myers’ bit-vector
algorithm only outputs end positions of qualifying matches, it is actually ap-
plied to the reverse complement sequences and the end positions of matches are
translated to start positions on the direct strand sequences.

It follows a list of positions in sequence A, where sequence B can possibly start
as shown in Figure 1. Only start positions with locally minimum edit distance are
considered. Given the global minimum edit distance is G ≤ E, we even confine to
local minima below the threshold G+ b(E−G), where b is a parameter between
zero and one. It is not sufficient to select only the best matching start position
but considering all is computationally impossible.

Given a potential overlap begins in position sA of sequence A and the maximal
admitted error rate of the overlap is RE, the end of the overlap in sequence B
is limited to the interval between (1 − RE)(lA − sA + 1) and (1 + RE)(lA −
sA+ 1), where lA is the length of sequence A. Both extreme values are attained
if all errors are gaps, located in only one of both sequences. Matching the last
M characters of sequence A with the derived interval of sequence B yields a
number of potential end positions of overlaps in sequence B. If minsA and
maxsA denote the most upstream and downstream start positions, respectively,
a simultaneous interval of all potential end positions in sequence B is given by
(1−RE)(lA−maxsA+1) and (1+RE)(lA−minsA+1). We actually search this
interval for matches of the last M characters of sequence A with edit distance
not greater than E. Myers’ algorithm now correctly returns the end positions
of matches. Again, we only consider end positions with locally minimum edit
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Fig. 1. BACOLAP’s rule to select start and end positions of potential sequence over-
laps. The vertical axis shows edit distance while the horizontal axis shows match po-
sitions. Circles show match positions with locally minimum edit distance below the
considered threshold G + b(E − G) for E = 100 and b = 0, 6. Only these positions are
considered possible start positions of overlaps.

distance below the threshold G+ b(E −G) where G is the global minimum edit
distance.

If sequence B is sufficiently short, we also test it for being contained in se-
quence A. If lB denotes its length we match the last M characters of sequence B
with the interval between minsA+ (1−RE)× lB and maxsA+ (1 +RE)× lB
of sequence A in order to locate possible ends of matches. We arrive at a list
of paired sequence sections representing potential overlaps. The absolute length
difference of each pair is a lower bound for the number of alignment gaps. It is
not allowed to exceed the product of RE and the length of the longer sequence
section.

Generally most pairs are ruled out by this condition. All others are aligned and
those with relative error greater than RE are withdrawn from the list. A single
pair remains in most cases. The entire analysis is repeated with switched roles
of sequences A and B as well as sequence B replaced by its reverse complement.

2.2 Longest Common Substring Speed Up

Long overlaps with small relative error often contain long perfect matches. This
suggests first identifying the longest common substring (LCS) based on suffix-
trees and then limiting alignment calculation to both sides of the LCS. The
resulting overlap includes the LCS but in case its edit distance may be seriously
increased by a large number of gaps only necessary to force the LCS into the
alignment. The speed increase grows with LCS length. To minimize the effort
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of LCS computation, it is only calculated for the pair formed by the longest
subsequence of A and the longest subsequence of B, or its reverse complement,
found in the list of derived potential overlaps. Then, whenever possible, this
LCS is used to speed up calculation of individual overlap alignments, supposed
it covers more than 50% of the overlap. While it is often fine to use a long LCS,
using a short LCS is dangerous.

3 Data

Two data sets were studied to test BACOLAP. Data set 1 was derived from
1605 pairs of overlapping BACs published under http://www.medicago.org.
Removing 421 pairs, that contained unfinished BACs or BACs with runs of more
than 20 N-letters, we found 1184 pairs to study how fast and reliable BACOLAP
confirms sequence overlaps.

A second set of 2505 unpaired BACs was downloaded from the same website.
Using ClustDB [8], we derived 43,727 BAC pairs, that have a common substring
of length 300. This sample represents data set 2 and is used to study how quickly
BACOLAP rejects pairs which are not really overlapping.

4 Results

All computations were performed using a PC with a Pentium 4 processor and
2GB of memory running under Linux OS.

4.1 Speed and Sensitivity

Table 1 shows the time BACOLAP takes to process data set 1 and how many
pairs it identifies to overlap. The sensitivity depends on finding start and stop
positions of potential overlaps, regulated by parameters M (length of start and
stop sections), E (maximum number of errors in these sections) and the max-
imum relative error ER, allowed for the complete overlap. The speed depends
on these parameters and the use of the LCS option. Therefore Table 1 is ver-
tically organized into five blocks for M ranging from 300 to 1000. Each block
horizontally displays results for different values of E = (M × RE)/100, where
RE ranges from 5% to 33.3%. The reported results include the number of pairs
identified to overlap and the total time of computation.

BACOLAP did not confirm 19 pairs to overlap using parameters M = 300
and RE = 33.3%. Eight of these pairs were found to overlap using alternative
parameters. In all other cases the true overlaps are too short, starting or ending
subsequences do not match sufficiently well, or evidence of a sequence overlap
was not found by any working alignment tool.

By its nature our method does not reliably detect overlaps, that are shorter
than M . A detailed analysis shows, that overlap detection fails if (M −E) plus
the number of overlap errors exceeds overlap length. This fact in part causes the
sensitivity to decrease for growing M and given RE = 5%. Table 2 illustrates

http://www.medicago.org
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Table 1. Run time of BACOLAP to confirm 1184 BAC overlaps of data set 1

error rate 5% 10% 20% 25% 30% 33.3%
M = 300

time measurement ∅

without lcs 32 min 31 min 36 min 37 min 40 min 44 min 36:40 min
with lcs 9 min 9 min 12 min 12 min 14 min 16 min 12:00 min

found overlaps 1152 1155 1160 1161 1164 1165
M = 500

time measurement ∅

without lcs 30 min 32 min 37 min 42 min 41 min 44 min 37:40 min
with lcs 10 min 10 min 13 min 14 min 15 min 14 min 12:40 min

found overlaps 1151 1156 1163 1166 1166 1166
M = 600

time measurement ∅

without lcs 31 min 32 min 36 min 41 min 45 min 45 min 38:20 min
with lcs 9 min 10 min 12 min 14 min 14 min 16 min 12:30 min

found overlaps 1150 1156 1165 1166 1166 1166
M = 750

time measurement ∅

without lcs 32 min 36 min 39 min 41 min 44 min 47 min 39:50 min
with lcs 9 min 10 min 12 min 13 min 14 min 18 min 12:40 min

gefundene Overlaps 1148 1153 1164 1166 1167 1168
M = 1000

time measurement ∅

without lcs 32 min 34 min 37 min 40 min 46 min 50 min 39:50 min
with lcs 10 min 11 min 13 min 13 min 15 min 16 min 13:00 min

found overlaps 1146 1155 1162 1165 1165 1165

this rule for three overlaps less than 750 nucleotides long, which were identified
for M = 750 but not for M = 1000, given RE = 33.3%. At the other hand, for
constant RE, growing M yields larger E values, which provide more freedom
for errors to clump in the start and end sections of overlaps and hence increase
sensitivity. These two antagonistic effects explain the complex relation between
M and the number of identified overlaps seen in Table 1.

Table 1 also shows a growing time of computation for increasing RE, since
more overlaps are tested. The LCS speed acceleration proved to be effective since
almost every calculated overlap contains the LCS. It had no effect on sensitivity.
However, by increased probability of providing not optimal edit distances, this
option could imply rejection of an otherwise accepted overlap. This probability
is the smaller the longer the overlap and the less errors we admit.

4.2 Comparison with Other Programs

Using parametersM = 300,E = 100 andRE = 33.3%, we compared BACOLAP
with BL2SEQ [11], WABA [7], YASS [10], NUCmer [3] and ClustDB [8]. The
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Table 2. Three short BAC overlaps of data set 1 which could not be identified using
window size M = 1000 and E = 333

BAC pair overlap length errors M-E+errors
CR931737\AC144516 604 0 667
CR954197\AC136286 617 0 667
DQ009671\AC140551 750 185 852

Table 3. Performance comparison of BACOLAP, ClustDB, BL2SEQ, WABA, yass
and NUCmer using data set 1

BACOLAP YASS ClustDB WABA NUCmer BL2SEQ
confirmed overlaps 1165 1138 1133 1123 1119 1114
results compared with BACOLAP

equal positions 1103 1093 1086 1081 1059
position difference maximal 20 34 36 35 37 45

position difference between 21 und 100 1 4 2 1 10
unconfirmed overlaps 19 46 51 61 65 70
time of computation 16 min 44 min 42 min 43h 59 min 11 min 12 min

parameters for the other programs were gapcost = −2, gapextensioncost = −1,
mismatchcost = −1 and matchcost = 1 for BL2SEQ, default parameters for
WABA and YASS, minmatch = 300 and maxgap = 100 for NUCmer, and
100 errors within each alignment window of size 300 for ClustDB. Table 3 shows
how many overlaps the different programs found and how long they took for data
set 1. BACOLAP found the largest number of pairs. The 19 pairs, BACOLAP
failed on, were missed by all other programs, too. In many cases the competing
software produced local alignments, very close to BACOLAP’s results, with start
and end positions differing by not more than 20 or 100 nucleotides, respectively.
These cases were counted successful in Table 3 and still BACOLAP failed on
less than half the cases the best competing program did. The programs YASS
and ClustDB are closest to BACOLAP’s sensitivity but take more than twice
the time. WABA is extremely slow and clearly insufficiently sensitive compared
to its long time of computation. The programs NUCmer and BL2SEQ are faster
than BACOLAP but not enough to justify the loss of sensitivity and inability
to report multiple overlap solutions.

4.3 Alignment Post-processing

ClustDB failed on 32 BAC pairs of data set 1 which BACOLAP confirmed to
overlap. These pairs all contain poorly matching regions, called difference blocks.
We used these pairs to compare BACOLAP’s difference block post-processing
feature with the program GAP3 [6]. BACOLAP detected 48 difference blocks
for which it produced the same result as GAP3 in 34 cases. In 7 cases neither
GAP3 nor BACOLAP could improve the alignment, and in only one of the 7
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Fig. 2. A poorly matching alignment section as presented by global alignment

Fig. 3. Alignment post-processing of the sequence section considered in Figure 2 reveals
an insert in BAC AC148347

cases left, GAP3 found an alignment, that we would prefer over the result of
BACOLAP. Figures 2 and 3 show an example of alignment post-processing.

4.4 Alternative Overlaps

An important feature of BACOLAP is its multiple output of solutions for 91 pairs
of data set 1 while other programs provide just one. Such multiple
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Table 4. Comparison of BACOLAP, YASS, BL2SEQ and NUCmer for 43,727 potential
overlapping BAC pairs

BACOLAP YASS BL2SEQ NUCmer
confirmed overlaps 2538 2362 2031 1955
computation time 341 min 1123 min 347 min 407 min

solutions indicate repeats and possible assembly errors. For 22 pairs we even
observed equally scoring multiple overlap alignments, where different start or
end positions do not affect overlap length and number of errors. Such multiplic-
ities are dangerous for chaining overlapping BACs.

4.5 Rejecting Pairs of Non-overlapping BACs

Table 4 provides the results obtained by application of BACOLAP, YASS,
BL2SEQ and NUCmer to data set 2. Opposed to data set 1 it contains mostly
non-overlapping pairs of BACs. BACOLAP identified the largest number of truly
overlapping pairs and was the fastest. In difference to Table 3 BACOLAP was
even faster than BL2SEQ and NUCmer. It more quickly rejects non-overlapping
pairs by its fast bit-vector search for potential start and end positions. Hence
it can afford an increased effort for identifying multiple overlap possibilities in
the relatively small number of positive cases. Most importantly BL2SEQ and
NUCmer found only 80% of the overlaps BACOLAP has identified. YASS is
more sensitive than BL2SEQ and NUCmer but took by far the longest time of
computation.

5 Discussion

We have applied bit-vector based functions implemented in the SeqAn C++
library [13] to solve the problem of finding overlapping regions between two
BACs. The new tool was necessary since standard alignment software does not
consider multiple possibilities of overlapping, decreased sequence quality at BAC
ends and difference blocks, caused by assembly errors or copy number variations.
The LCS speed up option helps to save time for handling large numbers of cases
at very little loss of sensitivity. BACOLAP’s field of application is best compared
with that of GAP3 [6], which was developed to find overlaps of short reads but
performs incredibly slow when it is applied to BAC size sequences. Standard
alignment software does not produce a ready answer to the question if two BACs
overlap.

Although, our algorithm performs satisfactory, it is of heuristic nature and
more considered a beginning rather than the end of a necessary line of research
that aims at efficiently solving the overlap problem for BAC size sequences. Dif-
ferent new generation sequencing technologies, equipped with new and efficient
read assemblers, are going to produce giant sets of longer sequence contigs, which
need to be carefully studied for many different reasons. In particular large plant
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genome projects, like that of sequencing Medicago truncatula, will profit using
BACOLAP to derive BAC assembly tables.
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Abstract. The technological standards for the Digital Home play a key role in 
providing entertainment services but also Ambient Assisted Living (AAL) ser-
vices for the elderly. Both kind of services are multimedia and share the Digital 
Home infrastructure or Smart Home Ecosystem. This Ecosystem is made up of 
a growing number of devices that communicate with other local or remote de-
vices. AAL services cannot be developed for the Digital Home in the "a techni-
cal solution for every problem” model and has to rely on existing and wide-
spread technologies provided by this mainstream of technology. 

Keywords: AAL, Ambient Assisted Living, digital home, ADL, activities of 
daily living, UPnP, DLNA, OSGi, HomeDA. 

1   Introduction 

1.1   Demographic Challenges and the Elderly Wellness 

Before 2050, the percentage of people aged 60 years or more in Europe will be 
around 37%. In the developed world, the very old (aged plus than 80) is the fastest 
growing population group [1]. When adults get older they must face a range of impor-
tant issues related to health, social inclusion, security, mobility and, in general, all 
factors that affect the wellbeing. The challenge that health and social care providers 
are facing to answer these demands is generating a huge social spending that are 
deemed unsustainable by all involved players. Today there are four working people 
for every retired but it is expected that in 2050 there will be only two working people 
for every retired. Furthermore, the quality of life of older people must be ensured to 
promote their independence and, in general, their social inclusion. 

Many of these challenges are not new in our societies and are related to the dis-
eases that may eventually accompany the aging process. This health demand is well 
known, deeply studied with a very complete statistical data [2] and is well structured 
due to the secular exercise of medicine (even though with the problem of coping with 
chronicity as a new factor). Our greatest challenge is, rather, that the elderly will be 
able to maintain their welfare state and to obtain the care they need when some  
of their functional abilities (memory, mobility, cognitive skills ...) decline, so  
that, they remain active members of the society in which they are developing their 
daily lives [3]. 
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1.2   Ambient Assisted Living (AAL) 

Ambient Assisted Living (AAL) is a concept which offers a way to solve the chal-
lenges we are facing related to our ageing societies. AAL is related both to Informa-
tion and Communication Technologies (ICT) as well as organizational innovations. In 
this context: 

“AAL aims to prolong the time people can live in a decent way in their own home 
by increasing their autonomy and self-confidence, the discharge of monotonously 
everyday activities, to monitor and care for the elderly or ill person, to enhance the 
security and to save resources.”[4] 

AAL intends to maintain the wellness and skills of the elderly not merely by pro-
viding an external human help but enhancing a self-managed life. Like some other 
technologies that have been in use for some time now, ICT comes to the help of the 
elderly in order to provide a longer and independent life. 

Often, the concept of AAL is reduced to the health status associated with aging. 
But as shown in the following figure, AAL is neither "Health & Wellness" in a broad 
sense nor “Disease Management” for the chronically ill elders. AAL includes these 
concepts but focus on the whole person so that its ability to age independently in 
every aspects of daily life is strengthened. Actually and regarded in a comprehensive 
way, the structure of AAL could be applied to any member of the society irrespective 
of their age. 

Only just to understand the point of view of AAL related to the independent life of 
the elderly, we can focus on the health component. AAL, in this case, is not seeking 
just to meet the needs in case of a health crisis (due to an acute or chronic illness) or 
to detect situations of a decline in health, but rather to motivate the development of 
habits that promote a healthy life. 

 

Fig. 1. Ambient Assisted Living: needs and opportunities [5]  
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1.3   Technology and Activities of Daily Living (ADL) 

Activities of Daily Living (ADL) include a broad range of complex activities per-
formed by human beings. They include physical activities like eating, bathing, walk-
ing and putting on clothes but also complex social and cognitive abilities like  
shopping and using money or recognizing other people. The possibility of success-
fully performing daily life activities determines the chance of remaining or not in the 
community. As a consequence, ADL have been chosen as markers of global human 
independence and functionality. 

The overall functionality of a human being (as a complete set of ADL successfully 
performed) can be represented against lifetime as shown in the next figure. 

A flat line meaning no loss of functionality over a lifetime is the ideal ADL profile. A 
real profile shows a decline in the capability to perform all the ADL and therefore results 
in a loss of the ability to maintain an independent living when people get older. [6] 

As a result, a more or less vague line of dependency intersects the vital falling 
ADL function. After someone enters the dependency area (large shaded rectangle), 
human assistance by means of relatives or formal carers is needed to complete ADL 
and to maintain a good quality of life. 

Fig. 2. Ideal and real ADL vs. lifetime. Dependency period reduced by technologies [6].  

In this context, the Ambient Assisted Living paradigm considers information and 
communication technologies (ICT) as a powerful tool to reduce the need for human 
aid involved in dependency situations besides reducing the time and intensity of care 
needed for elderly people. Following our graphical approach the appropriate use of 
ICTs in an AAL context means to take down the dependency line. The area of the 
“dependency rectangle” is then reduced in terms of time and dependency depth. 
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In fact, IC technologies follow the track of mechanical technologies in the help of 
the elderly and in general terms dependent people: walking sticks, ramps, bathroom 
accessories but also glasses, wheelchairs and hearing aids are more or less  
sophisticated technologies that have been in use for some time now. Applying new 
technologies to this problem is a must as the population gets older and the sum of 
“dependency rectangles” surpasses the capabilities of society. 

The AAL paradigm by means of ICT includes the support for older people per-
forming ADLs in different scenarios: at home, giving better quality of life and more 
independence; at work, allowing an active and productive life, and in the community, 
overcoming isolation and loneliness and keeping up social networks. 

Most of the AAL services an elderly person is offered when staying at home can be 
mobilized outside the home by means of the ICT: when travelling, walking, working 
or visiting other members of the community, the AAL-enabled home remains the 
centre of every Personal Digital Environment as the services an elderly person needs 
travel with him or her. As a consequence services should be designed to be flexible 
because they are not provided in a single user context or using a single user interface 
or physical device. 

For future research, it will be desirable to establish the semantics of ADL to help 
modeling AAL services. Current definitions of ADL are health oriented or not suffi-
ciently descriptive, such as the ICF (International Classification of Functionality). A 
semantic model of this type could be used by intelligent agents to detect ADL and 
provide a technological support to accomplish them without external human support. 

2   The Mainstream of Technology for the Digital Home 

Nowadays the Digital Home or smart home is being driven primarily by entertain-
ment services. These kind of multimedia services make up the mainstream of technol-
ogy for the Digital Home. Social or health services with technological components 
near the concept of AAL that are currently being developed, run the risk of being left 
outside the mainstream of Digital Home. These services do not reflect the standards 
of the Digital Home in areas such as service and device discovery, software and 
hardware architecture, user interfaces, remote management... Unlike present applica-
tions of telemedicine for niche patients, the AAL services at home should be thought 
as a cheap and mass market due to its dimension. At present, systems based on the 
AAL paradigm are being planed in an ad-hoc basis: a solution to every problem, re-
gardless of the whole real life conditions and complete needs of the elderly. And of-
ten, this solution is designed monolithically and without the capability to adapt and 
reuse its components. 

As an example, devices that are used for AAL applications in the Digital Home 
should offer their services in a standardized way. To achieve this we need a common 
layer that allows the personal or environmental sensors announcing its existence, the 
services they offer and a method to access them. When a new device is introduced or 
removed this common layer allows to use it with minimal user intervention. The AAL 
service provider should be able to remotely manage these devices and services, to add 
new services even without the user knowledge and to diagnose faults even before they 
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occur. Only in this way mass services beyond a pilot with a limited number of users 
will have a significant social relevance. 

The Digital Home can be seen as a number of technological areas that deal with 
different user needs: home automation and appliances, entertainment, security, home 
health and telecare. All of them have developed their own standards that cover spe-
cific services but gives as a result a fragmented Digital Home. 

The mainstream of Digital Home is, at the moment, dominated by the entertain-
ment sector not by health, social, wellness or, in a broad sense, AAL services. The 
European Commission recognizes that the ageing needs are not yet in the mainstream 
of IC products development for European companies due to [7]: 

•    Insufficient awareness of market opportunities and users' needs 
•    Older users’ needs not built into new designs and technologies 
•    Fragmentation of research and innovation efforts 

The entertainment sector has a key role in providing the information conduit to and 
from all the other smart systems in the Digital Home as it is nowadays probably the 
most standardized. Entertainment and AAL services are multimedia by nature. They 
rely on service components such as video, audio, formatted data, a growing number of 
devices (with services they offer to other local or remote devices), user interfaces over 
different devices and remote service management. Because of its similarity, this is the 
time for AAL services to join the mainstream of technology for the Digital Home if 
we want to have cost effective and not isolated AAL services. 

Current homes must face an ever-growing number of consumer electronic devices. 
These are intended for family entertainment and also, to a lesser extent, to help in 
Activities of Daily Living (ADL). However, most of them work in isolation, and 
require some effort in order to make them operate using the full range of their capa-
bilities. AAL users need simplicity, that is to say, they want technology to be a ser-
vant of users, and not the opposite. The challenge is to make the complex as easy to 
use as possible. 

Because entertainment at home relies on consumer electronics and broadband 
communications, we will have a look on the standards these sectors are using. The 
AAL services for the elderly are not required, of course, to use these technologies as a 
must but the underlying ideas behind them are shaping the smart home today and will 
do it in the future. AAL services and the ADL support they provide will not be ubiq-
uitous, cheap (and then mass market) and manageable if they continue to be built 
from scratch in every research or commercial project. 

2.1   Universal Plug and Play (UPnP) 

UPnP [8] is an industrial initiative to simplify the interconnection of devices in local 
networks. The Universal Plug and Play allows to discover devices and also to  
enumerate the features and services provided by each device. It also defines the com-
munication protocol to invoke the services offered by the UPnP devices. UPnP offers 
the following features, (1) provides automatic discovery of any devices connected to 
the home network, (2) allows zero-configuration networking, (3) is independent of the 
type of devices and networks, (4) uses standard protocols and (5) offers easy system 
extensibility. 
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Those manufacturers who do not want to start an AAL device production from 
scratch will be able to use this standard in order to distribute the information about 
services the device offers throughout the home network. A complex AAL service can 
be built on top of a number of devices which offer a standard view of their capabilities. 

UPnP drawbacks have been identified by some projects but new extensions can be 
added in order to overcome them without breaking the UPnP standard. [9] 

For future research, it will be useful to define an UPnP control point based on an 
AAL specific ontology for the provision of services at home. In this way, a  
non-standard UPnP device could be easily integrated into AAL services through a 
semantic reasoning. 

2.2   Digital Living Network Alliance (DLNA) 

DLNA [10], which stands for Digital Living Network Alliance, is a system that al-
lows different devices in the same network to be connected with each other to share 
content easily and without the need of complex settings. DLNA uses a subset of 
UPnP-oriented features for exchanging multimedia content. 

In a DLNA network there are two types of devices: clients and servers. Servers (or 
Digital Media Server DMS) are the ones which have contents available to offer, while 
clients (or DMP Digital Media Players) are those where we can enjoy these contents. 

This way we can access multimedia contents from any device regardless of their 
location. In fact, provided that there is enough bandwidth, not only home-to-home 
content can be shared allowing for complex social networks but home-to-provider 
which means that an external system could help an elderly person to perform remotely 
an Activity of Daily Living (ADL). 

In the frame of the AAL paradigm, the use of multimedia content is mainly en-
closed within the “social interaction” group and its connected categories such as mo-
bility and working life. 

2.3   DSL Forum TR-069 

Devices connected to the home network demand in many cases services which are 
located outside the home network. For this reason the central point element in the 
home network is a CPE (Customer Premises Equipment) such as a residential gate-
way. It will manage all subscribed services working as a central point to control all 
the devices in the home network and provinding an integration platform for several 
internal and external services. 

The Broadband Forum TR-069 [11] standard allows the remote management of the 
customer equipment: auto-configuration and dynamic provisioning, updating the 
device's software, monitoring and diagnostics. 

Besides that, the TR-111 standard enhances the TR-069 by giving the ability to 
remotely manage devices that are connected inside the home network via the residen-
tial gateway. In this way the management protocols are not limited to Internet access 
devices, but can reach all types of devices in the home network such as web cameras, 
IP phones, personal or environmental sensors, etc. Moreover, it allows to deploy and 
to manage services on demand. In most real situations, TR-069/TR-111 will be a 
standard used by the telecommunication operator or by a social or health services 
provider to access the low level services of the home devices. 
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TR-069 is designed to handle millions of devices due to its scalability and robust-
ness. Also interoperability is guaranteed through standardized objects models and 
plug fest.  

2.4   Open Services Gateway Initiative (OSGi) 

OSGi [12] defines a development platform based on components and provide a ser-
vice oriented architecture. One of its advantages is to allow the manufactures to  
develop services while minimizing the probability of platform fragmentation (as it 
happens in the Linux world and its uncountable distributions). OSGi provides a dy-
namic module system based on Java components that nowadays is working in a big 
number of environments. 

Some benefits of using OSGi's component system are: 

• Device Management: remote management of home devices and devices data-
base administration. 

• Component Communication: efficient communication interface between OSGi 
components. 

• Class-sharing: OSGi support shared components between application packages, 
so the same components must not be duplicated. 

• Runtime Environment: OSGi can be used in different Java environments. It de-
fines the minimum runtime requirements and any Java implementation, that 
meets those requirements, can be adequate to run OSGi. As a result, it provides 
a great flexibility that allows OSGi to be applied on multiple devices. 

• Component Model: sharing of OSGi components plays an important role dur-
ing the services lifetime. Components can be remotely added, deleted or modi-
fied by an external operator. 

• Service Model: accessing to services in OSGi is really simple. OSGi services 
can be used as plugins for other applications. 

• Application Model: OSGi defines an application model that can host any exist-
ing implementation model. This allows to avoid applications fragmentation, as 
it happens with Linux. This is especially important for an external operator try-
ing to deploy a number of dynamic services as it can choose a single applica-
tion model and deploy it on all platforms. 

• Mobile manageability: the MDM (Mobile Device Management) includes de-
vice configuration, application deployment, status monitoring and data backup. 
Also JSR-232 defines a service platform designed to manage mobile devices 
and to control the installed applications. 

OSGi is a platform very suitable for the deployment of AAL applications. AAL 
services are not static and its evolution involves a change of their associated technol-
ogy. The life cycle of AAL applications includes installing, starting, stopping, updat-
ing and uninstalling components. 

In order to clarify the concepts, the next figure shows the Home Gateway and the 
remote Management System besides the OSGi and TR-069 management areas and 
relationships. 
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Fig. 3. Combined management model based on TR-069 and OSGi 

2.5   Universal Remote Console (URC) 

The Universal Remote Console (URC) framework specified as a family of standards 
(ANSI INCITS 389-2005 to 393-2005 and ISO/IEC 24752) defines a “Protocol to 
Facilitate Operation of Information and Electronic Products through Remote and 
Alternative Interfaces and Intelligent Agents”. [13] Its aim is to define a user inter-
face layer over any existing framework for device discovery and control. The differ-
ent user interfaces are defined by specifications based on XML. The “User Interface 
Socket” is the most important component of the URC framework. This socket is de-
fined by a common semantic model for all user interfaces that can be used as a Ma-
chine-to-human (M2H) interface for a device such a as a TV set, a blood pressure cuff 
or a motion detector. Sophisticated or simple user interfaces can be connected to the 
socket therefore reusing software code enclosed in the user interface socket. 

The Universal Control Hub (UCH) has been proposed as an approach for imple-
menting the URC framework over UPnP networks. User interface clients can discover 
remote user interfaces to control networked devices. These UI are served by Remote 
UI Servers following the UPnP Remote UI specification. The URC provides the 
UPnP architecture with a common user interface level, so allowing UPnP devices to 
offer their own user interfaces on remote UI clients without any specific knowledge of 
them. 

Some research projects such as Monami [14] and i2home [15] are using UCH as 
the framework for UI management in home applications including AAL ones. 
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2.6   Continua Health Alliance 

The medical device manufacturers’ viewpoint for the AAL at home is the Continua 
Health Alliance [16]. It is not a standardization forum but it applies existing standards 
primarily based on the ISO/IEEE 11073 family. However, as mentioned before, AAL 
is not only health and wellness. As a consequence this family of standards covers a 
certainly important field but not the entire spectrum of AAL applications. Also, these 
standards are designed to work as a "Data Optimized Exchange Protocol Layer" over 
Bluetooth and USB but they do not take into account features such as scalability, 
device discovery, services and devices management... The scenarios defined by Con-
tinua Health Alliance involve also HL7 standards and the IHE forum, which rein-
forces their health character. Besides that, mass market AAL applications have to 
include a full life cycle cost model (implementation, operation, remote manage-
ment...). Also, social and health professionals are scarce resources and they have to 
deal with a large and growing number of patients and elders. But the Continua Alli-
ance describes a future scenario for AAL applications from an overabundance of 
resources perspective [17]. 

2.7   Smart Home Ecosystem for AAL Services 

The literature on AAL projects is plentiful of details associated with transport technolo-
gies (Bluetooth, USB, ZigBee, Z-wave, Wifi and RFI) but it lacks of solutions for the 
OSI application level. The features of the standards outlined in this section are faced, if 
they are considered at all, with ad-hoc developments that allow small pilots to be suc-
cessful but certainly do not take into account a massive extension of the AAL services. 

The former standards make possible to define an architectural structure that com-
bines the individual benefits of all technologies to provide remote AAL services. This 
approach allows to discover devices in a local network and also enumerate the features 
and services provided by each device combining the following characteristics: (1) 
provides automatic discovery of any device connected to the home network; (2) allows 
zero-configuration networking; (3) is independent of the type of devices and networks; 
(4) uses standard protocols; (5) offers easy system extensibility and makes possible to 
integrate new AAL devices and services in a transparent way; (6) provides complex 
services thanks to services cooperation; (7) models the specific-AAL home domain for 
the use of a knowledge-based system according to context information sources; (8) 
takes into account a full life cycle cost model for mass market AAL services.  

With these technologies we can create a Smart Home Ecosystem for AAL services. 
This ecosystem of devices would comprise the following components that include the 
features listed in this section: 

• Home Gateway, acting as a communications hub and as a third party services 
deployment platform based on OSGi. 

• Home Content Centre for content storage and aggregations. Most of the AAL 
services need ubiquitous multimedia content discovering and sharing.  

• HomeDA or Fourth Home Screen acting as a tactile, vocal and visual user in-
terface. Besides the three traditional screens (TV, computer, mobile) this 
Fourth Home Screen or Home Digital Assistant (HomeDA) offers rich user in-
terface capabilities as well as AAL services processing. 
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This Smart Home Ecosystem is not intended to be the only way to provide multi-
media AAL services at home. These devices can be seen as the physical support for 
the functionalities depicted in this section. However, its physical layout, interfaces, 
new capabilities, integration of existing technologies, etc, can be highly variable over 
the time and on the specific AAL application. 

3   AAL Applications Using the Smart Home Ecosystem 

3.1   Multi-Agent System for Personal Health Monitoring (MIMO) [6] 

The MIMO (Multi-Agent System for Personal Health Monitoring) focus some of the 
above mentioned technologies on a Personal Health Monitor integrated with a Multi-
Agent System for home environments.  

The goal of this system is to explore the use of UPnP as the service and device dis-
covery technology and Ambient Intelligence techniques in order to allow the user 
interaction at home as simple as possible. In this way we are trying to make the tech-
nology “disappear” because, after a short period of time, the user is not aware of using 
it. To achieve this goal a multi-agent system is proposed, focusing on knowledge 
representation for multi-agent communication and personal health monitoring. 

 

Fig. 6. Multi-Agent System for Personal Health Monitoring (MIMO) 

When the user gets home with his new vital signs monitor, the device is discovered 
and plainly integrated within the Smart Home Ecosystem. Hence, one can anticipate 
the following challenges in a home environment: (1) standardizing device access and 
(2) making easy the introduction of new devices with a minimum of user interaction. 
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Briefly, the most relevant functional aspects of this proposal are: 

•    Intelligent Agents for monitoring vital signs of users at their homes 
•    To remotely consult vital constants from outside their homes 
•    An alert mechanism that can act in case of anomalous situations 
•   Automatic discovery and integration of e-health and domotic devices with the 

          home network using UPnP. 

While the MIMO is not detecting an abnormal situation, it does not require the in-
volvement of a distant social or health professional. The intelligent agents include a 
number of events under which the external intervention is triggered. Also, this layer 
of ambient intelligence can be modified remotely without any user intervention to 
adapt itself to new circumstances. 

3.2   AmIVital: Personal Digital Environment for Health and Welfare [18] 

The main goal of the AmIVital project is to develop a new generation of technologies 
and ICT tools to model, design, implement and operate devices and systems for Am-
bient Intelligence (AmI). Its purpose is the provision of personal services and the 
support of independent living, welfare and health. It is about building a platform that 
makes easy to put into practice AAL services taking into account not only the techni-
cal applications but also new business models. 

In line with the objectives of the Spanish CENIT program, AmIVital addresses 
R&D technology objectives in areas relevant such as AmI, advanced sensor networks 
such as intelligent sensors, wireless networks, embedded systems, intelligent systems 
based on context, multimodal interfaces, issues on accessibility and universal access, 
reliability, security, systems integration and interoperability, as well as remote soft-
ware to support the management of AAL services and devices. 

In particular, the main aim is to develop technologies and tools to implement a new 
generation of AAL applications and services for:  

1. Supporting the independent living and mobility of the elderly.  
2. Monitoring and controlling people with chronic illnesses, people requiring 
         long term care, or frail people.  

3. Helping people with disabilities.  
4. Supporting services for families and informal carers.  
5. Giving aid and services to vulnerable groups.  
6. Making easy healthy lifestyles and promoting a proactive behavior of people 

              in the course of their lives.  
7. Supporting social and health professionals involved in the provision of care.  
8. Operating and managing the AAL services included in the AmIVital  

               platform. 

3.3   Home Digital Assistant (HomeDA) or Fourth Home Screen 

The HomeDA (Home Digital Assistant) or Fourth Home Screen is an evolved tactile, 
vocal and visual user interface that focuses on families. This Fourth Home Screen is 
usually linked to a fixed broadband line through the Residential Gateway and acts as a 
personalised window to a number of services related to entertainment as well as to AAL. 
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The Home DA is being driven by the emerging technological trends such as multi-
touch screens, low power wireless, cheaper silicon, higher battery capacity, location 
services and the expansion of the open source movement in operating systems along 
with the explosion of digital information need at home. Commercially this kind  
of devices is a family HomeDA that allows a shared use for all the members of the 
family, apart from an individual use.  

These new kind of devices will change the way the elderly access to the commu-
nity and experiment the world around them: 

•    They will have access, at home and at anytime, to their virtual or real community 
 and in particular to their family 

•   They will have an easy way to interact with the automation devices at their homes 
and will change the way they access and share their digital memories 

The HomeDA for AAL is provided with a touch screen that has widgets for quick 
access to an enriched family agenda and calendar, personal content such as photo-
graphs and videos, telephony and messaging, emergencies, virtual communities, local 
services, shopping and so on. These features provide a new kind of devices with lots 
of applications for entertainment, communication and information at the Digital 
Home including automation and Activities of Daily Living monitoring. 

Most manufacturers of these emerging devices use Linux [19] as OS but there is a 
trend to use Android [20] in some of the more advanced ones. Several communica-
tions operators are launching these devices and they are focused on families [21]. 
HomeDA are designed to support UPnP and OSGi and to be remotely controlled by 
TR-069. These standards allow for easy deployment of new AAL services, such as 
those based on the measurement of health parameters using the specifications of the 
Continua Alliance. 

4   Conclusion 

Ambient Assisted Living (AAL) is related to Information and Communication Tech-
nologies (ICT) as well as organizational innovations. The AAL concept offers a way 
to solve the challenges of our ageing societies and to provide an independent life for 
the elderly. Older people are helped by ICT while they carry out Activities of Daily 
Living at home or, in broad sense, in their Digital Personal Environment. 

The entertainment sector can be seen as the mainstream of technology for the Digi-
tal Home and it is nowadays probably the most standardized. These standards, such as 
UPnP, DLNA, OSGi, URC and so on, play a key role in providing entertainment but 
also AAL services because both of them are multimedia and they share the Digital 
Home infrastructure or Smart Home Ecosystem. This Ecosystem is made up of a 
growing number of devices that communicate with other local or remote devices. 
Thanks to the aforesaid standards, these devices are remotely managed and can work 
together to provide a high number of AAL services. 

Because of its similarity, this is the time for AAL services to join the mainstream 
of standards and technology for the Digital Home. Doing this we will be able to have 
AAL services that can be cost effective and not isolated. AAL services can not be 
developed for the Digital Home in the "a technical solution for every problem” model 
and has to rely on existing and widespread technologies. 
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AAL services and the ADL support they provide will not be ubiquitous, mass mar-
ket and manageable if they continue to be built without taking into account the main-
stream of technology for the Digital Home. As Ravel said about Brahms of writing 
concertos not for the piano but against it, sometimes we are building AAL services 
against the Digital Home not for it. 
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Abstract. The recent concepts developed in order to meet the specific technol-
ogy-related needs of older people are “Ambient Intelligence” and "Ambient As-
sisted Living". The major aim of AmI is to prolong the time older people can 
live decently in their own homes with an increased autonomy and self-
confidence. One category of patients that would necessarily require intelligent 
ambient assistance devices in the future is the old one, characterized by a high 
incidence of co-morbid conditions and diseases, cognitive and/or physical im-
pairment, functional loss from multiple disabilities, leading to impaired self-
dependency.  US and EU law and research programs are concerned to support 
the research, development and implementation of such devices able to reduce 
the social burden and to improve the geriatric healthcare systems. 

Keywords: assistive technology, elderly, legislation.  

1   Background 

A recent concept to adequate technological supply in meeting the specific technology-
related needs of older people include “ambient intelligence”(AmI) and "Ambient 
Assisted Living" (AAL) [1]. The founders of this concept are organizations from 
industry, science and governmental decision factors. AmI aims to prolong the time 
older people can live decently in their own homes by increasing their autonomy and 
self-confidence, by supporting their everyday activities and their disabilities, and to 
save resources. According to an ISTAG report (2004) [2], ambient intelligence can be 
seen as a starting point for AAL. AmI is mainly based on three technological fields:  
1- ubiquitous computing, which consists of integrating microcomputers, sensors and 
actuators into everyday objects; 2 - ubiquitous communications, which enable objects 
to communicate with one another (ad hoc networking, self-organization, personaliza-
tion, and context awareness play an important role); 3 - human-computer co-operation 
which means interaction with devices happens in a 'human' way. The main  
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technologies are interactive and in some cases multimodal, and are based on speech, 
gesture, emotions, and artificial skins [3]. 

The fact that the decisions in AmI are based on profiles has raised the question 
whether they infringe existing non-discrimination legislation. Article 14 of the Euro-
pean Convention on Human Rights and Article 1 of Protocol No. 12 to the Conven-
tion prohibit the discrimination from the States towards individuals.  This would 
mean, that “if profiling practices conducted by public bodies representing the state 
(i.e. the (local) government) would be proven to be discriminatory, these provisions 
could be invoked by an individual who could require from the government that the 
discriminatory profiling practice in that specific case is stopped (‘vertical effect’)”. 
 The use of specific criteria, such as sex, race, colour, language, religion, political or 
other opinion, national or social origin, association with a national minority, property, 
birth or other status, as described in Article 14 ECHR cannot be used as ground for 
discrimination. However the whole nature of AmI is based on a faddish way of dis-
criminating among the users of a system and making decisions based on profiles that 
are built upon various criteria. Could it be sustained that AmI technologies are violat-
ing non-discriminating legislation as they are based on the processing of personal data 
and the consequent building of profiles? – asks Future of Identity in the Information 
Society (FIDIS) Network of Excellence [4]. 

2   Major Concerns about AMI’s 

First of all, the UN International Plan of Action on Ageing (Madrid 2002) states the 
development of supportive environments and Assistive Technology (AT) as a priority 
direction. Among the United Nations Principles for Older Persons, those of Independ-
ence (“older persons should be able to live in environments that are safe and adapt-
able to personal preferences and changing capacities”), Care (“older persons should 
have access to social and legal services to enhance their autonomy, protection and 
care”), and Dignity (“older persons should be treated fairly regardless of age, gender, 
racial or ethnic background, disability or other status …”) are closely touching AmI 
and AAL developments.  

Based on the basic pillars of the WHO concept on Active Ageing, it is recom-
mended that the specific higher level needs of older people with regard to quality of 
life in developed countries should be classified into six groups: 
• Health: the health needs of older people address three main aspects: non-existence of 
illness, a good functional status and an appropriate system of social support for the 
individual. In the upcoming years, it is expected that better informed patients will take 
on more responsibility for their own health and that they will be more proactive in 
pursuing their own illness or asking for a medical diagnosis and therapy or seeking 
AmI help. 
• Safety: especially for the elderly and/or disabled people the need for personal safety 
is very important in everyday life and at home. Quite often it is focused on physical 
inviolability. The most common challenges are physical infirmity and the partial or 
total loss of mental abilities and cognitive performances. These restrictions lead older 
people to make the necessary adjustments and use safety products (e.g. detectors 
capable of noticing when a person falls down, like the sensor array on SHARE-It 
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developed platforms). In other cases, more serious restrictions lead to admission to an 
institution which means a very serious loss of individual autonomy. An AmI envi-
ronment could provide solutions to all these problems, enhancing and improving the 
quality of the time one spends at home.  
• Independence: usually, older people like to live an independent and autonomous life 
as long as possible. A central point is living independently at their homes. However, 
for older people who have an increasing number of serious handicaps it is much more 
difficult to continue independent living. AmI environments could extend the inde-
pendence of one, the wheelchair-like or walker-like improve the walking range, thus 
permitting one to shop or make appointments and care for oneself for a longer period 
of time, even with some disabilities. 
• Mobility: there is a strong need among older people for mobility. However, for indi-
vidual reasons (e.g. health problems) this mobility can be constrained. A serious re-
duction of mobility can lead to enormous reductions in quality of life. 
• Participation: is one of the central needs of the elderly. Contact and relations with 
other people have a positive influence on their well being and health. An increasing 
number of older people decide, for instance, to learn more about new topics and at-
tend courses at universities and other educational institutions. Learning new e-skills 
for interacting with the environment or reach enhanced mobility could significantly 
maintain or improve their social insertion.  
•Intimacy: this is one of the major concerns regarding AmI, one should not have the 
impression that is permanently watched by the system, and thus becoming a prisoner 
in his own home. The smart environment should interfere only in enhancing one’s 
activities, or in the case of danger [3]. In Europe, PRIAM Project, an INRIA funded 
cooperative research action (ARC) addresses the privacy issues raised by ambient 
intelligence technology in a transversal and multidisciplinary way, favoring the ex-
change of ideas between lawyers and ICT experts. PRIAM position is that ubiquitous 
computing technology need not necessarily be an obstacle to privacy protection: if 
legal and social issues are given proper consideration, technology can also be used to 
allow individuals to exercise their rights. The key issue is to devise techniques able to 
support ambitious privacy protection policies while allowing for the flexibility re-
quired in the ambient intelligence context. Three main requirements are explored to 
reach this goal: formal specification of privacy policies, trust management, and 
auditability [5].  

3   Classic Geriatric Health Providers Versus AMI’S  

Interdisciplinary team care with high-functioning teams has been shown to have posi-
tive effects on the patients’ health and lead to better clinical outcomes, higher patient 
satisfaction, and enhanced the delivery of care [6]. As the evidence on effective pa-
tient management changes, particularly for chronic disease or disabilities manage-
ment, it is increasingly being shown that many patients benefit from the expertise 
provided when various disciplines work together [7,8,9]. The need for geriatric 
healthcare providers to work in teams or participate in primary care networks, and 
explore newer models of health care delivery (e.g. shared care) or relaying on an 
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Intelligent ambient to obtain data about the well being of their patients has become 
recognized as a priority in the health care system [10]. 

While inter professional education is thought to be a good idea [7] it can be diffi-
cult to implement it [11] and the cost of ambient intelligent devices, not yet proven on 
the field, might be too big for the health insurance companies. Attitudes and experi-
ences with team care, regulatory requirements for the various professions, legal re-
sponsibility for care, variability in faculty support, and different levels of training can 
all work in setting up inter professional care teams. Creating an educational culture 
conducive to promoting inter professional care is a hurdle that has yet to be success-
fully negotiated [10, 12, 13]. We know that successful interdisciplinary care requires 
team members to work collaboratively; to have clear, measurable goals; to be sup-
ported by clinical and administrative systems; to have a clear division of labor; and to 
have received training in interdisciplinary care [6, 9].  

Concerning the older people of tomorrow, some authors see that the exposure to 
computer applications will lead to a growing openness and increasing competency 
with respect to using technological innovations. The next generation of intelligent and 
semi-autonomous assistive devices for older persons and people with disabilities 
(both cognitive and/or motor) should provide support so that they can be self-
dependent enough to autonomously live in the community, staying at home as long as 
possible with a maximum safety and comfort. However, they do not expect that all 
older people will be able to take advantage of these technological advances ("digital 
divide") since their experiences with future technology, their educational backgrounds 
and their incomes may vary significantly [3].  

Disability is defined as “difficulty or dependency in carrying out activities neces-
sary for independent living, including roles, tasks needed for self-care and household 
chores, and other activities important for a person’s quality of life” [14]. As defined 
within the ICF [15], disability depends on health conditions but also on environment 
factors and personal factors and at the end disability results in activity limitation and 
in restriction in participation. Nevertheless, the elderly are the population group for 
which defining disability and functional impairment is most difficult. The typical 
patient benefiting from intelligent ambient devices is an elderly patient, with co-
morbid conditions and diseases, cognitive and/or physical impairment, functional loss 
from multiple disabilities, leading to impaired self-dependency. AmI platforms may 
offer a range of services to the target population. 

4   US Law on Geriatric Health Care  

70 million by 2030 - that's one of the projections regarding the number of Americans 
over the age of 65 who will be living in communities across the United States. This 
unprecedented demographic shift will place additional pressure on healthcare providers, 
already in short supply. Important legislation has been recently introduced in the Con-
gress regarding loan repayment for healthcare professionals who train in the field of 
geriatrics. This critical legislation will attract and retain trained healthcare professionals 
and direct care workers by providing loan forgiveness and career advancement opportu-
nities in a variety of disciplines. The bill will also establish a health and long-term care 
workforce advisory panel for an aging America. Specifically, the bill establishes the 
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Geriatric and Gerontology Loan Repayment Program for physicians, physician assis-
tants, advance practice nurses, psychologists and social workers with award payments of 
up to $35,000 a year during the first two years of practice. Currently there are approxi-
mately 7,000 certified geriatricians; however, the Alliance for Aging research estimated 
that 14,000 geriatricians are currently needed and by 2030, they estimate the need for 
36,000 geriatricians. There is an urgent need to prepare the entire healthcare workforce, 
including physicians, nurses, social workers and psychologists, to better confront the 
increasing numbers of older adults and this legislation can play a major role in address-
ing this issue. On these issues the ambient intelligence technologies will provide some 
relief on an already overcrowded system, giving health care providers an actual picture 
of the needs of the elderly in their charge [16].  

5   European Geriatric Care and the Integration of New EU 
Members in the System 

In the developed countries life expectancies are higher, families are smaller, and the 
“young” are sometimes middle-aged. The elderly are mostly isolated from the rest of 
the families, the majority of them living alone. The system of nursing care is a last 
stage for the elderly. Usually it is owned and operated by the government, by the local 
municipality, by the church or by private commercial suppliers [17]. The part of the 
elderly population witch needs full time care is considered as equivalent to the per-
centage of severely disabled elderly, which in turn is estimated to be 5% for the 65-69 
year-old age group, 10% for the 70-79 age group, and 30% for the 80 and over age 
group16; this population can sum up to ten million people in the EU 25 area [18]. The 
care of chronic and disabled patients involves lifelong treatment under continuous 
expert supervision. 

Healthcare professionals and patients agree that institutionalization in hospitals or 
residential facilities may be unnecessary and even counterproductive. Home Care has 
been considered as a fundamental component of a network of long term care facilities, 
capable of reducing expenses, institutionalization and risk of death. An effective 
Home Care has direct social implication of helping partially or completely dependent 
people to live in their home and social environment for as long as possible, and to 
contrast the improper use of institutionalization. AmI is envisaged as a major compo-
nent of home care.  

However, AmI platforms are often complicated systems. As their constituent parts 
may be provided from different manufacturers, they require to be made compatible 
with each other. This is supported by standardization, which also serves other  
purposes: supports accessibility and usability requirements, product safety, etc. Stan-
dardisation may reduce the cost of Ambient Intelligence system by reducing the num-
ber of similar systems [19]. In this respect, important actions are going on in ISO 
(International Standardization Organisation). ISO and IEC have together produced the 
ISO/IEC Guide 71:2001: Guidelines for standards developers to address the needs of 
older persons and persons with disabilities. The ISO/IEC Joint Technical Committee 
One (JTC1) issued ISO/IEC JTC 1/SC 35; User Interfaces and ISO/IEC JTC1 SC36; 
Information Technology for Learning, Education, and Training [19]. Other activities 
are taking place in ITU (International Telecommunication Union) and also in individ-
ual EU countries. 
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European legislation includes many fields which are important when looking at 
Ambient Intelligence from a human point of view. An obvious area is data protection. 
It is strongly both an ethical and legal issue. The new Directive 2002/58/EC on  
the processing of personal data and the protection of privacy in the electronic  
communications sector includes provisions on security of networks and services, 
confidentiality of communications, access to information stored on terminal equip-
ment, processing of traffic and location data, calling line identification, public sub-
scriber directories and unsolicited commercial communications. This directive is 
currently being revised. Another important area of legislation is consumer protection 
and product safety. According to European legislation, a product is presumed safe 
once it conforms to specific Community provisions, national regulations or certain 
principles. The general safety requirement is imposed by the Directive 2001/95/EEC 
on general product safety on any product put on the market for consumers or likely to 
be used by them and not covered by sectorial legislation, including all products that 
provide a service. Since Ambient Intelligence system must adapt different needs of 
individual users, it is inevitable to use personal data of users in the system.  

In addition to the above issues, consumers are also concerned with Electro Mag-
netic Compatibility issues that can affect compatibility. To comply with the EU direc-
tives individual components have the “CE” mark to show presumption of compliance. 
Consumers will be re-assured if they know that EMC could also be guaranteed for the 
whole AmI system, not just for the component parts. In addition to EMC, it must be 
guaranteed that an Ambient Intelligence system does not physically harm the user 
who may even “wear” some part of the system. Furthermore, Low Voltage Directive 
2006/95/EC is important for domestic appliances. Also environment should be taken 
into account in order to keep with sustainable development [19]. 

Telecommunication provides an important infrastructure for Ambient Intelligence. 
Central to the legal framework are the telecommunications directives, especially the 
Directive on radio equipment, telecommunications terminal equipment and the mutual 
recognition of their conformity (RTTE) 1999/5/EC. Directive 2002/22/EC on univer-
sal service and user's rights to electronic communications networks and services 
(Universal Service Directive) shows an important user perspective. However, present 
and emerging challenges require a lot of work in all fields.  

The countries that recently joined the European Union have different systems, with 
other characteristics: 1) the professional system of geriatric care is behind the times, 
2) the elderly represent the poorest segment of society, the pension is usually insuffi-
cient for a normal way of live, they need help from the family, 3) a system for geriat-
ric nursing care covering the whole country practically does not exist, 4) the  
home-care system is usually insufficient, 5) geriatric patients, who need only care 
instead of treatment, are often hospitalized, without medical reasons, 6) there is a lack 
of budgeting, from the state to the local level, 7) underpaid staff without enthusiasm. 
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Abstract. This paper introduces the development of an infrastructure
to study highly complex applications of Ambient Intelligence (AmI)
which involve a large number of users. The key ideas about the devel-
opment of a multi-agent based simulation (MABS) for such purposes,
Ubik, are given. The paper also extrapolates effective technologies in the
development of multi-agent systems (MAS) to the field of MABS. In
particular, the basis for the use of forensic analysis as a method to assist
the analysis, understanding and debugging of Ubik in particular and the
general MABS are set up.

1 Introduction

“Ambient Intelligence” (AmI) stems from the convergence of ubiquitous com-
puting, ubiquitous communication and intelligent user-friendly interfaces and
creates environments that are characterized by their ubiquity, transparency and
intelligence [6]. AmI is of great interest to society because in a near future it can
help us to do our work, improve our health, do house chores, etc. The research on
AmI presents new scientific challenges. Traditional usability engineering methods
and tools fail in the development of AmI applications [3]. Established organi-
zations such as the Usability Professional’s Organization have recognized the
need for new approaches to usability testing [3]. When AmI is applied to a large
number of users, there is a point where the real tests are not feasible. This paper
tries to provide solutions to these situations.

Multi-agent based simulation, MABS, allow modelers to handle different levels
of representation (e.g., “individuals” and “groups”, for instance) within an uni-
fied conceptual framework. Such versatility makes MABS one of the most favorite
and interesting support for the simulation of complex systems [4]. MABS is used
in more and more scientific domains [4]: sociology, biology, physics, chemistry,

� This research work is supported by the Spanish Ministry of Education and Science
in the scope of the Research Project TIN-2005-08501-C03-02 and by the Project
“Análisis, Estudio y Desarrollo de Sistemas Inteligentes y Servicios Telemáticos”
through the Fundación Séneca within the Program “Generación del Conocimiento
Cient́ıfico de Excelencia”.
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ecology, economy, etc. This paper proposes the use of MABS in AmI. Specifi-
cally, complex AmI applications with a large numbers of users are treated. The
testing of the social behavior of user groups is interesting in these applications.
That is, we are interested in the macro-social perspective. Therefore, the overall
objective of our research is to increase the usability of this type of complex an
AmI applications.

About the field of MABS, generally, researchers are more interested in model
design than in model execution and the execution analysis. Specifically, the anal-
ysis is viewed as less methodical and hand crafted [4]. The field of Multi Agent
Systems (MAS), a well-established branch of AI, is complementary in several
aspects to MABS [2]. The MAS theory has scientific approaches to analyze, un-
derstand and debug the social level of agents. This paper aims to introduce that
technologies used in the analysis of MAS can be used for MABS. In particular,
forensic analysis is proposed. This technology has already been used success-
fully to debug MAS in a social level [13]. Forensic analysis is the process of
understanding, re-creating, and analyzing arbitrary events that have occurred
previously [11].

To achieve the overall objective, increase of the usability of complex AmI
applications, four objectives are marked: (1) Developing of an infrastructure
to study complex AmI applications. The multi-agent based simulation Ubik
achieves this goal. (2) Developing and testing of the effectiveness of AmI ap-
plications with the infrastructure resulting in the first goal. This is achieved
by extending the Ubik simulation. (3) Developing of an infrastructure to assist
the analysis, understanding and debugging of group behaviors in general MABS
through forensic analysis. (4) Use of the results of the third goal for the sim-
ulations resulting in the first two objectives. What we aim is to validate the
simulated models, understand them, explain them and, ultimately, achieve the
overall objective.

The next section deals with the related work. Then section 3 studies in detail
the infrastructure for complex AmI applications and the sort of AmI applications
which can be studied. The section 4 treats the infrastructure for the debugging
of MABS. Finally the conclusions and future work are given.

2 Related Works

A Living Lab is a laboratory which consists of real life environments where real
users together with researchers look together for new services in AmI. In 2000
started first serious plans to build a laboratory that could be used to conduct
feasibility and usability studies in AmI [6]. Finally, the HomeLab of Philips was
opened on April 24, 2002. Other well-known living labs are AwareHome Project
[7] or Adaptative House [10]. This approach of direct testing in laboratories has
proliferated. For example, the European Network of Living Labs is a grown up
initiative coming from the own European Living Lab and sponsored by the Euro-
pean Community. On the open living labs web1 can be found contact information
1 Open living labs website: http://www.openlivinglabs.eu/
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for living labs in 29 countries, only in Spain 19 living labs are joined with this
project. However, these approaches are not feasible in applications for thousands
of users or more. Research into ubiquitous computing has also used simulations
such as TATUS [5] and Ubiwise [1] which extend first person shooter games
(FPS). However, these simulations, which model the physical environment in a
3D view, do not model the user which is a real player of the game. Besides, they
are valid for only a few users and not for thousands of them. Hence, this paper
proposes the use of MABS.

Luke et al. [9] introduce the basis of the platform we use to program the
simulation Ubik, MASON2, as well as several simulations using it. For exam-
ple, the simulation Anthrax Propagation in the Human Body has in common
with Ubik that treats a field with which you can not experiment with in a lab-
oratory. This simulation, like ours, is useful to help researchers in the field to
explore what-if scenarios and to create strategies to attend humans effectively.
The MABS have also been used to check the effectiveness of networking appli-
cations as we intend. In this way, Network Intrusion is an agent-based model
designed to study computer network security [9]. The parameters of the model
allow researchers to understand the effects of changes in security policies, just
as Ubik does with the AmI applications policies. In general, any work on MABS
offers interesting points of our research, the innovation of this paper is the use
for AmI applications.

Simulation typically generates huge amounts of data, analysis of the simula-
tions have not received the attention it deserves. In the MAS theory, we can
find literature that deals with the analysis of the agents. In this way, Serrano
et al. [13] detail the creation of an infrastructure for forensic analysis for MAS.
Forensic analysis is often the basis of most proposals about debugging in MAS
and it is often accompanied by comprehensible data representations. There are
works that analyze the behavior of the agents groups with petri nets, AUML di-
agrams, extensions of the propositional dynamic logic, statecharts, dooley graphs,
and so on. There are also works that combine forensic analysis and data mining
to achieve simple representations of the agent society [14]. Each of these methods
to analyze and debug the MAS are directly usable in this field of MABS.

3 Ubik, a Multi-Agent Based Simulation for the AmI
Domain

Any AmI facility involves a financial outlay, much larger when AmI is applied in
large domains as a skyscraper or even a whole city. For example, we do not know
the cost of the HomeLab of Philips [3], a laboratory to study AmI applications,
but we are quite sure that is much greater than that needed for the development
of any MABS. The analysis of simulations helps to verify the effectiveness of
AmI applications before install them. It also permit to check the results of the
AmI in diverse and configurable societies, which make these applications more

2 MASON website: http://cs.gmu.edu/ eclab/projects/mason/
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robust. Anyway, the most important reason for the presented proposal is to be
used in AmI applications which so many users that the real tests are totally
unworkable. For example, HomeLab consist of a house with a living, a kitchen,
two bedrooms and a study where such research cannot be performed.

Ubik3 is an infrastructure to study complex AmI applications which involve
a large number of users. It is a MABS programmed in MASON and aims to
be as descriptive as possible to be useful for AmI. A longer description implies
a more complex process of understanding things of interests for us to explore
new technologies to assist the analysis of simulations (section 4). Figure 1 shows
Ubik between MASON and AmI applications.

Fig. 1. Proposal of the paper

With regard to the modeled space in Ubik, it is treated as an environment
compounded by buildings devoted to offices where the main activities are related
to working tasks. Regarding the modeled agents, the simulation not model the
human with a cognitive point of view, but reactive. We are interested in human
behavior as a member of a group of other human which, predictably, will have
same behaviors to events of interest. The simulated space and agents must be
considered to select valid AmI applications to be studied in Ubik. For example, a
scenario in which the human has a reactive behavior is in an emergency. Figure
1 shows this concrete AmI application over Ubik.

The simulated building has a number of floors, stairs, elevators, hallways,
rooms (bathrooms, kitchens, resources...), etc. A key idea is that the whole
building is configurable, so the user can simulate endless scenarios. It is con-
sidered that any area without any specific purpose, such as a hallway or room, is
a valid work space where an agent can place a table and a work. More complex
structures such as offices or cubicles would require more complex and laborious
specifications to set the building, for example, expressed with ontologies. Figure
2 shows the floor of a building simulated by Ubik.

In Ubik, each worker is an agent. The workers have behaviors: staying on the
work place, visiting another worker, downing to the street, walking around the

3 Code, photos and videos of Ubik on: http://ants.dif.um.es/staff/emilioserra/Ubik/
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Fig. 2. On the left, a vectorial image of floor in Ubik with 500 agents. On the right,
the zoom in the upper right corner of the floor.

office, convening meetings, attending meetings, attending emergency, going to
certain rooms and so on. On the other hand, there are different types of workers:
managers, subordinates, secretaries, service personnel, and so on. There is a
fitness, linked to every worker, which determines the movement velocity. This
velocity is lower if the agent is using the stairs. All these factors are configurable
to simulate a multitude of societies in Ubik. Figure 2 represents the workers as
an oval, more clearly whether they are on the work place, and a line indicates
where they are watching.

To study AmI applications in Ubik, first the simulation is extended with the
concepts of the application such as physical devices (i.e. displays, computers,
domotic devices, etc.). Then, the business logic is modeled as AmI application
(see figure 1). The effect is that the applications and devices have influence on
the simulated space and, indirectly, in the agents. For example, an application of
AmI in which the space and the agents are compatible with the Ubik simulation
is the assistance in emergencies. With regard to the building, it is required to add
sensors that detect emergencies, for example fire. Lights panel are also required
to show the emergency situation and to guide workers toward the nearest stairs /
elevator. With regard to the agents, new features which affect to the application
must be considered. For example, people using wheelchairs move with a normal
speed through the office but are unable to use the stairs. The simulation also
must consider the concept of configurable emergencies. This is useful to simulate
lots of scenarios in order to make the application more robust.

An important factor in Ubik, for its purpose, is the ability to operate with a
large number of agents as well as a large space for these agents. The tallest com-
pleted building, Taipei 101, has 101 floors and a total construction area of 420,000
square meters. One of the main goals of the simulation platform MASON are sup-
porting a large number of agents and their speed [12]. Ubik, developed in MASON,
has supports studies with simulations of more than 200,000 agents and 200 floors
efficiently. How could be made a real test of an AmI application for 200,000 peo-
ple? We don not know. What is the best way to evacuate 200,000 people from
a building? We hope that MABS in general and Ubik in particular get closer to
the answer. The following section is a proposal for analysis, understanding and
debugging of Ubik, or any other simulation, through forensic analysis.
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4 Debugging Social Simulations from a Forensic
Perspective

As noted above, the analysis phase of MABS has been traditionally performed
in an exploratory and intuitive manner [4]. One of the weaknesses of MASON,
and MABS platforms in general, is that they offer few facilities to monitor and
debug the simulated models [12]. MASON offers the possibility of fix inspectors in
individual properties (of the model or of the agents) to be monitored / recorded
/ modified from the simulation. However, we miss many options as views and
records of the artificial society as a whole.

Forensic analysis is the process of understanding, re-creating, and analyzing
arbitrary events that have previously occurred [11]. Serrano et al. [13] detail the
creation of an infrastructure for forensic analysis in MAS. That technology can be
brought to MABS. The key idea is to capture interesting elements of a simulation
and store them in a relational database (RDB). Once the RDB has captured the
essence of a simulation, it is simple to make simplified representations of the
stored data. These representations assist the analysis process. The field of MAS
has already work with representations for these porpoises. For example, showing
summaries of cooperation cores or similarities in the societies of agents [14]. The
figure 1 shows the analyzer that records data in a RDB. It also shows a developer
consulting that RDB and studying certain representations to analyze MABS.

Regarding how to capture elements of the simulation, it could be thought
that it is something trivial. Calls to RDB can be simply programmed into the
model or platform. This presents a major problem, this code would serve only
for the specific model or the specific version of the platform. In addition, the
registration code would be dispersed throughout the model or platform code.
The solution in this proposal is the use of Aspect oriented programming (AOP)
[8]. AOP can isolate the aspect of register a MABS execution in order to treat
it separately and in a modular manner. For now, our work is focused on the
MASON platform. However, all the programmed aspects have equivalence in
other platforms. Hence, replicating the results for other platforms is easy if they
offers the source code as MASON does. Figure 1 shows how the analyzer can be
used on different platforms. In this way we hope that our work is useful for the
entire MABS community.

Regarding what elements are interesting to capture in a simulation, in a first
approximation, it can be said that all those elements which were chosen to be
monitored in the simulation. Here, the clarity of the platform code is a major
factor. MASON is extremely clear. Any method that starts with “get” in the
code of an agent (implements the Steppable interface) or a model (implements
SimState) returns a property that is displayed when this agent or model respec-
tively is being inspecting. Programming aspects which intercept all the calls to
these methods is a trivial task. The body of the aspect store these properties in
a RDB. Note that a complicated or confusing core of the platform would com-
plicate extremely this stage. That is why MASON was chosen instead Repast
[12]. Once this basic approach has been covered, interesting elements present
in all the simulations can be added to be registered. For example, the moment
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of creation of agents, their destruction or the interaction between them. The
data in RDB support simplified representations to be even more useful. In any
case, the mere fact of having a RDB, which is a powerful tool for Querying, is a
breakthrough that allows to do exploratory data mining.

5 Conclusions and Future Work

This paper set the basis of an infrastructure to study applications of ambient
intelligence (AmI) which involve a large number of users. The infrastructure
is a multi-agent based simulation (MABS) called Ubik. The paper also intro-
duces an infrastructure to assist the analysis, understanding and debugging of a
MABS extrapolated of multi-agent systems (MAS). The infrastructure consists
of forensic analysis by aspect oriented programming (AOP).

The introduction to the paper has introduced how new techniques are needed
to test AmI applications and how the MABS, a versatile technology which is at
its very peak, can be used for that purpose. It has also pointed that MABS have
opted for an analysis in an intuitive manner while the field of MAS has several
proposals for such purposes. Related work has explained the classic approaches
to test AmI applications, how MABS also serve for these purposes and the
most interesting theories to analyze MAS. Section 3 has presented Ubik as a
MABS to test AmI applications and the details and restrictions on those AmI
applications. It also has given the example of a concrete application of high
social interest and which can be tested using Ubik, emergency assistance in an
office building. Section 4 has presented a proposal for analysis, understanding
and debugging MABS. This proposal is based on forensic analysis and AOP. It
has also shown that this infrastructure provides the MASON platform with a
powerful analytical capacity.

Regarding future works, the first one is to extend Ubik to make it more
descriptive. For example, with detailed configurations of space and agents ex-
pressed with ontologies. We also intend to include several AmI applications of
social interest as emergency assistance has been included. The infrastructure to
assist the analysis of MASON simulations also has promising future works. One
of the first is a survey about representations to simplify the data of the forensic
analysis. Specifically, those representations that were successful in the develop-
ment of MAS and may be exploitable in MABS. In general, we are interested
in integrating our work with any technology that increases the usability of AmI
applications or assists the analysis of MABS.

References

1. Barton, J.J., Vijayaraghavan, V.: Ubiwise: A ubiquitous wireless infrastructure
simulation environment, tech. report hpl2002-303. HP Labs (2002)

2. Conte, R., Gilbert, N., Sichman, J.S.: Mas and social simulation: A suitable som-
mitment. In: Proceedings of the First International Workshop on Multi-Agent Sys-
tems and Agent-Based Simulation, pp. 1–9. Springer, London, UK (1998)



Construction and Debugging of a Multi-Agent Based Simulation 1097

3. de Ruyter, B., Aarts, E.: Ambient intelligence: visualizing the future. In: AVI 2004:
Proceedings of the working conference on Advanced visual interfaces, pp. 203–208.
ACM Press, New York (2004)

4. Drogoul, A., Vanbergue, D., Meurisse, T.: Multi-agent Based Simulation: Where
Are the Agents? In: Sichman, J.S., Bousquet, F., Davidsson, P. (eds.) MABS 2002.
LNCS, vol. 2581, pp. 1–15. Springer, Heidelberg (2003)

5. Lewis, D., O’Donnell, T., O’Sullivan, D., O’Neill, E., Klepal, M., Pesch, D.: A
testbed for evaluating human interaction with ubiquitous computing environments.
In: TRIDENTCOM 2005: Proceedings of the First International Conference on
Testbeds and Research Infrastructures for the DEvelopment of NeTworks and
COMmunities, pp. 60–69. IEEE Computer Society, Los Alamitos (2005)

6. Friedewald, M., Da Costa, O., Punie, Y., Alahuhta, P., Heinonen, S.: Perspectives of
ambient intelligence in the home environment. Telemat. Inf. 22(3), 221–238 (2005)

7. Kidd, C.D., Orr, R., Abowd, G.D., Atkeson, C.G., Essa, I.A., MacIntyre, B., My-
natt, E., Starner, T.E., Newstetter, W., et al.: The Aware Home: A Living Lab-
oratory for Ubiquitous Computing Research. Lecture Notes in Computer Science,
pp. 191–198 (1999)

8. Laddad, R.: AspectJ in Action: Practical Aspect-Oriented Programming. Manning
Publications Co., Greenwich (2003)

9. Luke, S., Cioffi-Revilla, C., Panait, L., Sullivan, K.: Mason: A new multi-agent
simulation toolkit. In: Proceedings of the 2004 Swarmfest Workshop (2004)

10. Mozer, M.C.: The neural network house: An environment that adapts to its in-
habitants. In: Proceedings of the American Association for Artificial Intelligence
Spring Symposium on Intelligent Environments, pp. 110–114 (1998)

11. Peisert, S.P.: A model of forensic analysis using goal-oriented logging. PhD thesis,
La Jolla, CA, USA, Adviser-Sidney Karin (2007)

12. Railsback, S.F., Lytinen, S.L., Jackson, S.K.: Agent-based simulation platforms:
Review and development recommendations. Simulation 82(9), 609–623 (2006)

13. Serrano, E., Botia, J.A.: Infrastructure for forensic analysis of multi-agent systems.
In: Proceedings of the Programming Multi-Agent Systems Workshop at AAMAS
2008, Estoril, Portugal (2008)

14. Serrano, E., Gomez-Sanz, J.J., Botia, J.A., Pavon, J.: Intelligent data analysis
applied to debug complex software systems. Neurocomputing (to appear)



Easing the Smart Home: Translating Human
Hierarchies to Intelligent Environments
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Abstract. Ubiquitous computing research have extended traditional en-
vironments in the so–called Intelligent Environments. All of them use
their capabilities for pursuing their inhabitants’s satisfaction, but the
ways of getting it are most of the times unclear and frequently unshared
among different users. This last problem becomes patent in shared en-
vironments in which users with different preferences live together. This
article presents a solution translating human hierarchies to the Ubicomp
domain, in a continuing effort for leveraging the control capabilities of
the inhabitants in their on–growing capable environments. This mech-
anism, as a natural ubicomp extension of the coordination mechanism
used daily by humans, has been implemented over a real environment: a
living room equipped with ambient intelligence capabilities, and installed
in two more: an intelligent classroom and an intelligent secure room.

Keywords: Ubiquitous Computing, Human-centered computing, Rule-
based processing, Command and control.

1 Motivation

Once environments have been supplied with perceiving and actuating capabili-
ties, lots of research efforts have been put into creating “intelligent environments”
to actuate on the user’s behalf. In this sense, two main trends of research can be
identified: autonomous environments and automatic environments. The former
represent those systems that, without intervention of the user, try to reach the
goals they are intended for (such as reducing energy consumption [1] or minimiz-
ing the number of tasks the user has to do [2]). Many of these systems are based
on “black box technologies”, meaning that they are not human–readable, such
as neural networks, Hidden Markov models or Bayesian networks. Even though
these last ones may have an interpretable graphical representation being, they
are not strictly readable. Automatic systems, on the other hand, represent those
systems trying to replicate the solutions that have been explicitly given by the
user. These systems are normally based on “white box technologies” such as
rule–based [3] or case–based [4] expert systems, since, as stated by Myers, the
closer the language is to the programmer’s original plan, the easier the refine-
ment process will be [5]. Closer or farther from the end–user mental plans, those
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systems pretend to be programmable and, to that extent, they provide means
for creating, structuring and organizing “code”. In this sense, Myers points at
rule-based languages as the ones naturally used by users in solving problems [5].
Summarizing, while autonomous environments try to “replace” the user, auto-
matic environments try to extend their control.

While both approaches have advantages and disadvantages, they share the
problem of conflicting inputs due to more than one inhabitant i.e. collisions.
While autonomous solutions have a hard time to learn from a “noisy” environ-
ment, automatic approaches need some clarifying input for what to do in conflict
situations.

Our choice has been to leverage the user’s control over the environment
through an automatic approach, focusing on personal environments and try-
ing to get as close as possible to the end–user. While a more detailed
description of our overall choice can be found in [6], this paper focuses on its
capabilities for dealing with social conflicts.

2 Indirect Control in Intelligent Environments

The purpose of the indirect control mechanism is to allow users to “program”
behaviors/preferences/implicit interaction on their environments. For doing so,
we use a rule–based agent mechanism that will be briefly explained to provide
the basis for the rest of the article.

2.1 A Rule–Based Multi–Agent Programming System

As in every intelligent environment, the first step is always that of perception
(see Figure 1(a)), done in our approach through a middleware layer (“the Black-
board”) in which every element of the environment, either real or virtual, is
represented as an entity with properties and relations between them [7]. Every
change on the environment is reflected in the blackboard and vice versa.

Over this context layer there is an interaction layer in which all the applica-
tions are located, the indirect control mechanism among them [6]. This mecha-
nism is designed to allow users to program their environment and is based on a
rule–based core language. Rules can be created and organized into agents (the
minimal self–sufficient structure). Agents are represented in the blackboard as
agent entities with a status and task properties and the is owner, located at and
affects relations, linking it with the user that create it, the location it acts in and
the elements it affects, respectively. Following Paperts’ ideal of “low–threshold
no ceiling” [8] the rule–based language is based in a basic language with some
expression extensions. The basic language has three parts: triggers, conditions
and actions, in analogy with the natural “When ... if ... then ... structure.

3 Human Hierarchies

Through this system, the diversity of preferences and tasks coexisting in the
environment, is reflected in a multitude of context–aware applications running
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(a) From the structure point of view (b) From the conflict resolution point of
view

Fig. 1. AmiLab layers. The World layer (i.e. what is in the environment), the Context
layer (i.e. how ubicomp acces it: abstraction [7] and privileges [9]) and the Interaction
layer (i.e. how can be used: Explicitly and Implicitly). This article focus on Implicit
interaction programmed by the user.

over the same environment. In traditional environments, these preferences and
tasks are prioritized according to some hierarchies accepted by the environment
inhabitants. Analogously, since context–aware applications are automated user
preferences, they must have a mechanism through which to represent and apply
these same hierarchies if they are to coexist in the same environment.

Hierarchies are the natural social structures to establishing an order of pref-
erence but, linked to the social group that created them, they are multiple an
dynamic and their complexity reflects the complexity of the social group they
rule. In addition, every social group has its own ways for generating and accept-
ing their hierarchies.

This work focus on social groups as the only generators/acceptors of their
hierarchies, looking forward to enrich the control users’ experience over their
environments, rather than proposing a fixed social engineering solution.

In this sense, our indirect control mechanism is just an extension of the user’s
control. Decisions are automatic in the sense that they do not need direct human
intervention but they were created by the end–user and should be governed by
the same hierarchies governing users’ daily life.

Given that every action in the environment is –at least indirectly– produced
by a human and our believe that each social group generates/accepts its own
hierarchies, this work is based on the principle that neither the system auto-
matically nor a third human party such as an engineer should specify
the hierarchies governing a social group, but they should allow instead partic-
ular social groups to express their own. This apparently naive principle presents
a profound problem when designing a solution since any fixed structure will
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interfere with the possibly different natural structure of the user and, secondly,
the flexibility of the system must not interfere with the simplicity of end–user
oriented solutions. Both structure and flexibility must adapt to the ways humans
use to create and organize their hierarchies. In this direction we will analyze two
social factors: purpose and complexity.

3.1 Purpose and Complexity

As each type of conflict produces a different hierarchy domain, we find that the
purpose for what hierarchies are build is varied and entangled. Social hierarchies
(i.e. who goes first?) and task hierarchies (i.e. What goes first?) are just two
examples that can be in conflict: What happens if there is a conflict between
a high–priority person doing a low–priority task and a low–priority person do-
ing a high–priority task? A new hierarchy (or an exception) will be born: A
hierarchy of hierarchies, so to speak. Some systems have attacked this problem
through classifying, organizing and structuring. Kakas et al. [10], for example,
provide each agent of a multi–agent system with two types of priority rules: Role
priorities and Context priorities. Role rules prioritize according to the role of
the parts involved (some sort of social hierarchy), while context rules prioritize
role rules according to some extra context (some sort of task hierarchy). Ad-
ditionally, each agent is supplied with a motivation structure, a hierarchy on
the goals it pursues. This goals are defined according to Maslow’s need’s cate-
gorization [11]. Finally,an additional hierarchy is specified to define the agent’s
“personality” (i.e. his decision policy on needs to accomplish the goals of its mo-
tivation). While this kind of structuring captures many of the flavors of human
behavior, it presents some problems when applied to personal environments.
First, it needs a professional (familiar with Maslow’s theory, to begin) to pro-
gram the system, and a clear a priori classification of the family goals, roles
and tasks. This engineering solutions, while perfectly valid for domains such as
business automation, should not be applied to home environments in which a
programming third party, a too rigid categorization or the need of a deep a priori
definition breaks some of Davidoff’s principles for smart home control, such as
“allow an organic evolution”, “easily construct/modify behaviors”, “Understand
improvisation” or “participate in the construction of family identity”[12]. Thus,
hierarchies should no be fixed to specific domains (e.g. roles or goals) neither
presume the knowledge of complex concepts (e.g. Maslow theory).

Secondly, as a social structure, we considered complexity the second factor
of interest while analyzing hierarchies. How do we allow the different degrees
of complexity of different social groups? How can we measure those different
degrees of complexity? Y. Bar–Yam [13] interdependence and scale concepts to
measure complexity are quite useful in this. Interdependence describes the effects
a part has over the rest of the system: “If we take one part of the system away,
how will this part be affected, and how will the others be affected?”. Scale, on
the other hand, refers to the different degrees of complexity a system acquires
depending on how close or far removed apart is the observer. These concepts
characterize complex systems: both a microprocessor (a designed system) and
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the global economy (an spontaneous system) have millions of components but,
while the former is easier to understand (the interdependence is clear), the latter
is not fully understood nor controlled by anybody (unclear interdependence). On
the other hand, the former’s growth depends on a new design while the latter
is robust and adaptive to changes in its subcomponents, to name some of the
consequences of their complexity’s idiosyncrasy.

Social networks range fromstronglyplanned, as inmilitaryhierarchies, tohighly
spontaneous, as in the Internet, depending on the goal of the structure. Some have
their complexity spread among the structure (e.g. the Ford T production chain)
while others condense it in specific parts (e.g. a diamond cutting business). The
different degrees of interdependence and scale a solution provides is easy to see and
clearly shows what kind of complexities can be achieved with it.

Finally, from the necessity of creating flexible structures and hierarchies, a
decentralized mechanism for hierarchy management is deduced. A mechanism
of this kind, in which there is not necessarily a central agent coordinating the
processes does not prevent the creation of centralized hierarchies but does not
impose them either. As an homomorphism with natural hierarchies, individuals
can create their own hierarchies and, if they want, coordinate them with those of
other individuals or centralize them, according to the problem they are designed
to solve.

3.2 Translation to Intelligent Environments

Any coordinating structure, such as hierarchies, is strictly bounded to the nature
of the blocks it coordinates. Thus, we should refresh some of the design principles
of the indirect control mechanism, to understand how hierarchies are extended
and applied to it:

– Decision rules are grouped in sets: the agents explained in section 2.
– Agents are represented in the blackboard layer [7] and can be activated/

deactivated through it.
– In order to replicate the natural organization of preferences, agents must be-

long to a user or group of users and may be tagged with the activity/purpose
they are designed for and located in the place they affect.

– To keep track of the natural responsibility chain, agents must be related with
the elements affected by their rules.

3.3 Hierarchies Structure and Definition: Multilayer Filter

Once decided not to impose any kind of structure to the users when creating
their hierarchies, and once defined the indirect control blocks’ structure, we
must define the means by which users are to express their hierarchies. In a
rough approach we distinguish two kinds of conflicts in the ubicomp domain:
those with users directly involved and those without them. While in the former
technologies can help them to ease their policies, in the latter technologies are
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the only mean for users to apply any policy. Thus, we will present our solution
paying especial attention to hierarchy automation in the indirect control.

According to the nature of conflicts, we have implemented a layer structure
to solve conflicts (See Figure 1(b)) acting as a series of filters between the user
desire and its effect in the world. In doing so, the AmILab layer structure (see
Figure 1(a)) has been used to deal with conflicts of different nature, mainly
ownership and collisions. Collisions can be classified in context–dependent and
context–independent, according to whether the only important factors to solve
the collision are the elements colliding and the point of collision or whether there
is any other relevant element in the resolution. This last type of conflict is the one
with more elements involved in the solution. The other two can be solved in the
Context layer : ownership conflicts in the Privacy layer and context–independent
collisions in the Blackboard, respectively. Context–dependent collisions (the focus
of this paper) must be solved in the interaction layer for what we propose the use
of the same rule–based agents mechanism mentioned in section 2. Allowing end–
users to use the same programming structure they use to program their
preferences to program the hierarchies to control that preferences.

Even though any hierarchy can be programmed through the rule–based agent
mechanism, ownership conflicts and context–independent collisions can be solved
in the context layer too, being more natural for their purpose. The choice will
depend on the users and, among other things, will reflect the degree of interde-
pendence and scale of their natural hierarchy (see section 3.1).

Firstly, the Blackboard layer provides a priority queue to each element [14]
with a default policy to apply in case of collision (i.e. if despite the rest of the
layers a collision reaches this point, the default policy is applied).

Secondly, the Privacy layer allows users to establish access rights to the ele-
ments they own [9]. Besides being used as a privacy filter it helps in constructing
hierarchies where the owner is the only relevant factor in the policy (i.e. users
control freely the access to their elements).

Finally, through the Interaction layer, users can create structures to control
the environment that are, in turn, represented as part of the environment. In
this way they can create agents whose rules control the status of another agent
(instead of a physical element of the environment). Similarly, a rule can be used
to set the privacy preferences. This mechanism to control indirect control struc-
tures allows the creation of hierarchies in many levels as desired. The complexity
of the system –interdependence and scale– is up to the inhabitants and their nat-
ural hierarchies. Interdependence is easy to see (while not always to understand)
in the Blackboard as the graph created by all the relations affects. Depending
on the scenario this graph will range from pyramidal structures to unconnected
graphs or entangled networks. With a person/s behind each agent, an element
of the environment in each leave of the graph and, in between, a complex struc-
ture of conditions that, as a whole, governs the overall automatic behavior of
the environment. Scale, on the other hand, can be appreciated in the different
levels in which hierarchies can be expressed. To illustrate it with an example,
lets consider two users sharing a house. User A prefers the light level to be low



1104 M. Garćıa–Herranz, P.A. Haya, and X. Alamán

while user B prefers it high. In this situation, they can control their preferences
through a single agent (associated to both of them) in which three rules codify
their preference: “if user A is in the house but not B then set the light level to
low”, “if user B is in the house but not A then set the light level to high” and
if “both A and B are in the house set the light level to medium”. Conversely,
they can have an agent for each of them codifying their personal preferences,
another shared agent codifying their mutual preferences (i.e. what they want
when they are together) and a meta–agent deactivating their personal agents
and activating the shared one when both of them are in the house and vice
versa. Or, finally, they can do without agents and establish a default policy in
the Blackboard (since no other factor but themselves and the light is present in
the conflict) to establish the average as the desired value for the light when a
conflict arise. While codifying the same behavior, the three approaches present a
different scale and they will be preferred over the others according to the idiosyn-
crasy of the social group. Thus, the former will be more frequent in situations
in which most of the preferences are shared (e.g. a marriage sharing a house),
the second when each individual normally decides alone and some coordinating
mechanism is required (e.g. student roommates) while the third one is more
natural to sporadic environments in which personal preferences are secondary
(e.g. a laboratory hallway). These structures have been observed in the three
real environments in which the system is deployed: a simulated living–room in
the AmILab laboratory (Autonomous University of Madrid, Spain), a simulated
security chamber in Indra’s facilities (Madrid) and an intelligent classroom in
the Itechcalli laboratory (Zacatecas, Mexico).

4 Conclusions

To face the problem of having diverse inhabitants with different preferences,
automatic environments need to provide means through which to create co-
ordination structures. Personal environments present an specific domain in
which some extra principles, such as the construction of family identity or an
organic evolution, have to be consider.

To deal with the diversity of environments and social groups, the coordination
mechanism has to be flexible enough to adapt to different social structures. We
pointed at interdependence and scale (i.e. the complexity measures of Y. Bar–
Yam [13]) as useful measures to characterize the adaptability of a system to
different social organizations.

Finally, regarding the end–user programming factors, we stated that the user
must be able to create her own hierarchies, excluding any third human
parties or automatic systems from this process. This forced us to get as close
as possible to the end user, for what three factors have been of main impor-
tance: a flexible and multiple categorization of agents allowing concepts
such as ownership, location, task, goal or effect without imposing any; a multi–
layer structure to deal with specific types of conflicts easily, but not restrict-
ing conflict’s solutions to a specific layer and, finally, the use of the same
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programming structures with which users program their preferences to pro-
gram the hierarchical structures.
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Abstract. Ambient Intelligence has acquired great importance in recent years 
and requires the development of new innovative solutions. This paper presents a 
novel architecture which integrates a service oriented approach into Wireless 
Sensor Networks to optimize the construction of Ambient Intelligence envi-
ronments. The architecture proposes a new and easier method to develop dis-
tributed intelligent ubiquitous systems, where devices can communicate in a 
distributed way independent of time and location restrictions. The architecture 
is easily adapted to changing environments. A prototype system has been pro-
posed to test this architecture. This system is aimed to improve health care and 
assistance to dependent persons in their homes. Preliminary results are pre-
sented in this paper. 

Keywords: Ambient Intelligence, Wireless Sensor Networks, Service Oriented 
Architectures, Health Care, Tele-monitoring, Embedded Devices. 

1   Introduction 

People are currently surrounded by technology which tries to increase their quality of 
life and facilitate the daily activities. However, there are situations where technology 
is difficult to handle or people have a lack of knowledge to use it. For these reasons, 
Ambient Intelligence tries to adapt the technology to the people’s needs by proposing 
three basic concepts: ubiquitous computing; ubiquitous communication; and intelli-
gent user interfaces [1]. To reach these objectives, it is necessary to develop new 
functional architectures capable of providing adaptable and compatible frameworks, 
allowing personalized access to services and applications regardless of time and loca-
tion restrictions. A functional architecture defines the physical and logical structure of 
the components that make up a system, as well as the interactions between those 
components [1]. 

This paper briefly describes SYLPH (Services laYers over Light PHysical de-
vices), a Service Oriented Architecture (SOA) based architecture [2] [6] for Wireless 
Sensor Networks (WSNs) [5] [9] and explains how this architecture has been used to 
design a prototype system for a real case scenario. SYLPH is a novel architecture 
which integrates a SOA approach with WSNs for building systems based on the Am-
bient Intelligence paradigm [1]. The architecture focuses on distributing the systems’ 
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functionalities into services. This model provides a flexible distribution of resources 
and facilitates the inclusion of new functionalities in highly dynamic environments 
[4]. SYLPH is based on the Ambient Intelligence (AmI) paradigm [10]. The architec-
ture formalizes the integration of services, communications and wireless technologies 
to automatically obtain information from users and the environment in an evenly 
distributed way, focusing on the characteristics of ubiquity, awareness, intelligence, 
mobility, personalization, participation, etc., all of which are concepts defined by 
Ambient Intelligence. 

Next, the problem description is introduced and it is explained why there is a need 
for defining a new architecture. Then, the architecture is briefly described. Subse-
quently, a case study is presented, describing how SYLPH has been used to define a 
wireless infrastructure into a tele-monitoring home care scenario. Finally, the results 
and conclusions are presented, including future lines of work. 

2   Ambient Intelligence in Health Care Environments 

Ambient Intelligence is an emergent multidisciplinary area [7] [8] based on ubiqui-
tous computing [11]. Ambient Intelligence has an influence on the design of proto-
cols, communications, systems integration and devices [13]. Ambient Intelligence 
proposes new ways of interaction between people and technology, making the latter 
to be adapted to the people’s necessities and the environment where they are [1] [4]. 
This kind of interaction is achieved by means of technology that is embedded, per-
vasive, non-invasive and transparent for users, with the aim of facilitating their 
daily necessities [1]. Thus, it is necessary to provide efficient solutions that allow 
building Ambient Intelligence environments. These environments require context-
aware technologies to acquire data and intelligent systems to transform the data into 
knowledge.  

One of the key aspects for the construction of Ambient Intelligence environments 
is obtaining context information through sensor networks. There are different tech-
nologies for implementing wireless sensor networks, such as ZigBee, Bluetooth or 
Wi-Fi [12] [14]. However, their main problem is the difficulty for integrating devices 
from different technologies in a single network [3]. Another key aspect is the knowl-
edge management, and this can be done by means of distributed systems and architec-
tures, as for example SOA. 

There are several attempts to integrate WSNs and a SOA approach [5]. In SYLPH, 
unlike those approaches, services are directly embedded on the WSN nodes (i.e. an 
electronic device attached to a network) and can be invoked from other nodes in the 
same network or other network connected to the former one. Moreover, in those pro-
posals it is not enough considered the necessity of minimize the overload of the ser-
vices architecture on the devices. SYLPH focuses specially on devices with small 
resources in order to save CPU time, memory size and energy consumption. Further-
more, as said above, SYLPH considers the possibility of connecting multiple WSNs 
based on different radio and link technologies [13], whilst other approaches do not. 

One of the priorities of the Ambient Intelligence is health care. There are several 
health care developments for tele-monitoring based on WSNs [9]. However, these 
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developments do not take into account their integration with other systems and  
technologies, so they are difficult to be adapted to new situations. SYLPH has been 
designed in order to face some of these issues. As indicated in the next section, 
SYLPH is an architecture that enables the integration of WSNs focusing on providing 
a greater simplicity of deployment and optimizing the reutilization of the available 
resources in such networks. 

3   SYLPH Architecture Description 

SYLPH is a distributed architecture which integrates a SOA approach over WSNs for 
building systems based on the Ambient Intelligence paradigm. The main objective is 
to distribute resources over multiple WSNs by modeling the functionalities as  
independent services. A service oriented approach has been chosen because such 
architectures are asynchronous and non-dependent on context (i.e. previous states of 
the system). It is important to mention that the main objective of this paper is not to 
make an extensive description of SYLPH11 but its use for Ambient Intelligence envi-
ronments, such as the home care scenario described in the next section. 

SYLPH can be executed over multiple wireless devices independently of their 
microcontroller or the programming language they use. SYLPH works in a distrib-
uted way so that the most application code does not have to reside only on a central 
node. SYLPH allows the interconnection of several networks from different wire-
less technologies, such as ZigBee or Bluetooth. Thus, a node designed over a spe-
cific technology can be connected to a node from a different technology. In this 
case, both WSNs are interconnected by means of a set of intermediate gateways 
connected simultaneously to several wireless interfaces. SYLPH allows applications 
to work in a distributed way and independently of the lower layers related to the 
wireless sensor networks formation and the radio transmission amongst the nodes 
that conform them. 

Figure 1 shows the different layers of SYLPH. These layers are added over the 
application layer of each WSN stack. The SYLPH Message Layer (SML) offers the 
possibility of sending asynchronous messages between two wireless devices 
through the SYLPH Services Protocol (SSP). The messages specify the origin and 
target nodes and the service invocation in a SYLPH Services Definition Language 
(SSDL) format. SSDL describes the service itself and its parameters to be invoked. 
Applications can communicate directly amongst devices using the SML layer or by 
means of the SYLPH Services Directory (SSD), that uses, in turn, the mentioned 
SML layer. The SSD is used as a directory of the services offered by the network 
nodes. 

Figure 2 shows the basic schema of the communication between two ZigBee  
devices using SYLPH. In such figure can be seen the protocols that allow the  
peer-to-peer interaction between layers of the same level at the two wireless devices. 

 

                                                           
1 For further information about SYLPH, please visit the BISITE Research Group web page 

(http://bisite.usal.es). 
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Fig. 3. SYLPH over ZigBee and Bluetooth networks 

Several heterogeneous WSNs can be connected using a SYLPH Gateway. Figure 3 
shows a ZigBee network and a Bluetooth network working together using SYLPH 
over them. The SYLPH Gateway is connected to several sensor networks through 
different hardware interfaces. Thus, it can forward messages amongst the different 
networks to which it belongs. From the application layers’ point of view, there is no 
difference between invoking a service stored in a node in the same sensor network or 
in a different network. The interconnection of the different WSNs is transparent to the 
service invoking. Figure 3 is an example of this approach. If a ZigBee node invokes a 
service in a Bluetooth node, the ZigBee node will look for the service in a SSD be-
longing to the ZigBee network. The entry stored in the services table of the SSD 
points, in fact, to the SSP address of the SYLPH Gateway. When the ZigBee node 
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invokes the service in the Bluetooth node, the SYLPH Gateway forwards the call 
message to the Bluetooth node through its Bluetooth hardware interface. 

4   Case Study: Home Care Patients Monitoring 

A tele-monitoring prototype system has been designed for improving health care of 
dependent people at their homes using the SYLPH architecture. The system makes 
use of several wireless sensor networks for obtaining context information in an auto-
matic and ubiquitous way. A network of ZigBee devices are installed all over the 
home of each dependent patient to be monitored. Amongst the deployed ZigBee sen-
sors there is a remote control carried by the monitored person that also includes a 
button which can be pressed in case of remote assistance or urgent help. Moreover, 
there is a set of ZigBee sensors for controlling the environment (light, smoke, tem-
perature, etc.) in which the patient lives. Furthermore, there are several ZigBee actua-
tors that physically respond to the changes in the environment (e.g. light dimmers and 
fire alarms). Finally, biomedical sensors [13] will allow the system to acquire con-
tinuously data with the vital signs of the patient. In this case, each patient carries three 
different sensors: an ECG (Electrocardiogram) monitor, an air pressure sensor acting 
as respiration monitor and a MEMS (Micro-Electro-Mechanical Systems) triaxial 
accelerometer for detecting falls. 

All devices work as SYLPH nodes and can offer/invoke services all over the net-
work. There is also a computer connected to Internet and to a remote health care cen-
tre. This computer also acts as a ZigBee master node through a physical wireless 
interface. On the other hand, the computer is the master node of a Bluetooth piconet 
(i.e. an ad-hoc network of Bluetooth devices) created by biomedical sensors acting as 
slave nodes. At the SYLPH level, the computer works as a SYLPH gateway so that it 
connects both wireless sensor networks each to other. Furthermore, it acts as a SSD 
and the rest of the nodes can register their own services. 

Figure 4 shows a basic example of the system’s communication and infrastructure. In 
this case, a smoke sensor detects a smoke level higher than the specified threshold. 
Then, the sensor invokes a service offered by the node which carries the fire alarm, 
making it to ring. At the same time, it also invokes a service offered by the master node, 
which sends an alarm through the Internet towards the remote health care centre. The 
caregivers can establish a communication over VoIP or by means of a webcam at home 
in order to check the incidence. The patient can also ask for assistance by pressing the 
alert button of the remote control or making a call through the VoIP terminal. 

Furthermore, each patient is not only monitored at home, but also at its medical 
centre. The ZigBee remote control carried by each patient has a unique electronic 
label that identifies him or her. So, there are ZigBee and Bluetooth networks all over 
the medical centre so that the patient’s ZigBee identification label and its Bluetooth 
biomedical sensors can automatically connect to the SYLPH network. Thus, when the 
patient goes into the centre the system realizes that he or she is inside. In fact, the 
system knows at every moment which patients and caregivers are inside the centre 
and at which point of the building. 
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Fig. 4. Schema of the tele-monitoring system using SYLPH 

5   Results and Conclusions 

As described above, SYLPH allows wireless sensor devices from different technolo-
gies to work together in a distributed way. In addition, these devices do not require 
large memory chips or fast microprocessors in order to work with SYLPH. 

SYLPH allows the possibility of adding new components at execution time. In this 
sense, SYLPH proposes a model that goes a step ahead in designing systems for Am-
bient Intelligence environments, such as home care, providing features that make it 
easily adaptable to several developments. SYLPH also allows the creation of WSNs 
that facilitates intelligent and distributed services. On the other hand, the automation 
of tasks and patient monitoring improves the system security and efficiency for care 
services to dependent patients. 
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Future works on SYLPH include the improvement of the SYLPH Gateways per-
formance, support for other WSNs different from ZigBee or Bluetooth and the devel-
opment of better tools for generating stubs and skeletons from the human-readable 
SSDL language. Regarding the tele-monitoring system described, the next steps  
consist on developing this proposal and implement it in a real scenario. 
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Abstract. Indoor localization is one of the most appealing technologies in Am-
bient Assisted Living (AAL) applications, providing support for diverse ser-
vices such as personal security, guidance or innovative interfaces. Dedicated 
systems can be deployed to provide that information, but it is possible to gain 
advantage of available elements to compute a location without requiring addi-
tional hardware. In this paper, a ZigBee network designed for a home control 
application is improved with a localization functionality based on neural net-
works, achieving room-level accuracy, and non introducing additional infra-
structure constraints to the original application. 

Keywords: Indoor localization, Neural networks, ZigBee, Ambient Assisted 
Living. 

1   Introduction 

There is a wide variety of systems that can provide the location of mobile indoors. 
Aside from those based on vision [1]—which do not require from a specific device to 
be located—or inertial ones [2]—on which the device measures its acceleration to 
integrate its position—, localization systems operate by making mobile device interact 
with some fixed devices. Usually, the mobile device receives some signal emitted by 
the fixed devices or vice versa, that can be ultrasonic [3][4][5], light [6][7][8] or RF 
[9][10][11]. 

These signals can be used in many different ways, like measuring the angle of arri-
val (AOA) and obtaining a location by triangulation, or estimating the distance be-
tween the mobile devices and the fixed devices by measuring time of arrival (TOA), 
time difference of arrival (TDOA) or received signal strength (RSSI), and compute 
location by multilateration or just provide a reference location by proximity to the 
fixed devices. 

Higher accuracy is achieved with those systems that can measure these signals pre-
cisely, and can use analytic models to compute location (intersections of beams in 
AOA, circles in TOA or hyperbolic in TDOA), which normally require from specific 
deployments. An example of these systems is the one from Ubisense [12], which uses 
ultra wide band (UWB) signals and combines AOA and TDOA measurements to 
achieve an accuracy of a few centimeters. However, the cost of this system is in  
accordance with its accuracy, and can be prohibitive for many applications. 
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An interesting approach is to use Wi-Fi to compute location, like WHEREMOPS 
[9] WiPS [10] and Ekahau [13] systems do. That way, it is possible to reuse our 
WLAN existing infrastructure, but only Wi-Fi enabled devices can be located. These 
systems usually do not use analytic models to estimate location, but often compute a 
RSSI fingerprint for every possible location in the application scenario. The accuracy 
of these systems is about 3 meters—going to 1 meter in the best cases—, which can 
be enough for many applications. 

Although Wi-Fi networks are available in many environments, in AAL applica-
tions it is common that wireless sensor networks (WSN) based on lighter technologies 
than Wi-Fi—such as ZigBee—are used. ZigBee [14] is a wireless standard designed 
to ease deployment of WSN, providing auto routing, self-healing mechanisms, very 
low power consumption, and it is of big interest to use it to provide location of mobile 
devices. ZigBee manufacturers like Texas Instruments include location-ability in their 
ZigBee transceivers [15], but as with other localization systems, it is required the 
mobile device to receive data from a number of fixed—reference—devices. Comput-
ing the location of a mobile device using analytic models requires 3 measurements to 
achieve a solution and more are needed to ensure redundancy and robustness to errors 
[16]. The same happens with fingerprint-based location techniques, which provide 
better results when more measurements are available. This means that it is often nec-
essary to oversize the network in order to enable localization. 

In this paper, it is proposed to use neural networks (NN) in order to compute loca-
tion of a mobile device within a ZigBee network, but using the minimum number of 
nodes, i.e. only those strictly needed to the targeted application and the network re-
quirements, without deploying extra nodes. First, scenario application and neural 
network design is presented. Then, localization provided by the neural networks is 
evaluated and lastly, conclusions and future work are presented. 

2   Setup Description 

Is it possible to perform localization by using a non-dedicated ZigBee network? 
Within the MonAMI project [17] we have defined a smart AAL scenario where every 
sensor, actuator and HMI device uses ZigBee as communication network, with similar 
approaches in other related projects like EasyLine+ [18] or AmbienNet [19], and the 
objective is to provide these installations with localization services without increasing 
the cost, i.e., using the existing ZigBee infrastructure. 

Obviously, we do not expect to achieve the accuracy of the localization systems 
presented in previous sections but just to provide room-level accuracy, which is 
enough for many home environments applications. 

2.1   Scenario Setup 

To probe that hypothesis, we have deployed a ZigBee network on 4th floor of Bldg. 
Ada Byron at University of Zaragoza. In this environment—similar to a hospital or a 
residence—a number of ZigBee outlet actuators (devices able to connect and discon-
nect mains powered devices) has been distributed. These devices represent a set of 
sensors and actuators commonly present in smart environments. Its distribution was 
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not designed for localization and follows a pseudo-random distribution, intended only 
to provide communication coverage in the entire scenario. From now on, we will call 
these reference devices as beacons, whose location of is represented in figure 1 by 
caps pointing to lobe direction of biggest radiation. 

A mobile ZigBee device consisting on a HMI with two buttons, accelerometer—
fall detector—and temperature sensor will be used as the localizable device, which we 
will denote as tag, and its position can be seen also in figure 1. 

 

Fig. 1. Scenario map. Fixed devices are denoted by arrow caps, and tag reference locations are 
represented by circles. 

2.2   Test Definition 

With the scenario presented, we consider the following experiment to validate our 
hypothesis. 

The objective is to achieve room-level accuracy, so seven interest areas in the 
scenario are defined as location targets. Then a user, carrying the tag connected to 
the ZigBee network, will take up several positions inside each of these localization 
areas. 

For every of these positions, four measured will be collected, each one with a 
different user orientation (north, west, south, east). Each measurement consists on 
the received signal strength (RSSI) with which the tag receives its neighbors. 

This sequence was repeated in 32 locations, generating a pattern database with 500 
sets of RSSI measurements. Information about the location of the beacons was not 
stored, as only RSSI was used to estimate the location of the tag. 
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3   Neural Network Design 

With the aim of discovering what NN drew best results, two methods were per-
formed; a MultiLayer Perceptron (MLP) based on different architectures and a Self 
Organizing Map (SOM). 

3.1   Data Adaptation 

Our database were normalized among (-1, 1) to facilitate the training of both net-
works. Previously, like the RSSI range is from -100 to 0, when a beacon is not lis-
tened by the tag, we assign the -105 value.  

Next step was filtering the database. Three groups were made from database de-
pending on the rule used to filter: 

• Group 1: points where the tag detects at least one beacon. 
• Group 2: points where the tag detects at least two beacons. 
• Group 3: points where the tag detects at least three beacons. 

There was no need to continue filtering because only 5 beacons were deployed. Fi-
nally, for every single group, three subgroups were created randomly: train (80% of 
points), test (10%) and validation (10%). 

3.2   MLP 

MultiLayer Perceptron architecture is one of the best NN to classify patterns [20]. 
MLP is a feedforward NN, trained with the standard backpropagation algorithm. MLP 
learns to link input data to a desired response. As it is supervised, it requires a set of 
known patterns and their corresponding responses during training process. With one 
or two hidden layers, it can approximate virtually any input-output map. 

First of all it was necessary to decide the most suitable architecture to face the 
problem. So, a 5×M×7 architecture was chosen; where the 5 inputs are the RSSI of 
each beacon, M represents the number of hidden neurons and 7 the number of outputs 
which correspond to the locating areas. 

To analyze network outputs, two thresholds were defined: Activation Threshold 
(AT) and Selection Threshold (ST). An output must exceed AT to be considered ac-
tive and must be, at least ST, far away from the next output to be declared as the win-
ner. In this case, AT and ST were fixed at 0.1 and 0.4 respectively. 

Some MLP were simulated changing the value of M. For each group described in 
the previous section, the train subgroup was used to train the network and the test 
subgroup was used to detect the best network according to the minimum error ob-
tained. Finally, five more simulations were done using the chosen architecture and 
defining its error as the mean of the validation error of all the simulations (validation 
subgroup was neither used for training the network nor for selecting it). 

3.3   SOM 

SOM are a good tool for the visualization of high-dimensional data. They can convert 
n-dimensional data into a simple geometric, for example 2-dimensional. They can be 
used also to produce some kind of abstractions [21] and they are really useful  
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grouping data with similar characteristics. Matlab and the SOM ToolBox [22] has 
been used in order to train and generate the SOM. 

In order to find out the best organizing map, one simulation, which consisted of 30 
repetitions, was done training some maps and using the train subgroup. The selected 
map was the one which threw the minimum test error. Finally, this simulation was 
repeated five times and the error of the map was defined as the mean of the validation 
error of all the simulations (as with the MLP, validation subgroup was neither used 
for training the map nor for selecting it). 

To quantify the error of each map, two methods were used: 

a) One label. Neurons of the map are labeled by vote, that is to say, a neuron is 
labeled with the name of the zone where it has been activated more times. 

b) Two labels. Neurons of the map are labeled by frequency (e.g. if a neuron 
has been activated 10 times by zone A, 5 by zone B and 1 by zone C, the 
neuron will be labeled with two labels: zones A and B). It does not happen 
everywhere in the map, but in specific boundaries. As we will consider later 
in conclusions, this method can be applied because of the surrounding pecu-
liarities of the problem. 

In both methods an error will be assumed every time a neuron is activated by a 
zone which is not linked to.  

4   Evaluation 

4.1   MLP 

Tests conducted with MLP have not provided clear results. There is not a relationship 
between the number of beacons that the tag listens to and the location error. Neverthe-
less, all the methods that are using RSSI for location agree that the more beacons the 
better accuracy. MLP can be considered as a universal functions estimator [23] but, in 
this case, we have not enough information to obtain an algorithm. Maybe it is the 
reason why this architecture cannot provide a good solution. 

The best architecture found in this case has been 5×18×7 with an average valida-
tion error of 20.2%. 

4.2   SOM: One Label Method 

The first tests conducted with SOM showed a clear relationship between the number 
of beacons that the tag listens and location error (table 1). The average validation 
error decreases when the tag listens to more beacons. However, this error is still high, 
around 18.7 % in the best case (group 3). 

Table 1. Classification error with SOM using only one label  

Group number Test error Validation error 
1 17.20% 24.00% 
2 12.65% 19.59% 
3 11.11% 18.66% 
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(a) (b) 

Fig. 2. SOM map for one label (a) and two labels (b) methods 

4.2   SOM: Two Labels Method 

This fact leads to analyze the physical nature of the problem. The localization systems 
based on RSSI with ZigBee locates their resolution among 3m and 5m depending on 
the number of beacons (or fixed nodes). In this case, where a network with a mini-
mum number of beacons has been forced, it would be logical to think that the accu-
racy in meters should be 5 meters or more. 

Also, in the transition of localization areas without physical separation (door set-
ting or the separation area without wall between the elevator hall and the corridor) the 
RSSI will be very similar. Therefore, if this system provided a location in meters it 
would not be difficult to provide coordinates and a radius of confidence. When this 
situation takes place, each time one user is placed less than 5 meters away from the 
contiguous area, the system will detect the user to be in one of the areas located in the 
radius of confidence within the two areas. 

How can this idea be explained to SOM? If the activation of neurons is studied in 
detailed, it will be observed that there are areas in the map which are activated mainly 
by stimulus of two areas, i.e. “zone A” (7) and “zone B” (2). If the wining label is 
considered, in this case” zone A”, when points are set in the “zone B”, which are very 
close to this area, and the map activates the neuron, the situation is considered as an 
error. Nevertheless when using any other method, if it is within the radius of confi-
dence, it is considered correct. 

Therefore, if two labels are considered in those neurons responding to two specific 
boundaries, it won’t be know whether the user is located in the “zone A” or in “zone 
B”, but the area in which the user is located will be known, and probably even the 
boundary among them. Obviously, it can occur that the neuron is activated by stimu-
lus in the two areas separated by 5 meters, being this unusual situation. In this case 
one only label will be considered. 
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Taking into account this situation the error in the localization is cut down drasti-
cally to 7.1% for the sample- 3. In contrast, in some situations the network feedback 
is “zone A”-“zone B” instead of one only area. 

5   Conclusions 

After analyzing the test results, we can conclude that it is possible to perform location 
at room-level accuracy using only the RSSI of a non-dedicated location ZigBee net-
work as input. This system has a lower precision than other systems which are using a 
dedicated location ZigBee network with more fixed nodes. Nevertheless, it can pro-
vide an extra location service in smart environment which are using ZigBee at  
no cost. 

If we can guarantee that the tag can listen to three or more beacons in every posi-
tion, this system can locate with an average location error rate of 7.1 %. This result is 
important since it can be used to decide improving the coverage in an existing instal-
lation if localization services are wanted. 

Besides that, a novel two labels classification method has been introduced, proving 
its relationship with the physical problem. 

Future work points to reduce uncertainty in limited areas by using tracking algo-
rithms that helps to discriminate between non-joined areas. 
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Managing Ambient Intelligence Sensor Network
Systems, an Agent Based Approach

Guillermo Bosch and Cristian Barrué

Technical University of Catalunya

Abstract. Smart homes and ubiquitous computing solutions are get-
ting special interest in healthcare context as they can help extending
prevalence in prefered enviroments. This paper presents an agent based
implementation approach for heterogeneus flexible sensor networks in
the ambient intelligence context.

1 Introduction

Average life expectancy in the EU is one of the highest in the world and is contin-
uing to rise. The demographic shift leads to an epidemiologic shift. The increase
in longevity, the number of elderly people and in the survival to acute accidents
and diseases implies an increased prevalence of chronic morbidity and disability.
Clearly, societal resources will not be sufficient to assist all elderly or people
with disabilities, so IST are expected to play a key role in this respect. The
overall objective of the european Ambient Assisted Living research programme
is to enhance the quality of life of older people through the use of Information
and Communication Technologies (ICT). ICT can help people to remain ac-
tive in their preferred environment by increasing their autonomy, self-confidence
and mobility, supporting carers, families and care organisations. Assistive Tech-
nologies (AT) play an important role in the elder quality of life enhancement,
including mobility devices such as walkers and wheelchairs, as well as hardware,
software, and peripherals that assist people with disabilities in accessing comput-
ers or other information technologies. Ambient Intelligence (AmI) can contribute
to the prevalence in the preferred environment offering monitoring and security
services among others. In this paper we describe a multi-agent system approach
to implement a dynamic and flexible intelligent sensor network to support the
assistive technologies involved in the EU funded project SHARE-it1.

1.1 Plan of Paper

The rest of this paper is organized as follows: In section §2 a state-of-the-art in
AmI context is presented. In section §3 we introduce the SHARE-it project and
1 Authors would like to acknowledge support from the EC funded project SHARE-it :

Supported Human Autonomy for Recovery and Enhancement of cognitive and motor
abilities using information technologies (FP6-IST-045088). The views expressed in
this paper are not necessarily those of the SHARE-it consortium.

J. Cabestany et al. (Eds.): IWANN 2009, Part I, LNCS 5517, pp. 1121–1128, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



1122 G. Bosch and C. Barrué

the multi-agent system which our system is a part of. The sensor network system
is explained in detail in §4. Finally in §5 some experiences and conclusions are
discussed.

2 State of the Art

Ensuring that the Assistive Technology works not isolateeterod but integrated
in a given intelligent ambiance have brought new research about Ambient Intel-
ligence (AmI) (13)(7). According to the European IST program 1999 (ISTAG),
AmI focuses on creating intelligent homes to properly help the inhabitants with
their Activities of Daily Living (ADL). Europe, Japan, Singapore and USA are
paying special attention to this area in houses, hospitals and even outdoors. Peo-
ple will live easily in digital environments in which the electronics are sensitive
to people’s needs, personalized to their requirements, anticipatory of their be-
haviour and responsive to their presence. Pollack (12) proposes three goals for
intelligent assistive technologies addressing cognitive problems: (1) assure that
the elder is safe and performing necessary activities, (2) assess the cognitive
status in the normal living environment, and (3) compensate the cognitive im-
pairment. AmI possibilities in environment monitorization, data gathering and
feedback on user activities can contribute to fulfill these goals.

AmI implies three relatively new technologies: Ubiquitous Computation, Ubiq-
uitous Communication and Intelligent User Interfaces. Ubiquitous Computation
consists of embedding microprocessors, sensors, and actuators in everyday ob-
jects, so that they acquire some processing capability; it can be perceived how
they are used and they can act in an autonomous way. The ubiquitous computing
paradigm envisioned by Mark Weiser (15) is a post-desktop model of human-
computer interaction in which information processing has been thoroughly in-
tegrated into everyday objects and activities. Some examples of this idea are
the several projects in progress involving smart homes like House n (8), Aware
Home (9) or OXYGEN (3), with experimental ad-hoc sensorized environments
to track human activity and open new living research environments in many life
areas like health tracking or work spaces.

One of the pillars of AmI is Ubiquitous Communications, as information needs
to be processed and shared among devices to achieve deliberative decisions. Data
processing and distribution and task performing in potentially unstructured dy-
namic environments is a quite complex problem to solve. A next step in always on
communications, new ubiquitous technologies (such as RFID) promise a world
of networked and interconnected devices (e.g. fridge, television, vehicle, garage
door, etc) that provide relevant content and information whatever the location
of the user. In particular, the convergence (and future scalability) of broadband
Internet and ubiquitous networks with current mobile services may emerge as
the key means for providing communication and monitoring capabilities to users
(1). Multiple technological solutions can be distinguished, presenting differences
in aspects like power consumption, range or immunity to electromagnetic inter-
ferences. In the concrete case of radiofrequency, the systems exploit technologies
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widely spread like GSM, Bluetooth, WiFi, Zigbee or RFID, as well as others
emerging like Ultra-WideBand (4) or Wireless Sensor Networks (11).

3 SHARE-it

The goal of this EU FP6 funded project is to develop a scalable, adaptive system
of add-ons to sensor and assistive technology so that they can be modularly in-
tegrated into an intelligent home environment to enhance the individuals auton-
omy. The system is designed to inform and assist the user and his/her caregivers
through monitoring and mobility help. Thus, this project plans to contribute
to the development of the next generation of assistive devices for older persons
or people with disabilities (both cognitive and/or motorial) so that they can
be self-dependent as long as possible. There is a special focus on add-ons to
be compatible with existing technologies and to achieve an easier integration
into existing systems. SHARE-it also aims at adaptive systems as transparent,
and consequently, easy to use to the person as possible. Scalability is meant to
include or remove devices from the system in a simple, intuitive way.

The specific objectives of the project are: (1) to explore the benefits of the
concept of situated intelligence to build agent-based artefacts that will enhance
the autonomy of the target user group in their daily life, (2) to investigate and
implement innovative forms of shared autonomy through cognitive processing
of goals, monitoring, environment models and perception of unexpected events,
(3) to build a mobile platform for complex real world domains, (4) to build
adaptive interfaces for the target population, and (5) to target appropriately
the caretaking services.

SHARE-it can obtain these objectives trough the use and/or development of
mobile platforms (wheelchair and walker): (1) the semi-autonomous wheelchair
Rolland III (10) , which is able to function safely indoors and outdoors in ap-
propriately set-up environments, (2) Spherik (5), the semi-automated guided
platform to around a house that uses a new kind of spherical wheels, and (3)
the i-Walker platform (6) , the robotically augmented walker to reduce fall risk
and confusion and to increase walker convenience and enjoyment.

3.1 The Multi-Agent System

Agent-based systems technology has generated lots of excitement in recent years
because of its promise as a new paradigm for conceptualizing, designing, and im-
plementing software systems. This promise is particularly attractive for creating
software that operates in environments that are distributed and open.

Distributed Agents Technology is focussed on support for (the development
of) large-scale, secure, heterogeneous, agent systems. Research in this area in-
cludes scalable and secure agent platforms, location services, directory services,
and systems management. Support systems are not only expected to support
heterogeneous agents (both architecture and programming language), but also
different operating systems and hardware.
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Fig. 1. SHARE-it MAS architecture

The research areas of multi-agent systems and distributed systems coincide,
and form the research area of distributed agent computing. In short, multi-agent
systems are often distributed systems, and distributed systems are platforms to
support multi-agent systems.

The agent layer in SHARE-it (see Figure 1) is built by different agents that
are in charge of specific tasks in the global system:

Patient Agents, which run in PDAs or Ultra-Mobile PCs. An instantiation
of this agent provides all the available and permitted services to each user for
instance security, mobility, monitoring and help services.

The Vehicle Agents are allocated in the assistive hardware devices related to
the project, be it the different wheelchair (Rolland, Spherik) or in the i-Walker.
Most services are related to mobility, monitoring and resource management.

The Caregiver Agents are situated in the computers belonging to the care-
givers of SHARE-it target population as well as in their individual PDA. These
agents are in charge of managing all the user’s help request messages, so they
can be attended properly. Also, it will be notified if any anomalies are detected
in the user’s biometric signals.

The Environment Agent runs in a network computer connected to all the
environment network of sensors (i.e. AmI sensors). Its basic target is to distribute
the information from all available sensors to all the agents interested.
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4 Environment Sensor Network

In this section the mechanism that is used to manage the Ambient Intelligence
sensor network is described. The goal is to perform the autonomous data gather-
ing and information extraction from the environment, as well as the interaction
with the Ambient Intelligence devices that are included in the habitual envi-
ronment of the users. These sensors provide data, which has to be conveniently
stored, filtered and delivered to the Intelligent Agent System, which will provide
the autonomous decision and control tasks into SHARE-it.

The final system ought to be intelligent enough to: (1) distinguish which data
from all the available is significant for each one of the components of the system,
and deliver them to those components, and (2) extract and infer information from
the raw data retrieved from the environment and transform it into meaningful
ontology concepts, so a better knowledge of the environment is acquired.

Both capabilities will be achieved by means of an Intelligent Multi-Agent
System, which constitutes the Agent Based Control (ABC) System of SHARE-
it. Regarding to the environment, the ABC will provide software components
to:

– Proactively take decisions about the rooms conditioning
– Provide assistive services to the mobile entities (e.g. , localization)
– Process the sensor signals in order to extract meaningful qualitative infor-

mation related to services tied to those sensors
– Deploy a base to perform user activity tracking, in order to being able to

record or recall user activities of daily living for adaptation and
personalization.

Though some of the data presented by the environmental sensors is stored
into the general database, the extraction and inference of information from the
data provided by these environmental sensors is performed by the Environment
Agent, which delivers it to the other Agents in the system when required.

4.1 Sensors and Technologies

SHARE-it uses a large number of sensors, encompassing the requirements of the
correct functioning of the platform(s) and the purpose of monitoring and local-
izing the user. The sensors are both wearable and located on the platform(s)
and/or in the environment. The sensor deployment for SHARE-it as experimen-
tal environment has been in Casa Agevole (14), a house designed specially to
be friendly for impaired people. The technology selection for sensors has been
a heterogeneous set for localization and presence (RFiD, Ultrasounds, Zigbee
triangulation), domotics (Zigbee motes and KONNEX) and non-invasive bio-
metrics wearable devices like a pulsioxymeter wrist.

Specific use of data gathering in SHARE-it is finalized at: (1) localizing the
platform, which is an indispensable issue related to safe navigation, (2) localizing
the user, (3) collecting vital data to implement and support the definition of users
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profiles, (4) collecting performance data derived from the analysis of the use of
the platform(s) and (5) modifying the behaviour of the platform.

To this extent, information coming from the domotic sensors is considered of
interest for the SHARE-it project. For example, it is crucial to warn the caregiver
in case of certain previously defined alarms, such as fire detection, absence of
movement within a defined time slot, a door left open when not expected, etc.
Such information is not only useful in the case of alarm detection, but also to infer
knowledge from the set of common activities of daily living of the person under
the supervision of the caregiver. To that purpose, data should be gathered from
a set of home automation sensors (smoke, movement, door open/closed, light
sensors).

4.2 Realization: A Jadex Implementation

Environment Agent (EA) is responsible to perceive what is happening in the
environment. As mentioned in the previous section, it is easy to achieve through
sensors information. Sensors in a house can be easily installed in order to process
their data.

According to the adaptation and dynamic requirements of the sensor network
the capabilities mechanism that the agent development framework Jadex (2)
offers is used. This reasoning engine that follows the Belief Desire Intention (BDI)
model uses capabilities for the modularization of agents, whereby capabilities
contain ready to use functionalities. Basically a capability is a set of beliefs, goals
and plans that can be dynamically included in the agents reasoning engine.

Capabilities, from the Environment Agent point of view, will reach a slightly
different significance than the original Jadex proposal, which is to reuse blocs of
code that are needed in diverse agents. Here, each single model of capability has
to do with a specific environmental sensing/acting framework.

Through this subsection a hypothetical, but representative and easy to under-
stand, example is described. In this case a module named FireCap corresponds
to a capability with a set of beliefs, goals and plans referring to all of the envi-
ronmental things related to fire events in a house. Once this capability is intro-
duced into the Environment Agent, it becomes, for instance, able to cope with
fire emergencies (i.e. sending alarm messages when there is fire in the house).

Every single capability module is meaningful by itself. That means that all
the beliefs, goals and plans of a sensing framework in the environment work in
an independent way. Nevertheless, to have an intermodal perception of the en-
vironment the system needs the different capabilities to interact. This way the
system is able to join different skills from individual capabilities. For instance:
separately, the before mentioned FireCap can send an alarm message of fire when
needed. In the same way, there could be a capability related to light functional-
ities in a house, LightCap, which would be aware of the light state (on/off) and
could also change it. Interaction between capabilities lead the system to more en-
vironmental awareness and power for acting and adapting to users needs. When
the system incorporates both FireCap and LightCap features in the specific hy-
pothetical example which is analysed, the following would occur: provided that
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a fire situation was to come to pass in the house, the LightCap would switch the
lights on if the situation happened at the end of the day. This would be very
helpful for the user to evacuate the premises (since they would be too nervous
about the situation to find light switches).

Hence, the Environment Agent is meant to be able to increase its perception
functionalities. Jadex plans can dynamically load and unload capabilities. This
offers the possibility to change the underlying agent and capability models at
runtime. It rightly ensembles with the adaptive system of add-ons modularly
integrated.

Moreover, Environment Agent implementation relies on the plug-and-play
idea. Therefore, it allows the addition of a new sensor (or set of sensors) without
physical reconfiguration or user intervention. EA by itself only contains a few
basic features. The core of the agent enables:

– The awareness of new physical sensor addings/removals.
– The ability to add/remove capabilities.
– The ability to add/remove interaction among capabilities.
– The ability to add/remove sensors.
– The ability to check sensor readings.

To firstly create the connection when a sensor is plugged into the system, EA
implements a SensorServer using Sockets. Every new physical sensor that is con-
nected to the system acts, from the other side, as a SensorClient communicating
all the necessary data to the Environment Agent.

Every type of sensor has been ontologically represented in the system. Once
the physical sensor is connected to the EA, semantic information is added accord-
ing to the ontological sensor representation. Thus, the agent starts to reason at
the highest level of abstraction where different sensor hierarchy pertinence leads
to specific treatment.

5 Conclusions

After reporting the general motivation and giving a short introduction to the
domain of the SHARE-it project, the theoretical view on the approach has been
outlined. A Multi-Agent System, especially focused on the Environment Agent,
has been chosen in order to distinguish which data from all the available is
significant for each one of the components of the system and to extract and
infer information from the raw data retrieved from the environment. Finally, the
implementation of a practical realization to manage the sensor network using the
Jadex reasoning engine technology has been explained. Jadex offered the BDI
agent approach, an integrated reasoning engine, allowed us standard agent ACL
messaging and granted us the capability tool to bring dynamic flexiblity to the
agents structure and behaviour.

In summary, it can be concluded that the approach has the potential of man-
aging a sensor network that relies on the ambient intelligence concept. In the
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implementation section §4 a way to develop a scalable, adaptive system of add-
ons to sensor and assistive technology so that they can be modularly integrated
into an intelligent home is depicted. Consequently, ambient intelligence in the
system is characterized by offering flexibility, handling changes in the sensor net-
work, and maintenance, permitting the modification of agent skills to improve
performance. The tests with real sensors in the Casa Agevole environment gave
encouraging results to keep this dynamic approach and leads to more complex
and stressing tests for the future.
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Abstract. The aim of this paper is to study the use of a prototype of wearable 
device for long term monitoring of gait and balance using inertial sensors. First, 
it is focused on the design of the device that can be used all day during the pa-
tient daily life activities, because it is small, usable and non invasive. Secondly, 
we present the system calibration to ensure the quality of the sensors data. Af-
terwodrs, we focus in the experimental methodology for data harvest from ex-
tensive types of falls. Finally a statistical analysis allows us to determine the 
discriminant information to detect falls.  

1   Introduction 

In recent years, the progressive aging in our society has produced an increase in the 
number of dependents or disabled people and at least a growing number of persons 
that need special attention. In Spain, for example, there are 7.7 million of people older 
than 65 years. The 32.2 % of them presents some sort of disability, and this percent-
age is greater as the age range grows [1], [2]. The new requirements arising from this 
situation require social efforts, but also efforts in science and technology to design 
together new services and systems in order to improve people’s wellbeing and quality 
of life.  

It is a fact that the third part of the population older than 65 years suffers falls each 
year doing their daily life activities. This falls are one of the major causes of disability 
and dependency as they can cause major injuries. For instance, the 90% of hip frac-
tures in the elderly are caused by a fall [3]. This is a dramatic factor in disability and 
mortality as the 33 % of the old people that suffers from a hip fracture dies in the next 
12 months, and a 60 % develops some sort of disability that difficult their daily activi-
ties and makes their quality of life worse [4]. 

The early detection of fall risk persons is the most efficient way to not only prevent 
hip fractures, but also in dependency, institutionalization, and mortality in the elderly. 
The existent methods for the falling risk estimation are based in interviews with the 
patient about his fall historical [5], or in an exploration of gait and equilibrium at the 
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laboratory [6]. These methods have numerous disadvantages as they take into account 
only punctual determinations of the state of the patient and include subjectivity. Thus 
monitoring the body movements for long periods of time during the patients daily life 
activities could be a good source of information for a fall risk diagnosis. Moreover, 
the reliable detection of falls could be crucial in emergency situations.  

Inertial sensors such as accelerometers and gyroscopes have proven to be useful in 
the analysis of human motion [7] with the advantage that they can be integrated in 
some sort of wearable device. Although many works and research groups related to 
the area have reached good results,  as for example,  in  the classification of activities 
[8] , detection of falls [9], [10] and fall risk prediction [11], this is still is an open 
research subject which needs more robust algorithms, technological improvement 
with user experience and adaptation and integration in complete ambient intelligent 
systems.[12] 

The aim of this paper is to study the use of a prototype of wearable device for long 
term monitoring of gait and balance using inertial sensors. First, it is focused on the 
design of the device that can be used all day during the patient daily life activities, 
because it is small usable and non invasive. Secondly, we present the system calibra-
tion to ensure the quality of the sensors data. Third, we focus in the experimental 
methodology for data harvest from a extensive types of falls. Finally an statistical 
analysis allows us to determine the discriminant information to detect falls. 

2   Inertial Sensor System 

The wearable device, as seen in fig.1) is composed by a central Intelligent Hardware 
Unit (IHU) and three different inertial sensor technologies. The IHU is the central part 
of the system, and its function is handling the sensor data. It features a microcontrol-
ler based process unit, a communications module, external memory, and interfacing 
circuitry. The core of the IHU is a dsPIC (Microchip Technology Inc.), a hybrid mi-
crocontroller with basic digital signal processor (DSP) features that enables the sys-
tem with mathematic capabilities. The microcontroller operates at 20 MIPS (Mega 
Iterations Per Second) and have an internal program memory of 24Kbytes which 
allows a wide range of programming possibilities. The dsPIC uses different digital 
interfaces to communicate with the sensors in order to provide robustness to the read-
ings. Another interesting feature of the dsPIC is his low power consumption along 
with its low power operation modes which enhances battery life. 

The device integrates three different MEMS inertial sensors which can measure 3D 
linear acceleration, angular rate and compass orientation. The accelerometer is a 
three-axis sensor model LIS3LV02 (ST Microelectronics Inc.) with a measuring range 
of ±6 g and a sensitivity of 323 bit/g. The sensors have a built-in digital circuitry that 
uses to apply a first low pass filter to the data captured and to transmit it using a digi-
tal I2C interface. The three-axis gyroscope is constructed by assembling two different 
MEMS gyroscopes, the one-axis ADIS16100 (Analog Devices Inc.), and the two-axis 
IDG300 (Invensense Inc.). The two sensors have similar characteristics and work well 
in conjunction, with a typical range of ±300 deg./s. and a typical sensitivity of 4 
bit/deg/s. The analog output signals from the IDG300, are redirected to the auxiliary 
inputs of the ADIS16100 which has a digital interface used to send the three-axis 
signals digitally to the IHU. The magnetometer or electronic compass is a three-axis 
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sensor which can determine the absolute orientation of the device using the earth 
magnetic field as reference. The sensor has a resolution of 0.2 degrees of deviation 
and is very sensible to tiny variations in the magnetic field in its surroundings. For 
this reason its application is reduced to controlled scenarios. 

The device can operate in two different modes: online or offline. In online mode 
the sensors readings are transmitted in near real time via Bluetooth radio. It integrates 
a Bluetooth transceiver Parani- ESD200 (Sena Technologies Inc.) capable to establish 
a wireless communication with another device using the RFCOMM protocol (virtual 
serial RS232 connection). This is a much extended protocol, so it enables the system 
to communicate with a large range of devices including laptops, handheld devices and 
mobile phones. The alternative is the offline mode where the sensors readings to-
gether with a time stamp are stored in an external memory. The memory used is a 
micro SD flash card of 1 or 2 Gbytes capacity. The main features of this memory are 
its reduced size, high capacity, low power consumption and the possibility to use a 
standard SPI interface to communicate with de microcontroller.  

 

Fig. 1. Inertial system 

The device, including the sensors, is powered by a single Lithium Polymer re-
chargeable battery with a capacity of 610 mAh. With this battery the system can run 
for about 5 hours without interruption. All the electrical interface circuits including 
the battery charger, battery monitor, battery protection and voltage regulation are 
integrated in the device. The size of the sensor system with the battery and the casing 
included is 78x40x22 mm. and has an approximate weight of 30 gr. 

3   Inertial System Calibration 

In order to extract useful information from the designed system it is necessary to 
calibrate the inertial sensors, to translate the output electrical signals to understand-
able physical measurements. This calibration process has to be done with each single 
sensor, correcting its main sources of error such as drift, sensitivity error, misalign-
ment of the axes and other errors due to environmental factors like temperature. This 
calibration process in inertial sensors is complex and normally requires the use of 
expensive precision instruments. An alternative is the simple but systematic procedure 
designed by Ferrari et al. [13], for accelerometers and gyroscopes and the one de-
signed by O'Donovan [14] for the calibration of the magnetometer. 
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These procedures provide correction for the major sources of error in inertial sen-
sors: these are the drift, the sensitivity and the axis misalignment. They also have the 
advantage of not needing any special equipment to carry them out, as they use physi-
cal phenomenon’s (i.e. gravity, earth magnetic field) as references for the calibration.  

3.1   Combined Sensor Calibration 

The calibration processes for the three sensors can be joined in a single process that 
involves putting the sensor in 12 predefined static positions and 3 full revolution 
rotations, reducing the calibration time. This calibration process, once developed, is 
also suitable for its integration in the on board device controller, as it only involves 
sum and matrix multiplication for each sensor. 

3.2   Temperature Compensation 

The calibration of the sensors is hampered by one main issue; it only takes into ac-
count the internal sensor factors but not the external ones. The main external factor 
that affects inertial sensors is the temperature. Only a few degrees of temperature 
variation can modify the sensor parameters introducing errors in the readings that 
cannot be neglected.  

In applications such as subject movement monitoring, great temperature gradients 
are not to be expected, and as the sensor would be directly attached to the patient’s 
body, one can expect constant temperatures between 20°C and 40°C. For this reason, 
a linear approximation can be a good solution for this kind of systems. The effective-
ness of this approximation has been proved experimentally with all the sensors and 
with a large number of trials, as can be seen in figure 2. 

This method provides a long term calibration valid for a range of temperatures, so 
it is not longer necessary to carry out a calibration each time the sensor has to be used. 
This procedure can be also embedded in the on-board controller in devices that have a 
temperature sensor. 

Fig. 2. Accelerometer sensitivity variation over temperature 
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4   The Simulated Fall Study 

The fall study involved 16 healthy volunteers performing falls over large crash mats 
for two different scenarios and performing three repetitions each exercise. Signals 
from the three sensors in the device were recorded during each fall-event with the 
device located at the chest. These subjects ranged in age from 24-35 years old, with a 
body mass from 68 to 111 kg, and a  height from 1.65 to 1.96m. The University of 
Limerick Research Ethics Committee (ULREC) approved the falls protocol. 

The fall types used during testing for the current study were selected to simulate 
common fall types in elderly people The falls performed were similar to those  
performed in the study of Bourke et al. [15]. The different types of falls are the  
following:  

Forward falls    

1. Faint with flexed knees.        
2. Step down from a platform and fall forward. Thick (>15cm) soft mat on 

floor.  
3. Walking and trip yourself up. Thick (>15cm) soft mat on floor. 

Backward falls 
4. Faint with Round back and flexed knees.  
5. Backward Sitting down on empty (on the floor without using your arms or 

taking a step back). Thick (>15cm) soft mat on floor. 
6. Backward to the base of a padded wall. Thick (>15cm) soft mat on wall and 

floor. 
Side falls left   

7. Faint with flexed knees.  
8. Fall backward and turn to the side. 
9. Side fall to the base of a padded wall. Thick (>15cm) soft mat on wall. 

Side falls right  

10. Faint with flexed knees.  
11. Fall backward and turn to the side . 
12. Side fall to the base of a padded wall. Thick (>15cm) soft mat on wall. 

Free falls  
13. Falling off a chair.  
14. Unrestricted activities (fall-over as you like). 

In order to compare the falls data with other movements we inquire to the same 
group of  young healthy subjects performing Activities of Daily Living while fitted 
with the same sensor as the simulated-fall study, performing three repetitions. Each 
subject started and finished each ADL in a standing position. The ADL chosen were 
those that may have produced impacts or abrupt changes in a person’s movement (and 
thus possibly results in false triggering of a threshold-based fall-detection algorithm) 
resembling activities carried out during the normal course of an elderly person’s  
daily life. 

Activity tests 

15. Walking 10 meters. 
16. Standing position to a sitting position in a normal chair. (height 43cm). 
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17. Standing position to a sitting position in a bank. (height 44.5cm). 
18. Standing position to a lying on a mat or bed. (height 40cm). 

In one month we achieved to compile a signal database of 636 data sets, 468 of 
which are falls in a large diversity of scenarios. This rich database is used now to train 
different algorithms for the movement/fall identification problem. Also using two 
different sensor technologies during the same experiments can give us the opportunity 
to compare the differences between sensors on different body locations. 

5   Fall Detection Algorithm 

The data recorded from the three-axis accelerometer was derived by taking the equa-
tion norm to calculate the module. With this signals and looking at the exact moment 
of the fall, an extraction of characteristics was done. The characteristics analyzed 
were the following:  

a) Upper fall threshold. This threshold is related to the peak of acceleration produced 
during the impact with the floor in a fall. This acceleration peak can be very high 
in direct falls to the floor, but it is lower in faints or falls to a wall. So it is not pos-
sible to distinguish completely a fall with only this characteristic because of the  
acceleration peaks produced in some ADLs.  

b) Lower fall threshold. There is always a minimum peak related to the bounce  
occurred after the fall 

c) Time between upper and lower fall threshold. 
d)  Difference between upper and lower threshold. 
e) Maximum angular velocity peak. 

 

Fig. 3. Box Plot of the difference between max. and min. acceleration peaks  
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The analysis of these characteristics with a Box Plot with Median, 25 and 75 Per-
centile and outlayers is ploted in Fig 3 for the difference between upper and lower 
threshold. This characteristic is the most discriminant and allows us to define a 
threshold between falls (1-13) and DAL (15-18) 

6   Conclusions and Future Work 

An ambulatory inertial system for mobility analysis is presented. The first results 
show that the system could be useful for fall detection. Further work is needed to 
develop algorithms for activity identification and to embed it into the on-board con-
troller of the device.  
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Abstract. User daily activity monitoring is useful for physicians in geri-
atrics and rehabilitation as a indicator of user health and mobility. Real
time activities recognition by means of a processing node including a tri-
axial accelerometer sensor situated in the user’s chest is the main goal for
the presented experimental work. A two-phases procedure implement-
ing features extraction from the raw signal and SVM-based classifica-
tion has been designed for real time monitoring. The designed procedure
showed an overall accuracy of 92% when recogninzing experimentation
performed in daily conditions.

1 Introduction

One of the consequences of chronic diseases and strokes is the limitation of the
motion capacity and a straightforward lack of physical activity of the people,
having a direct impact on their quality of life. By analyzing user daily activity,
medical treatments would count with valuable additional information, allowing
a better diagnose and treatment assessment. Usual instruments to supervise pa-
tient’s mobility are based on the subjective perceptions of the observer, collected
throught individual tests. However acceleration-based activity monitoring wear-
able systems are currently being investigated as a right direction to overcome
subjectiveness and to provide a compactne and robust technical solution.

Previous studies on ambulatory activitymonitoring rely either, inmultiple body
fixed sensor configurations or/and off line data processing, when only one sen-
sor is used for activity identification. The purpose of this presented research is to
implement real time events’ classification of user’s daily life activity by means of
a Support Vector Machine based on features processed from signals provided by
one small-sized low power consumtion wearable sensor module, so the system can
be used everywhere during user daily activity without any external infrastructure
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Fig. 1. 3D axis accelerometer sensor

needed. The device holds a battery, a triaxial accelerometer, all the necessary elec-
tronic components and a low powerDSPic microprocessor, in Fig. 1 there is a photo
of this measuring system. By implementing SVM-based real time activity labeling
instead of simple acceleration logging, a possible interaction with the user is en-
abled, for drug taking alerts for instace, and the ammount of data used to store the
user activity will also be reduced which will increase the device’s operating time.
The rest of this paper is organized as follows: In section 2 the problem is formu-
lated. Section 3 presents the proposed feature selection strategy based on discrim-
iant power for generated features. Section 4 is devoted to the experiment design
for validating the performance of the procedure. Finally, conclusions and further
research are given in Section 5.

2 Problem Formulation

2.1 Input Signals

Input signals generating raw data are obtained from the triaxial accelerometer
of the sensor device located on the user’s chest sampled at 50 Hz. Activities to
be classified last from 0.5 seconds, for walk activity (steps), to 2.4 seconds, for
the stand up activity, hence the input data at the processing block is windowed
into a 3-column matrix with 120 samples. Data will be processed every half time
window, so the classifier will identify which activity is being performed with a
delay of 1.2 seconds.

2.2 User Daily Activities

The final objective in our research is to identify a set of five usual daily activities
performed by the user while wearing the sensor device. The activities to be
classified are:
1. Standing up from a sit state. This action lasts for 1-2.5 seconds with differen-

tiated phases: forward bending, active raising, passive raising and downward
bending. The timing and magnitude between these phases de termine many
pathologic characteristics.
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2. Sitting down. This action also ranges 1-2.5 seconds. It is similar as an inverse
of standing up, these pairs of signals being the most similar in the group of
activities.

3. Transition action. Since the sit down and stand up actions are very similar,
a control variable has been defined that improves the final classification by
avoiding signals that are apart of the stand or sit signals. It is defined as an
action occurring just before (after) a sit down (stand up) action.

4. Walk activity. The duration of a step is variable between 0.5 and 1.5 seconds,
hence the classifier is trained to search for a complete walking action instead
of focusing on individual steps.

5. Steady stand activity. This signal has no significant peaks or timing, but is
not constant. The sitting steady state gives the same signal than the steady
stand state, so we must detect before the sit-stand transition to correctly
label the activity.

2.3 Signal Processing

Preprocessing raw data provided by accelerometer will help to avoid overfitting
and generalizing the solution. Reducing the input dimension of data from a 3-
column matrix with 120 samples to a vector of 12 features, this reduction will
also speed up the training and classification procedures, but it will add the cost
of preprocessing. Main features extracted from the triaxial accelerometer data
are the following,

– Computing the modulus of the vector components is a simple solution to
reduce the data dimension by 3 and also it makes the data orientation
independent [1]:
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AM =
√

AX2 + AY 2 + AZ2 (1)

– Orientation angles θ and φ based on the earth gravity allows to calculate the
orientation of the sensor device. This method works fine in static movement
conditions but also low centripetal accelerations don’t affect the result [2].
Impacts or large accelerated movements will, however, add error:

θ = arctan 2(X,
√

Y 2 + Z2) (2)

φ = arctan2(AY,AZ) (3)

– Vertical (AV ) and forward (AF ) acceleration: once the orientation angles are
known, the accelerations in the earth fixed reference frame can be computed
from the mobile reference frame, that is, the wearable accelerometer, by
applying the rotation matrix of the X− and Y− axis. These features are
interesting because they give a value that is robust to the orientations of the
measuring device:

AV = − cos(Φ) · sin(Θ) · AX + sin(Φ) · AY + cos(Θ) · (AZ + G) (4)

AF = cos(Θ) · AX + sin(Θ) ·AZ (5)

– Energy expenditure indicators using the acceleration signals are used to cal-
culate the integral of absolute value (IAA) and the integral of magnitude
(IAV)1:

IAA =
∫
|AX |+ |AY |+ |AZ|dt (6)

IAV =
∫ √

AX2 + AY 2 + AZ2dt (7)

– The increments of the acceleration module.
– Frequency features can be obtained by performing the Fast Fourier Trans-

form (FFT) on the accelerometer signals either, on each axis or on the
acceleration magnitude, returning the main frequency components and mag-
nitudes. However, calculating these features demand a high processing time,
so they should be used only if proven effective.

3 Feature Selection

Combining both, precedent and standard statitiscal features (mean, max, min,
range, standard deviation, entropy...), a huge set of possible features can be
obtained that have been proved useful in other similar SVM-based articles [4].
These features gives relevant information about the signal as well as they enable

1 IAV has been identified as less accurate than IAA [3].
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to process the input stream of data in a batch process every half-size input
window and not every sampled acceleration.

The method used to incrementally select features is the discriminant power
measured as the distance between the group of data obtained from observations
when performing a certain activity and the other groups of observations when
doing other activities. If different activities are represented by non overlapping
ranges of values then this feature can classify a number of activities by itself. In
order to add robustness, we will select several features that can identify different
activities. Since the features have many different units they are normalized so
the relevance and performance of each feature can be compared [5].

The grouping method for data obtained from different observations of the
same activity can be the mean value or an interval of values. The indicators
used to define intervals of data are percentiles generating boxplots and whiskers
(see Fig. 3. The bounds for the boxplot will be the 25% and the 75% percentile.
Whiskers used to bound the intervals are defined as the most extreme data value
within 1.5 · IQR, where IQR is the interquartile range of the sample.
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Fig. 3. Intervals for the 5 activities based on ‘range θ’ feature

Once the intervals and boxplots of each activity on each designed feature are
known, the distance between intervals is measured. In the case of not overlapped
intervals the distance is positive and it means that this feature can be used to
classify the pair of activities. The distance between the different activities is
computed and stored in a matrix that records the distance from one activity
from the others. The number of positive distances, or the number of distances
that are greater than a certain threshold in each row is the number of classes
that are different from the other classes in that particular feature. We tested 3
indicators to select the best discriminant set of features:

1. The number of classes that a single feature classifies, i.e. the number of
positive values of the distance matrix. Since 5 classes are considered, the
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5× 5 distance matrix maximum value is 101. For our collected data set the
maximum value obtained for a feature was 9, so not a single feature exist
that can classify all the 5 classes.

2. The sum of distances between classes: this is a value that represents how
a feature is different for each class. Since the features are normalized and
considering negative values for overlapping activities, values from −20 to
+20 can be expected.

3. The sum of positive distances between classes: this is a value that represents
how a feature is different in each class when intervals do not overlap. We can
expect values from 0 to +20.

4 Experimentation and Results

The exercise performed by the test subjects to collect data was: to stay steady
in vertical position, then walk about 4 meters, sit down on a chair, stay sit-
ted for a few seconds, next stand up, walk, and finally sitting down again and
staying steady again. Each test subject repeats the exercise 3 times. At the
figure 2 there is the raw acceleration signal(converted to G unit) of a single
ecercise, thre is also the labeled action as a solid black line. Experiment were
video recorded to enable the labeling of activities. The test group consists on 6
healthy subjects with no mobility limitations with mean age 38.17 and standard
deviation 12.6.

Using the three previously defined indicators, features were ordered but the
length of the feature vector was left variable in order to check the accuracy of the
method with different lengths of the feature vector. Five one-versus-rest SVM
were trained for the multiclassification problem with Gaussian kernel and inputs
were assigned to the class with a higher number of votes. When no positive
votes exist, then no label is assigned. A 10-fold cross-validation method with 3
repetitions was performed for each length of the feature vector, ranging from 1
to 30 features, and accuracy was defined as the best value between the 3 defined
indicators for each input vector’s length. The Fig.4 shows the best performance
result (the mean of the 3 repetitions of the 10-fold test) using any of the 3
methods of feature selection versus the feature vector length. In the table 1
there is the result of the classification in the form of a confusion matrix, where
the rows represent the activity data and the columns represent wich percentage
the current activity has been labeled. The sum of the elements of a row doesn’t
have to sum 100% because the resulting vote of the 5 SVM can be negative so no
activity is identified. A 10% of stand up actions are labeled as transition but this
wrong labeling is not a hard mistake because transition is a state that happens
just before or after stand up or sit down actions, hence this label still provides
information whether we know which was the action before a false transition is
labeled.

1 th distance matrix is simetric and diagonal of zeros so it can be cosidered only the
lower triangle, hence the max distance value is 10.
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Table 1. Confusion Matrix (%)

Label stand up sit down steady walk trancision
stand up 75.56 14.44 0 0 10
sit down 6.06 89.09 0 0 4.85
steady 0 0 93.33 6.67 0
walk 0 0 2.22 95.56 2.22

trancision 1.39 1.39 0 3.06 94.17

The best accuracy, 91.06%, is achieved when the length of the feature vector
is 7 and the selected features are: ‘STD AX’,’‘min Ax’, ‘STD AV’, ‘STD AF’,
‘min AF’,‘STD θ’ and ‘range θ’. Calculating standard deviation features (STD)
requires a relative hard processing time effort. Lower, but not bad, accuracy
results can be achieved using features easier to be calculated. A 90.03% accuracy
is obtained with a vector having length 13.

5 Conclusions and Further Work

A two-phases procedure implementing (i) features extraction from the raw signal
of a triaxial accelerometer sensor situated in the user chest based on a distances
matrix and (ii) SVM classification has been designed for a real time monitor-
ing problem. The designed algorithm showed an overall accuracy of 91% when
recogninzing five different activities during experimentation performed in daily
conditions.

Further research includes verifying the performance of the classifier on very
long time experimentations and increase the number of daily activities to be
identified by the system.
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Abstract. In nowadays aging society, many people require assistance
for non-pedestrian mobility. In some cases, assistive devices require a
certain degree of autonomy when the persons’ disabilities difficult manual
control. In this field, it is important to rate user performance to check
how much help he/she needs. This paper presents an overview of common
metrics for wheelchair navigation, plus some proposed by authors to
take into account new approaches to wheelchair control. We present an
example of proposed metrics on a robotized Meyra wheelchair at Santa
Lucia Hospedale in Rome to prove their meaning and adequacy.

1 Introduction

Autonomy in an agent can be defined as the ability to make independent choices.
A mobile is considered to be autonomous when it can perform a given task in a
dynamic environment without continuous human guidance. Many elder individ-
uals are unable to safely and independently operate a standard power wheelchair
due to physical perceptual or cognitive deficits. In these cases, robotics provide
the meaning to assist these persons in navigation.

Depending on how much autonomy is given to the wheelchair, collaborative
wheelchair assistance can be categorized into i) safeguarded operation; and ii)
shared control.

In the first case, wheelchairs are totally controlled by humans, but in some
cases the robot makes some decisions to avoid imminent danger when commu-
nication interruption and delays are frequent [1] or when human control is not
adequate [2] [3].

A second group of approaches [4] [5] rely on using a basic set of primitive
actions like AvoidObstacle, FollowWall and PassDoorway to assist the person in
difficult maneuvers, either by manual selection or automatic triggering. Hence,
the operator may guide the robot directly, or switch among various autonomous
behaviors to deal with complex situations.

In an extreme case, as commented before, the human operator might only
point the target and the machine would be in charge of motion planning and
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path tracking on its own [6] [7]. In most cases though, at any point, the user
may override automatic control and take over.

This paper reviews the different metrics that have been applied to wheelchair
navigation in section 2. To prove the validity of these metrics, some of them
are applied for assisted power wheelchair navigation in a real experiment in
Fondazione Santa Lucia (FSL) in section 3. Finally, conclusions and results are
provided in section 4.

2 Assisted Navigation Metrics

There is no established standard to measure wheelchair performance, but there
is a large number of proposals that are more or less coincident regarding pa-
rameters of interest in assisted navigation. This section presents an overview of
such parameters and has been organized as follows. First of all, performance is
interdependent on the wheelchair user condition, which is, indeed, hard to rate.
Nevertheless, there are some studies to measure the degree of disability of a
person (subsection 2.1). Person skills while driving any wheelchair -electric or
not- can also be evaluated, usually through obstacle courses (subsection 2.2).
Finally, subsection 2.3 overviews the different metrics that can be applied to
conventional and/or electrical wheelchair navigation.

2.1 User Condition Metrics

In order to further evaluate the target population, it is necessary to note that dis-
ability is usually defined as the degree of difficulty or inability to independently
perform basic activities of daily living (ADL) [8] without assistance. Several dif-
ferent disability scales have been used to evaluate the cognitive and physical
state and condition of the in-patients, namely the Mini-Mental State Examina-
tion (MMSE), Geriatric Depression Scale (GDS) and Barthel Index.

The mini-mental state examination (MMSE) or Folstein test [9] is a brief 30-
point questionnaire test that provides a quantitative measure of cognitive status
in adults. It can be used to screen for cognitive impairment. Although results
may change slightly depending on the number of question, 24 is usually the
accepted threshold for dementia.

The Geriatric Depression Scale (GDS) [10] is a self-report inventory, con-
structed to assess depression and general well-being in the elderly. It is a brief
questionnaire of 30 yes-no questions about how the user feels on the day of
administration. Scores of 0 - 9 are considered normal, 10 - 19 indicate mild
depression and 20 - 30 indicate severe depression.

The Barthel Index [11] consists of 10 items that measure a person’s daily
functioning specifically the activities of daily living and mobility. The items can
be divided into a group that is related to self-care (feeding, grooming, bathing,
dressing...) and a group related to mobility (ambulation, transfers...). The max-
imal score is 100 if 5-point increments are used, indicating that the patient is
fully independent in physical functioning. The lowest score is 0, representing a
totally dependent bedridden state.
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2.2 Test Courses

In [12] Kilkens et al. present a review of a wide array of wheelchair skill tests,
aimed to asses the ability to propel and maneuver a wheelchair under standard-
ized and/or simulated conditions of daily living. The skills included in the 24
tests, related to factors like wheelchair propulsion, negotiation of kerbs, etc. The
most common outcome measure of the different tests is task performance time.
Physical strain, independence in performance, distance covered in propulsion, and
endurance. These metrics can be applied mostly to obstacle courses but usually
not to daily living, as they are measured over a given time and trajectory.

2.3 Assisted Navigation Metrics

After a test course is established, there are well established metrics for man-
ual wheelchair driving (e.g. [13]). However, there are not so many standards
for power wheelchair navigation. There seems to be an agreement[14], though,
to distinguish between task metrics (goal achievement features, like error rate
with respect to an unique, prefixed trajectory) and psycho metrics (measure
parameters like fatigue and attention from the user point of view).

2.4 Task Metrics

Task metrics include all quantitative measures that can be objectively related to
the performance of the user with the wheelchair during a given task. The most
common and easiest metric concerning navigation is task success, meaning that
the goal has been achieved. Other popular metrics include task completion time,
number of collisions and distance travelled [15] . When tests consist of following
a prefixed path a typical task metric is the deviation with respect to the canonical
trajectory. Such a deviation can be measured in a straight way or, more often,
quantified into a few bins as “ok”, “acceptable” and “wrong”.

Local metrics representing performance at a given time instant are also feasi-
ble: driving efficiency can basically be measured in terms of safety, directiveness
and smoothness, as proposed in [16]. If the aforementioned parameters are av-
eraged all through a trajectory, they yield global information instead of local
one.

If dynamic obstacles may appear on the way, four difference metrics have been
established: Ts, Ds, Tc and Dc, which correspond to Time and Distance to Stop,
when the obstacle is not hit and Time and Distance to Collision, otherwise, all
referred to the instant the obstacle is introduced [15].

2.5 Psycho Metrics

Psycho metrics are related to the state of the user rather than to his/her perfor-
mance. From this point of view, psycho metrics could be estimated via biometric
sensors. From this point of view, typical metrics related to stress include heart
rate, sweat and blood pressure. If no biometric sensors are used psycho metrics
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are typically related to the user interface. One of the first was the interaction
number or number of times that the user interacts with the interface [15]. When
interaction was not easy to measure externally, some authors used the amount
of information exchanged between user and machine instead. It is interesting to
measure workload instead of usability, because it is more coupled with the user
condition than with the interface. Some authors [17] consider workload to be re-
lated with a very simple parameter: Joystick Variation, which measures a change
of more than 10% in the position of the stick. It is important to note, though,
that in users operating a wheelchair, this variation may be also related to spas-
modic joystick movements. Similarly, given the target population of wheelchair
navigation, it is also important to take into account Consistency, defined as the
variation of the user output when facing similar situations. A high Consistency
is expected to be related to users with good cognitive capabilities, whereas a
low one is related to random joystick motion. Thus, consistency provides an idea
about the cognitive driving capabilities of the user on-line. Another typical pa-
rameter is Intervention level, defined as the portion of time that the user moves
a joystick [14]. In shared control, it is also interesting to check if machine and
person agree via a parameter named Disagreement, as proposed in [16], which
represents the difference between the human output and the robot output. A
high Disagreement is expected to be related with effort and frustration.

2.6 Subjective Questionnaires

It has been reported that subjective ratings may come closest to tapping the
essence of mental workload and provide the most generally valid, sensitive and
practically useful indicator.

In order to measure workload, the NASA proposed the known as Task Load
Index (TLX) [18]. TLX was developed under the assumption that workload
emerges from the interaction between the requirements of a task, the circum-
stances under which it is performed, and the skills, behaviors, and perceptions
of the operator rather than from interaction with an interface alone. TLX is
generic for any task and can be applied to supervised navigation and, in our
case, shared control. TLX consists of different component scales. An average of
these scales, weighted to reflect the contribution of each factor to the workload of
a specific activity from the perspective of the rater, is proposed as an integrated
measure of overall workload. The most salient factors in TLX include overall
workload (low-high), task difficulty (low-high), time pressure (none-rushed),
performance (failure-perfect), mental/sensory effort (none-impossible), physi-
cal effort (none-impossible), frustration level (fulfilled-exasperated), stress level
(relaxed-tense), fatigue (exhausted-alert), activity type (skill based/rule based/
knowledge based). These factors are ranged within a 12 cm line which is later
numbered from 0 to 100 and subjectively marked by each user.

There are more specific questionnaires for assistive systems, though. One
of the best known ones is PIADS (Psychosocial Impact of Assistive Devices
Scale)[19], which is available free of charge for use in clinical, research or edu-
cational projects. PIADS can be filled in 5 to 10 minutes and includes ratings
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for self-esteem, well-being, quality of life, embarrassment, eagerness to try new
things and up to 26 other subjective factors scoring from -3 to 3. PIADS is re-
ported to be very sensitive to differences among device options (e.g., tilt, recline)
within a device category (e.g., powered wheelchairs).

The Matching Person and Technology (MPT) [20] sheet is also a well known
tool to assess how assistive technology is perceived from the user’s point of view.
MPT evaluates people’s condition (hearing, sight, mobility ...), activities of daily
living (writing, reading, domestic tasks...) and cognition/learning. All these fac-
tors are evaluated regarding previously used technology, currently used technol-
ogy and required technology. After this, MPT moves to the person’s opinion on
technology, experience with it, frequent activity and such, which are labelled
as positive/indifferent/negative. There is a large part of the questionnaire that
must be filled not by the user, but by the person supervising the process, instead.

Functioning everyday with a wheelchair (FEW) [21] is meant to be a dynamic
indicator or profile of perceived user function related to wheelchair/scooter use.
FEW is mostly concerned with the size, fit, postural support and functional
features of wheelchairs (or scooters). FEW provides 10 assessments that the user
may score into 6 bins ranging from Completely agree to Completely Disagree, plus
one for Does not Apply.

Another similar questionnaire is QUEST (Quebec User Evaluation of Satis-
faction with assistive Technology) [22]. QUEST focuses on the satisfaction of the
user with the provided assistive technology and/or services. It tests psychometric
properties with respect to test-retest stability, alternate-form equivalence, inter-
nal consistency, factorial composition and nomological validity. QUEST presents
12 items that score from 1(not satisfied at all) to 5 (very satisfied), going from
physical considerations like weight or dimensions of the device to service delivery
or repair and servicing. It also includes subjective considerations about the ease
of use or effectiveness.

3 Tests and Experiments

Some of the presented metrics were applied to a set of experiments performed
during July, 2007 in Santa Lucia Hospedale, highly specialized in rehabilitation.
All tests were performed using a shared control approach presented by the au-
thors in [23], which calculates the commands sent to the wheelchair as a weighted
average between the user’s command and a potential field approach. The weight
in this combination depends on the local efficiency of each of them.

Specifically, we are going to compare the performance of two in-patients 19
and 31 when crossing a door 90 cms. wide in front of them and then turning right
to face a corridor, a typical activity in an indoor environment. They only know
the goal to reach. Only a selection of the presented metrics were used for several
reasons: i) some are redundant or similar (for example, PIADS, FEW or QUEST
measure the impact of technology in the user); ii) some are not applicable to the
problem; and iii) some were not approved for these in-patients by the ethical
committee of FSL (for example collisions and biometric sensing).
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The metrics we have chosen are: i) Smoothness, safety and directiveness ef-
ficiency, and disagreement: These metrics estimate the efficiency of robot and
human movements and how much help the chair gives to the user, plus how
much they agree on the output command (measure of frustration). ii) Curva-
ture and time to Destination: estimates the user time reduction when repeating
the test and the smoothness of the path. iii) Intervention level and joystick
variation: measure how much interaction has the user with the wheelchair. iv)
Inconsistency: let us to estimate if the user was erratic or not while moving the
wheelchair in similar situations. v) PIADS questionnaire. The most popular one
of the questionaires.

In-patients 19 and 31 have been chosen because their disability indexes were
quite different . According to MMSE, in-patient 19 scores for dementia, whereas
in-patient 31 does not (28 and 19 respectively). Regarding Barthel, in-patient
19 has better motory abilities than in-patient 31 (98 and 76 respectively), even
though both in-patients are autonomous according to questionnaire PIADS. In
brief, and always regarding these indexes, in-patient 19 should score better for
physical activity and worse for cognitive indexes.

Table 1 show the task and psycho metrics for in patients 19 and 31. Despite
their condition differences, their task metrics are quite similar given the type of
shared control in the experiments, where lacks in motion control tend to be com-
pensated in real time by the machine. In detail, though, we could observe that
in-patient 31 is slightly better in average than in-patient 19, though also presents
a slightly larger deviation in performance. This is expectable in a patient present-
ing physical, but not significant cognitive problems when navigation assistance is
provided. The time to destination parameter provides more interesting informa-
tion, though. In-patient 19 moved from 47.1 to 40.8 seconds to achieve the task in
the second try, whereas in-patient 31 reduced 10 seconds in a try. This tendency
was detected in more in-patients, so perhaps further studies could establish that
persons with full cognitive capabilities learn faster than challenged ones.

Regarding psycho metrics, differences between the in-patients are more rel-
evant. It is important to note that Intervention Level is forcefully high be-
cause the proposed shared control approach does not work without the input of

Table 1. Metrics for in-patient 19 and 31

IN-PATIENT 19 IN-PATIENT 31
METRIC TYPE MEAN STD UNITS TYPE MEAN STD UNITS

Smoothness Task 83.08 25.50 (per 100) Task 85.07 22.50 (per 100)
Safety Task 96.36 15.42 (per 100) Task 96.54 15.28 (per 100)

Directiveness Task 71.58 25.08 (per 100) Task 69.92 22.18 (per 100)
Curvature Task 0.11 0.36 (degrees) Task 0.12 0.35 (degrees)

Time to Destination Task 43.95 3.3 (secs) Task 39.77 4.7 (secs)
Intervention Level Psycho 85.13 — (per 100) Psycho 90.97 — (per 100)

Disagreement Psycho 17.29 19.80 (per 100) Psycho 10.62 11.36 (per 100)
Inconsistency Psycho 14.13 16.92 (per 100) Psycho 9.37 9.89 (per 100)

Joystick Variation Psycho 2.04 7.44 (per 100) Psycho 2.00 7.27 (per 100)
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human. Despite this, it can be observed that it is clearly larger in in-patient 31,
meaning that he collaborates more with the machine. Disagreement is larger in
this case for in-patient 19, even though the corrections of this person are lower
than in in-patient 31. This could be attributed to the cognitive disabilities of
in-patient 19, an idea that is reinforced by a poorer consistency as well. Finally,
it is interesting to note that workload is low in both in-patients as desired.

4 Conclusions

Assistive navigation is a very active area of research, but standardization and
proper evaluation metrics will be of key importance for testing and replicability.
This paper has presented a review of most common metrics in the field, ranging
from user condition medical evaluation to personal questionnaires. This review
is expected to be useful for doctors and caregivers, engineers and end users all
alike. Part of the proposed metrics have been tested in a real experiment to
prove that they are significant and check their variation all together. Future
work will focus on determining a minimum set of metrics for the different types
of experiments in the field.
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Abstract. In nowadays aging society, power wheelchairs provide assis-
tance for non-pedestrian mobility, but inside narrow indoor spaces, holo-
nomic ones are required. While they adapt well to complex environments,
it is harder to control them via a conventional joystick. Thus, extra but-
tons and/or knobs are included to decide what to do. To make control
more intuitive, we propose to use a Wiimote for holonomic wheelchair
control. Experiments in a narrow environment have been succesful and
prove that Wiimote requires less interaction to achieve the same results
that a conventional joystick. This has been reported to reduce mental
workload and, hence, allow more relaxed interaction with the wheelchair.

1 Introduction

Autonomy in an agent can be defined as the ability to make activities indepen-
dently. However, a physically and/or cognitive challenged person may require
some assistance to achieve autonomous navigation. Lack of human resources to
assist elder people leads naturally to create systems to do it in an autonomous
way (eg. [1]).

Specifically, the most typical mobility assistive devices are power wheelchairs,
typically controlled via a conventional joystick. Unfortunately, houses nowadays
are not large enough in most cases to allow easy wheelchair navigation as turning
in narrow spaces and corners is quite challenging with a typically wide vehicle. In
order to solve this problem, some research has focused on holonomic wheelchairs
[2], that can move in any direction and turn in place smoothly (Fig.1.a). However,
controlling these wheelchairs is far from intuitive; for example, it is necessary to
distinguish between a turn or lateral displacement (Fig.1.b). Indeed, not every
person may have the required skills to control these power wheelchairs, specially
if they have a significant physical disability. Poor use of technology can result in
systems that are difficult to learn or use and even may lead to catastrophic errors
[3]. This may occur because, while there are typically reductions in physical
workload, mental workload has increased [4]. Furthermore, some persons may be
unable to control the chair on their own. It is consequently of extreme importance
to create a new generation of tools to assist people with disabilities, so that their
independence and autonomy is improved [5].

Some authors have recently employed a Wiimote for robot control [6]. The
main advantage of the Wiimote is that it includes an accelerometer that allows
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motion-based commands along with traditional direction-based joystick control.
This paper presents a system to control an holonomic wheelchair using a Wi-
imote. We are targeting people with physical disabilities that make it difficult to
control complex joysticks. Persons with cognitive disabilities could use it as well
with some assistance from an onboard computer [7]. Hardware and low level con-
trol is described in section 2. The system implementation and commands used
to control the wheelchair are commented in section 3 and experiments appear in
section 4. Finally, section 5 shows conclusions and future work.

2 Spherik and the Wiimote

In this work, we use Spherik as holonomic wheelchair. Spherik is manufactured
by ESCLATEC1. Its main advantage is that it can adapt to the complexity
of an environment potentially unprepared for wheelchair navigation. As most
wheelchairs, it presents 2 Degrees of Freedom (DOF) to move ahead with vari-
able direction, but also with 3 DOF, as it moves freely with the three degrees of
freedom of the rigid body plane movement. This is achieved via 3 sets of omnidi-
rectional wheels with freely rotating spherical rollers. 2 of these sets are driven by
DC electrical motors, while the third one is passive. Battery Autonomy ranges
from 4 to 5 hours in normal working conditions. Spherik includes a conventional
joystick with two knobs and two buttoms. Combining all these, we choose differ-
ent navigation modes: conventional, on-site turn or sideways motion (Fig. 1.b).
All control variables in Spherik are published in modbus, a well known protocol

Fig. 1. (a) Holonomic wheelchair Spherik, by ESCLATEC. (b) Spherik joystick and
controls to turn.

for industrial control2. Changing these variables, we can send commands to the
motors, establishing the platform speed and direction. Originally, this was done
via the joystick, but in this work we access the Spherik’s inner microcontroller
to access modbus via TCP (standard modbus port 502 via socket). Naturally,
this gives us access to motors from any PC, so controllers connected to that PC
also control Spherik motors.
1 http://www.esclatec.com/
2 http://www.modbus.org/
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The Wii Remote commonly known as Wiimote, is the primary controller for
the Nintendo Wii console. Its motion sensing capability allows the user to interact
with and manipulate items on screen via movement and pointing through the
use of accelerometer and optical sensor technology.

Instead of the traditional controllers paradigm, the Wiimote assumes a one-
handed remote control-based design. To make motion sensitivity more intuitive,
it is designed as a remote control. That makes it fit perfectly for pointing and
converts the Wiimote into an special device because of its peculiar way of inter-
action with the user.

The Wiimote consists of three hardware components: The ADXL330, a 3-axis
accelerometer [8][9], which is contained within the Wiimote; the communications
link, provided by the Bluetooth units in the Wiimote and the gateway processor;
and the PC itself to perform the data processing and fall detection. The Wii
Remote Bluetooth protocol can be implemented on other devices including cell
phones, which often have poor usability with games.

Concerning software, the Wiimote is compatible with most of development
suites as Borlan Delphi, C++, C, Java, and VB. Specifically, our system relies
on CWiid, a collection of Linux tools written in C for interfacing to the Nintendo
Wiimote, including an event-based API, an event/mouse/joystick driver, and
GUI/control panel.

3 Proposed Architecture

Our system uses the Wiimote because it adapts perfectly to our requirements.
First, we need enough degrees of freedom to control an holonomic wheelchair.
A traditional joystick works with a plane and addicional control can be only
provided by adding button/knobs, so there is no continuity in manipulation.
Furthermore the Wiimote is a commercial and very affordable device so it is
easy to get by any person. It was designed with the purpose of symplifying the
interaction between a person and a machine. Similarly, the proposed control
architecture makes use of its ADXL330 accelerometer. It captures displacements
and rotations in the 3D reference system of the Wiimote, so interfacing with the
wheelchair relies on hand manipulation of the remote control. Hand movements
will be translated in displacements of the wheelchair to reach the desired final
position.

Our complete system consists of a Wii remote control, a laptop or a PC, a
Bluetooth dongle and an holonomic robotic wheelchair. With the three axes of
the accelerometer, we can control three different movements of the wheelchair
(Fig. 2). We have chosen three uncorrelated movements to map to the WiiMote:
the pitch axis to move forward and to stop, the yaw axis to turn right/left and
the roll axis for the steering movement (right/left). Naturally, combinations of
these movements allow navigation in any direction. These variables are obtained
via the CWiid library, a GPL software to program the Wiimote available on the
Internet3.
3 http://abstrakraft.org/cwiid/



1156 L. Duran et al.

As soon as a person moves the Wiimote with the hand, the accelerometers
readings are sent to the laptop through Bluetooth. Our software application
translates the values of the accelerometers into longitudinal, transversal and
rotational velocities for the microcontrollers of the wheelchair. Then, we com-
municate the laptop and the wheelchair through a modbus by sending these
velocities.

It can be observed in Fig. 2 that we only work with the x and z axes, as motion
in y in the WiiMote is not reflected in the CWiid accelerometer variables and
we can not use the IRbar (extern landmark for Wiimote localization) while
freely moving around. Nevertheless, these two directions fit correctly with the
usual hand movements of a person, as a wrist turn or arm elevation. As we are
looking for an easy and intuitive interface, we chose as basic motion commands
the common hand actions: arm up/down and right/left. Sideways displacements
have been related to roll movements/wrist turning, as these are not as common
as the others. In order to capture left and right turns without the IRbar, we
just calculate the magnitude of the roll motion: major roll values are related to
sideways displacements, whereas low values are related to natural, joint induced
driftings while trying to keep the control in the XY plane. We expect this simple
interface to enable a natural and simple interaction.

Fig. 2. Wiimote motion directions

4 Tests and Experiments

Before testing the system on users from the target population (persons with phys-
ical disabilities, but neglectable cognitive ones), it is necessary to undertake tests
on a number of able-bodied subjects usually involving a test course. Metrics to
be collected typically include time required to travel the course, the number of
safety violations and the amount of effort required to drive the course [10]. In some
wheelchair experiments with HCI (Human-Computer Interaction), effort was
measured in terms of number of interactions with the control device. Yanko pro-
poses for a single switch system to use: i) the number of clicks required to navigate
the course; ii) the amount of time spent scanning to get to the necessary com-
mands; iii) the amount of time spent moving or executing the given commands;
and iv) the total amount of time spent on the course. As we have no clicks, but
joystick commands instead, we will evaluate test courses via: i) the Intervention
Level, defined as the portion of time that the user moves a joystick [11]; ii) Joystick
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Variation, which measures a change of more than 10% in the position of the stick
and has been used as an indirect measure of workload [12]; iii) time spent stopped;
and iv) global trajectory time. We assume that it is desirable to keep a low Joy-
stick Variation and to minimize time stopped as well as global trajectory time.
It must be noted that button operation does not have an impact on Intervention
Level because it is a punctual operation in our experiments, unlike in Single Switch
Controllers. Furthermore, choosing a joystick mode requires consideration, which
is reflected on stop time. Hence, it is reasonable that button operation decreases
Intervention Level as it implies time spent in decisions rather than intuitive nav-
igation. Low joystick variation is recommended in navigation because it means
a firm hand movement, except in cases of tremors where they are filtered. High
Intervention Level means more time moving the joystick and less trying to figure
out how to operate it and a low global time spent indicates efficiency of these com-
mands. Using these metrics, we compare the performance of users driving via the
wheelchair joystick (Fig.1) and the Wiimote. The aim of these metrics is to show
that for holonomic wheelchairs, the Wiimote is more flexible and intuitive. It pro-
vides more time to move or make decisions and speed to react to objects too. Our
preliminary tests have been performed by 5 people. Each one followed the same
trajectory twice (test and experiment). Some of these users had experience with
the Wiimote but only as a game device. We did not notice any difference between
them because no one had experimented with wheelchairs before, although users
of wheelchairs are not very used to holonomic wheelchairs.

Fig. 3 shows our trajectory designed to benefit from the advantages of an
holonomic wheelchair, as there are turns and maneouvres that could be compli-
cated with a conventional one. Blue lines belongs to an experienced user and red
lines to a novel one. Both of them with only a little experience with the Wiimote
but as a game device. The main difference between them are in the narrower
areas of the enviroment, where navigation is more difficult for the novel user and
it provokes peaks on the trajectory.

Fig. 3. (a) Paths by joystick and Wiimote by two different users: experienced one
(orange-red) and non-expert (violet-blue). (b) Detail of the first turn in the path.
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Fig. 4. (a) Intervention Level during joystick test made by the experienced user. (b)
Intervention Level during Wiimote test made by the experienced user.

Fig. 4.a is related to the joystick. As we see, the Intervention Level is practi-
cally constant in the whole trajectory. We do not use the joystick while turning
the wheelchair to change direction, as we have to manually choose between side-
ways motion or turning. Basically, using the Spherik joystick, persons simply
move ahead and decide when to turn via buttons/knobs. We spent a little more
than 50 seconds to reach the final position, being approximately more than 30
seconds invested in using the joystick. We almost never stop the wheelchair. 20
seconds were spent pushing buttons, as presented in Fig. 4.a. It needs to be
noted that the Intervention Level is related to joystick usage, not necessarily to
active commands. Hence, when the wheelchair is turning over itself in the same
position, it is equal to zero.

Fig. 4.b is related to the equivalent Wiimote test. The trajectory is almost the
same, but it can be observed that Intervention Level is clearly more homogeous,
basically because the Wiimote does not need to be kept in a standby position.
This means that the user can rest the Wiimote on his/her lap while moving
without actually sending a command to the chair. This is also reflected in the
Joystick Variation parameter in Fig.5.b, where peaks are related to actual com-
mands. It can be observed, as expected, that commands are fed to the wheelchair
only when necessary: to change directions. Still, as observed in Fig.4.b, there are
no zero-Intervention Level areas, meaning that we do not need to change from
one controller type to another during the trajectory. Fig.5.a shows the joystick
variation for the Spherik joystick test. It can be observed that variation is not
very large either: as comented, most turns involved buttons instead of joystick.
However, it can be also observed that variations are more spreaded over the
main curve, whereas in the Wiimote case, they are punctual. This means that
the user keeps modifying the trajectory in the first case but not in the second.
All in all, the Wiimote test took around 34 seconds and the whole time was
invested in manipulating the remote, but only two peaks were significant, while
the rest was related to involuntary manipulation due to body motion.
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Fig. 5. (a) Joystick variation. (b) Wiimote variation.

5 Conclusions

This work has presented a system to manoeuvre an holonomic wheelchair via
a Wiimote controller. Our target is to provide a simple, intuitive method to
benefit from all possible wheelchair movements without actually having to use
buttons or knobs, so that persons with cognitive or physical disabilities find
it easier to interact with it. In order to do so, the Wiimote is connected to a
PC via Bluetooth and the PC connects to the wheelchair via socket-modbus
to interface with the motors. We have defined a set of very simple gestures to
choose movements: forwards, turn left, turn right and sideways motion left and
right. Backwards motion is not allowed by medical advice. The proposed HCI
has been compared to a conventional joystick one in an indoor environment in
terms of number of joystick movements, as proposed by Yanko [10]. In both
cases, an holonomic wheelchair is used, as the chain of commands for a non-
holonomic wheelchair to achieve the same results would be far longer. However,
evidence proves that Wiimote requires less movements and, hence, seems more
intuitive than conventional controllers. Further work will focus on implementing
a robotic control architecture on Spherik to assists users that can not complete
trajectories on their own.
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Abstract. The development of supportive environments and Assistive 
Technology (AT) is a priority recommended by the International Plan of Action 
on Ageing (Madrid 2002). The first essential matter related to the creation and 
implementation of a certain Ambient Intelligence (AmI) system is to know for 
whom it have to be designed, in order to meet user’s profile and needs with the 
functional capabilities of the intelligent and semi-autonomous assistive device, 
and to identify the best ways of human-machine interaction. The multiple 
dimensions of cognitive variability in the elderly make these tasks very 
difficult. A comparative overview of the cognitive changes in normal and 
pathological aging could be useful in order to deal with the cognitive variability 
constraint in the establishment of user profiles and target populations. 

Keywords: cognitive variability, assistive technology, user profile.  

1   Background 

One of the most important answers to the economical and social challenges issued by 
global population aging is keeping old people as much as possible independent, safe at 
their home and at the same time socially inserted. An answer equally reflected in their 
life quality improvement, the delay of their institutionalization and the lowering of 
health care costs and burden for the society. In this respect, the International Plan of 
Action on Ageing (Madrid 2002) recommends the development of supportive 
environments and Assistive Technology (AT) as a priority direction. Besides assisting 
the disabled or the elderly in performing activities of daily living, assistive technology 
devices also allow a better control of costs, as most equipment rentals are monthly far 
less expensive than recruiting the services of a nurse or home health aide. There are also 
limitations, as some assistive devices are not provided as rental equipment or may 
require structural modifications to a home. They may or may not add value to a home 
depending primary on their nature and functionality [1]. By combining the ongoing 
technological developments with user-centered designs, an extended multidisciplinary 
effort would be able to enhance the acceptance of the intelligent assistive systems and 
their capacity of improving user’s life quality in a non-intrusive way.  
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Ambient Intelligence (AmI) is “a vision for future communication and human-
machine interaction systems” [2], whose development is a complex and difficult 
process dealing with two main challenges [3]. The first is to define and implement a 
mechanism for the installation of custom-made AmI applications on portable devices 
according to their specific hardware constraints. The second deals with change and 
upgrades: hardware and software technologies for AmI are in permanent evolution. 
The environment where AmI applications have to act is dynamic, so that they must be 
able to react in a more or less automatic and unassisted way to the environmental 
changes, i.e. they must include mechanisms that allow their dynamic adaptation to 
newly issued conditions. Finally, any possible change of user demands could require 
the more or less automatic reaction of AmI devices [4].   

The first essential matter related to the creation and implementation of a certain 
AmI system is to know for whom it has to be designed [5], as the elderly are an 
exceptionally heterogeneous population segment regarding their physical and 
cognitive functions. This was a matter in our SHARE-it project too, another actual 
endeavor dedicated to the development of the next generation of intelligent and semi-
autonomous assistive devices for elderly and people with cognitive and/or motor 
disabilities [6]. The establishment of SHARE-it target population, user’s profile, the 
impairments and needs to be supported, was the main step in the assessment of the 
SHARE-it AmI platforms’ suitability and design. The task was complicated by  
the fact that, in contrast to the large majority of existing AmI platforms designed to 
support elderly in their activities of daily living that are predominantly centered on 
physical disabilities, those envisaged by the SHARE-it project aime to equally 
attempt the cognitive ones, being well known that in the elderly the two kinds of 
disability are usually mixed [7]. An overview regarding the cognitive particularities in 
normal and pathological aging proved necessary and useful for the establishment of 
SHARE-it user profiles and target populations. The main aspect it revealed was that 
the critical marker of normal decline due to aging - the huge intra-individual and 
inter-individual variability – is a capital constraint in user profiling /target group 
definition that requires particular solutions to solve it. Additional variability induced 
by the incidence and development of age-specific cognitive pathology constitutes an 
additional burden.  

2   Variability of Cognitive Changes in Normal Aging  

As people age, biological and psychological changes turn up in multiple ways far 
from being uniform across the whole brain, across all cognitive domains, or across all 
the older individuals [8]. Moreover, the aspect related to their span that divides them 
into sort-term and long-term changes is also to be taken into account. Cross sectional 
and longitudinal studies document that the two major types of cognitive abilities, the 
‘crystallized’ one (related to long term memory) and the ‘fluid’ one (related to short 
term memory storage while processing information), evolve differently across the 
lifespan [9]. Crystallized abilities’ increment through education, occupational and 
cultural experience is less affected by aging and disease, often remaining intact in the 
early stages of dementia or even after brain injury. Their rate of increase slows in late 
adulthood and goes slowly from the ninth decade onward [9]. By contrast, fluid 
abilities decline gradually after peaking in the mid 20s until the 60s, when their 
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decline accelerates, and they are susceptible to neurological insults and effects of 
biological aging. Normal cognitive aging is also marked by a general behavioral 
slowing, a more difficult selective attendance to information and inhibition of 
irrelevant environmental input [10], mainly related to frontal lobe atrophy [11].  

How much cognitive decline is normal in aging? – Considering the average, an 
excellent, synthetic answer is provided by K.J. Anstey and L-F. Low (2004) [12]: the 
mean decline is of 1 to 2 standard deviations (15–30 IQ points) in fluid cognitive 
abilities between 20–70.7 years of age, followed by an acceleration of about 0.5 of a 
standard deviation per decade. On the commonly used cognitive tests, on a 33 item 
vocabulary test no difference in the average score was detected for 25 versus 70 years 
of age. On test of recall of digits in the order of their presentation, a 25 year old will 
recall about seven, whereas a 65 year old will recall about 5.9.  On a test of coding 
speed limited to 90 seconds, a 25 year old will correctly code about 78 items, whereas 
a 70 year old will code about 51 items correctly. 

3   Intraindividual Variability 

It is a common component of aging-related cognitive decline and the behavioral 
changes associated with neurodegenerative and other brain-related disorders. Despite 
the large number of reports on intra-individual variability there is little synthesis, and 
no direct examination of the neural underpinnings [13, 14]. Intra-individual variability 
of physical status and affect/beliefs, as well as their relations with cognition, 
examined in older adults (healthy elderly, individuals with arthritis as a non-
neurological health-related disturbance and people with dementia as neurological 
compromise), showed that increased inconsistency in non-cognitive domains was 
associated with poorer cognitive function [15]. The investigation of within-person 
variability across cognitive domains (termed dispersion) in 304 non-demented older 
adults aged 75-92 realized in a Canadian study that pursued the relationship between 
aging and the quantitative (overall levels) and qualitative (patterns) dispersion of 
cognitive functions revealed higher levels of dispersion in the old-old adults and those 
identified as having some cognitive decline, suggesting that dispersion level may 
serve as a marker of cognitive integrity Qualitatively, three distinct dispersion profiles 
were identified using clustering methods, closely related to demographic, health and 
performance characteristics of the individuals, suggesting that patterns of dispersion 
may be meaningful indicators of individual differences [16].  

Interest in the study of intra-individual variability is growing rapidly. A promising 
direction is toward developing a more systematic and intensive conception of the 
meaning and significance of the wide variety of manifestations of intra-individual 
variability. Interesting data issued in EU Share-it Project (FP6-IST-045088) regarding 
the assessment of intra-individual short-term changes in cognitive functions 
(including individual emotional state) and their impact on the activities of daily living 
and human machine interaction (HMI) was recently published [17].  

4   Interindividual Variability 

Enormous variability exists across the individuals. The retention of unaltered 
cognitive function could be present in 70- 80 years old people and they could perform 
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as well or better than younger ones, while others show declining signs at 60s. Some 
older adults have excellent episodic memory function but impaired executive 
functions, and vice versa. Certain aspects of attention and memory hold up well with 
age, while others significantly decline, as well as perception mainly due to the decline 
of sensory capacities [8]. Deficits at these early processing stages could affect 
cognitive functions later in the processing stream (higher-level cognitive functions 
such as language processing or decision making). Complex cognitive tasks may also 
depend on a set of executive functions that manage various components of the tasks. 
Impairment of executive functions as a key component of age-related decline in a 
range of cognitive tasks that overlap and interact in complex ways is supported by 
evidence [8]. Selective attention of older adults appear to be slower than younger, 
mainly due to a general slowing of information processing. The findings differ across 
studies and across tasks, older people appearing to be slower in responding to the 
targets, but similar with younger regarding the impairment of attention by distraction 

[18]. Older adults exhibit significant deficits in tasks that involve active manipulation, 
reorganization and integration of information, such as decision making, problem-
solving, planning goal directed behaviors (working memory).  

The basic cognitive functions most affected by age are attention and memory. The 
task to discern elderly people with normal, age-related memory complaints from those 
really having memory disorders or at risk to develop them is a difficult one. As self 
referrals for memory complaints are not a good indicator of cognitive impairment 
because in older adults they are often associated with depression, their paralleling 
with specific questionnaires fulfilled by relatives or carers is recommended. Anstey 
and Low (2004) [12] provided a pertinent characterization of memory complaints 
depending on normal aging or disease. In normal aging they are kept at a low level, 
do not interfere with daily functioning, do not alter cognition tests, are not paralleled 
by changes of mood and their onset is often unclear. By contrast, depression more 
likely includes memory complaints, whose onset is sudden; many of them interfere 
with daily functioning and are paralleled by depressed or anxious mood, as well mild 
cognitive impairments that remit on recovery. In dementia, memory complaints have 
gradual onset, are variable and very general, interfere with daily functioning, memory 
loss awareness could be absent, cognition impairments worsen in time, and labile or 
blunted mood could be associated. 

The episodic memory problems experienced by older adults may involve deficient 
encoding, storage, or retrieval processes [9]. What may be particularly critical for 
episodic memory impairment in the elderly is the extent to which an event is bound to 
its special and temporal context. Considerable evidence points to retrieval as a source 
of episodic memory problems in aging. Older adults do not have significant 
impairments in semantic memory (storage of general knowledge about the world) 
during normal aging. Although access to information may be somewhat slower 
(particularly for words and names), the organization of the knowledge system seems 
unchanged with age [8]. The evidence suggests that autobiographical memory is also 
largely preserved with age. Oder adults remember as much as the young ones about 
the details and the circumstances surrounding highly emotional public events. 
Regarding procedural memory, the highly skilled activities are acquired more slowly 
than episodic memories to extensive practice. Once acquired, procedural memories 
are expressed rather automatically and are not amendable to description.  
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Inter-individual variability is likely attributable to a range of factors and 
mechanisms - biological, psychological, health-related, environmental and life style. 
One possibility is that variability is related to differential internal compensatory 
mechanisms. Recent functional neuroimaging studies have found different patterns of 
brain activation in older and younger adults while performing identical memory or 
working memory tasks. One such pattern involves greater bilateral activation in older 
adults for tasks that activate only unilateral brain regions in young adults [9]. This 
activation observed particularly in a sub-group of high-functioning older people and 
has been interpreted as compensatory activity, expression of some reorganization of 
the aging brain. The suggestion that bilateral activation represents inefficient of less 
selective cognitive processing in older adults was also advanced. Lifestyle variables 
have also been attempted as factors accounting for differential cognitive aging. Active 
lifestyles are generally associated with better outcomes (especially aerobic exercise 
producing substantial benefits particularly for tasks requiring executive control [19]. 
Performance on these same kinds of non-automatic tasks is also particularly sensitive 
to circadian rhythms [8]. Older people perform better at their peak time of the day 
(usually in the morning), on tasks requiring inhibitory control.  

The impact of premorbid cognition is also largely studied. The decline in cognitive 
abilities is partially determined by the individual’s previous level of cognitive 
function, as assessed by measures of crystallized abilities (verbal reasoning and word 
knowledge). Information about previous occupational level, interests, educational 
level gathered from the individual and an informant could additionally help. Any 
assessment of cognitive impairment by must include the psychometric and interview 
assessment of premorbid cognitive function [12]. 

5   Differentiating Normal Changes from Cognitive Pathology 

There are no rules to easily distinguish between normal aging and dementia as the 
most invalidating cognitive pathology. Differentiating normal cognitive aging from 
MCI and early stage dementias requires a complex neuro- and psycho-geriatric 
assessment. Screening instruments are available but they only yield a score that is 
associated with an established risk in population based studies [12]. MMSE scores 
under 24 are generally considered as indicating cognitive impairment, but highly 
educated patients are less likely to be diagnosed. Key considerations for diagnosis of 
a cognitive disorder include a history of cognitive abilities decline, evidence that the 
decline interferes with everyday activities, and impairment evident in more than one 
cognitive domain. Interviewing an informant is the best way of obtaining an accurate 
history. Patients who present a diagnostic challenge include those with low education, 
premorbid intellectual disability, those currently suffering another mental health 
condition such as depression or psychosis. 

6   Cognitive Variability Constraint in User Profiling  

The elderly represent the population segment for which the defining patterns of 
disability and functional impairment are the most difficult [20]. The above described, 
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multiple dimensions of cognitive variability in the segment of old and especially 
cognitively disabled old people makes very difficult the task of establishing the most 
circumscribed profile of the user for whom a given assistive technology application 
has to be designed. It’s about the establishment of suitable batteries of assessment 
tests able to select a user whose profile, a particular “cluster” of well established 
disabilities and needs could maximally benefit from the appropriately chosen 
intelligent devices embedded in the assistive system. It’s about to meet suitable user’s 
needs with the functional capabilities, and equally limitations, of the intelligent and 
semi-autonomous assistive devices, and to identify the best ways of interaction 
between the user and the tool. A fruitful solution, adopted in the SHARE-it project in 
order to minimize the cognitive variability constraint was to individuate a group of 
individuals as large as possible that can achieve benefits as effectively as possible, in 
terms of functional, social, and clinical features.  

In our opinion, the main cognitive characteristics and impairments of an “average” 
user, thought to benefit from an intelligent assistive device designed for mild to 
moderate impaired old people should respect the scores specified in the above 
mentioned scales: Grober-Buscke evaluation score or equal with or higher than 10-12, 
Rey Figure Test score of 20-25 (from 36), Yessavage Geriatric Scale lesser or equal 
10 (from 15), MMSE score over or equal with 18 (from 30), Clock Drawing Test 
score must over or equal to 8 (from 10),  Tinetti static score lesser or equal to 22, 
Tinetti Dynamic score must lesser or equal to 20, IADL score must be equal to or 
over than 4 (from 8) and ADL score must be equal to or over than 3 (from 6). 
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Universidad Politécnica de Madrid, Spain

campoy@etsii.upm.es

Abstract. The paper proposes a new method to estimate the distri-
bution of the embedding dimension associated with a time series, using
the Self Organizing Map decision taken in Output Space (SOMOS) di-
mensionality reduction neural network. It is shown that SOMOS, besides
estimating the embedding dimension, it also provides an approximation
of the overall distribution of such dimension for the set where the time
series evolves. Such estimation can be employed to select a proper win-
dow size in different predictor schemes; also, it can provide a measure
of the future predictability at a given instant of time. The results are
illustrated via the analysis of time series generated from both chaotic
Hénon map and Lorenz system.

Keywords: embedding dimension, time series, window size, SOMOS
architecture.

1 Introduction

Time series prediction is a ubiquitous problem in many different disciplines of sci-
ence, engineering, economy, etc. Given a time series sample {x0, x1, . . . , xt−1, xt},
the prediction of future unknown values {xt+1, . . .} is usually based on the as-
sumption that such following values depend in some way on a subset of the
available previous ones. Hence, standard prediction models define a window of
dependence (of size r) which slides over time to compute consecutive values of
the time series:

xt+1 = G(xt, xt−1, . . . , xt−r+1, ηt) (1)

where ηt may gather noise or disturbances associated with the process. In this
context, recurrent neural architectures trained via supervised methods such as
MLP and RBFs have been widely employed to approximateG, for a given window
size. The estimation of the required window size r has received much attention
in the past: a value smaller than required does not allow the predictor to work
properly; on the other hand, a larger value than required (over-dimensioning the
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architecture) leads also to serious problems of parameter adjustment, efficiency
and generalization capabilities.

The use of equation (1) is implicitly based on the assumption that there exists
some underlying dynamical system

dy(τ)
dτ

= F (y(τ)), F : R
n → R

n (2)

of (a priori) unknown dimension n, so that the time series values may correspond,
for instance, to the sampled measurements at time instants {τ0, τ1, . . . , τt, . . .}
of some ith component of the system trajectory (xt = yi(τt)). Hence, the pre-
dictor design could be grounded on the determination of (2); fortunately this
computation needs not be made explicitly.

1.1 The Embedding Dimension

A fundamental result relating the time series and system (2) states that, under
some regularity conditions on F , and assuming that the dynamics of (2) evolve
within a manifold M of dimension m ≤ n, there exist a value de ∈ [m, 2m+ 1]
(called embedding dimension) such that the space of values

Y (τ) = (yi(τ), yi(τ − τe), . . . , yi(τ − (de − 1)τe))

describes the dynamics of (2). In fact, the exists a diffeomorphism which embeds
M into Rde, so that topological properties of the trajectories in (2) are reflected
in Rde. The value τe is called the delay or embedding time.

The embedding dimension fundamental results were first formalized in [8].
There, it is proved that selecting the value de = 2m+1 guarantees the embedding
for fairly general regular cases; nevertheless, such value is higher than could be
expected a priori. In fact, it may be possible to obtain reasonable results with a
smaller value for de < 2m+ 1, as numerically proved in [6].

It is important to note that results in [8] were developed in the context of
continuous-time dynamical systems. In order to translate such results to the
discrete-time arena, the relationship between delay and sampling times must be
taken into account. The delay time τe reflects the time gap between the different
trajectory values selected to construct samples quantities in Rde . Such value
may be larger than the sampling time τs (so that is defined as multiple of it,
τe = κτs, κ ∈ N), and in general it should be estimated together with de [7].

As a consequence, equation (1) could be used to characterize the time series,
provided the time dependencies gather previous values xt, xt−κ, . . . , xt−(de−1)κ.
In case that time series does not have a too high correlation between successive
values (i.e., “samples”), one can assume delay and sampling time values to be
the same (κ = 1). This implies that the appropriate window size r in (1) can be
bounded by m ≤ r ≤ 2m+ 1.

On the other hand, the existence of (1) with finite r implies that there is a
discrete-time underlying system

zt+1 = H(zt), H : R
r → R

r (3)
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so that the time series values correspond to some ith component of the dis-
crete system trajectory (xt = zi

t). In fact, this straightforward result can be
interpreted as a (simpler) discrete version of the embedding theorem so that
Xt = (xt, xt−1, . . . , xt−de+1) with de = r characterizes the dynamics of zt. (Note
that the dynamics in (3) will evolve within a manifold M ′ of dimension m′ ≤ r.)

1.2 Procedures to Estimate Embedding Dimension

There are basically three families of methods employed to estimate the embed-
ding dimension associated with a given time series:

– Methods that exploit the smoothness property of the map, such as False
Near Neighbors (FNN), the wavering product or Aleksic method [3,5].

– Methods that compute second order statistic measures such as Principal
Components (PCA), Singular Values (SVD) or Singular-Spectrum (SSA)
associated with the data [1,3].

– Methods which evaluate some invariant measures such as the correlation
dimension [1,4].

In this work, a new method for estimating the embedding dimension is pro-
posed. It is based on the use of a neural network architecture initially designed
to address the problem of dimensionality reduction [2]. Here, we employ such
architecture to process some data derived from the time series in order to
approximate the overall distribution of its embedding dimension.

2 The SOMOS Neural Network

The Self Organizing Map decision taken in Output Space (SOMOS) neural net-
work architecture has been proposed in [2] to address the problem of dimension-
ality reduction. Different capabilities of the network are outlined in such context,
and some applications on standard problems as well as some novel applications
on image processing are also illustrated in [2].

2.1 The Standard SOM

The standard Kohonen Self Organizing Topological Map (SOM) defines a finite
set of neurons physically distributed on a set S which usually can be interpreted
as embedded in R

m with coordinates y ∈ N
m (usually m = 2). The fixed relative

location among the neurons defines the concept of neighborhood which leads
to a topology in S. In addition, each neuron y has an associated weight vector
wy ∈ R

n, which determines its response to the input data. Given an input
vector x ∈ R

n, the neuron y∗ whose w∗
y is the closest to x (among all neurons

y ∈ S) is selected and activated so that the value y∗ can be interpreted as the
output associated with x. Then, the weight vector w∗

y of such winning neuron
is updated according to the input data; in addition, the weight vectors of the
neurons located in a given neighborhood of y∗ are also updated.
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It is important to note that in the standard SOM each neuron is clearly
identified either by its fixed physical location y or by its corresponding weight
vector wy .

2.2 SOMOS Architecture

The SOMOS net defines a modified SOM where each neuron is identified by a
pair (y, wy) but only wy is defined in an initial phase. The training algorithm will
determine the associated value y which will represent the output value associated
with the neuron. During such training procedure, both (y, wy) are updated; it is
important to note that although y does represent a physical location (as in the
standard SOM) it needs not be fixed for the given neuron all over the training
procedure. Hence, the number of resulting values of y for all neurons is not
predefined, as opposed to standard SOM. This will allow for the theoretical
definition of infinite possible values: in fact, the coordinates y of each neuron
belong to Z

n and are not a priori restricted to a set S. Finally, the map will
define a function f : R

n → Z
n.

As in standard SOM, an explicit discrete metric or distance is defined in the
output space of neurons, which generates also a topology in such space. But
in this case, the concept of neighborhood is not employed as in standard SOM
training procedure; the metric will directly be employed for defining the output
value y. The computation of y is grounded on the idea that distances between
output values must preserve some proportionality with respect to distances of
the corresponding data in the input space. That is why the Map is called SOMOS
(Self-Organizing Map decision taken in Output Space).

2.3 SOMOS Training Scheme

The training algorithm can be summarized as follows. Once a new datum x is
presented to the network, the winning neuron (y∗, w∗

y) is selected as the one
whose weight w∗

y is the closest to x. Hence, the weight value of such neuron (an
only such neuron) is updated following the standard SOM scheme

w∗
y(t+ 1) = w∗

y(t) + α(t)[x(t) − w∗
y(t)],

where α(t) decreases upon the number of performed updatings of such weight.
The output value y∗ is computed via

y∗ = arg min
y∈Zn

{∑
i∈Ω

(‖y − yi‖ − di/R)2
}
, (4)

where Ω represents a selected set of previously created neurons with output yi

and with input distance di from w∗
y (divided by a desired ratio R, see [2]). For in-

stance, Ω may contain the previously computed neurons up to a fixed maximum
number, and the y value for the first neuron can be arbitrarily assigned.

A priori, this discrete minimization problem can be computationally cumber-
some. Nevertheless, the fact that Z

n can be embedded into R
n allows for the use

of several standard minimization techniques to obtain suboptimal solutions.
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2.4 SOMOS Results

Let us consider a set of input data x ∈ R
n which lie on an unknown space of

unknown reduced dimension r; the SOMOS algorithm is first initialized so that
output values lie in Z

n. After the training process, the resulting neuron outputs
y, in the average, will only have r nonzero components. As a consequence, r can
be easily estimated and the resulting function f : R

n → Z
n can be employed to

estimate a dimensionality reduction mapping from R
n to R

r.
When data lie on a set of varying local density or dimensionality, the SOMOS

neuron outputs are distributed according to such local density and dimension-
ality. As shown later, such information can be employed to assess the quality of
the prediction steps.

3 Estimating Embedding Dimensions with SOMOS

Given the time series {x0, x1, . . . , xt−1, xt}, let us assume that its evolution is
characterized by an equation of the form (1) where noise ηt is not too large when
compared with distances between pairs of neighbor points.

In that case, if we construct a set of vectors of the form

(xt, xt−1, . . . , xt−d+1) ∈ R
d, (5)

they are expected to lie all over R
d, provided 1 < d ≤ r. On the other hand, if

we select d = r + 1, the vectors of the form (xt, xt−1, . . . , xt−r) ∈ R
r+1 should

lie “around” the r-dimensional manifold implicitly defined by

xt −G(xt−1, xt−2, . . . , xt−r, 0) = 0,

provided G is smooth enough. The same would happen for a set of vectors of
the form (xt, xt−1, . . . , xt−r, xt−r−1) ∈ R

r+2 which also should remain around
the r-dimensional manifold implicitly defined by

xt −G(G(xt−2, . . . , xt−r−1, 0), xt−2, . . . , xt−r, 0) = 0,

and so on.
Therefore, the estimation of r can be carried out via the above proposed

SOMOS architecture, where different values of d can be employed to construct
data vectors of the form (5). The value of r will be estimated as the larger value
of d, such that training SOMOS with (5) will result in output values y where in
general all d components are different from zero.

The procedure is based on estimating the dimension of a set the samples of
the time series are supposed to lie within. There are many different definitions
concerning the dimension of a set. Besides the topological dimension DT (also
called covering dimension, due to Brouwer, Urysohn and Menger) and the Hauss-
dorf dimension DH (also called Haussdorf-Besicovitch dimension), there is a
whole family of Box dimensions (also called Box counting dimensions) associated
with a measure: they include the Lower box dimension DLb (also called Lower
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Minkovski) and the Upper box dimension DUb (also called Upper Minkovski or
Kolmogorov capacity). If both Lower and Upper box dimensions coincide, they
define the Minkovski-Bouligand dimension D0. On the other hand, information
dimension D1, also called entropy dimension and logarithmic density, is based
on the probability measure on the set; and correlation dimension D2 is based on
distances and probabilities associated with pairs of points.

Box dimension, information dimension and correlation dimension are concrete
cases of the infinite family of Rényi generalized dimensions (derived from Rényi’s
q-entropies, q = 0, 1, . . .) with q = 0, 1 and 2 respectively, and satisfy D0 ≥ D1 ≥
D2. Among them, the correlation dimension D2 is the most frequently employed
index, since it can be efficiently estimated from recurrence times [4]. Given a
set of points N , defining g(ε) as the number of pairs of points whose distance is
below ε, it is satisfied that

C(ε) = lim
N→∞

g(ε)
N2

ε→0∼ εD2 .

On the other hand, the SOMOS output equation (4), provided Ω increases with
N , forces the output y to take nonzero values on a space of integer dimension
closest to D2. This way, the SOMOS architecture provides a sort of local integer
approximation of the correlation dimension.

The obtained neural spacial distribution (with the corresponding number of
connections for each neuron) can be employed to size the window (r) of a recur-
rent predictor of the type of (1). In addition, the local number of connections
associated with the activated neuron for the input vector (xt, xt−1, . . . , xt−r+1)
provides an idea of the uncertainty in the predicted value x̂t+1 = G(xt, xt−1, . . . ,
xt−r+1, 0): a high local connectivity indicates a local dimension higher than r
(suggesting that more than r values should be employed for a proper prediction);
hence, the predicted value must be considered with higher uncertainty.

4 Simulation Examples

4.1 Series Based on Hénon Map

Let us consider the time series {x0, . . . , xt} generated by measuring the first
component of the underlying Hénon map:

xt+1 = yt + 1− ax2
t , yt+1 = bxt, (6)

which happens to be chaotic for a = 1.4 and b = 0.3. In this case, since (3) is
defined by (6) we have that r = 2; in fact, it is known that the map evolves in
a set whose correlation dimension is D2 ≈ 1.42.

The time series values {x1, . . . , x10000} have been generated according to (6)
with x0 = y0 = 0.5. Then, sets of the form (5) (with almost 10000 vector values)
have been constructed for different values of d; then, they have been employed
to train a SOMOS architecture. Note that the number of connections Nc of each
neuron with neighbor ones gives an approximation of the local dimensionality of
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Fig. 1. Distribution of number of connections for Hénon map with d = 3 and d = 5

the attractor (de = Nc

2 ), so that average embedding dimension can be estimated
as half the average of connections.

Figure 1 shows the distribution of the number of connections associated with
all the generated neurons for d = 3, 4 and 5, the average number of connections
being 2.8, 2.94 and 2.83 respectively. This suggests de ≈ 1.428, which is a very
good approximation of the previously mentioned known correlation dimension.

4.2 Series Based on Lorenz System

We consider now the Lorenz system:

dx

dt
= σ(y(t)− x(t));

dy

dt
= x(t)(a − z(t))− y(t));

dz

dt
= x(t)y(t) − bz(t); (7)

with a = 45.92, b = 4 and σ = 16, so that it shows chaotic behavior [3]. The
discrete time series is obtained by numerically integrating (7) with the standard
Runge-Kutta method in the interval [0, 500] with initial conditions (0.1, 1.1, 1).

Figure 2 shows the distribution of the number of connections associated with
all the generated neurons for d = 4 and d = 5. The average number of connections
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Fig. 2. Distribution of number of connections for Lorenz system with d = 4 and d = 5
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is 3.92 and 3.81 respectively. Such values suggest de ≈ 1.94, which is a good
approximation of the known correlation dimension of the attractor (D2 ≈ 2.02).

5 Concluding Remarks

The SOMOS neural architecture, initially proposed in [2], has been successfully
applied for approximating the distribution of the embedding dimension associ-
ated with a time series. The results provided by SOMOS can be used to size the
window in predictor recurrent architectures; also, they can be employed to assess
the quality of the prediction steps. The performance of the proposed scheme has
been illustrated by analyzing two time series based on different chaotic systems.
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Abstract. New results for online prediction using predictive networks
composed of smaller prediction units are presented. Strategies for choos-
ing training signals across a range of signal types are discussed. Compos-
ite networks are shown to generalise across a wide range of test signals.
The best network found by a genetic evolution is present, simplified, and
analysed.

1 Overview and Background

Merging insights from the fields of neuroevolution[1] and reservoir computing[2],
previous work by Webb[3] introduced the use of echo state networks (ESN)[4]
organized into and larger network to predect times sequences. The new contri-
butions of the present work are as follows:

– Refinement of the training and testing methods.
– Unified output equation to produce a general time-series predictor.
– Demonstration of the difference between sequential and parallel update.
– Simplification and analysis of the best three-node network found.

2 Composite Predictive Networks

A composite predictive network (CPN) is a network composed of smaller predic-
tive nodes sending signals amongst themselves and finally producing a prediction
of a target time series. In this work, the smaller predictive units used are echo
state networks, but that choice is arbitrary. The major requirement of the CPN
structure is that each smaller predictive unit receive two input series and learn
to predict two arbitrary target signals. The schematic in Figure 1 shows how
these predictive nodes are drawn and roughly how an ESN is used to implement
the node. A network of k nodes based on the architecture presented here will be
called a k-net for brevity.

The ESN simulations used here are largely identical to those from the earlier
work by the author [3,5] and utilises ESN simplifications similar to those found
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Fig. 1. Schematic form of a prediction node with two inputs and two predictions

in the literature [6,7,8]. Each ESN contains 40 reservoir neurons and uses a
tanh activation function; other parameters are tuned by a genetic algorithm.
The results presented here all involve 3-nets, composed of an input signal, xt,
network of nodes, zero signal (not shown) that allows inputs to be unused, and
combining weights used to form the final prediction of xt+1.

The most interesting side-effect of evolved or random network connectivity is
that it is no longer clear how to form a prediction from the available signals.
In earlier work, each output was a correction term relative to the previous, so
a simple summation produced a viable prediction. For k-nets, a linear filter was
implemented to combine all available signals into a prediction. This combining
filter is learned on-line, in parallel with the predictor. The final prediction from
the k-net is x̂t+1 =

∑4k
i=1 fisi where f is a value in the output filter and s is a

signal produced by one of the nodes. For the 3-net, there are 12 node outputs
(4 from each node composed of a prediction and error for each training input).

3 Evolution of Solutions

A huge search space led to the use of a genetic algorithm (GA) for optimisation.
It is hoped that solutions provided by the GA will provide insight into the
composite prediction task and speed the search of the entire space by providing
heuristic simplifications. A fairly conventional GA algorithm (using the typical,
mutation and crossover operations on a population size of 70) was implemented
and reported previously in detail [3]. Since then, the training method, testing
approach, and fitness function have been refined as discussed in the following
sections.

3.1 Signals for Training and Testing

The fitness function used to rank solutions in the evolving population is the total
training error on a subset of available signals. In previous work, the training
and test signal was always one term from the Mackey-Glass (MG) oscillator
[9] with these parameters: α = 0.2, β = −0.1, d = 17. The assumption was
that the prediction network evolved to predict the MG signal would be suitable
for general signals because of the wide spectral range and complexity of the
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signal. However, experiments showed that evolved predictors, while working well
on MG prediction, did not generalise to other signals. Analysis showed that
the combining weights at the output were primarily responsible for the over
specialisation of the predictor.

In order to train the combining weights, the set of training signals shown
below were introduced. Any subset of them can be used as training signals:

MG = Mackey −GlassPosition (1)
MG2 = tanh(Mackey −GlassV elocity) (2)
Sin = 0.5sin(0.18t) (3)

+Sin = 0.5sin(2πt/17) + 0.4sin(2πt/29) (4)
Sin = 0.8sin(2πt/14) ∗ sin(2πt/19) (5)

LMap = LogisticsMap(k = 3.59) (6)
Spike = 0.8sin(2πt/4.1) ∗ sin(2πt/3.79). (7)

The training method for f was also changed. To train and calculate the fitness,
identical CPNs are created for each training signal. These CPNs are trained in
parallel (4,800 training steps and 1,200 test steps) while sharing a common set
of combining weights to form the output. This setup unites the wiring of the
CPN with the combining weights representing the utility of each signal in the
network. In addition, the GA was given control over spectral radius of the nodes
and the learning rates; which means that the full specification of a CPN is given
by the following: spectral radius and learning rate of each ESN, learning rate for
the combining weights, and the connectivity between nodes.

4 Parallel versus Sequential Update

The other major change to the system was a move from parallel update to
sequential update of the nodes in the CPN. Parallel update had been used in
the past, but it was realised each node was getting information produced at the
previous time step (the only current information was the target signal value).
The previous study [3] compared the CPN implementation of a cascade error
correction network to published results and found the cascade error corrector to
perform better (however, a parallel update CPN was found that outperformed
the cascade using a GA). The major reason for the poorer result was that parallel
update prevented information from flowing from one node to another within a
processing step.

In order to achieve the desired data-flow behaviour, sequential update of the
nodes was introduced. The problem of deadlock between nodes that are each
waiting for the other was solved by defining a fixed update order (N1, N2, N3)
and implementing buffering on all inputs. Each input records the last incoming
value, so that an input from a node that has not been processed will simply be
the value produced on the previous time step. This update strategy is capable of
representing all pure data-flow networks as well as those using buffering of past
values.
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Figure 2 shows the result of running the GA with both update policies. Even
though the sequential strategy has a much larger search space (since it matters
what order the nodes are listed in), the sequential update is seen to produce
better predictions (here trained on the MG signal). Parallel systems are usu-
ally thought of as being more powerful, but in this case the two policies are
implementing different types of algorithms, and the sequential is more powerful
because it is combinational within an update step.

Fig. 2. Prediction performance achieved from evolving solutions using parallel and
sequential update rules. The error bars show one standard deviation from the mean
value.

5 Training Strategies

The goal of the GA is of course determined by its fitness function and does not
yet represent the full aim of the study. The final goal of the study is to determine
what makes a CPN capable of predicting a wide range of signals. Training the
CPN on a wide range of signals is the obvious way to achieve this goal. However,
some signals need to be reserved for testing so that specialisation to the training
set can be distinguished from generalisation. Figure 3 shows a typical result of
running a 200-generation GA with 11 different training sets (a - k) and testing
the best solutions from the final population with all signals. Dots in the chart
mark the signals used in training, and the testing performance against each
signal is shown by the linear shading. Within a column, white represents the
best predictor and black the worst. The NMSE used to measure prediction error
was capped at 1 to prevent a few extremely poor performers from washing out
the chart (i.e. black shows the worst solutions without allowing comparison the
NMSE in those cells).

The first column (a) is the average across the rows. Expectedly, training on
all the signals produces a predictor that works well for all signals (but might be
specialised just to the training set), and the diagonal dots show that training
on one signal always finds a good predictor for that signal. The block of slowly
varying signals (b-f) show a high degree of similarity; in that, training on one
seems to work well for all (∗Sin being a the least similar). Of these smooth
training signals, Sin produces the best predictor of the Sharp signals.
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Fig. 3. Training and testing relation. Dots show signals used for training and columns
show relative testing performance (white is best).

An inspection of results from single-signal training, led to several experiments
shown in the final rows of the chart. First, all but one of the smooth signals
were used in training and showed that smooth signals do not seem to selected
predictors that can deal with abrupt changes. Second, selecting both Sharp
signals did not produce CPNs capable of predicting smooth signals. Finally,
based on the best results from the two groups, one from each was selected (Sin
and Spike). This combination successfully produced predictors across the entire
range of signals, indicating that the goal of finding general predictors is feasible.

6 Simplification of Solutions

In order to identify a good, simple k-net, the GA was used to build a library
of solutions achieved after 200 generations. The total compute time for the li-
brary of solutions was on the order of weeks on a 3 GHz dual core desktop
machine. Each collected solution was then tested over 100 trials and the solution
which minimised the NMSE across all the signals was selected. Even though the
best solution contained only error propogation signals (no predications were pro-
pogated, though many good solution in the library do propogate predictions),
this network still seemed too complex to analyse.

A culling process was used to rank the contributions of each linkage in the
network to the final prediction. At each step, the least important link is re-
moved and the error of the simpler, resulting network is recorded. Two links
are needed for the network to perform a useful predictions: an ESN-input and
a training-input of the target signal. Figure 4 shows the recorded error curve as
the connections are removed from the best 3-net found and labels the links in
the original network by ranked importance (i.e. link 12 will be removed first and
link 1 is the last to be removed).
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Fig. 4. The prediction error achieved when the least useful link is iteratively removed
from the network. Links are numbered in order of decreasing significance.

7 Analysis of Solutions

The resulting simplified network is shown in Figure 5 along with the combining
weights that minimise NMSE over all signals. The role of N2 is clear; it receives
input from the target signal and tries to predict the target (see circled inputs).
The predictions it makes are then averaged together and the previous errors it
made are partially added. The first node processed, N1, oddly gets a training
input from the second, so this input is buffered by the sequential update algo-
rithm arriving at the next time step. N1 has no inputs so its internal activation
is zero which means its error is exactly the training signal (which it predicted
to be zero in the previous step). That error is then passed through the other
training input via another buffer. The signal that comes out of N1 to N3 is the
error of one of the N2 predictions delayed by two time steps. In other words, the
network has implemented a two step delay line. Taking both N1 and N2 into ac-
count the system is averaging two predictions and adding a filtered combination
of previous errors:

x̂t+1 =
x′p + xp

2
− 0.3x′e − (0.3, 0.14,−0.2) · (xe, xe,t−1, xe,t−2). (8)

The last node in the sequence, N3, is not fully understood. It receives as input
errors of two related but not identical predictions; one is the error of predicting
the current target, and the other is the error two steps in the past. So in ad-
dition to ESN memory it has strong gradient information about the prediction
error. From this, it predicts the error of the current prediction (just like the hand
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Fig. 5. Simpler network resulting from removing the three least useful links. Combining
weights are shown next to each link.

designed cascade error correctors that started this work). The combining weights
(listed in Figure 5) are surprising though. Perhaps the magnitude is less impor-
tant than fact that the weight are equal. The node adds a prediction of error and
simultaneously subtracts the error of that prediction from the last time step.

The resulting learning rate and spectral radius parameters also remain to be
understood. For the network discussed above the combining filter learning rate
was 0.27, while the nodes had the following parameters (note, the increase in
learning rate with decreasing radius):

radius learning rate
N1 0.95 0.13
N2 0.92 0.28
N3 0.71 0.37

8 Conclusions

The results presented here are a promising step toward understanding evolved
generalised composite prediction. Networks which combine all the available in-
ternal signals in the same manner to predict a wide range of signals have been
demonstrated. Future work needs to address many open questions, including
determining how the type sub-nodes influences the CPN, developing analytic
techniques, incorporating a FIR filter model of error correction, and understand-
ing the optimal tuning of learning rate and memory for each predictive node.
Ultimately, it is hoped that insights gained from evolved CPNs will lead to a
better understanding of predictive systems; in the same way, the study of evolved
organisms is a guide to the broader field of adaptive systems.
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Abstract. This paper presents an algorithm, different from the classical time se-
ries, specialised in extracting knowledge from time series. The algorithm, based 
on Genetic Programming, enables the dynamic introduction of non-terminal op-
erators shaped as mathematical expressions (operator-expression) that works as 
an unique node for the purpose of genetic operations (crossover and mutation). 
A new characteristic of this algorithm is the possibility of expansion the indi-
viduals, which, besides inducing a better global fitness, enables breaking up the 
expressions (operator-expression) into basic operators in order to achieve ex-
pression recombination. The performance of the implemented algorithm was 
showed by means of its application to the creep of structural concrete, a specific 
case of Construction Engineering where a best adjustment to the current regula-
tive codes was subsequently achieved.  

Keywords: Data Mining, Evolutionary Computation, Genetic Programming, 
Civil Engineering. 

1   Introduction 

The vast amounts of data that currently exist for every specific subject are, in most of 
cases, quite difficult to be interrelated. The discovery and understanding of such inter-
relation is usually achieved by knowledge extraction techniques supported by Artifi-
cial Intelligence mechanisms [1-6]. These techniques are known as Data Mining[4]; 
they use several data analysis tools in order to discover data patterns and connections 
that might be used for performing valid predictions. As in other study areas, the type 
of problems in Construction Engineering (framed into the Civil Engineering) is to 
achieve knowledge extraction (by using mathematical models) from the different 
databases that contain trials related to those physical phenomena affecting the con-
structive processes. The predictions are achieved in this field by using knowledge 
inductive techniques on data. The goal achievement might be interestingly supported 
by Data Mining techniques focused on regression problems. There are currently sev-
eral approaches that fulfil these tasks as the Artificial Neural Networks (ANN)[1] or 
other techniques based on Evolutionary Computation (EC) [2]. This paper presents an 
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algorithm, different from the classical time series, specialised in extracting knowledge 
from time series. This algorithm uses Genetic Programming (GP) [3], a specific Data 
Mining technique, and it also enables the insertion of operators as mathematical  
expressions (named operator-expression) previously decided by the expert. An inter-
esting innovation is the possibility of expansion the operator-expression group 
(mathematical functions previously inserted by experts) for disaggregating the expres-
sions into basic operators; this fact enables the recombination of the expressions by 
using the basic operations of the evolutionary algorithms (crossover and mutation). 
The algorithm performance has been showed by its application to the creep of struc-
tural concrete, a specific case of Construction Engineering. 

2   State of the Art 

There exist currently numerous articles related to the application of Data Mining 
techniques to Civil Engineering aspects [7-10]. The Construction Technology is a 
study field where theses techniques are especially interesting, as the knowledge ex-
traction techniques can be used for improving, in the broad sense of the term, the 
constructive process, which extends from structural design to the mixture procedure 
used for obtaining concrete. In this field there are several studies that attempt the 
extraction of knowledge from a specific aspect. I-Cheng Yeh [11] uses ANN and GA 
jointly for obtaining optimum concrete mixtures; the ANN extracts knowledge from 
the composition of concrete mixtures, in order to achieve the performance model for 
every mixture element (Cement, Fly Ash, Slag, Water, Super Plasticizer…). The EC 
techniques were used for searching the optimum mixture of concrete composition, a 
mixture with the lowest cost and required performance. 

Other example of application of Data Mining techniques in Construction Technol-
ogy that should be highlighted is the work of Cladera and Marí [12]. They use of AI 
techniques in the development of new expressions and regulative codes. Cladera and 
Marí studied, by means of ANNs, the shear strength response of concrete beams 
without web reinforcement. These studies were based on experimental data gathered 
by Bentz and Kuchma, who identified 5 variables that had influence on the process 
and on the beam fracture values. The ANNs were used in this case as a virtual lab 
where predicting values of not physically performed trials. 

3   Development System 

There are different Data Mining strategies to solve a specific problem. The main goal 
of Data Mining is obtaining new knowledge by creating a real world model after data 
compiled from several heterogeneous sources [4]. The Data Mining techniques can be 
applied for value prediction and, according the required prediction (commonly classi-
fication and regression), specific techniques exist that obtain new knowledge. The 
present work is focused on data symbolic regression: the prediction of values for a 
given variable according certain experimentation data. The regression uses the exist-
ing values in order to predict new coming ones. 
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The technical approach of the situation offers several options. The standard statisti-
cal techniques, as lineal regression, are useful for simple cases but unfortunately the 
majority of problems are quite complex and they need other suitable techniques. The 
ANNs have shown their capability for regression tasks, as it was mentioned in the 
previous section. The main disadvantage of the ANNs use in Construction is that they 
work as black boxes: after being well trained they can offer reliable predictions but 
they cannot explain how they obtain them. This fact, together with the difficult deter-
mination of the optimal configuration for the network, is the reason why the experts 
do not use ANNs more frequently in the Construction field. Other Data Mining  
technique is the Genetic Programming, included itself within the Evolutionary Com-
putation. Among other qualities, the GP can algebraically connect input data (in Con-
struction they would be those ones coming from the trials performed) with the  
objective result. In this way it is able to model with mathematical equations the physi-
cal-chemical phenomenon deduced from the trial data. 

However, in many of the cases studied in Civil Engineering, the GP cannot create a 
valid predictive model by using the classical operators (addition, subtraction, multi-
plication, etc.) Besides, as in most of the studied phenomena there are formulations 
capable of modelling the solution partially, it would be quite interesting to insert in 
GP formulas that might work as compact operators, performing as an unique node. 
For example, for problem where it is known - due to experience or to intuition- that 
the X formula (Figure 1.1) contributes somehow to its solution; in this case, the X 
non-terminal operator is defined in GP for working as another operator that similarly 
will be comprised of two variables (a and b) coming from the trials database. At the 
GP level the X operator would not be modified, as it would not be affected by the 
crossover and mutation operations. Internally, the X operator works as it is shown in 
Figure 1. 

 

⎟
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⎞

⎜
⎝
⎛ +⋅= 2
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1)Expression 2)Equivalent tree 3)Notation  

Fig. 1. Example of new expression-operator 

The developed system is based on the possibility of inserting any operator-shaped 
mathematical expression to the use of GP techniques. In this way the GP algorithm 
could use the classical operators together with dynamically inserted expressions (op-
erator-expression set) for creating/mutating new individuals. As a consequence of GP 
own nature, elements of the operator-expression set will be used provided that the 
resulting individuals achieve good fitness. 

Figure 2 shows an outline of the developed algorithm. The set operation-expression 
consists of the operators defined by the user. 
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Fig. 2. Diagram of the developed Algorithm 

For a given individual, every operator-expression would be considered as a unique 
node; in this way, the quantity of the respective sub-tree nodes will not account for 
individual size penalty when calculating the fitness. 

Other interesting characteristic is that the set operator-expression of the individuals 
can be expanded in any generation. Every operator-expression (Figure 1.3) turns into 
classical operators (addition, subtraction, etc.) (Figure1.b); this fact brings about the 
expressions to be recombined or modified in future generations. 

The addition of operator-shaped expressions results quite suitable for studying data 
with temporal behaviour, as the expressions are able of roughly modelling such be-
haviour and, subsequently, the explorations of the results can be directed. Lastly, it 
should be highlighted that the expansion capability of the expressions qualify them, 
resulting in an improved fitness. 

4   Example 

Once the algorithm has been developed, it is interesting its application to a Civil En-
gineering case, more specifically to the complex modelling problem of the creep phe-
nomenon of structural concrete under constant load and in controlled lab conditions. 
This phenomenon is observed by studying the deformation evolution experienced by a 
cylindrical specimen under compression throughout time (Figure 3). In this type of 
trials the initial elastic deformation (Figure 3, time tt variable εi) is followed by an 
increasing deformation (creep-induced deformation εt ) that tends to an asymptotic 
value. 

A database with experimental series of 185 trials was used for training and test pe-
riods. The database belongs to the Réunion Internationale des Laboratoires et Experts 
des Matériaux, systèmes de construction et ouvrages - RILEM (International union of 
laboratories and experts in construction materials, systems and structures) [13] and 
contains characteristic data of every trial (non time-dependent data) together with data 
related to the moment when the measurements were registered. The first data group 
includes volume/surface rate (V/S), relative humidity(h%), age drying commenced 
(end of moist curing) (tc), Age of concrete at loading(t0), concrete type, cement  
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content (c), water content (w) , aggregate content (a), deformation module in the  
initial load age and concrete compression strength after 28 days(fcm28). The time-
dependent data include the day when the measurement was registered (t) and the de-
formation produced from the beginning of the trial(J). There are 2323 total readings. 
Figure 4 shows 4 examples of real data with different age and type of concrete; as it 
can be noticed, the curves are similar to those of Figure 3. 

 

 
Fig. 3. Creep phenomenon 
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Fig. 4. Example of data 

After carrying out several tests, and together with the help of the area experts, it 
was not only determined a group of variables, but also a set of expressions for study-
ing the concrete creep phenomenon. Table 1 shows the ranges of the variables used: 
for the operator-expression set it was defined the TemporalOperator function as ln (t-
t0+1) in the group of tests performed with non-standardised data and the TOStandard-
ised as ln((t*10000)-(to*3600)+1) for the group of test performed with standardised 
data 
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Table 1. Variables used 

Variables  Range 

V/S (mm) 15.5 – 200 
h% 20 – 100 
tc  (days) 0.4 – 400 
t0 (days) 0.5 – 3300 
t (days) 0.5 - 8525 
c Type 1 – 3 
c (kg/m3) 275 - 564 
w (kg/m3) 129 - 251 
a (kg/m3) 1661- 2110 
fcm28  (MPa) 17.2 - 119 
J(t, t0)- J(initial) x10-6 (1/MPa) 0 – 262 

 
The non-terminal nodes used during the tests were: addition, subtraction, product, 

protected division, power and the previously defined operator-expression group. The 
variables from the database (Table 1) and the constants included within the -1 and 1 
interval were used for the terminal nodes. 

Table 2 shows the configuration parameters used during all the executions. 

Table 2. Configuration parameters used 

Configuration parameters Value 

Selection algorithm Tournament 
Mutation rate 20 

Crossover rate 95 

Population size 400 

Maximum tree height  7 

Parsimony 0.1 (Non-standardised data) 
0.000001 (Standardised data) 

5   Results 

The results obtained were classified according the use of standardised or 
non-standardised data. The second group was intentionally set in order to minimally 
to change the resulting formulas, which then might be directly applied on data by the 
Construction experts. 

The expansion operation of the operator-expression set was also applied after ob-
taining the results. Table 3 shows the results of the two best individuals of each type. 
The errors of the standardised data were made non-standardised for the data to be  
compared. 
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Table 3. Configuration parameters used 

 Training data without  
Standardisation process 

Training data with  
Standardisation process 

International 
regulative codes1 

 F1 F2 F3 F4 CEB[14] ACI[15] 
 Nor. Exp. Nor. Exp. Nor. Exp. Nor. Exp..   

ME 11.402 10.703 12.257 10.492 10.370 8.467 10.388 9.508 13.673 14.691 
MSE 314.960 263.068 347.2762 239.185 269.526 187.911 255.518 209.132 410.461 549.389 

R2 0.737 0.768 0.687 0.763 0.750 0.798 0.736 0.784 0.782 0.764 

6   Conclusion 

An expression named as F3 was obtained for predicting the concrete creep phenome-
non. This formula obtains the best result when using the RILEM database. From Civil 
Engineering viewpoint the best obtained result might be used (according the experts 
of the area) as concrete creep model for the structural concrete regulations, as it im-
proves the results than the current regulations (CEB and ACI) obtain. 

As it was expected, the best fitness were obtained with standardised data; also the 
good choice of the data set is a key factor for obtaining good results in this type of 
problems.  

The expansion possibility improves the results substantially. This characteristic en-
ables the introduction of a group of hypotheses (more or less valid) that the own na-
ture of GP will refine.  

As in other areas, the close collaboration between Computing Engineers and Civil 
Engineers is a key point for success. 

The GP is a technique suitable for the symbolic regression in many engineering 
fields. 

With the system developed for the study of concrete, a wide range of possibilities 
appear to be open for study due to the existence of several databases. 
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Abstract. One of the applications of Data Mining is the extraction of knowl-
edge from time series [1][2]. The Artificial Neural Networks (ANNs), one of 
the techniques of Artificial Intelligence (AI), have proved to be suitable in Data 
Mining for handling this type of series. This paper presents the use of ANNs 
and Genetic Algorithms (GA) with a time series in the field of Civil Engineer-
ing where the predictive structure does not follow the classic paradigms. In this 
specific case, the AI technique is applied to a phenomenon that models the 
process where, for a specific area, the fallen rain concentrates and flows on the 
surface.  

Keywords: Artificial Neural Network, Genetic Algorithms, Civil Engineering. 

1   Introduction 

In many fields of Civil Engineering the most common way of designing models and 
structures is application of the laws of physics; experimentation, trial resulting data 
for their study and validation of the results are the following steps. However, the AI 
advances have had strong influence on different areas of Civil Engineering, as engi-
neers can use these techniques in several ways and in very different problems. 

The present work shows the application of ANNs and GA techniques to a specific 
field of Civil Engineering, the Hydrology, and more specifically to the modelling of 
water flow, generated after a rain event, in a given basin. The several ANNs architec-
tures used and the results obtained with them are following presented in order to illus-
trate the process.  

2   State of Art 

One of the most important processes in Hydrology is the so-named “Rainfall-Runoff 
transformation process” [3], meaning the process in which the rain fallen over an area 
concentrates and runoff-flows over the surface. As the importance of this process lies 
basically in it being the cause of overflows, the fact of having a model for the rainfall-
runoff transformation process enables forecasting the increase of water levels due to 
rain episodes. 
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2.1   Current Models for Rainfall-Runoff Transformation Process  

In the field Civil Engineering there are currently several methods based on mathe-
matical equations for modelling the rainfall-runoff process; some of them are the 
Hydraulic Equations and the Unit Hydrographs.  

The Hydraulic Equations try to model, by means of physical equations, the hydrau-
lic processes occurred in a given basin that has been figured as a group of “channels” 
that represent the roofs, the streets and their interconnections, etc. 

These models are based on Saint-Vennant equations [4] and they are used quite 
frequently; however, they are complex to use and also require a wide knowledge 
about the basin to be modelled.  

The Unit Hydrographs are based on a common representation of how rain fall-flow 
is generated.  

They are based on experimental model, being the SCS Unitary Hydrogram the 
most used one. 

2.2   AI Techniques 

There is other type of predictive methods, not based on physical equations, than 
merely try to provide a formulation that might be used as forecasting tool: the ANNs 
and the GAs. 

An ANN is an information processing system based on biological concepts related 
to human brain and to neuronal biology [5]. An ANN works as a black box, producing 
outputs according the inputs it receives. An ANN can “learn” how to model a process 
and it has been proved that its predictive capability might be quite high.  

There are algorithms for training classic ANNs [6], however in some cases, or if 
some of the ANN elements is modified, these algorithms become invalid; in such 
cases, a generic GA-based training method can be used. 

A GA is a search algorithm supported by Darwin’s Theory of Evolution (1859) ac-
cording the Principle of Natural Selection [7][8]. According to this, it has been ob-
served that the sexual reproduction and the Principle of Survival of the Fittest enable 
the biological species, not only to adapt themselves to their environments, but also to 
compete for achieving the resources available. With regards to computing, the algo-
rithm works through the evolution of different generations of individuals created from 
other previous ones.  

3   Development  

This section describes the specific problem “rainfall-runoff transformation” that is 
going to be tackled by means of ANNs. Once the problem has been described, the 
different used ANNs architectures will be showed, together with the different modifi-
cations that might be required for them to achieve the best results.   

3.1   Problem Description 

It is intended to measure and predict the runoff flow produced by the rain in Vitoria 
basin; a pluviometer will be used for measuring the rainfall of the city and a flow sensor 
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will be also placed in the lowest point of the sewer system. The system will be therefore 
modelled by using both signals, which will be obtained in 5-minutes intervals. 

However, despite having the two mentioned signals, the final objective is to predict 
the flow produced in Vitoria using only the pluviometry signal.   

Fig. 1 shows the pluviometry and flow signals (5426 data points – 19 days) that will 
be used respectively as inputs and outputs for ANN training process. 

Fig. 3 shows the pluviometry and flow signals (250 data points – 20 hours) that will 
be used for the validation process of the ANN system in order to test that the obtained 
model works correctly. 

Both signals were normalised for applying on them the ANNs. 
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Fig. 1. Pluviometry signal (a) and flow signal (b) used for training the ANN system (5426 
points) 
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Fig. 2. Pluviometry signal (a) and flow signal (b) used for testing the ANN system (250 points) 

3.2   ANNs Application 

The first possibility handled when trying to solve this problem by using ANNs is to 
choose a classic feed-forward ANN with a time window that might consider the flow 
as a time series. The ANN will use as inputs the flow values at the current and previ-
ous moments (as many as the time window indicates) and it will obtain as output the 
flow value at the following moment. 

For instance, when using a feed-forward ANN with a size 3 time window, given 
the X1, X2,…,Xn time series (where the Xn+1value should be predicted), the ANN 
inputs would be the current values of the series together with the three previous ones, 
whereas the output will be the value at the following moment. Fig.  3 shows a possible 
architecture of this ANN.  
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Fig. 3. ANN architecture 

Many solutions to prediction problems use feed-forward ANNs with time window 
[9]; however, for the “Rainfall-Runoff transformation” problem, considering flow as a 
time series is not completely correct, as it does not present the typical characteristics 
of a time series, but it is a signal that depends on rain: time after rainfall has occurred 
and due to several factors (previous rainfalls, floor permeability, etc.) the flow is 
generated. Besides the fact that using this type of ANNs is not possible to make long-
term prediction, it should be also mentioned that obtaining flow data is quite costly, 
whereas obtaining the pluviometry data is more easy and inexpensive from the view-
point of Civil Engineers.  

Once discarded the previous option, the following one is the application of an 
ANN with shifting time window using only pluviometry data. It should be highlighted 
that it is an atypical case, as the pluviometry signal is not a time series. The ANN is 
provided with the current, and some previous (as the time windows indicates) rainfall 
values as inputs; the output value will be the current flow value.  

Fig. 4 shows an example of the pluviometry signal and of the signal of runoff flow 
generated by rainfall. Next, it can be observed an ANN with size 3-time window 
applied on the pluviometry that might predict the generated flow: the ANN inputs are 
the four last recorded pluviometry values, and the output is the value of the generated 
flow. 

Nevertheless, when applying this type of ANN architecture on the real data of Vi-
toria basin, the results obtained are not satisfactory, as the ANN needs to know some 
data of previous flow in order to predict the resulting flow value. There are two op-
tions for solving this: on one hand by providing as input not only the pluviometry data 
required by the time window, but also the value of the previous flow; on the other 
hand by using an ANN with recurrent architecture (RANN), where the training proc-
ess implies the identification of the values of previous flows in order to achieve a 
correct prediction. 

In the first option, after several tests the suitable value of the time window was 
found to be 5 (the lag time of basin is 20-25 minutes, then 5 previous values represent 
25 minutes). Different ANN architectures were also tested bearing in mind the con-
figuration of the layers, the neuron number per layer and the activation function.  
Fig.  5 presents the ANN architecture that achieves the best results. Fig. 6 shows the 
comparison of the fitness obtained after using the ANN with validation data or with 
test data. Numerically, the Mean Square Error (MSE) obtained is 0.00013, and the 
Mean Error (ME) is 0.0101 when using the validation data. However, these good 
results are due to the use of the value of the previous flow as one of the inputs, which, 
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as it was previously mentioned, is not adequate. Given that the ANN will learn to use 
the value of the past flow for achieving the value of the current flow, it will find diffi-
cult to reach long term predictions, as it will not count with such information; besides, 
and as it was mentioned, obtaining flow data result quite costly.  

 

 

Fig. 4. Pluviometry signal and runoff flow signal – ANN with time window using pluviometry 
data 
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Fig. 5. ANN architecture with time window (size 5) 
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Fig. 6. Flow and prediction of the ANN architecture with temporal window (size 5) 
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In the second proposed option, the use of RANN, the GA has been used for its 
training, as they are the unique technique that can be used for training any ANN ar-
chitecture. In this way, as the ANN is proposed to be encoded as a GA individual, 
during the GA training it will search for the ideal weights in the connections of the 
ANN neurons. Fig.  7 shows the matrix notation that has been. 
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Fig. 7. RANN and the encoding of its connections 
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Fig. 8. Architecture of the RANN 1 
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Fig. 9. Flow and RANN 1 prediction with test data 
 
In the first approach carried out in Vitoria basin with GA-trained RANN, the ANN 

was solely provided with the pluviometry data. After testing several architectures and 
several activation functions it was stated that the RANN that achieve better results 
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include 3 neurons (1 input, 1 output and 1 hidden) and a lineal function as activation 
function, as it can be observed in Fig. 8. 

This RANN, named as RANN1, produces 0.0037 MSE and 0.0343 ME with vali-
dation data. Fig. 9 presents the comparison between the real flow and the value pre-
dicted by the RANN with validation data.  

If, together with the pluviometry data, the flow data of the previous moment is also 
provided to the GA-trained RANN, it can be obtained a better fitness value but that 
flow data is always required. Fig.  10 shows the RANN that better results has achieved 
in this case: it has 4 neurons (2 input, 1 output and 1 hidden) with hyperbolic tangent 
activation function.  

 This RANN (named as RANN 2) produces 0.00038 MSE and 0.0098 ME with 
validation data. The comparison between the real flow and the value obtained when 
using validation data can be observed in Fig.  11.  
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Fig. 10. Architecture of the RANN 2 
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Fig. 11. Flow and RANN 2 prediction with test data 

4   Conclusion 

The results achieved by ANNs when modelling the runoff flow of a basin by using 
either feed-forward architecture with time window or recurrent architecture, show that 
they have a satisfactory performance.  
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Table 1 shows a comparison of the different ANN architectures used; as it can be no-
ticed, the RANN has good results by merely using the pluviometry data but the feed-
forward ANN improves the previous results by adding the real value of previous flow 
and a time window of pluviometry data. However, as it was previously indicated, the 
flow data is difficult and expensive to obtain and therefore is not a viable input from the 
view point of Civil Engineers. In this way, the architecture that provides the optimal 
solution by merely using pluviometry data is, in this case, the recurrent architecture. 

 
Table 1. Comparison among the different ANN architectures used 

 

ANN  time window Recurrent ANN 1 Recurrent ANN 2 

Inputs 
Pn, Pn-1, Pn-2, Pn-3,   

Pn-4, Pn-5, Qn-1 
Pn Pn, Qn-1 

ME 0.0101 0.343 0.0098 

MSE 0.0001 0.0037 0.0003 
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Abstract. In this paper an efficient probabilistic secret sharing scheme for black 
and white digital images is introduced. It is an extension of the algorithm 
proposed originally in [11]. Specifically, it is a (m, n)-threshold scheme. It is 
based on the use of a simple matrix boolean function which involves the 
Hadamard matrix product modulo 2, and the addition modulo 2 and m.  Moreover, 
an algorithm based on cellular automata is used for the enhancement of the 
recovered image. The algorithm introduced is shown to be secure and its 
expansion factor is equal to 1.  

Keywords: Secret sharing schemes. Boolean functions. Cellular automata. 
Image enhancement. 

1   Introduction 

The worldwide distribution of digital information with the advent of computers and 
Internet is easy and economic. Nevertheless there are several security problems 
associated with the processing and transmission of digital images over an open network: 
It is necessary to assure the confidentiality, the integrity and the authenticity of the 
digital image transmitted. To meet these challenges, a wide variety of cryptographic 
protocols have been proposed. One of the most important cryptographic schemes for 
digital images are secret sharing algorithms. 

Secret sharing algorithms are multi-party cryptographic protocols originally related 
to key establishment. More precisely, they allow one to share a secret among a set of 
participants such that only qualified subsets of these participants can recover the original 
secret. Moreover, no information about it can be obtained when non-qualified subsets of 
participants try to recover the secret. The original motivation for secret sharing was to 
safeguard cryptographic keys from loss. Currently, they have many applications in 
different areas such as access control, opening a safety deposit box, etc. The basic 
example of secret sharing algorithms is the (m,n)-threshold scheme, where m and n are 
integer numbers such that 1 ≤ m ≤ n. Secret sharing schemes are methods by which a 
third trusted party (called the dealer) computes n secret shares from an initial secret S 
and securely distributes them among the n participants. Only subsets of m or more of 
these participants who pool their shares may easily recover the original secret, but any 
group knowing only m – 1 or fewer shares are unable to recover the secret. 
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A secret sharing scheme is said to be perfect if the shares corresponding to each 
unauthorized subset of participants provide absolutely no information about the secret 
S. Moreover, when the sizes of the secret and the shares are equal, the secret sharing 
scheme is called ideal (this property is called “pixel expansion” when S is a digital 
image). Other interesting property when original secret is a digital image is the 
reconstruction precision (“contrast” or “accuracy”). 

These schemes were introduced independently by Shamir (see [9]) and Blakley (see 
[2]) and they are based on the use of Lagrange interpolation polynomial and the 
intersection of affine hyperplanes, respectively. Since then, several proposals have been 
appeared in the literature based on different mathematical primitives: matrix theory, 
prime numbers, etc. These protocols are specially designed for digital data instead of 
digital images. Due to the main characteristics of digital images (they have a large 
amount of data and the difference between two neighboring data is very small), it is 
very difficult to apply directly traditional secret sharing schemes to digital images. 

The first proposal to share digital images was due to Naor and Shamir (see [7]) and 
it was called Visual Cryptography. It is based on visual threshold schemes k of n, i.e. 
the secret image is divided in n shares such that each of them is photocopied in a 
transparency and then, the original image is recovered by superimposing any k 
transparencies but no less. In the last years several construction methods based on 
Visual Cryptography have been proposed (see, for example, [4, 6]). Besides the 
Visual Cryptography, another protocols to share digital images have been designed 
based on vector quantization ([3]), Shamir's ideas ([10]), Sharing circle ([8]), cellular 
automata ([1]), etc. An important type of secret sharing algorithms for images are 
those based on the probabilistic paradigm. They are called probabilistic visual 
schemes (see, for example, [5, 11, 12]) and they use simple computations and have no 
pixel expansion. These methods encode each original pixel into one pixel per share. In 
the recovered image, not every single pixel will be exactly reconstructed, but “areas” 
in the recovered image look similar to the original (they suffer from a certain loss of 
reconstruction accuracy). 

In [12] a probabilistic visual (2, n)-threshold scheme was proposed for black and 
white images. The goal of this paper is to extend such scheme to a (m, n)-threshold 
scheme such that only subsets of m participants can recover the original image. 
Moreover a method to enhance the recovered image is proposed based in cellular 
automata paradigm. 

The rest of the paper is organized as follows: In Section 2 an overview of the 
mathematical tools used is introduced; in Section 3 the algorithm and its analysis is 
detailed with an example; the image enhancement protocol is shown in Section 4, and 
finally, the conclusions are presented in Section 5. 

2   Mathematical Background 

2.1   Hadamard Product 

Definition. Suppose ( )ijA a=  and ( )ijB b=  are two r × c -matrices with entries in a 

field. Then their Hadamard product is the entry-wise product of A and B, that is, the r 
× c -matrix A B  whose (i, j )-th entry is ij ija b⋅ . 
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It is easy to check the following result: 
 

Proposition. Let A, B and C be three matrices. The Hadamard matrix product satisfies 
the following properties: 

1. It is commutative: A B B A= . 
2. The distributive property of the sum with respect the Hadamard product 

holds: ( ) ( ) ( )A B C A B A C+ = + . 

This work deals with binary matrices and the arithmetic is performed in 2F . In this 

case, the last properties also hold but using the XOR operation (∆), which is the sum 
modulo 2 instead of the traditional sum +. 

2.2   Bidimensional Cellular Automata 

Bidimensional cellular automata (CA for short) are finite state machines formed by a 
finite number of r×c identical objects called cells which are arranged uniformly in a 
two-dimensional cellular space (see, for example, [13]). Each cell is endowed with a 
state (0 or 1), that changes at every step of time according to a local transition rule. In 
this sense, the state of a particular cell at time t depends on the states of a set of cells, 
called its neighborhood, at the previous time step t − 1. More precisely, a CA is 
defined by the 4-uplet ( C, 2F , V, f ), where C is the cellular space: 

( ){ }, , 1 ,1 ;C i j i r j c= ≤ ≤ ≤ ≤  2F  is the finite state set whose elements are the all 

possible states of the cells; ( ){ }, , 1k kV k nα β= ≤ ≤ ⊂ ×Z Z , is the finite set of 

indices defining the neighborhood of each cell, such that the neighborhood of the cell 

( ),i j  is ( ) ( ){ }1 1, , , , .ij n nV i j i jα β α β= + + + +…  Finally, the local transtion 

function is the boolean function ( )
1 1

1 1
, , 2, , ,

n n

t t t
ij i j i js f s sα β α β

− −
+ + + += ∈… F  where 

1 ,1i r j c≤ ≤ ≤ ≤  and t
ijs stands for the state of the cell ( ),i j  at time t. Let t

ijV  be the 

set given by the states of the neighbor cells of ( ),i j  at time t. The matrix 

( )
1 ,1

t t
ij i r j c

C s
≤ ≤ ≤ ≤

=  is called the configuration at time t of the CA. 

The most important type of neighborhood is Moore neighborhood which is given 
by the cell itself and its eight nearest cells. That is, its set of indices is defined as 

follows: ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ){ }1, 1 , 1,0 , 1,1 , 0, 1 , 0,0 , 0,1 , 1, 1 , 1,0 , 1,1V = − − − − − − . 

As is mentioned above, the CA evolves deterministically in discrete time steps, 
changing the states of the cells by means of the local transition function f. As the 
cellular space is considered to be finite, boundary conditions must be considered in 
order to assure a well-defined dynamics of the CA. These boundary conditions 
depends on the process to be simulated. 

Finally, every black and white image can be represented in terms of a binary 
matrix. Let I be a black and white image defined by r × c pixels, then its associated 

binary matrix is the r × c -matrix ( )
1 ,1ij i r j c

A a
≤ ≤ ≤ ≤

=  where: 
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( )
( )

0, if the , -th pixel is white

1, if the , -th pixel is blackij

i j
a

i j

⎧⎪= ⎨
⎪⎩

 

Note that a black and white image can be considered as a configuration at a 
particular time step of a CA. 

3   The Probabilistic Secret Sharing Algorithm 

The probabilistic secret sharing algorithm consists of three phases: the setup phase, 
the sharing phase and the recovery phase. 

3.1   The Setup Phase 

In this phase the dealer defines the parameters of the protocol: n+1 random binary 
matrices and a specific boolean function. Specificially, 

 

• The dealer computes n + 1 random binary matrices of order r × c:  

( ) ( ) ( )1
1 , , ,n

ij n ij ijM m M m Z z= = =… . 

• The dealer considers the following boolean matrix function: 

( ) ( ), .f X Y X Y Z= ⊕  

3.2   The Sharing Phase 

In this phase the dealer constructs the n shares and they are securely distributed 
among the participants.  

Let ( )ijA a=  be the binary r × c -matrix representing a black and white image I to 

be shared. Then, the shares are the following: ( ), , 1 .i iS f M A i n= ≤ ≤  Note that each 

share is a matrix which stands for a binary black and white image. 

3.3   The Recovery Phase 

As the protocol proposed is a probabilistic secret sharing scheme, we will not recover 

exactly the same original image but a very similar one, I , whose associated binary 

matrix is A . It is obtained as follows: Let 
1 2
, , ,

mi i iS S S…  be the m shares, then we 

perform the following computation: 

( ) ( ) ( )( ) ( )

( )( ) ( ) ( )( )

( )( )

1

1

1 1

1 1

1

mod mod 2 , mod mod 2

mod mod 2 mod 2

mod 2 .

k k

k

m m

i i
k k

m m

i i
k k

m

i
k

S m f M A m

mZ M A m M A

A M A M A

= =

= =

=

⎛ ⎞ ⎛ ⎞=⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

⎛ ⎞= + =⎜ ⎟
⎝ ⎠

= = =

∑ ∑

∑ ∑

∑
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The matrix A  is not equal to the matrix A but they are very similar since M  is a 
random binary matrix and the Hadamard product is used, that is, the ( ),i j -th 

coefficient of  A  is: 

( )
( )
( )

0 , if 0                   

1 , if 1 and 1 

0 , if 1 and 0

ij ij

ij ij ijij ij ij

ijij ij

a a

a m a a a m

a a m

⎧ = =
⎪⎪= ⋅ = = = =⎨
⎪

≠ = =⎪⎩

 

As a consequence if the ( ),i j -th pixel of the original image I is a white pixel 

( 0ija = ), then the ( ),i j -th pixel of the recovered image I  is a white pixel, whereas 

if the ( ),i j -th pixel of the original image is black ( 1ija = ), the ( ),i j -th pixel of the 

recovered image can be white or black depending on the value of ijm . As M  is a 

random binary image, then 1ijm =  in 50% of the cases and 0ijm =  in the other 50% .  
Consequently, if A has the same number of black pixels and white pixels, the 75% of 

the pixels of A and A  are equal. In general, if w is the number of white pixels of A, 

the percentage of equal pixels in both images is 
( )50 r c w

r c

⋅ +
⋅

 %, which is called the 

estimated value of coincidences.  

3.4   An Illustrative Example 

Let I be a black and white image defined by 83 77×  pixels (see Figure 1 – (a)). In this 
case there are four participants and m = 2, and consequently four shares are computed 
(see Figure 1 –(b)-(e)). If the first two shares, S1 and S2, are pooled together, the 
 

 

 
Fig. 1. (a) Original image I defined by 83 77×  pixels; (b)-(e) The four shares computed: S1, S2, 
S3 and S4; (f) Recovered image using the first two shares: S1 and S2; (g) The recovered image 
using three shares: S1, S2 and S3.  
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obtained original image is I  (see Figure 1-(f)). On the other hand, if an odd number 
of shares are used to try to recover the original image, for example S1, S2 and S3, the 
result is the hardly noise image given in Figure 1-(g). 

The percentage of coincident pixels between I  and I is 89,94%. Note that the 
estimated value is of 90,05%. 

3.5   Security Analysis 

The proposed scheme is perfect since no information is obtained when an odd number 
of shares are used to recover the original image (see Figure 1 –(g)). 

The following procedure will be carried out to test the correlation between two 
adjacent pixels in the original and the shared images: First of all randomly select 
1.000 pairs of two adjacent pixels from the image, and then, calculate the correlation 
coefficient of each pair by using the following formula:  

( ) ( ) ( )cov , ,xyr x y D x D y= ⋅  

where x and y are the grey-scale values of the two adjacent pixels in the image and: 

( ) ( )( ) ( )( ) ( ) ( ) ( )( )2

1 1 1

cov , , , .
N N N

i i ii

i i i

x E x y E y x E xx
x y E x D x

N N N= = =

− ⋅ − −
= = =∑ ∑ ∑  

As a consequence, the results obtained are shown in Table 1. 

Table 1. Correlation coefficients of Example 1 

 I S1 S2 S3 S4 
Horizontal 0.7597 0.0275 0.0379 0.0415 0.0238 

Vertical 0.9325 0.0095 0.0459 0.0214 0.0099 
Diagonal 0.7419 0.0194 0.0139 −0.0024 0.0038 

 
The correlations coefficients of the original image and shared images are far apart 

(note that the correlation coefficients of the original picture are close to 1, whereas the 
corresponding coefficients of the shared images are very close to 0). Consequently, 
the secret sharing algorithm satisfies zero co-correlation. 

4   Image Enhancement 

As the algorithm proposed in this work is probabilistic, the image recovered is not 
exactly the same than the original one. This recovered image can be enhancement by 
means of a suitable cellular automata such that its initial configuration is the matrix 

defined by the B&W image A . The neighborhood of the CA used is the Moore 
neighborhood, the boundary conditions are reflexive boundary conditions, and the 
local transition function is the following: 

0, if 

1, if 

t
ijt

ij t
ij

O u
s

O u

⎧ <⎪= ⎨ ≥⎪⎩
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where { }number of 1'  in t t
ij ijO s V= and u is a predefined threshold  with 0 9u≤ ≤ . 

In Figure 2 we show the enhancement image obtained from the image in Figure 1-
(f) and using the last mentioned CA with u = 2. 

 

 

Fig. 2. Image obtained when the CA with u = 2 is applied once from C0 = A . The percentage 
of coincidences is 96.65%. 

5   Conclusions 

In this paper a modification of the original work due to Wang et al. (see [11]) is 
introduced. Specifically, we propose a probabilistic secret (m, n)-threshold scheme in 
addition with an enhancement final phase based on cellular automata. It is shown that 
the scheme obtained is perfect and ideal. Moreover, its statistical security is also 
shown. 
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Abstract. Skeletonization is the process of transforming a shape in a digital im-
age, composed of several pixels, to a line-based shape so that the topological 
properties of the original shape are preserved. The resulting shape is called 
skeleton. Such skeletons are useful in the recognition of elongated shaped ob-
jects, for example, character patterns, chromosome patterns, etc. The skeleton 
provides an abstraction of geometrical and topological features of the object, so 
that the skeletonization can be viewed as data compression. In this paper, a 
model of competitive neural network based in segments is proposed. This 
model is suitable for obtaining the skeleton of elongated shapes with an unsu-
pervised method.  

Keywords: skeletonization, competitive neural networks, unsupervised learn-
ing, shapes description. 

1   Introduction 

Pattern recognition is a discipline that has been in continuous expansion during the 
last years, especially in image analysis and computer vision. Artificial neural net-
works are a powerful tool within this area, especially Kohonen’s self-organizing fea-
ture maps (SOFM) [1] due to their ability to capture the topology and probability 
distribution of input data. The SOFM have been used by several authors to perform 
invariant pattern recognition [2-5]. 

Skeletonization is the process of transforming a shape in a digital image, composed 
of several pixels, to a line-based shape so that the topological properties of the shape 
are preserved. The resulting shape composed of lines is called skeleton. The skeleton 
provides an abstraction of geometrical and topological features of the object. 

The skeleton concept was introduced by Blum in 1964 [6] and since then, a great 
number of techniques for its detection have been developed. These techniques differ 
from each other in performance and in implementation [7].  In the last decade, with 
the improving of artificial neural networks, several algorithms for skeleton detection 
have been proposed [7-10]. The majority of these techniques are based on SOFM with 
several modifications depending on the kind of the shape being studied.  

With the segments-based competitive neural network proposed by the authors in 
this paper, the skeleton of shapes is detected without any previous classification or 
distinction and with an unsupervised method.  
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The paper is organized as following: in section 2 the segment based competitive 
neural network is proposed; in section 3 the process of obtaining the skeleton for 
shapes description is explained and, finally, in section 4 conclusions are presented. 

2   The Segments-Based Competitive Neural Network 

2.1   Topology 

The topology of the network is similar to the topology of the simple competitive neu-
ral network. The neural network is composed by N input sensors and K neurons, 
where N is the dimension of input patterns. All input sensors are connected with all 
neurons.  

The synaptic weight of every neuron in the network is determined by a pair of vec-
tors (wi1, wi2). The notation is the following: 

 

),...,,,( 1
3
1

2
1

1
11

N
iiiii wwww=w ,  i = 1,2,…K 

),...,,,( 2
3
2

2
2

1
22

N
iiiii wwww=w , i = 1,2,…K 

(1) 

  

When an input pattern, x, is presented to the network, the synaptic potential associ-
ated to the i-th neuron is 

2

2121 )()(
2

1
)()( iiiiiiiii hhh wwxxxx −++= αααα ,   i = 1,2,…,K. (2) 

where hi1 and hi2 are real numbers determined by the following expressions: 

1111 2

1
i

T
i

T
iih wwxw −=   and  Kih i

T
i

T
ii ..., 2, 1,      ,

2

1
2222 =−= wwxw  (3) 

and                  
2

21

221 )()(
)(

ii

i
T

ii
i

ww

wxww
x

−

−−
=α  ,   1)()( =+ xx ii αα  (4) 

Now, the segment composed by the pair of reference vectors (wi1,wi2) can be de-
fined as: 

[ ]{ } 1,0)(,))(1()( 2121
∈−+== xwxwxsww iiiiiii

S ααα  (5) 

This segment is called structural segment and can also be denoted by iS .The  

distance, D, from an input pattern x to a structural segment is evaluated by the  
expression: 

( )
⎪
⎪
⎩

⎪
⎪
⎨

⎧

≤−

≥−

∈−+−

=−=

0)(  if                                       

1)(  if                                       

(0,1))( if  )))(1()((

,

2
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α

α

ααα

 (6) 
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Fig. 1. Distance from an input pattern x to the segment 
21 ii

S ww  

If αi(x) ∈ (0,1), then the point wi0 =αi(x)wi1+(1-αi(x))wi2 is the point of the seg-
ment 

21 ii
S ww  nearest to the input pattern x  (see figure 1). 

2.2   Computation Dynamics 

When an input pattern x is presented to the network only one neuron is activated, the 
neuron whose structural segment is nearest to the input pattern x. This neuron r is 
called the winning neuron and satisfies the following expression: 

i
Ki

r SminS −=−
≤≤

xx
1

 (7) 

In this sense, the neuron activated is the neuron with the highest synaptic potential, 
as is proved by the following theorem: 

Theorem 1 

  ⇔> ir hh   KiirSS ir ,...,2,1  ,  ,   =≠∀−<− xx  (8) 

Proof: using the structural segment definition we have: 
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wi0 =αi(x)wi1+(1-αi(x))wi2 
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From expression (3) we obtain that 
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Using the expression in (2) for the synaptic potential of the structural segment, the 
following expression is obtained:  
 

( ) i
T

rrrr hww 2)()(  
2

21 −=+− xxxxx αα  
 

Since in hypothesis it is supposed that  hr > hi , then  i
T

r
T hh 2   2 −<− xxxx . That is, 
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KiriSS ir ,...,2,1   ,    ,  =≠∀−<− xx                                      

2.3   The Learning Rule 

Once the winning neuron r is activated, the synaptic potential for it must change ac-
cording to a learning rule. The problem is to determine the K segments S1, S2,…,SK 
such that minimize the following representation quadratic error: 

 

∑∑
= =

−=
p K

i
ii SME

1 1

2
)(

μ

μμ xx  (9) 
 

where (Mi
μ) is the cluster membership matrix which specifies whether or not an input 

pattern, xμ, actives the neuron i as winner: 
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Gradient descent on expression in (9) yields the following learning rule: 
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The learning parameters, )( and )( kk βη , satisfy the following expressions:  
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where k is the iteration in course, T is the total number of iterations of the learning 
process and u is a constant real number. The learning parameters take values in the 
interval [0,1], being 00  and βη the initial values. The parameter )(kη controls the mov-

ing of the structural segments in the input space whereas the parameter )(kβ  controls 

the size of these segments (see section 3). 

3   Shapes Description by the Segments-Based Neural Network 

The constant u of the learning parameter )(kβ in expression (11) is very important. 
Depending on its value, the segments obtained by the network after the learning proc-
ess are more or less elongated. In order to obtain the skeleton of a shape, the segments 
must be distributed along the entire shape. Visually, this set of segments approximate 
to the skeleton of the shape, except that they are not joined. In this sense, the extreme 
of the segments, having the lower euclidean distance between then, are joined by a 
line, obtaining now a continuous trace that determines the skeleton. 

The shapes used for experiments are composed of 600 patterns randomly distrib-
uted and, since the input patterns are randomly introduced four times during the learn-
ing process, T=2400. 

If the learning parameter )(kβ could reach the value zero long before the total 
number of iterations T, the segments could expand without any control and they were 
not distributed along the entire shape. However, if the learning parame-
ter )(kβ reaches the value zero just in the final iterations, the segments are expanded 
with control, distributing now along the entire shape. 

By way of example, figures 3 and 4 illustrate the result of the neural network with 
6 neurons (segments) from the same shape with two different values for the constant u 
of the learning parameter )(kβ . Figure 2(a), shows the evolution of the learning pa-
rameter )(kβ with u=0.05 and figure 2(b) with u=0.003. 
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Fig. 2. Evolution of )(kβ parameter with different values of u 

 

 
 
 

 
 
 
                              

Fig. 3. Result of the neural network with u = 0.05 

The result of the neural network with u=0.05 is shown in figure 3 whereas the re-
sult with u=0.003 is shown in figure 4(b). 

In order to obtain the skeleton of the shape, it is only necessary to join the extremes 
of the segments, obtained with the neural network, having the lower euclidean dis-
tance. To avoid undesirable connections, the joins are not performed if the euclidean 
distance is greater than a unit. The skeleton obtained is shown in figure 4(c). 

It’s important to emphasize that all shapes presented to the network are always 
novel shapes, that is, the neural network is not previously trained with any set of 
shapes. The topology of every shape is obtained during the learning phase, in where 
segments are distributed along the entire shape. 

Since all shapes used in the experiments have the same number of patterns, the 
function for the learning parameter )(kβ , shown in figure 2(b), is used for all of them. 
The Shapes used in the experiments are shown in figures 5(a), 6(a), and 7(a). The 
number of neurons (segments) used for them are 7, 12, and 13 respectively. The final 
configurations of the neural network for these shapes are shown in figures 5(b), 6(b), 
and 7(b). The skeletons for these shapes are achieved by joining the extremes of the 
segments, obtained with the neural network, which have the lower euclidean distance. 
These skeletons are shown in figures 5(c), 6(c) and 7(c) respectively.  

In any experiment, the number of segment needed must be sufficient for represent-
ing the geometrical and topological features of the shape. 
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       (a)          (b)              (c) 

Fig. 4. Skeleton obtained by the neural network with 6 segments. 

 

 
 
 
 
 
 
                    (a)          (b)              (c) 

Fig. 5. Skeleton obtained by the neural network with 7 segments 

 

 
 
 
 
 
 
       (a)          (b)              (c) 

Fig. 6. Skeleton obtained by the neural network with 12 segments 

 

 
 
 
 
 
 

       (a)          (b)              (c) 

Fig. 7. Skeleton obtained by the neural network with 13 segments 

4   Conclusions 

In this paper, an unsupervised competitive neural network based on segments has been 
proposed. In a simple competitive neural network, the synaptic weight vectors represent 
the prototypes of the classes in which the input data are organized. In the proposed 
model, the synaptic weights are composed of two reference vectors, which determine 
the extremes of a segment. That is, every unit of the network has associated a segment 
that will evolve in the learning process. Since the prototype of every unit is a segment, 
instead of a single vector, additional information can be obtained, for example the pre-
dominant direction of the classes. 
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The model has two different learning parameters, )(kη and )(kβ . The parameter 
)(kη controls the moving of the structural segments in the input space whereas the 

parameter )(kβ controls the size of these segments in the learning process.  
The importance of the constant u of the learning parameter )(kβ has been noted. 

Depending on its value, the segments obtained by the network after the learning proc-
ess are more or less elongated. With an appropriate selection for the constant u, the 
segments are expanded with control, and distributed along the entire shape.  

After the learning process, the extremes of the segments, having the lower euclid-
ean distance between then, are joined by a line, resulting in a continuous trace that 
determines the skeleton of the shapes. In order to avoid undesirable connections, the 
joins are not performed if the euclidean distance is greater than a unit. 

We have shown that this model is suitable for obtaining the skeleton of elongated 
shapes without any previous classification or distinction with an unsupervised 
method.  
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Abstract. Biometric template security and privacy are a great concern of bio-
metric systems, because unlike passwords and tokens, compromised biometric 
templates cannot be revoked and reissued. In this paper we present a protection 
scheme for an identity verification system through biometrical face recognition 
based on a user dependent pseudo-random ordering of the DCT template coeffi-
cients and MPL and RBF Neural Networks for classification. In addition to pri-
vacy enhancement, because a hacker can hardly match a fake biometric sample 
without knowing the pseudo-random ordering this scheme, it also increases the 
biometric recognition performance. 

1   Introduction 

Biometric template security is an important issue because unlike passwords and to-
kens, compromised biometric templates cannot be revoked and reissued. Thus, there 
is a strong interest on the possibility to cancel and replace a given biometric data 
when compromised. If a biometric is lost once (illegally acquired by a hacker), it is 
compromised forever,  hence this information may need to be protected for a very 
long time [1]. 

An ideal biometric template protection scheme should possess the following prop-
erties [2]: 

1) Diversity: the secure template must not allow cross-matching across databases, 
thereby ensuring the user’s privacy. 

2) Revocability: it should be straightforward to revoke a compromised template 
and reissue a new one based on the same biometric data. 

3) Security: it must be computationally hard to obtain the original biometric tem-
plate from the secure template. This property prevents a hacker from creating a 
physical spoof of the biometric trait from a stolen template. 

4) Performance: the biometric template protection scheme should not degrade the 
recognition performance (identification or verification rates). 

For the next years, we are evolving towards ambient intelligence, pervasive net-
working or ubiquitous computing, which have special characteristics [1]. In addition 
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there is a gradual erosion of the computational difficulty of the mathematical prob-
lems on which cryptology is based, due to developments in computation (progress in 
electronics and in the future in optical and maybe even quantum computing). This 
increases the vulnerability of biometric systems [3]. 
Encryption is not a smooth function [2] and a small difference in the values of the 
feature sets extracted from the raw biometric data would lead to a very large differ-
ence in the resulting encrypted features. While it is possible to decrypt the template 
and perform matching between the query and decrypted template, such an approach is 
not secure because it leaves the template exposed during every authentication attempt. 
Thus, standard encryption techniques are not useful for securing biometric templates. 
The solutions proposed in the literature can be split into two categories [3]:  

1) Feature transformation. 
2) Biometric Cryptosystems. 

We will describe these categories in the next sections. 

1.1   Feature Transformation 

A transformation function ( )Y f x=  is applied to the biometric information and only 

the transformed template is stored in the database. The parameters of the transforma-
tion function are typically derived from a random key or password. The same trans-
formation function is applied to the test signal and the transformed query is directly 
matched against the transformed template. 
Feature transformation can be divided into salting and non-invertible transforms. In 
salting ( )Y f x=  is invertible. Thus, if a hacker knows the key and the transformed 

template, he can recover the original biometric template, and the security is based on 
the secrecy of the key or password. This is the unique approach that requires a secret 
information (key). This is not necessary in the other categories. The second group is 
based on noninvertible transformation systems. They apply a one-way function on the 
template and it is computationally hard to invert a transformed template even if the 
key (transform function) is known. The main drawback of this approach is the trade-
off between discriminability and noninvertibility of the transformation function. 
Transformed features belonging to the same user should have high similarity after 
transformation, while features from different users should be quite different. 

While our intuition seems to suggest that it is very easy to design a function that is 
“easy” to compute but “hard” to invert, so far the best theoretical results can prove 
that there exists functions that are twice as hard to invert as to compute [4]. It is clear 
that such functions would be completely useless to practical cryptology [1]. 

1.2   Biometric Cryptosystems 

In this approach some public information about the biometric template is stored. This 
public information is called helper data. For this reason they are also known as helper 
data-based methods. While the helper data does not reveal any significant information 
about the original biometric template, it is needed during the matching to extract a 
cryptographic key from the input signal. Matching is performed indirectly by verify-
ing the correctness of the extracted key. In order to cope with intra-user variations, 
error correction coding techniques are usual. 
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Biometric cryptosystems can also be split into two groups: key binding and key 
generation systems depending on how the helper data is obtained. When the helper 
data is obtained by binding a key (that is independent of the biometric features) with 
the biometric template, it is known as key-binding biometric cryptosystem. In the 
second case, the helper data is derived only from the biometric template and the cryp-
tographic key is directly generated from the helper data and the query biometric fea-
tures. This second approach is known as key generation biometric cryptosystem [5]. 
Authentication in a key-binding biometric cryptosystem is similar except that the 
helper data is a function of both the template and the key K. 

Hybrid techniques combining the previous four approaches are also possible. 

2   Pseudo-random Permutations 

In this paper, in order to secure the templates, we use a different random permutation 
of template coefficients for each person. Thus, our proposal corresponds to salting 
feature transformation described in section 1.1. Figure 4 shows the diagram for the 
proposed approach. The template coefficients are equal to the DCT components of the 
two dimensional transform of the face image [6]. The permutation order is different 
for each person (although more than one permutation per person is possible) and it is 
given by a Key, which must be kept secret. The advantages of this strategy are the 
following: 

• There is an increase on privacy, because it is impossible (computationally 
very hard) to obtain the face image without knowing the permutation order. Figure 5 
shows the number of different permutations that can be done for a given feature vec-
tor length. If a feature vector template has N coefficients, the number of permutations 
of these coefficients is equal to N! 

• There is an improvement on the recognition rates because an impostor does 
not know the correct permutation order. This is similar to the privacy achieved by 
CDMA (Code Division Multiple Access) used in some mobile telephone standards in 
order to secure the communications. If you do not know the correct order (provided 
by the pseudo-random frequency hopper order) you cannot decode the message. Ob-
viously if the impostor knows the permutation order then he can sort his/her feature 
vector and then the protection is equal to the biometric system without permutation. 
Anyway, it is as difficult to get the Key as in other security systems (VISA number, 
password, PIN, etc.). 

• In contrast to some encryption systems, where the template must be de-
crypted before comparison, in our approach there is no need to re-order the coeffi-
cients. They can be directly compared. 

Although this is a very simple approach, it has a main advantage: experimental re-
sults are always better or equal than the baseline biometric system without encryption. 
This is not the case with a large majority of existing systems in the literature, where 
intra-user variability is hard to manage and provides an increase in False Rejection 
Rates. 
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Fig. 4: Scheme for proposed system. In the enrollment phase, the biometric template nX   
coefficients are permuted according to the secret key K. This permuted template is stored in the 

database. In the test phase a noisy version of the biometric template nY  is acquired, and the 
user provides his/her Key. The permuted template ( )F V  is matched with the template of the 

claimed identity. If ( ( ), ( ))distance F V F S threshold< , the user is accepted. Otherwise 

he/she is rejected. 

3   Experimental Results for Face Recognition System  

The proposed protection schema has been applied to an identity verification system 
based on biometric face recognition [7]. In the system, the DCT has been used for 
features extraction and neural networks (both MLP and RFB) have been used for 
classification [8].  

The AR database [9], used for the experiments, is a publicly available database 
(http://cobweb.ecn.purdue.edu/RVL/ARdatabase/ARdatabase.html) of 126 individu-
als, with 26 images of each, taken in two different sessions at a time distance of two 
weeks, varying the lighting and the facial expression. We have used 10 of the 26 im-
ages (5 images as enrollment templates and 5 different ones for testing the system), 
excluding the ones overexposed and the ones in which the face was partially occluded 
by sunglasses or scarves, of 117 of the 126 individuals, those of the rest being either 
not complete or not available. All the images have been cropped and normalized to 
64x74 grey ones. 

We have used as verification error the minimum Detection Cost Function, to deal 
with a trade-off between two different kinds of possible errors in verification: missed 
detection (those situations where a user is incorrectly rejected) and false alarms (those 
situations where an impostor is accepted), which has usually to be established by 
adjusting a decision threshold. The DCF is defined by [10]: 
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Fig. 2. AR database samples of one person 

( ) ( ))( etTFalseAlarmFalseAlarmetTMissMiss PPCPPCDCF argarg 1−××+××=  (1) 

where 
MissC  and 

FalseAlarmC  represent respectively the cost of a missed detection and of 

a false alarm, 
MissP  and 

FalseAlarmP  represent respectively the Miss and the False Alarm 

probability and
etTP arg

represents the a priori probability of the Target to be known. An 

error type weighting of 1:1 and an equal probability that the target be known or un-
known (

MissC = 
FalseAlarmC =1; 

etTP arg
=0.5) have been chosen. 

The DCT (Discrete Cosine Transform) has been used for characteristics extraction, 
we obtain one model vector from each training image. A vector dimension of 
N’xN’=10x10=100 coefficients has been chosen in order to grant at the same time a 
fast computation (the number of coefficients corresponds to the number of the input 
neurons for the neural networks used as classifiers), good performances in recognition 
and in security through an elevate number of possible permutations (100! means more 
than 15710  permutation). Experiments have been done to compare the performances 
with or without a pseudo-random permutation of the DCT’s coefficients, using MLP 
and RBF neural networks, as in the following. 

3.1   Single Multi Layer Perceptron (MLP) 

A three layer perceptron with a variable number of hidden neurons has been used in 
the simulations, with a scaled conjugate gradient back-propagation algorithm, that is 
based on conjugated directions, setting up the following parameters: 

• Number of epochs: 15000 
• Input neurons: 100 
• Hidden layer neurons: 10 : 10 : 150 
• Output layer neurons: 117 neurons (one for each person) 
• Performance function: regularized mean square error (MSEREG) [11] 
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Fig. 3. Verification rates using a MLP-NN, as function of the number of neurons, with 100 
DCT coefficients, with and without pseudo-random permutation 

 
Fig. 4. Verification rates using a RBF-NN, as function of the number of neurons, with 100 DCT 
coefficients, with and without pseudo-random permutation 

The results, in Figure 3, show how the application of the pseudo-random permuta-
tion leads to a significant improvement of system performances, with verification 
error that goes to 0 using more than 100 neurons.   

3.2   Radial Basis Function Neural Network 

Radial Basis Function Neural Network can require more neurons than a standard 
feed-forward back-propagation networks, but they can be trained in a fraction of time 
needed by standard feed-forward networks. 

In the simulations a RBF-NN has been used, with Gaussian function, applying the 
same training methodology of the MLP neural network, setting up the following  
parameters:  
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• RBF neurons: 10 : 10 : 200 
• Output layer neurons: 117 
• Spread: 1.5 : 0.25 : 4 

Also in the case of a RBF-NN, Figure 4, the application of permutated template 
lead to a significant performance improvement, using a number of neurons greater 
than 40, completely avoiding verification errors for more than 110 neurons. 

 

Fig. 5. Training times for the MLP and the RBF (medium time for each spread), as function of 
the number of neurons, with 100 DCT coefficients, with and without pseudo-random  
permutation 

Interesting results appear also from a training time comparison, with and without 
the application  of the pseudo-random permutation of the DCT coefficients [Figure 5]. 
For the RBF-NN the permutation of the coefficients doesn’t lead time training differ-
ences. In the case of the MPL-NN, while for a low number of neurons the use of the 
coefficients without permutation requires a slightly minor training time, for a number 
of neurons superior than 80 the permutation of the coefficients leads to a great im-
provement in terms of computational time. 

4   Conclusions 

In this paper we have presented an authentication system through face identity verifi-
cation that uses a simple approach for biometric template protection that belongs to 
the salting feature transformation. The unique drawback of this approach is that it 
requires a secret key. If it is compromised, the biometric template can be exactly 
recovered. Nevertheless, the chance to crack the secret key is at least as difficult as to 
obtain the VISA number, PIN, or password of a classical security system, taking in 
account that if the key is kept secret the number of different permutations equals 100!, 
which is a very large value for typical face template sizes.  

In addition to security enhancement, there is always an improvement on the bio-
metric verification errors which are dramatically reduced, both for an MPL and RBF 
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neural network, and on the training time for the MPL neural networks. This is not the 
case of a large majority of the proposed methods in the literature, where privacy im-
plies a degradation of biometric (False Rejection Rate is increased) and computational 
performances. 
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Abstract. The steganography problem consists of the identification of
images hiding a secret message, which cannot be seen by visual inspec-
tion. This problem is nowadays becoming more and more important since
the World Wide Web contains a large amount of images, which may be
carrying a secret message. Therefore, the task is to design a classifier,
which is able to separate the genuine images from the non-genuine ones.
However, the main obstacle is that there is a large number of variables
extracted from each image and the high dimensionality makes the feature
selection mandatory in order to design an accurate classifier. This paper
presents a new efficient parallel feature selection algorithm based on the
Forward-Backward Selection algorithm. The results will show how the
parallel implementation allows to obtain better subsets of features that
allow the classifiers to be more accurate.

1 Introduction

Steganography has been used and known for a very long time and it aims at
hiding some content (usually called message) into an apparently innocuous doc-
ument – mostly digital files nowadays.

Image steganography is currently one of the most investigated field of
steganography, since there are many images available online and hence, poten-
tially embedding a secret message.

Steganalysis is the “opposite” process: the main goal is to detect, with the
highest possible accuracy, the presence of a secretly embedded content in another
document. This can be seen as a typical classification problem, since an optimal
separation between images embedding a content (stego images) and genuine ones
(cover images) is to be searched.

There exists different ways to perform steganalysis, but the most classical one
remains to extract features from each considered image (considered suspicious).
Fridrich et al. feature set for image steganalysis is widely used [1] since it enables
achieving a high detection rate of stego images. Even though Fridrich’s set of
features is very large (274 features), there are other steganalysis feature sets with
even greater number of features.

J. Cabestany et al. (Eds.): IWANN 2009, Part I, LNCS 5517, pp. 1224–1231, 2009.
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This paper presents an application of a new parallel feature selection scheme
for the steganalysis problem. The methodology is a parallelized version of the
Forward-Backward Selection method, which has been recently successfully ap-
plied in Time Series prediction problems [2].

The rest of the paper is organized as follows: Section 2 presents the original
Forward-Backward algorithm. Then, Section 3 introduces the new improvements
incorporated to the algorithm. Afterwards, Section 4 describes the dataset used
and the experiments performed. Finally, in Section 5, conclusions are drawn.

2 Forward-Backward Selection

Forward-Backward (FB) Selection is an algorithm that results from the joining
of two methodologies: Forward and Backward selections [2]. Both the Forward
Selection and the Backward Elimination (or Pruning) methods suffer from an
incomplete search. FB offers the flexibility to reconsider input variables previ-
ously discarded and vice versa, to discard input variables previously selected. It
can start from any initial input set, including empty, full or randomly initialized
input set.

Let us suppose a set of inputs Xi, i = 1, 2, · · · , d and an output Y, the
procedure of the Forward-Backward Selection is summarized in Fig. 1. In the
procedure and in this paper, the k -Nearest Neighbors (kNN) criteria is used as
an example criteria for evaluating the input set, but the criteria can be almost
any criteria or a suitable approximator or classification algorithm.

1. (Initialization)
Let S be the selected input set, which can contain any input variables, and F be
the unselected input set containing the inputs, which are not in set S. Compute
k-NN(S,Y ).

2. (Forward-backward selection)
Find:

Xs = arg max
Xi,Xj

{k-NN({S,Xj}, Y)} ∪ {k-NN(S\Xi
,Y)},Xi ∈ S,Xj ∈ F.

If the previously computed k -NN is larger than the new k -NN, stop; otherwise,
update set S and save the new k -NN, repeat step 2 until S is equal to any former
selected S.

3. (Result)
The selection result is in set S.

Fig. 1. Forward-Backward Selection Strategy

It is noted that the selection result depends on the initialization of the input
set. In this paper, several options are considered and the options are discussed
more deeply in Section 3.3.
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The number of input sets to be evaluated varies and is dependent on the
initialization of the input set, the stopping criteria and the nature of the problem.
Still, it is not guaranteed that in all cases this selection method finds the global
optimal input set.

2.1 k-Nearest Neighbors

The k-Nearest Neighbors (k -NN) approximation method is a very simple but
powerful method. It has been used in many different applications, particularly for
classification tasks [3]. The key idea behind the k-NN is that samples with similar
inputs have similar output values. Nearest neighbors are selected, according to
Euclidean distance, and their corresponding output values are used to obtain
the approximation of the desired output.

In this paper, since the problem is a binary classification task, the estimated
output value of a sample is the class of the majority of the nearest neighbors k.
The k has to be determined beforehand.

3 Parallel Forward-Backward Selection

The following sections describe the modifications that have been done to the
original Forward-Backward in order to improve the performance in terms of
computational cost and classification accuracy. The parallel implementations
were done in MATLAB using the MPI standard and the interface used in [4].

3.1 Improvement 1: Efficient Computation of the Distance Matrix

As described in the previous Section, the k -NN has to be computed each time
a subset of variables has to be evaluated. This requires the computation of the
distances between an input vector and the others to determine the k closest
ones. This results in a heavy computational load and in order to save some
time, a distance matrix will be computed in advance. These calculations become
crucial when dealing with the feature selection using scaling, that is, weighting
the importance of a variable instead of merely selecting it. The distance matrix
will have an element for each couple of values, storing the distances separately
between each input and each sample.

Nonetheless, because the computation of this matrix is quite time consuming,
an another improvement has been done: parallel calculation of the distance ma-
trix. The matrix is divided between a set of processes and each one of them will
perform locally a part of the calculations. Once they are done, they will com-
municate with the other processes in a collective way so that all processes have
the complete matrix. Each process computes its starting and ending columns as
(rank) ∗ ceil(d/sizew) + 1 and (rank + 1) ∗ ceil(d/sizew), except for the last
process that ends in d, where d is the number of all possible input variables,
sizew is the number of all processes and rank is the process identifier from 0 to
sizew − 1.
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3.2 Improvement 2: Parallel FB

The search for the best solution is also distributed to several computers so that
more solutions can be evaluated in less time. The parallel implementation is
quite straightforward and consists of the division of the newly generated subset
of variables in the first iteration of the FB. This division is shown in Fig. 2.
Once each process has a part of the subset, they proceed as the original FB. The
algorithm stops when all the processes have converged to a solution. Then, the
best solution is found among the final solutions of the individual processes.

Fig. 2. Parallel scheme for the Forward-Backward Selection

The advantage of this approach is that each process has a different starting
solution. Thus, it is possible to find different local minima and have a more
thorough exploration of the solution space than in the original FB.

3.3 Improvement 3: FB Initialization

One of the main issues, when using the FB, is how to choose the initial solution
from where the search will begin. Due to the locality of the FB, the risk of falling
into a local minimum is quite high. Therefore, the starting point should be close
enough to a good local minimum in order to get proper results. In this paper,
two approaches are used: Mutual Information and Slice Division. A comparison
of their performances will be shown in the Experiments section.

Mutual Information Based Initialization. The Mutual Information (MI)
is used as a heuristic to find an adequate starting point for the FB selection. Let
Xl = {xl

m} with l ∈ 1, ..., d (i.e. Xl is the l-th input variable) and Y = {ym}
with {m = 1...M}. The Mutual Information between Xl and Y can be defined
as the amount of information that Xl provides about Y, and can be expressed
as:

I(Xl,Y) =
∑
y∈Y

∑
x∈X

μXl,Y(x, y) log
μXl,Y(x, y)
μXl(x)μY(y)

. (1)
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μXl,Y is the joint probability distribution function of X and Y, and μl
X(x) and

μY(y) are the marginal probability distribution functions of X and Y respectively.
Therefore, in order to obtain the MI between Xl and Y, only the estimate

of the joint probability density function is needed. This value can be computed
using several techniques based on histograms, kernels or the k-NN [5].

For each input variable, the MI between that variable and the output is com-
puted and, once finished, it is possible to rank all the input variables according
the values of MI. Then, the initial solution for the FB is defined as a number of
first variables in the ranking. The problem now is to determine the actual num-
ber of variables, since the value obtained by the MI is not enough to perform
this selection. Unfortunately, the only chance is to set this value manually, as it
will be shown in the experiments section.

Slice Division. Being aware of the two significant drawbacks of the used MI
heuristic (the determination of the k and the final number of variables to be
chosen), another heuristic is considered, which requires the definition of only one
parameter. This value can again be set manually as in the MI, or as a function
of the available resources making the heuristic more flexible when executed in
different computer architectures or systems.

Fig. 3. Scheme of the algorithm using the Slice Division heuristic to initialize the
starting point for the FB

The heuristic works as follows: it performs a preinitialization by dividing the
original input vector into subvectors of a smaller dimension. Then, the local
search is applied to each subvector although, the evaluation of a subvector im-
plies the evaluation of the complete set of variables. Therefore, four starting
alternatives arise: 1) all zeros, 2) subvectors ones, the rest zeros, 3) all ones, 4)
subvectors zeros, the rest ones. Although the first one seems the most reasonable,
since it is easier to find a local minimum with a reduced set of variables, the
different alternatives were studied in the experiments. The issue remains, how
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large the subvectors should be? This value can be set manually or as a function
of the number of available processors.

In the scheme shown in Fig. 3, the initial solutions are divided into slices of size
3 (depicted as x) and the remaining values are not changed (depicted as -) during
the first FB. This first FB is done sequentially and separately in each process.
Once all the processes have converged to a local optima, the processes perform
a collective communication and share the results found by the other processes.
Then, the initial starting point for the parallel FB (named middlesolution in
Fig. 3) is computed by concatenating all local solutions.

4 Experiments

Two experiments are shown in order to illustrate the benefits of the newly added
features: analysis of the computational cost and number of evaluations, and the
accuracy of the classifications.

The dataset has been taken from a real-life steganalysis problem, where a
set of features are extracted from an image. The dataset contains 10000 images
from the BOWS2 challenge [6] database, hosted by Andreas Westfeld and it is
publicly available in [7]. All images are 512 × 512 greyscale (color versions are
also available). The steganographic algorithms have been used only on these
specific dimensions of the images from the database, but any size would work
just as well.

For half of the whole base of images, chosen randomly, steganography is ap-
plied. For this application, one well-known steganographic algorithm, called Out-
Guess [8], has been used. The OutGuess algorithm is known to be rather weak
in steganalysis. An embedding rate of 15% of the maximum capacity of the
OutGuess has been used.

Once half of the images are stego, the feature extraction is performed [1],
leading to 274 features for each image. This feature extraction process is also
carried out on the non-stego images. The final dataset is obtained by joining the
two halves, giving a total of 10000 samples in 274-dimensional space.

The dataset is further divided into training and test sets, 1000 samples and
roughly 9000 samples, respectively. Both sets are normalized using the mean and
standard deviation of the training set.

4.1 Experiment 1: Parallel Performance Evaluation

The original FB algorithm and the improved versions were executed in identical
machines in order to compare the computational times. The results are shown
in Table 1.

In Table 1, the Variable Selection time measured depends greatly on when
the search converges to a local optimum. Regarding the time consumed for the
calculation of the distances, the proposed parallel implementation turns out to be
efficient and scalable. The scalability remains good also in terms of the number
of solutions evaluated, which is growing linearly with the number of processes.
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Table 1. Times (in minutes) spent on the distance matrix calculation and in the
variable selection and the number of solutions of the sequential and the parallel imple-
mentations using the MI and the FBS methodologies

Distance Variable Selection # Evaluated Solutions

Sequential 15 238 1650
Parallel 2p 11 297 3848
Parallel 4p 5 284 6596
Parallel 6p 4 273 10169
Parallel 8p 3 348 13742

4.2 Experiment 2: Classification Accuracy

The second experiment concentrates to the results obtained by the classifier after
the feature selection. Table 2 shows the errors obtained for both training and
test subsets for the algorithm using different heuristics to set the initial starting
point.

Table 2. Results of the variable selection. For each variable selection scheme the
following results are shown: a number of initial and finally selected variables, respective
k -NN classification error and training and test errors of the OP-KNN classification
methodology.

Variables k -NN OP-KNN
Initial Selected Train Train Test

All Variables 274 274 0.190 0.172 0.210
FBS 30 33 0.118 0.120 0.146

50 52 0.122 0.110 0.141
70 73 0.131 0.134 0.145
100 102 0.134 0.127 0.155

pFBS 30 35 0.113 0.115 0.141
50 52 0.115 0.125 0.135
70 73 0.126 0.130 0.145
100 103 0.118 0.120 0.141

pFBSv2 All Ones 245 0.157 0.142 0.192
All Zeros 56 0.114 0.110 0.138

The classification errors using the k-NN algorithm and the OP-KNN [9] show,
how important it is to perform feature selection beforehand: all the models that
were trained after the dimensionality reduction outperform the ones trained with
all the variables. The results also show, how the two initialization heuristics have
a good behavior, although it is remarkable that the last one, based on a local slice
optimization, has the best performance. Furthermore, this initialization, starting
from the empty subset of variables, was able to select 50 variables, avoiding many
local minima.
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5 Conclusions

The problem of identifying if an image has a hidden message is really interesting,
because of its possible applications, specially in the World Wide Web. The work
presented in this paper proposes a methodology for the dimensionality reduction
in order to make the data samples easier to learn by the artificial models.

Regarding the feature selection problem, the Forward-Backward algorithm
was used as a first choice, but it provided poor results requiring a significant
computational cost. Therefore, three major improvements were presented in this
paper: parallel implementation of the computation of the distance matrix, par-
allelization of the search methodology and two new heuristics to determine the
starting point of the search. This last element is crucial due to the large amount
of local minima in the solution space.

The results have shown how the new elements allow the algorithm to per-
form an adequate feature selection, allowing the models to provide accurate
classifications.
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Abstract. Mobile devices are a new platform with a lot of possibilities to real-
ize studies and to implement projects. It is a new applications platform very  
interesting to make innovative projects.  

In this article we present two real projects of mobile applications that use 
some of the most popular mobile services. First, MovilPIU allows to access to 
academic services using a mobile phone, a PDA or a computer. The second pro-
ject, Mobiblio, applies mobile technology to libraries world. 

1   Introduction 

Mobile devices (mobile phones, PDAs, ...) have dramatically evolved from those first 
devices that were used only for voice communication. The first generation of mobile de-
vices was born in 1979. Those terminals were based on analog technology and using radio 
waves to transmit voice without any encryption. Currently, these devices are missing. 

The fundamental gap in mobile devices was in 2001. In this year appeared the first 
mobile with a color LCD screen. This feature significantly increased the chances of 
these devices. In the same year in Japan, it is launched the third generation of mobile 
phones based on UMTS. The most significant characteristic was the addition of a sec-
ond camera for video calls. These third-generation devices are being currently used. 

The current mobile devices are very powerful. They are able of transmitting, re-
ceiving and storing information, connecting to networks and running applications. 
Therefore, they are a very interesting platform for new research projects. 

These devices incorporate obvious possibilities. Besides its market penetration has 
been spectacular. For example, in Spain in 2007 was exceeded the 100 lines per 100 
inhabitants for the first time [4]. Specifically Spain in 2007 reached 109 lines per 100 
inhabitants (see Figure 1). A few years ago it was unthinkable to reach the barrier of 
100 lines. In the figure 2 can be seen a Pyramid Research survey in 2005 [10]. This 
study shows the dramatic growth of mobile lines in Spain. This growth has not hap-
pened so fast ever with other technologies, and it notes that the market is at a very 
high saturation levels. 

The rest of the paper is structured as follows. Section two presents the actually mainly 
mobile services. Section three focuses on practical cases, showing MovilPIU and Mobib-
lio1 projects and, finally, the conclusions are presented along with possible future work. 

                                                           
1 These projects are included in Club de Innovación Universitaria project supported by  

Fundación Caja Duero, Caja Duero and Universidad Pontificia de Salamanca [13]. 
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Fig. 1. Mobile phone penetration in the European Union. October 2007 (lines per 100 habitants). 

 
Fig. 2. Mobile phone penetration in Spain 

2   Mobile Services 

The most important mobile services are:  

 Voice service. It was the first service in mobile terminals. It is mainly used for 
communication between people and it is the main service. This service justifies 
the possession of a terminal. Nowadays, it represents 80% of operators business. 

 Short Message Service. Popularly it is known as SMS. This service allows sending 
text between mobile terminals with a maximum of 160 characters. Despite being 
short text messages, the service is the most popular in history of mobile telephony. 
Gartner [6] says that in 2006 936,000 million SMS were sent in the world and it is 
expected to reach 2.3 trillion messages in 2010. 

 Multimedia services. Much of current mobile phones can store and send ring-
tones, logos, photographs, graphics or music. These have become small multime-
dia consoles. Multimedia message reception is not as popular as sending SMS. On 
the one hand because not all terminals have this service and on the other hand be-
cause of the price. In 2006 there were sent 8300 million multimedia messages 
(less than 1% of total) and in 2010 they will reach 47,400 (less than 5%) [6]. 

 Location service. This service is based on the nature of GSM network. The 
coverage of a network operator is established on the basis of cells, the size of the 
cells is dependent on the density of antennas. In urban areas where the number 
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of antennas is large, the size of the cells is smaller; in this case the location is es-
tablished with an accuracy of about 100 to 500 meters. Obviously this is less  
accurate when we are on roads or populations with a lower density of antennas. 

Location service is available on all phones, but its precision is not very good 
    and therefore the uses of this service are very limited. However, at present time 
    there are mobile devices already incorporating GPS (Global Positioning System). 
    GPS is a satellite navigation system that can determine the position of an object 
    with accuracy up to centimeters, making it much more interesting. 
 Video services. 3G/HSDPA terminals allow video calls and audio in real time. 

In addition, this service lets you send, receive and play video. Using this service, 
for instance, you can access to video-monitoring circuit through the mobile de-
vice or watch television. In any case, video service is not very popular, but in  
future, experts are betting on it. 

 Mobile software applications. Mobile terminals have become small computers. 
They have a powerful processor, an operating system and storage capacity that 
make possible to run mobile applications on it. To develop this software we can 
use languages like J2ME (Java Micro Edition) [5, 15], C++ or C#. These fea-
tures expand significantly the number and type of projects can be done on this 
new platform.  

 Data service. The last generation of mobiles has the possibility of Internet con-
nection. So, this connection can be the base for other services. For example, e-
mail is now one of the main applications based on data services and it is  
expected to grow in future.  

These are services that can be found mainly in mobile devices today. Some of them 
will be used in case studies detailed in the following section.  

3   Cases Study 

Following there are two projects in which we have studied and used some of the mo-
bile services exposed in the previous section.  

3.1   MovilPIU 

This first project is an academic application. Currently, students can access a range of 
services offered by the University (student record requesting, obtaining certificates, 
purchase of dining tickets,...) using their smart card in the UIP (University Informa-
tion Points). Our goal is to facilitate to students to access to these services. MovilPIU 
allows access to these services from a computer, a mobile phone or a PDA. For the 
project will be necessary to achieve:  

• Identify the student: Currently, the University community has a user account to gain 
    access to computers. Through this account the user is identified and authenticated. The 
    same account will be used to identify users in MovilPIU using Active Directory.  

• Study and implementation of services: MovilPIU must be able to present  
    information to the user according to the device used to having access to it. We 
    will use the following formats: WML, XHTML and HTML [8].  

Moreover, we need to work with the same information (databases) that we are 
now used by the UIP, so that the UIP will continue to function without making any 
changes. 
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• Payment: Some services in the UIP need a pre-payment. For example, if they 
   wish to apply for a mark certificate, students will have to pay the amount of the fee. 
   This payment will continue to be. We use the rules defined by Spanish banks for 
   this payment and we use a Web application to manage this function. 

3.1.1   Architecture 
The architecture used in MovilPIU is a three-tier design: Model, View and Controller 
(MVC). Communication between components, controller and model is through SOAP 
messages. Really the model is a Web service (see figure 3). 

Response to the user request is obtained by transforming the XML information re-
trieved from the model using XSLT stylesheet. Different CSS are applied depending 
on user-agent. The supported formats are HTML, XHTML and WML. 

RequestManager

ActionManagementStruts

MappingForwarding

ReceiveMessageSOAP

ActionManagerSW

ResponseMessageSOAP

XMLTransformer

ResponseManager

BROWSER
(HTML)

Mobile
(WML)

Request
(GET)

re
sp
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se

SERVLETS(viewer)

JAKARTA STRUCTS
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Security

UPSASOAP
Message

WEB SERVICE
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Fig. 3. MovilPIU Architecture 

3.1.2   Results 
As we can see in figure 4, the user must access via mobile or Web. After that, depending 
on the user profile, it will be possible to execute different academic functions (figure 5).  

MovilPIU is divided into three parts: "Academic Information" (figure 6), "Cer-
tificates Request" (figure 7) and "Dining tickets Request" (figure 8). The applica-
tion works by using the navigation, via mobile and via web, through links.  

Parts in which the application is divided are described below. 

Academic Information 
The application allows students to request their academic record. The student can 
choose between the different graduates that he has studied in the University. 
 

Certificates Request 
In this option MovilPIU allows students to request certificates for their qualifications 
in the University. 

Dining tickets Request 
Dining tickets are bought in this option. Not only students but also teachers and staff can 
access to this option and to buy dining tickets. The purchase is recorded and is sent to 
the bank at the end of the month. The price is showed near to the kind of ticket. 
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Fig. 4. Mobile and Web user identification 

 
Fig. 5. MovilPIU application 

 

 

Fig. 6. Academic Information 

3.2   Mobiblio 

This project is to bring mobile technology to libraries, applying it to improve the quality 
of some basic services offered by them. Specifically we use a messaging system to 
provide loan services, completed reservations or information available on our loans. 
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Fig. 7. Certificates request 

 
Fig. 8. Dining tickets request 

 

In addition, a user can access to the library catalog by mobile phone, request and 
modify your personal information or renew a book. This is done through a WAP portal 
that provides access to navigation services [9,14].  

In the current situation in the library (see figure 9), users without Internet access 
should be physically moved to the library to use many of the services (access catalog, 
users information, alerts, ...). In other cases, the libraries use the mail. The mail has 
some problems such as slow, problems with changes of address ... So when the user 
receives the notice may have spent several days. When the user has an Internet connec-
tion, these services are faster, more comfortable and the user can access them from 
anywhere with an Internet connection. The problem is that the user needs an Internet 
connection but it is not always available. 

3.2.1   Project Development 
With this project the user can access fast to the library services and from anywhere. 
This is possible because we use mobile phone as access method. 
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Fig. 9. Current and future situation in the library 
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Fig. 10. User record querying and modification 

 

This project has also used the design pattern Model View Controller. This pattern 
isolates each component, so we can migrate the application to another environment with 
only changing the data access. 

Furthermore, we use WAP technology for communication to the server, using Web 
browser. The Java programming language to implement the application, JSP (Java 
Servlet Pages) to implement pages, these pages are displayed on the phone, and JDBC 
to connect and communicate with the application database. 

We work with push and pull-push services. Push is used for announcements and pull-
push for the renewal of books (see Figure 10). Project results can be seen in the figure 11. 
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 querying and modification.  
Fig. 11. User record querying and modification 

4   Conclusions and Future Lines 

In this report two mobile applications have been showed. These applications use some 
of the most popular mobile services.  

Recently, a new mobile system is born, Android [1,2]. This new system, led by 
Google, it is a software stack for mobile devices including, among other things, a new 
java virtual machine optimized for such devices. Developers create their applications 
using Java programing language. Because it is an open and free platform, it has very 
good expectations in terms of market penetration, already today, it is being considered 
as a reference when developing new applications. 

References  
1. Android (2008), http://code.google.com/android 
2. Android Market (2008), http://www.android.com/market 
3. Beato, M.E., Sánchez, M.A., Mateos, M., Fermoso, A., Berjón, R.: Mobile devices: Practi-

cal cases on this new applications platform. In: IWPAAMS, pp. 231–240 (2007) 
4. Comisión del Mercado de las Telecomunicaciones. Informe anual (2007), 

http://www.cmt.es/es/publicaciones/anexos/informe_anual_CMT_
2007_web.pdf 

5. De Jode, M.: Programming Java 2 Micro Edition on Symbian OS. John Wiley & Sons, 
Ltd., Chichester (2004) 

6. Garnet (2007), http://www.garnet.com 
7. Geary, D.M.: Core JSTL. Mastering the SP Standard Tag Library. Prentice-Hall, Engle-

wood Cliffs (2003) 
8. Lee, W.M., Foo, S.M., Watson, K., Wugofski, T.: Beginning WAP, WML & WMLScript. 

Wrox Press, Ltd. (2000) 
9. Open Mobile Alliance, http://www,openmobilealliance.org (2008) 

10. Pyramid research (2007), http://www.pyramidresearch.com 
11. Telefónica: MovilForum. Web para desarrolladores (2007), 

http://www.movilforum.com 
12. Tempos21: Innovación en aplicaciones móviles (2004), http://www.tempos21.es 
13. Universidad Pontifícia de Salamanca (2005). Proyectos Fundación Caja Duero. Proyectos 

Movente, http://www.upsa.es/movente 
14. WAP 2.0 Technical White Paper (2002), http://www.wapforum.org/what/ 

WAPWhite_Paper1.pdf 
15. Yuan, M.J.: Enterprise J2ME. Developing mobile java applications. Prentice Hall PTR, NJ 

(2004) 



A Case Study of a Pull WAP Location-Based
Service Incorporating Maps Services

Montserrat Mateos Sanchez, Roberto Berjon Gallinas,
Miguel Angel Sanchez Vidales, Encarnacion Beato Gutierrez,

and Ana Fermoso Garcia

Universidad Pontificia de Salamanca, C/ Compaia 5, 37002 Salamanca - Spain
{mmateossa,masanchezvi,rberjonga,ebeatogu,afermosoga}@upsa.es

Abstract. The progress in Internet, in network technologies and the
rapidly growing of the number of the mobile devices have now resulted
that both companies and individuals demanding information and services
over mobiles environments, moreover they hope that these services will
be provided fitted to their positioning or location context. Services and
applications with these requirements could be develop with Location-
Based Service (LBS).

In this paper an example of a LBS application that uses the
GoogleMaps services is presented. This service or application is placed in
a university environment. Both the architecture proposed and the tech-
nologies used to develop the application are explained.

Keywords: location based-services, mobile devices, maps, googlemaps,
portal wap.

1 Introduction

The mobile technology has suffered a large growing in recent years. This growth
has caused that users require new available services and applications over this
recent platforms [1][13], moreover they hope that these services could be offered
in a fit way to their location context. A LBS [14] uses the actual position of the
terminal to provide the service. With LBS the communication and interaction is
possible in two ways; the user provides to the services provider her actual context,
that is, she provides her position in an automatized way and her preferences
and necessities; then the services provider provides to the user the information
requested fitted to her necessities and to her actual positioning.

Some possible applications of the LBS [2] are: emergency services to locate to
a user in situations that she can’t give her position, tourists services to indicate
to the user the nearby interesting places or tracking services to use it in packet
transport, etc.

The firsts LBS were message-based services, sms (short message services) and
mms (multimedia message services)[3]; these services were very limited because
of technological restrictions. The terminals that supported these services were
simple, with poor user interfaces that didn’t offer many possibilities for pre-
sentation of information. Nowadays the LBS are developed to be supported by
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powerful terminals and others technologies [9] such as WAP browsing[17][12],
j2me[7] or i-mode are used.

Despite the fact that the mobiles devices and terminals have advanced consid-
erably, nowadays they have some restrictions yet; we have to consider these re-
strictions when we are going to develop LBS. The mobile devices (pda, phones,...)
have usually low-power computing, small memory size, small screens with low
resolutions, limited capacities of input, run-time depending of the battery, low
and variable bandwith, among others.

The LBS have an add-value when these interact with maps services to provide
geographic information; by example, to provide guidance information between
the location of mobile device and others geographic points, or to provide services
that are about specific distance walking from the position of the terminal.

In this paper we present a case study of LBS developed for a university en-
vironment. The application is to help find of accommodations for university
students. In the application is included a maps service too. This service is used
to place both the user (mobile device) and the searched accommodation. It also
provides over the map guidance to the user from her current position to the
position of accommodations.

In the rest of the paper we review the different aspects related with LBS:
concept, components and associated technologies. Then, in section 3, a case study
is presented; we explain the functionality of the application, the architecture and
technologies used to implement it. Finally, we expose the main conclusions and
future possibilities.

2 Location-Based Services

There are several definitions of the concept location-based services; for some
authors [11], a LBS is a service of information that is available through mobile
devices and it uses the positioning of this to provide the service. With LBS
it is possible to develop services and applications available through the mobile
devices and these applications could give answers to questions such as where am
i?, what are there nearby? and how can i go?

The LBS emerge [15] from 3 technologies: mobile technology, Internet and
geographic information systems with spatial databases.

Considering who is the entity that begins the service, the LBS could be clas-
sified into two groups: pull-services and push-services. With pull-services, the
user carries out the request for the service. With push-services the information
or service is not directly requested by the user.

2.1 Components of a LBS

All location-based service has four components [14]:

– Mobile device. Devices from which the user requests the services and where
the results are returned.
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– Mobile communications network. Mobile phone network by means which the
users send from the mobile device both the user data and the service request.
Also through it, the answer to information requested by the user is received.

– Positioning component. With this component is possible determining the
device/user position. The position could be obtained in several ways.

– Service-Data provider. This component is the responsible of processing the
request service and it also provides the different services, such as, calculating
the position, finding a route, finding specific information of interest nearby
for a user, etc. The provider may content the requested information by the
user, but this information usually will be requested by the data provider to
anothers contents providers (yellow pages, directories, etc).

2.2 Methods of Positioning

There are different methods or technologies to compute the positioning of a
user/mobile device; we should choose one technology or other depending on the
requirements of the application to develop.

– Network-based positioning. With this technology is used the mobile commu-
nications network. The positioning is carried out by the base stations; the
devices send signals to the base station and this is detected by them. The
positioning is possible because the coordinates of base stations are known
and it it possible to measure (or at last to approximate) the distance be-
tween the terminal and the base station. To compute the distance, three or
more received signals should be measured. There are different methods to
measure the positioning: AOD, TOA, E-OTD. With this technology the ac-
curacy of positioning is variable (between 50 mts and kms); In urban zones
the accuracy is higher, but in rural zones it could be lower.

– Terminal-based positioning. Also it is named positioning by satellite. This
technology uses an infrastructure of satellites of earth orbit and a receiver
terminal. The terminals to compute the position are based on the received
information through the signals of radio of 3 or more satellites. This tech-
nology has a higher accuracy (between 5 mts and 40 mts) than those based
on network mobile positioning, but its use is restricted to outdoor. It is inde-
pendent of mobile phone network. GPS (Global Positioning System) is the
most extended but there are others such as Glonass or Galileo.

– Local positioning. This is a positioning method oriented to restricted areas
and it is based on transmission of signals to short distances. It is basically
used for location-based services in indoors such as shop-centers, museums,
super-stores, etc. Some of these methods are based on WLAN, Bluetooth or
RFID [8].

2.3 Technologies of Development

In order to develop and to exploit LBS is possible to use several widespread
technologies such as WAP (Wireless Application Protocol) and J2ME (Java 2
Micro Edition).
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WAP [17][12] is an open international standard for applications that uses wire-
less communications. It is the specification of a set of protocols of communication
to normalize the way in that the wireless devices could access and interact to
both services and information in a simple and quick way. WAP is oriented to
mobile devices with limited screens, smaller keyboards and low bandwidths. This
protocol allows to operate to applications and to services over a large number
of networks (CDMA, WCDMA, CDPD, UMTS, GSM). It is basically oriented
to presentations of contents in the terminal. The version 2.0 presents important
improvements with regard to version 1.0. One of these improvements is better
designs of the portal contents (it is possible use XHTML and WCSS). WAP is
supported by the most of mobile devices that have a microbrowser.

Another possibility is to develop the services using J2ME [7][10]. J2ME is a
“mini” version of Java. It is a Java platform specially oriented to devices with
more limited capacities than those of a personal computer. It is oriented to the
development of applications that run on mobile devices, although it is possible to
develop client/server applications which interact by means of network services.

In order to develop location-based applications/services the most suitable is
to use WAP [9].

3 Case Study

3.1 Introduction

In this section we present the results of the development of a project that con-
sists on applying the mobile technology to the search of accommodation for
university students. Some universities have available services of help for finding
accommodation, but the most of them require that users should have to shift to
the department of the university that offers this service, or if the service is avail-
able through the Web, then the users have to have available a personal computer
with Internet connection. This way of searching accommodations could means
an additional problem to users because of it is very likely that the users could
unknown the city, and therefore, it could be difficult for them both to place
the position of an accommodation in a map and to calculate the approximate
distance and route between points in a map.

The developed application could have two types of users; On one hand the
users that offer their accommodations; these users could introduce their accom-
modations by means of a form available through the mobile devices. And on
other hand, the university students that requires an accommodation; the stu-
dents could carry out the searches using several criterions: number of rooms,
shared, with heating, centrally situated, zone, etc.; the application also places
the accommodation on a map, calculates both the distance and route from actual
position of student (mobile device) to the accommodation position.

The application is clearly a pull location-based services that incorporates maps
service. Because of the requirements of application we decided to develop it using
WAP technology; We also decided to use the mobile communication network for
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Fig. 1. Before situation and actual situation with the development of the new service

calculating the positioning, because nowadays, there are few phones with GPS,
and because, the application will be used in urban zones where the accuracy is
high.

3.2 Technologies

The Java language has been used to implement the application. Exactly we have
used Java Servlet apis, as well as, JSP (Java Server Pages) to implement the web
pages that will be displayed on phone. JDBC has been used for the connection
and communication of the application with the Oracle database, where it is
stored all managed information of accommodations. According to [5] J2EE is
a technology that satisfies the requirements of a Wap-based LBS. The J2EE
solutions reduce the cost and the complexity of a distributed development of
several levels, which could be more portable and quickly developed and deployed.

By other hand, the application provides both the positioning of accommo-
dations on a map and the route from the positioning of the user towards the
accommodation. To implement this functionality we have used the location ser-
vice that mobile phones network provides, and we have used the apis developed
in java that some telecommunications companies have available1 for this pur-
pose. For implementing the services of maps and guided to the user we have
used the apis of maps that Google [4] has available. Exactly we have used the
GoogleStaticMaps services and Driving Directions services.
1 For this application we have used L-Broker api [16] of Tempos-21 company.
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Fig. 2. Architecture used for developing and implementation of the LBS

3.3 Architecture

The application developed (figure 2) has the four components of an LBS: mobile
device, mobile communications network, positioning component and services-
data provider.

The mobile device should connect to services/data provider through the mo-
bile network. This device will be a thin-client that will carry out the request of
service to a Web server by means of a micro-browser.

The services/data provider will be an application that runs on a Web server.
This application has been developed using a MVC (Model-View-Controller) pat-
tern to separate the part that implements the business logic from which generates
the presentation of contents and from the component that takes on all the client
requests. In this way, if some component or part should be changed, it will be
possible to carry out the change without modify the rest of components.

The controller component will be the component that receives the requests
of clients; it has been developed using Servlets. When the controller receives a
request, it will pass it to the model and when the model has the answer it will pass
it to the view component. The view component will generate the presentation
of contents using JSP. As we can see in figure 2, the model component has three
independent components: data, maps and positioning. Depending on the request
of user, this will be passed to a model or other. If the request is for finding an
accommodation with a specific characteristics, then the request will be passed to
the data model. If the request if for positioning in a map of one accommodation,
then it will be transmitted to maps model; and if it is for guiding of a user from
her position towards one accommodation, then the request will be transmitted
to both maps and location model.
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Fig. 3. Search of an accommodation

Fig. 4. Positioning in a map of the accommodation and guided to the user

We can see that our system is a LBS with an multilevel architecture which
favors the reutilization. It would be valid for any other business, only it would
be necessary to change the logic of data access, the rest of elements (maps,
positioning,..) could be reutilized.

In figures 3 and 4 we can see some parts (web pages) of application in the
mobile device; we can see the type of map and the type of guided provided to
the user too.

4 Conclusions

In this paper has been exposed an example of pull Wap LBS that incorporates a
maps service and a service of guided of routes to the user. At present, this types
of services are more and more required by users because of they would like have
available information/services in any moment, in any location and that these
services/information are fitted to her positioning.

The service that we have exposed is applied to the search of accommodation
for university students but it could be extrapolated to any other business; we
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would only have to change the logic of business; this is possible thanks to the
architecture that we have used to develop the project.

At present new platforms of development as Android are emerging. Also new
phones that will work with this platforms are coming out. With the appearance
of these new technologies the possibilities of research in this area are increasing
significantly.
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Abstract. This paper presents a mobile tourist decision support system
that suggests personal trips, tailored to the user’s interests and context.
The system enables planning a customised trip that maximises the in-
terest of the tourist, while taking the opening hours of the points of
interest (POI) and the available time into account. The planning prob-
lem is modelled as an orienteering problem with time windows, which is
a hard combinatorial optimisation problem. It is solved by an iterated
local search metaheuristic procedure, resulting in a personal trip. This
procedure is implemented and tested on a mobile phone. Despite the
limited computational resources of a small footprint device, the system
succesfully solves instances up to 50 POIs in an acceptable execution
time. Not more than 1% of the solution quality turned out to be sacri-
ficed in order to keep the worst–case execution time under 5 seconds.

Keywords: Tourism, Orienteering Problem with Time Windows.

1 Introduction

If a tourist wants to visit every tourist attraction during a citytrip to e.g. Paris,
Barcelona or London, a considerable amount of time is required. However, most
tourists are restricted in available time and budget and thus have to make a
selection of the most interesting places to visit. Therefore, a tourist gathers
information from different sources about the different POIs, makes a selection of
POIs to visit and plans a route between these, taking into account the available
time and the opening hours of the different POIs. This is a rather complex and
time consuming process.

The personalised electronic tourist guide is an excellent aid for tourists who
want real support for this kind of problem [1,2]. These devices address the so–
called Tourist Trip Design Problem [3] by suggesting, at short notice, a (near)
optimal selection of POIs and a route connecting them, taking into account
the weather, opening hours, crowded places and personal preferences. Kramer
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et al. [4] have analysed the diversity of gathered tourist interest profiles and
conclude that they are surprisingly diverse. This conclusion supports the idea of
creating personalised tours instead of proposing generic visitor tours.

The Dynamic Tour Guide [5] was the first to calculate personal tourist trips
on–the–fly. In order to construct a tour, the system uses a branch–and–bound
algorithm to connect so–called Tour Building Blocks, while maximising Interest
Matching Points that reflect the user’s personal interest. Souffriau et al. [6] use
a metaheuristic approach, namely Guided Local Search, to solve the simplest
form of the Tourist Trip Design Problem, in which a plan has to be devised only
taking the maximum allowed distance into account. They clearly outperform
the Dynamic Tour Guide system for problem instances with over 50 POIs. This
paper extends that approach by taking opening hours of POIs into account.
Moreover, the feasibility of the planning algorithm on a mobile device, with
limited computational resources, is examined.

The remaining of the paper is structured as follows. Section 2 describes the
automated tourist decision support system. Section 3 presents the computational
results of the proposed system on a small footprint mobile device. Finally, Sect. 4
concludes the paper and points out directions for further research.

2 Automated Tourist Decision Support System

The automated tourist decision support system suggests personal trips by first
capturing the tourist’s operational constraints and interests through a small
questionnaire. These interests are used to predict a personal interest score for
each POI the tourist is able to visit within his constraints. The coordinates and
opening hours of the POIs, the personal interest scores, the tourist’s location
and available time give rise to a specific instance of a “tourist trip design prob-
lem”. Next, a heuristic algorithm solves this instance, resulting in a personal
trip, tailored to the user’s interests, current location, destination, available time
and taking into account opening hours. Section 2.1 describes how the problem
instance is generated, Section 2.2 presents the algorithm to solve the instance.

2.1 Tourist Trip Design Problem Instance Generation

The decision support system contains a spatially enabled database with all the
POIs of the region. Every POI is described by its GPS coordinates, opening and
closing hours and an average visiting duration. A POI belongs to exactly one
type: abbeys, beguinages, castles, churches, cemeteries, musea, nature, statues
or “various buildings”. Moreover, each POI is manually classified using the fol-
lowing set of categories: archaeology, architecture, classical art, “local markets
and streets”, modern art, nature, religious art and science. A system adminis-
trator determines the degree to membership of each category: not, a bit, mostly
or absolutely of interest.

When a tourist requests a personal trip proposal, this database is queried for
relevant POIs. First, a selection of reachable POIs is retrieved. Therefore, the
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Table 1. Personal interest score calculation example

POI value Tourist interest Subtotal Total
Type score Interest in abbey 2 6
Category score archaeology 3 2 6

Architecture 2 1 2
Classical art 0 2 0
Local markets and streets 0 0 0
Modern art 0 2 0
Nature 1 1 1
Religious art 3 3 12
Science 0 1 0 20

Total score 26

total set of POIs is filtered based on the user’s current location (obtained by
the GPS signal), his destination, the start and end time of each route. Only the
set of POIs that can be visited within the user’s operational constraints, are
retrieved.

Next, the prediction of the personal interest in each POI is computed, resulting
in a score for each possible visit. This interest score is the sum of two components:
the type score and the category score. The tourist states his interests in the
different POI types and categories: not, a bit, mostly or absolutely interested,
quantified to the values 0, 1, 2 and 3. The type score of a POI is equal to three
times the interest value of the tourist in the particular type. If the tourist is
not interested in the type, the total score will be set to 0, and the POI will be
removed from the set. A type score equal to 9 indicates that the tourist must see
the POI. Therefore, a bonus of 3 is added. In order to calculate the category score
of a POI, the degree of membership to each interest category is also quantified
by 0, 1, 2 or 3. The POI values are multiplied by the user’s interest for each
corresponding category. Similarly, if this product is 9, an additional bonus of
3 is awarded. The category score for a POI is the sum of the three highest
scoring categories, with a maximum of 36. The two scores are added and form
the personal interest score of the tourist in the POI. For the sake of clarity, Table
1 presents an example of the interest score calculation of a tourist in a POI.

At this moment, a set of locations with a score, a visiting duration, opening
and closing time is available. Combined with the current location and the des-
tination of the tourist, the start and end time, this set forms an instance of the
tourist trip design problem.

This interest capturing and modelling system is implemented as part of
CityTripPlanner1, an online platform that allows to plan tourist trips in the
historic city of Leuven, Belgium. The site is operational since October 2008 and
numerous test users recognise that the POI scores match their personal interest.

This web application allows to plan multiple day visits in advance, which re-
quires substantial computational resources. When actually executing the trip,

1 www.citytripplanner.com
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unexpected events can make the planning infeasible. A mobile device can over-
come this problem by dynamically altering the plan. The mobile device only has
to take the current day into account, and can discard POIs that are planned to
be visited on other days.

2.2 Selection and Routing Algorithm

The Orienteering Problem (OP) [7] serves as a basic model for the Tourist Trip
Design Problem. In the OP a set of n POIs i is given, each with a score Si that
reflects the personal interest. The current location and the destination are given.
The time tij needed to travel from POI i to j is known for all location pairs. A
given Tmax limits the time to visit POIs. The goal of the OP is to determine a
single route, limited to Tmax, that maximises the total collected interest score.
Each POI can be visited at most once. The OP with Time Windows (OPTW)
is an OP with opening hours for each POI, an opening time and a closing time
in between which a visit has to take place.

The OPTW is a hard combinatorial optimisation problem. It has to be solved
on–the–fly in order to present a personal trip to the tourist dynamically. Cal-
culating the optimal solution using traditional exact methods from operations
research literature would require vast amounts of computational resources and
time, unavailable in this application scenario. Therefore, the authors opt to use
a metaheuristic method for solving the OPTW in order to obtain near optimal
solutions in an acceptable amount of time. Vansteenwegen et al. [8] developed
an efficient Iterated Local Search (ILS) metaheuristic procedure to tackle the
Team OPTW, which is an extension of the OPTW, that attempts to maximise
the score of multiple tours, each limited to Tmax. The metaheuristic starts from
a set of empty tours, which only contain the start and end, and then alternates
between insertion and shaking procedures for a number of iterations. The best
solution found is updated at each iteration, and returned at the end. This pa-
per discusses the application of the metaheuristic procedure to the single tour
version of the problem.

The insertion procedure iteratively adds POIs to the current tour, to maximise
the collected interest score. Adding a POI to a tour increases the tour’s total
score and results in a decrease of the available time. For each POI that can be
inserted, its cheapest insertion position in the tour is determined, namely, the
position with the smallest required insertion time. The POI with the highest
ratio square of POI score over insertion time will be selected for insertion. When
adding a POI to the route, the arrival time of all POIs after the insertion position
will increase. In order for the route to remain feasible, the end of each visit
is not allowed to exceed the closing time of the POI. Religiously checking all
other visits for feasibility each time a POI is considered for insertion in the
route, is computationally unaffordable. This is avoided by recording MaxShift,
which is defined as the maximum time a visit can be delayed without other
visits becoming infeasible. POIs are added in best improving fashion, until the
available time in the tour disallows the addition of more POIs, thus reaching a
local optimum. At this point, the best solution found so far, is updated.
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In order to escape from this local optimum, the shaking procedure intelligently
removes visits from the current solution. The behaviour of the shaking procedure
is regulated by two parameters. NumberToRemove indicates how many consec-
utive visits should be removed. StartPosition indicates the place in the route
to start removing POIs. If during the removal the end point is reached, the re-
moval continues after the start point. After the removal, all subsequent visits are
shifted towards the beginning of the tour, to avoid unnecessary waiting. Visits
before the removed visits require only MaxShift updating.

Algorithm 1 presents the ILS pseudo code. All the parameters of Shake are
initialised to one. The heuristic loops until no improvements for the incumbent
best solution are identified during MaxIter iterations, which is a predefined pa-
rameter. First, the Insert procedure is applied until a local optimum is reached.
If this solution is better than the incumbent, the solution is recorded and Num-
berToRemove is reset to one. Next, Shake is applied. After each shake step,
StartPosition is increased by the value NumberToRemove, that is also increased
by one. If StartPosition is greater than the size of the route, this size is sub-
tracted. If NumberToRemove reaches n

3 , it is reset to one.

while NumberOfIterationsNoImprovement < MaxIter do
Insertion;
if Solution > BestFound then

BestFound=Solution;
NumberToRemove=1;
NumberOfTimesNoImprovement=0;

else
NumberOfTimesNoImprovement++;

Shake(NumberToRemove, StartPosition);
StartPosition= StartPosition + NumberToRemove;
NumberToRemove++;
if StartPosition > size of the route then

StartPosition=StartPosition - size of the route;
if NumberToRemove = n

3 then
NumberToRemove=1;

Return BestFound;

Algorithm 1: Iterated Local Search for the OPTW

By using the shake parameters as described above, other visits are removed
during every iteration during the entire procedure, every visit is probably re-
moved at least once. This proves an excellent technique to efficiently explore the
solution space and correct unfortunate decisions taken earlier by the insertion
procedure. The algorithm is described and evaluated in detail in [8].

3 Computational Results

The computational tests of Vansteenwegen et al. [8] are executed in a high per-
forming desktop environment, an Intel Core 2 with 2.5 GHz processor and 3.45
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Table 2. Solution quality obtained on a mobile device compared to original setting

n MaxIter #Points Selected Score Gap
10 10 5.23 0.00%
10 20 5.23 0.00%
10 50 5.23 0.00%
10 100 5.23 0.00%
20 10 6.05 0.36%
20 20 6.05 0.00%
20 50 6.05 0.00%
20 100 6.05 0.00%
30 10 6.51 0.67%
30 20 6.54 0.24%
30 50 6.54 0.05%
30 100 6.51 0.00%
40 10 6.38 3.43%
40 20 6.64 0.79%
40 50 6.85 0.00%
40 100 6.85 0.00%
50 10 6.85 1.85%
50 20 6.95 0.89%
50 50 7.05 0.09%
50 100 7.00 0.00%

Table 3. Minimal, average and maximal execution times on the mobile device com-
pared to the desktop setting

n MaxIter Min Time (ms) Avg Time (ms) Max Time (ms)
Desktop Nokia N85 Desktop Nokia N85 Desktop Nokia N85

10 10 0 21 0 51 2 213
10 20 1 37 1 65 2 95
10 50 2 85 2 145 4 184
10 100 3 164 4 277 7 344
20 10 1 39 1 118 4 315
20 20 1 75 3 197 8 557
20 50 3 168 6 404 12 865
20 100 6 320 12 748 23 1 405
30 10 1 81 2 213 6 548
30 20 2 147 4 403 12 1 521
30 50 6 354 11 812 31 2 368
30 100 11 657 22 1 477 51 3 773
40 10 2 115 3 320 14 1 229
40 20 3 218 7 575 19 1 920
40 50 7 449 18 1 347 65 3 892
40 100 14 875 31 2 306 84 6 580
50 10 2 116 5 374 20 1 178
50 20 4 261 9 691 31 2 492
50 50 10 583 22 1 810 62 9 008
50 100 19 1 096 43 3 114 158 12 054



1254 W. Souffriau et al.

GB Ram. This paper assesses the feasibility of the algorithm on a small foot-
print mobile device. We implemented the algorithm in the Java Micro Edition
environment2 and ran a series of benchmark tests on a Nokia N85 mobile phone,
a device with a CPU clock rate of 369 MHz. The benchmarks are based on the
68 test instances of Righini and Salani [9] for the OPTW. The size of these test
instances is altered by varying the number of POIs n. Only the start location
and the first n POIs are retained in each problem, the rest is discarded. Ex-
periments are performed for n equal to 10, 20, 30, 40 and 50. Not all problem
instances of Righini and Salani [9] are used in this experiment. The instances
with 50 POIs are discarded, as they are already reduced versions of the larger
instances, resulting in 39 instances in total.

The experiments of Vansteenwegen et al. [8] are performed with parameter
setting MaxIter equal to 150. In that setting, the results of the ILS metaheuris-
tic deviate from the optimal solution by only 1.8% using 1 second of compu-
tation time on average. On a mobile device, computational resources are very
limited. Moreover, the tourist application needs almost real–time response as the
algorithm is executed each time the current plan becomes infeasible due to un-
expected events. In order to decrease the execution time, the value of MaxIter
is reduced. Experiments have been performed with MaxIter equal to 10, 20,
50 and 100. Table 2 presents for each combination of n and MaxIter the aver-
age number of POIs selected and the score gap between the original setting of
MaxIter equal to 150 and the reduced setting. The score gap is calculated by

ScoreMaxIter=150 − ScoreMaxIter=ReducedSetting

ScoreMaxIter=150
(1)

For problem instances with n = 10, MaxIter can be set to 10 without loss
of solution quality. For n = 20, MaxIter is set to 20. For larger instances,
a MaxIter setting of 50 seems appropriate, depending on the execution time.
Table 3 presents the minimum, average and maximum execution times for the
different experimental settings. For the sake of comparison, the experiment has
also been performed in a desktop setting, using a HP laptop with a 1.83 GHz
Genuine Intel processor equipped with 1 GB of memory.

On average, the maximum calculation time is 80 times higher for the mobile
device compared to the desktop setting. The maximum calculation time can
be seen as a worst–case scenario for the dynamic mobile tourist application. If
almost real–time is defined as a maximum calculation time of 5 seconds, MaxIter
should be reduced to 20 for instances of 50 POIs. This reduction results in a
quality loss of only 0.89%.

4 Conclusions

This paper presents a tourist decision support system for mobile devices that en-
ables planning a customised personal trip, maximising the interest of the tourist,
while keeping the opening hours of the POIs and the available time of the tourist
2 http://java.sun.com/javame
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into account. The planning problem is modelled as an orienteering problem with
time windows and is solved by a metaheuristic procedure, which is implemented
and tested on a small footprint mobile device. Notwithstanding the limited com-
putational resources, the system successfully solves instances up to 50 POIs in
an acceptable execution time. For the larger instances, not more than 1% of
the solution quality is sacrificed in order to keep the worst–case execution time
under 5 seconds. This small quality loss is insignificant for the application, con-
sidering the inherent shortcomings of quantifying a tourist’s personal interest in
a location.

Future work includes planning using public transportation between POI visits,
with the mobile device, and a field test to evaluate the system.
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Abstract. This article presents a distributed agent-based architecture that can 
process the visual information obtained by stereoscopic cameras. The system is 
embedded within a global project whose objective is to develop an intelligent 
environment for location and identification within dependent environments that 
merge with other types of technologies. Vision algorithms are very costly and 
take a lot of time to respond, which is highly inconvenient if we consider that 
many applications can require action to be taken in real time. An agent 
architecture can automate the process of analyzing images obtained by cameras, 
and optimize the procedure. 

Keywords: Stereoscopy, stereo cameras, artificial vision, MAS, agents, 
correspondence analysis, dependent environments. 

1   Introduction 

One of the greatest challenges for Europe and the scientific community is to find 
more effective means of providing care for the growing number of people that make 
up the disabled and elderly sector. The importance of developing new and more cost 
effective methods for administering medical care and assistance to this sector of the 
population is underscored when we consider the current tendencies. Multi-agent 
systems (MAS) and intelligent device based architectures have been examined 
recently as potential medical care supervisory systems [1][7][6][3] for elderly and 
dependent persons, given that they could provide continual support in the daily lives 
of these individuals. 

The study of artificial vision, specifically stereoscopic vision, has been the object 
of considerable attention within the scientific community over the last few years. 
Image processing applications are varied and include aspects such as remote 
measurements, biomedical images analysis, character recognition, virtual reality 
applications, and enhanced reality in collaborative systems, among others. 

The main topic of our research is part of a larger, global project whose objective is to 
develop a system for the care and supervision of patients in dependent environments, 
providing an environment capable of automatically carrying out location, identification 
and patient monitoring tasks. Such an environment would also allow medical personnel 
to supervise patients and simulate situations remotely via a virtual environment. In order 
to reach this objective, artificial intelligence techniques, intelligent agents and wireless 
technologies are used. 
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Fig. 1. System for the care and supervision of patients in dependent environments 

Within the larger scope of the project, the majority of the current attention is being 
focused on video surveillance, analysis and 3D representation modules. Our research 
specifically focuses on the development of an agent-based distributed architecture that 
allows the visual information obtained by stereoscopic cameras to be processed. 

The description of the overall project, along with a summary of the current state of 
the art is presented in sections 1 and 2 of this article. Section 3 focuses on the 
techniques used for analyzing the images. Once all the tools have been demonstrated, 
sections 4 and 5 will present the system proposal itself, and the results and 
conclusions that have been obtained. 

2   State of the Art 

This section will focus on stereoscopy and multi-agent systems (MAS), the primary 
mechanisms used in our system. Traditionally, the use of stereoscopy as a technique 
for reconstructing images has dealt with two problems. Using a two-dimensional pair 
of images with spatial coordinates (u,v), the left image (L) and right image (R), the 
correspondence problem attempts to find which two pixels mL(uL,vL) from the left 
image and mR(uR,vR) from the right image correspond to the same pixel M in three-
dimensional space (X,Y,Z). Once these pixels have been found, the reconstruction 
problem attempts to find the coordinates for pixel M[10].   

Addressing the correspondence problem is undoubtedly the most difficult task. 
Since there are generally several possibilities for choosing the element in image R that 
corresponds to the element in image L, the stereo correspondence problem is said to 
be ambiguous. It is necessary to determine which characteristics can be applied in 
order to reduce the ambiguity as much as possible. 

The ultimate goal of reconstruction is to find the coordinates for pixel M (x,y,z) 
based on the coordinates from the projections for the same point over the images 
(uL,vL) and (uR,vR) [10].   

The use of deliberative BDI (Belief, Desire, Intention) agents [2][4][8][17] is 
essential in the development of the platform we are proposing. Apparently, the human 
visual system deals with a high level of specialization when it comes to classifying 
and processing the visual information that it receives, such as reconstructing an image 
by texture, shadow, depth, etc. Computationally, it is difficult to compete with such 
specialization and separate from an image only the relevant information for any 
particular purpose. In response to this problem, we propose implementing an 
algorithm over a distributed agent-based architecture that will allow visual 
information contained in an image to be processed in real time. Because the system is 
capable of generating knowledge and experience, the effort involved in programming 
multiple tasks will also be reduced since it would only be necessary to specify overall 
objectives, allowing the agents to cooperate and achieve the stated objectives [14]. 
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3   Image Analysis: Phases and Techniques 

Techniques for three-dimensional image reconstruction can be classified as both 
passive and active[9]. Each type presents characteristics that are specific to the 
process of visual interpretation, but all of them present what could be considered to be 
common phases in our analysis. The idea is that after processing an image, we can 
define the resulting depiction as an iconic representation of the visible world. This 
“iconic model” does not need to represent all of the details from the image, only those 
that are necessary for developing the task we are interested in. The sequence of 
actions to take in order to complete the image analysis has been divided into the 
following modules (included within the image analysis system that is illustrated in 
figure 1):  

The data entry module that captures the images. Define the number of cameras that 
will be used, their placement, etc. In this case, the camera that was chosen for this 
case is the Point Grey [15] Bumblebee2, model BB2-COL-ICX424. The filtering 
model reduces noise, improves contrast, sharpens edges or corrects blurriness. Some 
of these actions can be carried out at the hardware level, which is to say with the 
features included with the camera [15]. The processing module can be considered the 
heart of the system since it is where the algorithms are applied to analyze disparities 
and the correspondence of the stereoscopic pairs, and where the distance 
measurements for the camera are obtained. The measurements will prove useful in the 
next phase for reconstructing the image. For this phase, the position recognition and 
3D representation modules will model the image with the data that is received. We 
will focus on the processing module. 

According to Marr and Poggio[11], there are three steps involved in image 
reconstruction. They are (i) select a specific pixel from the object in one of the images 
(preprocessing); (ii) find the same pixel in the corresponding image (correspondence 
analysis); (iii) measure the relative difference between the two pixels (disparity 
analysis and obtaining distance). 

The aim of preprocessing is to identify the representative characteristics of each 
image [13] that will be used to complete the analysis. A characteristic is a relevant 
piece of information for completing the computational task. It can be an edge, corner 
or blob. Many vision algorithms apply characteristics detector as the first step, and as 
a result, there is a large number of detectors that have already been 
developed[5][19][12]. With artificial vision, edge detection is the most commonly 
used and reliable techique. The Canny algorithm[5] is considered one of the best 
methods for edge detection. 

Regarding the problem for obtaining correspondence described in section 2, there 
are several strategies that can be classified in different ways[9]. 

Area based techniques consider the captured images to be a transferred two-
dimensional signal. For each one of the pixels in the image, they try to  
make a transfer, minimizing certain criteria (correlation). One of the most  
simple techniques is the Sum of Absolute Differences (SAD), since it operates 
exclusively with whole numbers. Given a pixel with coordinates (x, y) in the left 
image, a correlation index C(x, y, s) is calculated for each displacement s for the 
correlation window in the right image. To calculate the correlation index, 
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window centered on the pixel located at position (x, y) and Il, Ir are the gray values for 
the pixels in the left and right images respectively. The disparity dl(x, y) between the 
left and right image pixels is defined as displacement s which minimizes  
the correlation index: dl(x,y) = arg mins C(x,y,s). The bookstore that was used in the 
project (Triclops SDK) establishes a correspondence between the images using this 
technique.  

The techniques based on features obtain high quality primitives (edge, segments, 
curves, regions, etc.) that store a set of properties that remain unchanged with the 
projection. Among the different methods based on characteristics, there is the Marr-
Poggio computational theory[11], the Pollard-Mayhew-Frisby computational 
theory[16], or the techniques based on border segments. The PMF theory assumes two 
fundamental restrictions: the features contained in line “n” from the left image should 
likewise appear (allowing for certain disparity) in line “n” from the right image, thus the 
correspondence process would be carried out only between those features that are 
located on the same line in both images. The second restriction is given by the gradient 
disparity (GD) concept. 

Rubio de Lemus [18] applies a comparison and evaluation methodology of search 
algorithms for correspondences in stereoscopy, showing their most relevant aspects. 

The disparity calculation allows us to obtain the depth for each of the pixels on the 
image, obtaining one single image as the disparity map. Given that there is a direct 
correlation between the depth of the objects in an image and the disparity with a 
stereo pair, we can use the information from the disparity map as relative values for 
the depth of the objects. 

4   Stereo-MAS 

The process of stereoscopy vision is implemented over a distributed agent-based 
architecture, which allows it to run tasks in parallel using each service as an independent 
processing unit. It should be noted that because of the high computational costs, not all 

 

              

Fig. 2. (a) Diagram of the architecture. (b) Structure of the SAD algorithm 
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of the processes initially carried by the system are implemented to operate in parallel; 
only the correspondence algorithm. The system is comprised of a set of agents with 
defined roles that share information and services. The analysis of images supposes a 
complex process where each agent executes its task with the information available at 
each moment. Figure 2a illustrates the proposed multi-agent architecture. 

The applications consist of each of the programs can be used for accessing the 
system functionalities. The applications are dynamic and adaptable to the context, and 
react differently to particular situations (for example, if it finds itself in one particular 
room or another, or if the user has some type of disability) and the type of service 
requested. The services represent the bulk of the system functionalities at the 
information processing, submission and retrieval levels. The system should count on a 
flexible directory of local and remote services that can be modified, added or 
eliminated dynamically and on demand. 

The MAS function supports the coordination of agents that cooperate and share 
information that is necessary during the process of analysis. By breaking down the 
process of analysis described in the previous sections, the tasks generated are 
distributed among each of the system roles. The following roles were obtained: 
Classifier: in charge of receiving images, verifying the format, and changing it when 
necessary. Filterer: in charge of the basic filtering tasks. Coordinates filtering during 
the first phases either from the applications embedded in the cameras, or from the 
actual system of analysis. Preprocessor: in charge of extracting characteristics. It can 
use the extraction service deemed most convenient (Canny, etc.). Monitor: is in 
charge of controlling processes, assigns tasks to the other agents. Divides the images 
in blocks and assigns analysis tasks to the analyzing agents. The analyzing agents 
return the results and the Monitor sends the compressed information to the 
Reconstructor agent that is in charge of representing it three-dimensionally. Interface: 
this type of agent is designed to be embedded in user applications for direct 
communication with the platform agents. Analyzing: carries out the analysis of all 
correspondence. Reconstructor: gathers the information that has been analyzed and 
sends to the applications for 3D representation. Communicator: is responsible for the 
communications between applications and platform, and services and platform. It 
manages the requests for entry from the applications in order to be processed by the 
services. Supervisor: analyzes the structure and syntax of all of the messages entering 
and exiting the system, and supervises the correct functioning of the other system 
agents (periodically verify the state of all the agents registered in the architecture by 
sending ping messages). Directory: keep a list of all active services architecture. 

This case has worked on a prototype, implementing an analytical component by 
following two of the techniques studied for the analysis of correspondence: the PMF 
algorithm, based on characteristics, and the pairing algorithm SAD, based on areas. In 
both cases we optimizes the use of the algorithms by taking advantage of the benefits 
that they provide to the platform agents, distributing tasks and parallelization, thus 
reducing the overall processing time. 

PMF: The basis of the PMF parallelization of the correspondence algorithm was the 
restriction of the “correspondence between lines”. Based on this premise, the 
correspondence algorithm was executed for independent processing units, using only 
the two blocks of data contained in the same “line number” for each image as a 
parameter. After the images were reduced to their basic features, they were divided 
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into 20 blocks of 24 lines each (as the images used were 640*480). The length of each 
block is based on the size of the rows in the image to be processes. It is important to 
mention that we forced the formation of the blocks so that the 24 lines that mage up 
each block would not be listed sequentially in the image. That is, they were selected 
so that there are 20 lines of separation between them. An example of the contents of 
one block would be: A={0,20,40,60,80,100,120,140,160,180,200,220,240,260,280,300, 
320,340,360,380,400,420,440,460} and continuing likewise for the remaining blocks. 
This convention was adopted with the intention of uniforming the workload 
distribution among the agents, since there are usually certain areas in the image with a 
greater concentration of information. 

Once the blocks have been formed, the Monitor agent sends them for parallel 
processing in independent agents (Analyzing). When the last agent finishes its 
process, the information is compressed by the Monitor in order to create a 3D 
reconstruction. 

SAD: The stereo calculation is made with the Triclops library[20], which defaults to a 
pairing algorithm based on the Sum of Absolute Differences (SAD). As it is the 
method used in the libraries provided by Point Grey [15], we also implemented it, 
along with a proposal for optimizing the algorithm via the parallelization of the tasks 
by the algorithm. 

The algorithm used should be broken down into a series of sub-functions, which 
perform sequentially in the dataflow. These sub-functions are assigned to the 
Analyzing agents by the Monitor agent who is in charge of identifying the sub-
functions that must be carried out in the correspondence analysis, and assigning the 
tasks to each of the Analyzing agents. The structure of the algorithm is shown in 
figure 2b. In order to have access to the neighboring pixels in the correlation window, 
once they have been scanned, the FIFO (First In, First Out) system is used in the 
Monitor agent for the left and right images (Il, Ir), represented as Dl and Dr. The 
absolute difference between the pixels in the right and left images is calculated in  
the modules DAl, where l = 1, 2, … dmax, and dmax is the maximum displacement in 
the correlation window. The correlation index is calculated in modules ICi. The 
calculation of the absolute difference and that of the correlation index are performed 
in parallel by the Analyzing agents. The disparity dl(x, y) is determined by comparing 
all of the correlation indexes that correspond to the dmax displacements. The MI 
module determines the minimum correlation index and provides the disparity dl(x, y) 
as well as the minimum correlation index Cmin(x, y, dl(x, y)), which can be used to 
calculate a confidence index for the pairing. 

5   Results and Conclusions 

The proposed agent-based architecture allows us to automate our analysis and 
optimize its performance. The use of agents provides a great deal of flexibility since 
they can help move the code to places where immediate action is required and 
answers can be obtained in execution time, autonomously and without interrupting 
services. Additionally, we reduce the need to program multiple tasks since it is only 
necessary to specify the overall objectives for the agents to cooperate and work 
together to achieve the stated objectives. The stereoscopic vision algorithms are 
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implements in the architecture, allowing tasks to be carried out in parallel, using each 
service as an independent processing unit. 

Initially, the algorithm we chose to optimize was the correspondence algorithm, 
since computationally it is the most expensive. We defined two proposals for the 
parallelization of correspondence techniques: the PMF algorithm, based on 
characteristics, and the SAD algorithm, based on areas. The “Analyzing” agent 
prototype was implemented because of its ability to carry out this type of analysis. 

The first 5 images in figure 3 show the processing of a sample PPM (Portable 
Pixmap Format) image composed of three stereo images. 

 

 

         

Fig. 3. Processed image results. From left to right: original image; disparity map using edge 
detection; disparity map obtained without using edge detection; use of the Sobel method on the 
first sample image; depth map obtained using Sobel (default mechanisms used in Triclops); 
original sample stereo image right; extraction of characteristics by number of lines n on the 
original image; edge detection and extraction of characteristics by number of lines m>n. 

We can use the information extracted from the disparity map as values relative to 
the depth of the objects. The darkest values represent the farthest objects on the 
image, while the lightest values represent the closest objects. Preliminary results 
showed that the edge detection is one step that, while it may not be necessary, is very 
useful since it helps us with environments in which lighting conditions change 
notably. For this reason we decided to expand the prototype by adding more 
functionalities. In this case, we developed the Sobel [19] and Canny [5] edge 
detection algorithms. We can see how the disparity map reflects the depth of objects 
much better than the original image, even though it uses a gray-scale. 

The next step was to develop the following correspondence analysis technique 
based on PMF characteristics. The last 4 images to the right in figure 4 illustrate the 
sequence of the results obtained. 

In order to carry out an objective comparison, the algorithms were applied without 
enhancements. In order to perfect the results, we developed filters and masks that can 
adapt to the characteristics of the image (for example, converting JPG stereo images 
to PPM, and converting to color to gray scale), although the results are not presented 
in this paper. Additionally, we proposed an improvement in both algorithms using an 
agent architecture for their parallelization. 
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Abstract. The Electronic Patient Health Record (EPHR), as the basis
for future ehealthcare systems, suffers from public suspicion and doubt
regarding its security and exploitation.

In this paper a mechanism permitting patient empowerment to in-
crease public acceptance of the EPHR is introduced, which also has the
benefits of making its use more secure. We argue that the use of steganog-
raphy (information hiding) to embed distributed personal patient details
within the patient’s medical data increases the personalised and partic-
ipatory aspects. It also empowers the patient to have more control over
the use of their own personal data. We discuss a hierarchical watermark-
ing scheme for the embedding of multiple watermarks to provide different
levels of security under patient control.

1 Patient Empowerment and the EPHR

This paper considers a technical solution to problem of patient empowerment
over their own electronic patient health record, thus allowing for personalisation
and participatory aspects automatically.

In February 2007 the ARTICLE 29 Data Protection Working Party of the
European Union, published a ‘Working Document on the processing of personal
data relating to health in electronic patient health records (EPHR) [1]. The aim
was to provide much needed guidance on the interpretation of the applicable
data protection legal framework for EPHR systems, and was in support of EU
Directive 95/46/EC on the protection of individuals with regard to the process-
ing of personal data and on the free movement of such data [2]. Essentially, this
Working Document [1] has now created a new baseline for all EPHR systems.
However, this document has not been without controversy. In response to this
important working document, the Patient and Citizens Task Force of EHTEL
(European Health Telematics Association), produced a response [3] which criti-
cised its lack of appropriate recognition of patient rights versus legal positioning.
Amongst their recommendations are: (emphasis added):

– The patient has the right to expect that his or her privacy is respected
and protected and that the EHR is handled with due regard to professional
duties of confidentiality

– The patient should be considered to be the master of the Electronic
Health Record

J. Cabestany et al. (Eds.): IWANN 2009, Part I, LNCS 5517, pp. 1264–1271, 2009.
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– Technical innovations should be explored to handle specific situ-
ations where the patient may wish to have information withheld
from certain organisations or individuals.

– Managers and administrative staff should only have access to personal med-
ical information on an exception basis and only after they have signed an
appropriate confidentiality agreement.

– The provision of a log-book showing who has accessed the EHR
and what actions they have taken is considered to be an essential
safeguard.

– Every eHealth system should have an associated security policy that clearly
describes how the confidentiality, integrity and availability of records will
be preserved. This should be freely available for patients to access. System
administrators should not have the right to access personal medical data.

These concerns imply a change in emphasis towards a more participatory role
of the patient and empowerment of the individual over usage rights of their
medical information.

Participatory healthcare systems can only succeed when the patient is em-
powered with control of his personalised EPHR. Confidence in the creation and
utilisation of the EPHR therefore is central for a healthcare system. Current
security protocols do not address these societal concerns, and the lack of data
standards prevents global solutions.

2 A Steganographic Proposal

In this paper we further investigate a more technical solution based on the
information-hiding science of steganography [4]. The patient’s digital medical
records (such as image scans or time series EEG traces) are regarded as ‘cover-
text’ data which we denote as c in which secret ‘messages’ denoted by m can
be invisibly embedded [5]. These messages could be personal information that
the patient wants to remain private, or a special access code known only to the
patient, needed to unlock the private information. We can now hide multiple
watermarks of different characteristics into a single covertext. So there could be
several messages of differing degrees of sensitivity depending on who needs to
see them. Controlling this access by digital means would allow the patient to au-
thorise who has access to the personal information in the EPHR, whilst allowing
the raw biomedical data still to be accessed by clinician or researcher. This leads
to participation from patients in their active personal healthcare management.

In the biomedical domain a private watermark has to be robust to attacks,
must be imperceptible (not cause visible distortion to the cover) and must also
be capable of carrying sufficient information (rate of information). These three
properties of a watermark form a trade-off against each other and therefore need
to be calculated based on the application.

Watermark data inserted into low frequencies is more robust to distortions
such as filtering, lossy compression and hence can be be used for watermarks
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requiring a high security. Watermark data inserted into middle and high fre-
quencies is typically less robust to low-pass filtering, lossy compression and hence
useful to embed watermarks used for tamper detection. Since the advantages and
disadvantages of low and middle-to-high frequency watermarks are complemen-
tary, embedding multiple watermarks (namely, one in lower frequencies and the
other in higher frequencies) would result in a hierarchical multiple watermarking
scheme providing multiple applications [6].

In this paper we take a biomedical time series as an example covertext c and
show how multiple hidden messages, or watermarks mi can be embedded and re-
covered simultaneously. We compare two candidate approaches to this problem:
The discrete wavelet transform approach (DWT), an example of an orthogonal
transform of the covertext, and the independent component analysis approach
(ICA), a non-orthogonal transform of teh biomedical covertext providing statis-
tically independent sources in which the messages can be hidden.

3 Categorisation of Multiple Watermarks

We categorise the following 4 levels of hierarchy useful in the EPHR context:

– Tamper Detection, m1: A random binary string embedded randomly
across the entire length of c to provide tamper detection. This has to be
known by the decoder at the receiving end.

– Diagnostic Information, m2: Textual details including specification of
medical tests, diagnosis results, doctors’ notes. m2 may be used at the de-
coder for further processing of the medical data.

– Data Provider Authentication, m3: Clinician’s name or identification to
be used as record of source identification.

– Patient Privacy, m4: Patient’s personal details embedded to prevent iden-
tification of the ownership of a medical record by unauthorised users of the
patient data.

m4 representing personal details requires a high level of robustness to remain
hidden/unaltered from malicious attacks, while m1 is used to estimate the level
of attack, and hence needs to be fragile and be destroyed if the cover work c un-
dergoes any transformation. Hence the watermark characteristics list a hierarchy
from fragile to robust watermarking.

4 Data and Experiment

We validate the above ideas by the results of an information hiding experiment
on low dimensional time series biomedical data.

The following procedure has been tested in the experiments:

1 An EEG signal of 100s, c is transformed using either DWT or ICA, T .
2 Messages 1 to 4 are embedded in the selected transform domain components

of c, C.
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3 The signal with the embedded data c̃ is reconstructed by applying the inverse
of the applied transform, T −1 to the watermarked C, C̃.

4 As a compression attack, c̃ is modelled as an autoregressive process of order
six. The compression method is based on the AR process presented in [9].

5 The attacked watermarked EEG signal, ĉ is reconstructed at the receiver
using the prediction coefficients polynomial A, the N initial coefficients of c̃
and the error coefficients ep.

6 Recovery of the embedded message for both the DWT and ICA methods is
attempted. The bit error rate dist is calculated for each of the embedded
messages to find the corresponding bit error rate.

7 Steps 2 to 6 are repeated a hundred times and the mean bit error rate is
calculated for each message.

5 Deriving Multiple Channels to Embed Multiple
Watermarks

In order to embed the four watermarks of differing security requirements, four
signals with matching characteristics are derived from the one-dimensional EEG
as follows.

5.1 DWT

The wavelet transform of a one-dimensional signal generates two wavelets da

representing the scale coefficients of c and db the translation coefficients of c.
The two wavelets are derived using a suitable mother wavelet ψ. ψ here denotes
the Haar wavelet. Cai+1 and Cbi+1 are obtained by applying the DWT trans-
form to Cai . Ca represent the slow moving components of the signal (the low
frequency content) while Cb represent the high frequency components. Cbi for
each increasing level of decomposition represent signals of decreasing frequency.

5.2 ICA

The one-dimensional EEG signal c in the ICA based watermarking method is
transformed into an embedding data matrix X using delay embedding [10].

Delay embedding of c with delay of one sample between two successive delay
vectors, di and di+1, and an embedding window of size p is used: di = c[i, . . . , p+
i− 1] where i = 2, . . . , Nov, and X = [d1;d2; . . . ;dNov ]′. The input to the ICA
is Xp×Nov where p = 83 was chosen.

[S,W] ICA← X.

The rows of S represent the estimated independent sources and rows of W
represent the independent components. Four sources smi , smii , smiii and smiv are
chosen from the l sources based on the spectrum of each source. A low frequency
spectrum source contains a high information content of c. The source with a high
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information content is more robust to compression compared to the source with a
low information content. sm1 , sm2 , sm3 and sm4 are ordered in terms of increasing
information content represented as smi where i=[1, to 4]. For each watermark mi,
Ki is the set of samples representing one of the four selected sources. ki ∈ Ki

is randomly selected to embed the watermarks. The p sources were clustered
into four different groups based on distances between the frequency spectra to
distinguish the effect of embedding information in a particular source on the
watermarked EEG.

The sources in each cluster have different spectra, hence the effect of a com-
pression attack on a source in one cluster is different from the effect of compres-
sion on a source in a different cluster. A representative of each cluster was used
to embed each of the four watermarks.

6 Watermark Generation, Embedding, Transmission and
Decoding

6.1 Watermark Generation

Four different watermarks of varying levels of robustness requirement were gen-
erated as in [7]. The characteristics of each watermark in our case is different as
we believe that the personal details of the patient require the highest security.
Any attempt by an intruder with the best possible resources and knowledge of
the watermarking technique must not result in the personal details being recov-
ered correctly. The four watermarks are ordered in increasing order of privacy
and security requirement with m4 requiring the highest security.

6.2 Watermark Embedding

Embedding of the watermarks is achieved based on the standard method known
as quantisation index modulation [8]. The number of quantisation levels were
chosen to depict the robustness of the DWT/ ICA method under a compression
attack. We denote the watermark embedding of a message mi in a source smi

using the samples ki to give a modified, watermarked source s̃mi as

F(mi, smi ,ki) → s̃mi .

DWT. In the DWT based watermarking method Cb4 is more suited to carry
the message requiring the highest level of privacy and protection m4.

mi is embedded in the translation coefficients of Cbi , where i=[1 to 4]. ki ∈ Ki

are chosen randomly to embed mi. The watermarked wavelet coefficients C̃bi are
obtained. Applying the inverse of the DWT decomposition to the scale and
translation coefficients, c̃ is obtained.
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ICA. The source containing signals of low frequency, was used to embed m4
which requires the highest robustness to attack. The source containing higher
frequency distribution was used to embed the fragile m1.

The watermarked estimated sources matrix S̃ contains the four watermarked
sources s̃mi and the l − 4 unwatermarked sources. Applying W−1 to S̃, X̃ is
obtained,

X̃ = W−1 ∗ S̃.

6.3 Watermark Transmission

The watermarked document c̃ is corrupted during transmission due to inten-
tional/common signal processing distortions η, resulting in an attacked water-
marked document ĉ.

c̃ + η → ĉ.

η in the experiments refers to a compression attack. The compression of c̃ is
achieved by representing the one-dimensional signal as an AR process of order
6. The ICA based method requires the exact separating matrix W used by the
encoder at the decoder to decompose the received ĉ into estimated sources [11].
The matrix W acts as a key and prevents illegal estimation of the embedded in-
formation. This indicates that the level of security for the embedded watermarks
is higher in the ICA compared to the DWT.

6.4 Watermark Decoding

ĉ is transformed using DWT or ICA to obtain the wavelet decomposition/
estimated sources respectively. By applying the nearest integer level decoding
technique an estimate of the embedded message is obtained.

The inverse of the watermark insertion and watermark generation process is
applied sequentially to ĉ to obtain estimates of the embedded messages, m̂i.

T (ĉ) → Ĉ.

F−1(Ĉ(k)) → ˆWM.

ˆWM → m̂.

The verification of the decoding process is conducted by calculating the Ham-
ming distance, dist between the binary watermarks embedded in c and the
estimated watermarks from ĉ. dist =

∑
(WM ⊕ ˆWM). In the absence of any

knowledge of m at the decoder a predetermined threshold value is used to de-
termine the presence of m̂.

7 Results

The watermark reconstruction error is calculated by comparing the retrieved
watermarks at the decoder to the original embedded watermarks.
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Fig. 1. Decoded error for each watermark using DWT
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Fig. 2. Decoded error for each watermark using ICA

The signal (c) to noise (DEmb) ratio of c̃ using the ICA technique was 42.86dB
and in the DWT method 48.79dB. This SNR was calculated for the largest
value of δ required to decode the watermarks with zero error. The performance
of both the ICA and DWT in terms of imperceptibility can be regarded to be
acceptable.

Figures 1 and 2 depict the comparison of the performance of the DWT and
ICA techniques for η. The value of R in both the methods of embedding infor-
mation remaining equal totalling 5.62 bits per second of the EEG, the number
of quantisation levels for both the DWT and the ICA being the same, the bit
error rate for the ICA method is much lower compared to the DWT method.

The DWT based watermark embedding does not respond as designed against
the LPC attack. If the attack is severe c will be compromised which renders it
useless for diagnosis. As shown from our experiments, the ICA approach provides
more control over security and distortion for a given data rate.
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8 Conclusion

We have illustrated that hierarchical information-hiding approaches exist with
differing levels of sensitivity. This mechanism can be used to permit patient-
control over who has access rights to private parts of data. This is independent
of other measures of data security such as encryption which could also be applied
in tandem.
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Abstract. In this work a memetic algorithm for the Bus Network Scheduling 
Problem (BNSP) is presented. The algorithm comprises two stages: the first one 
calculates the distance among all the pairs of bus stops, and the second one is a 
MOEA that uses a novel simulation procedure for the calculus of the fitness 
function. This simulation method was specially developed for the BNSP. The 
EA used for the second stage was selected between the IBEA, NSGA-II and 
SPEA2 by means of some PISA tools. As a result of this experimentation, the 
SPEA2 was preferred since it presents the more spread solution set. 

Keywords: Memetic Evolutionary Algorithms, Bus-Network Scheduling 
Problem, Optimization, PISA. 

1   Bus-Network Scheduling Problem 

People travel everyday in the cities with the bus network system. The design of a bus 
network involves the satisfaction of the interests of the net’s entities [4]: the user, who 
is a passenger of the buses, and the operator of the lines. These entities usually have 
different expectations for the bus network, which are generally confronted. The Bus 
Network Scheduling Problem (BNSP) deals with the task of finding a bus network, with 
the maximization of quality of the service and the maximization of the benefit for the 
transport operator [4]. The main challenging edges of this problem lie on its NP-
complexity [3], economic and social interests, and technical difficulties. Furthermore, an 
extra hindrance is constituted by the need to consider temporal features in the model.  

In this work, we have focused on the line-scheduling and route-design activities, 
and the entities, user and operator, are considered with the same level of importance. 
In essence, several stages were established for the memetic algorithm, by means of 
the combination of Multi-Objective Evolutionary Algorithms (MOEAs) based on the 
PISA platform [2], a Greedy Randomized Adaptive Search Procedures (GRASP) [14] 
and a Simulation tool, which was included in order to proportion representative time-
related elements for the calculation of fitness values, which are necessary to carry off 
the dynamics of the real scenarios with precision.  



 Bus Network Scheduling Problem: GRASP + EAs with PISA * Simulation 1273 

This paper is structured in five sections. In section two, the equations that are used 
to model the entities that participate in the problem are introduced. Then, in the main 
section of the article, each stage of the memetic algorithm is presented. The fourth 
section contains the experimental studies based on an academic case of study, and an 
analysis of the results. Finally, the last section discusses the conclusions. 

2   Entities of the BNSP 

Due to its structural complexity, methods that have previously tackled the BNSP do 
not contemplate the randomness of real systems. The objectives of the problem, 
related to each of the entities, are modeled through equations, which will be used by 
the MOEA to guide the search. The equation associated to the operator is: 

( )
M M

L L L L L
L=1 L=1

FO = AF  T - D  K∑ ∑  (1) 

In the Equation 1, the rent for the transit network is represented with AFL (the 
total client influx for line L) and TL (the price for a journey in the line L). In contrast, 
the cost of the operator is relative to the total travel distance for each line L (DL) and 
the unitary operative cost of operation per kilometer for the line L (KL). FOL 
corresponds to the economic benefit of the operator. 

The equation associated to the user is defined as follows: 

M M N N

L ijL ijL
L=1 L=1 i=1 j=1

WJAFU ( + +  )  VST  Vηtδt tijL ijL ijL
⎡ ⎤

= ⎢ ⎥
⎣ ⎦

∑ ∑ ∑∑  (2) 

For a customer of line L, in the equation 2, tA
ijL represents the access time (the time 

between the arrival of the bus and the payment of the journey), tJ
ijL is the journey  

time, and tW
ijL characterizes the waiting time. VSTijL denotes a subjective value for the 

time corresponding to each pair origin-destiny (i,j) that employs line L; δ and η are 
the relative weights between access time and waiting time with respect to the journey 
time. Finally, VijL is the number of journeys for each pair (i,j) that employs line L. In 
Equation 2, FUL represents the cost related to transporting a client in line L.  

From the formulation of these equations arises the need to model the attribute of 
time [5]. For this reason, in a later subsection this feature will be explained in the 
context of the calculation of the fitness function in the EA. 

3   Memetic Multi-Objective Evolutionary Approach 

The main stages of the algorithm comprise the initialization, which constitutes the 
estimation of the paths between each pair of bus stops and the corresponding 
distances; and the core, which yields the entire bus network. The memetic algorithm 
defines the routes and distances between any pair of bus stops by means of the 
GRASP method. Then, the MOEA performs the most important task assisted by the 
simulation tool (Figure 1). 
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Fig. 1. Memetic algorithm’s layout 

The MOEA stage was designed using the PISA platform [2], which is an interface 
for search algorithms that splits an optimization process into two modules. One module 
contains all the parts that are specific to the optimization problem, e.g., evaluation of 
solutions -simulation tool-, problem representation, and variation of solutions, and is 
called the Variator. The other module contains the parts of an optimization process 
which are independent of the problem, and it is called the Selector. For this work, we 
have designed a Variator specific for the BNSP, and we have combined it with the 
Selectors corresponding to the IBEA [16], NSGA-II [7] and SPEA2 [18] optimization 
algorithms. The reason for the selection of these MOEAs is that they are the most 
recommended evolutionary optimizers in the literature. In the following sections, we 
will describe the main features of the implemented Variator.  

3.1  GRASP Stage 

For the BNSP treatment, a classification of a node map was introduced. A node is any 
point in the map. In particular, bus stops are special nodes since it is important to know 
the distance between one bus stop and the others. When a line has the same bus stop in 
its route as another line, then this shared bus stop is called a transfer point. The 
difference between bus stops and transfer points is crucial for the understanding of the 
whole procedure. Greedy Randomized Adaptive Search Procedure (GRASP) is an 
exploratory local search method used to solve combinatorial optimization problems 
[14]. The GRASP constitutes the initialization stage and it works on two bus stops for a 
given graph that contains all the nodes. In the constructive phase, it generates a sub-
optimal route of nodes between both bus stops, and it also yields the distance between 
them. The local search procedure takes the best route generated in the constructive 
GRASP step and examines the neighborhood of each node to find a better solution. 
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3.2   Multi-Objective Evolutionary Algorithm Stage 

Several authors have shown that EAs succeed in obtaining sub-optimal solutions for 
NP-Hard problems [1, 8, 13]. In this work, a Variator for the BSNP was specifically 
implemented. It starts from a set of parameters, the distances between bus stops 
obtained through GRASP, and an initial population randomly generated. Each indivi-
dual of the population represents a bus network. The EA evolves the population until 
several satisfactory bus networks are achieved in the last generation. The parameters 
are the following: number of bus stops with concentrated demand (BI), information of 
each bus stop (position, time between arrivals), number of lines (M), fee for travelling 
with each line L (TL), unitary cost of operation per kilometre for each line L (KL), 
starting nodes BS, return nodes BF, and maximum capacity of buses CMAX. 

3.2.1   The Individuals 
An individual represents a bus network by means of a set of lines. Each route of a line 
is modeled by an ordered list of integers, starting from an initial bus stop BS and 
ending with a final bus stop BF. Note that not all the integer strings constitute feasible 
solutions. Restrictions related to the feasibility of individuals are expressed according 
to the Set Theory. Consider that L1, L2,…, LM are the lines represented by the 
individual x. A feasible solution for the BNSP should fulfill these constraints: 

1. The solution should contain the same number of routes as the amount of lines (M) 
that were defined as input parameter of the algorithm (Equation 3). 

x = {L1, …, LM} (3) 

2. The number of transfer points should be consistent with the input parameter for the 
GA (Equation 4). 

L L L Li j i j,i j∀ ∃ ≠ ⇒ ∩ ≠ ∅  (4) 

3. All the bus stops should be present at least in one of the lines (Equation 5). 

{ } { } { } { } { } { }1 2 ML L ... LS I FB B B = ∪ ∪ ∪∪ ∪  (5) 

3.2.2   The Genetic Operators 
The genetics operators implemented in the Variator have a direct relationship with the 
BNSP and the individual’s representation. 

Crossover. A variation of the two-point crossover was adopted for this problem. By 
using the constraints defined in equations 3-5, if the crossover produces unfeasible 
children, they are discarded and new cut-points are selected. 

Mutation. Two cases were implemented: edge and node mutation. Edge mutation 
randomly chooses two edges from two different routes and inverts them. There are 
two alternatives for node mutation: to insert the randomly selected node into another 
route or to introduce it into the same route. In both cases, if the resulting individual is 
unfeasible, it is discarded and the original individual is mutated again. 
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3.2.3   Fitness 
Taking into account that FOL and FUL are two objectives of this problem, there is not 
only one solution for the problem. Moreover, both objectives are equally important. 
For this reason, in this paper we are proposing a multi-objective EA with the Pareto 
frontier concept to tackle this problem [9]. In this context, the FOL objective in 
Equation 1 is redefined in order to minimize this goal, and Equation 6 shows the new 
formulation of this objective. 

M

LL=1
1 1 FO+∑  (6) 

Simulation. For the formal BNSP treatment, it was necessary to apply simulation 
techniques related to queue theory and access to resources. The static structure of a 
bus network is basically composed of different routes, the operator’s fleets, the 
network users, and the transfer points. A transfer point is present in more than one 
route. This case may be associated to a user-change-of-unit center that connects the 
transport network and enables the user to access every point. It should be considered 
that a bus moves from the initial line stop to the final one, and then it travels back 
towards the initial point. During the simulation, each entity is associated to some 
information that should be obtained and that is later used to calculate the fitness. For 
each user, we are interested in its own waiting time (tWijL), trip time (tJijL), and access 
time (tAijL). Each bus stop keeps two lists: a list of clients who are queuing, i.e. 
waiting to get into a mobile, and a list of the users that will arrive to that stop. It also 
stores information on the number of users that arrived to this center (VijL). The line’s 
attributes include a list of the nodes the line goes through, its fleet and the total influx 
of trips (AFL). The simulation time progresses in a discrete and synchronic way. For 
our problem instance, the planned event that advances the simulation clock is the 
arrival of a mobile to a node. Before beginning the simulation effectively for a 
mobile’s working-day, the arrival of all the clients to the respective transfer centers is 
generated, and they are put on the customers’ list that will potentially arrive to the 
stop. The simulation begins by generating each mobile’s arrival to its route’s initial 
point. The clock advances to the first arrival of the first transport of the fleet. Besides, 
the transport arrival to the next node is planned considering the present clock and the 
distance that has been traveled, which was obtained through GRASP. In this way, the 
clock moves forward until the simulation ends. 

3.3   Working Out the Challenging Puzzle 

In this section, we will explain how all the aforementioned pieces are assembled.   
Firstly, the GRASP calculates the different paths and distances between every pair of 
bus stops. Then, based on the “map” yielded by the GRASP stage, the Variator builds 
a random population of feasible bus networks. Later, in order to evaluate the fitness of 
the individuals in the population, it is necessary to calculate the value of each one of 
the objectives, FOL and FUL to be short. For this aim, the algorithm simulates a day  
of work, and returns the values for the variables that are necessary for the calculation 
of the eqs. 2 and 6. Afterwards, the Selector (IBEA, SPEA2 or NSGAII) chooses the 
parents for the next population. The parents are crossed and the children are mutated. 
This is performed in every generation until a given generation number is reached. 
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4   Experimental Results  

In this section, an academic case study is presented, and the results achieved by the 
memetic algorithm are reported and analyzed. The experiments were carried out on 
the map of a hypothetical city that is represented with 100 nodes, 2 initial stops (BS), 
6 intermediate stops (BI), and 2 final stops (BF). The goal is to design the routes for 
two bus lines L0 and L1. There is room for 25 people in each bus, which is the 
maximum amount to be admitted. For this experiment, we modeled only one time 
frequency (the morning) that is set at the beginning of the run with 20 minutes.  

For the EA stage of the memetic algorithm, IBEA, NSGA-II and SPEA2 have been 
evaluated with 50 runs and 100 generations over the academic case. For the 
experiment, α=100, μ=50 and λ=50. These values were selected from a few 
preliminary runs. In the case of IBEA algorithm we chose the Additive Epsilon 
Indicator and the rest of the parameters were set to the default values.  

The metrics applied in the evaluation of the MOEAs are Dominace Ranking [12], 
the Hypervolumen Indicator I-

H  [15], the multiplicative version of the Unary Epsilon 
Indicator I1

E [17] and the R2 Indicator I1
R2 [11]. If a significant difference can be 

demonstrated using the dominance ranking, the only purpose of the Quality Indicators 
is to characterize further differences in the approximation sets. On the other hand, if 
we cannot establish significant differences by means of the dominance rank, then the 
Quality Indicators can help us in the decision of which one of the optimizers is better. 

For the parameter of the indicators, the default values of PISA’s parameters were 
maintained, since the objectives are automatically normalized to the interval [1..2]. We 
have considered the algorithms in ordered pairs, and we have applied the one-tailed 
Mann-Witney [6] rank sum. None of the results is statistically significant regarding an 
overall significance level α=0.05. This shows that none of the MOEAs generates better 
approximation sets respect to the others. Next, unary quality indicators were applied 
using the normalized approximation sets and the reference set. The indicators were 
Unary Epsilon Indicator I1

E, Unary Hypervolume Indicator IH and R2 Indicator I1
R2. 

The distribution of the resulting transformed approximation sets can be graphically 
visualized using conventional box plots (see Fig. 2). 

A non-parametric statistical test was applied to the transformed approximation sets 
in order to obtain valid conclusions about the quality of the optimization methods. In 
this paper, Fisher test [16] has been chosen. The Table 1 shows that there are no 
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Fig. 2. Box plots for different unary indicators 
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Table 1. Fisher test over the Quality Indicators  

IBEA NSGA-II SPEA IBEA NSGA-II SPEA IBEA NSGA-II SPEA
IBEA - 0.05998 0.08998 IBEA - 0.14782 0.24546 IBEA - 0.09732 0.16856

NSGA-II 0.93792 - 0.52518 NSGA-II 0.85175 - 0.62742 NSGA-II 0.90272 - 0.57412
SPEA2 0.91210 0.46918 - SPEA2 0.75804 0.36888 - SPEA2 0.83356 0.42332 -

Multiplicaticative Epsilon Indicator Hipervolumen Indicator R2 Indicator

 
 

significant differences between the results for the algorithms on the BNSP. 
Considering that several tests were applied and that none of them could establish a 
significant difference between the MOEAs, the last chance is to evaluate them 
considering the attainment surface plots generated by the MOEAs in each run. 

The Figure 3 shows that there are not considerable differences between the 
MOEAs. However, the graphic shows that SPEA2 has the most convenient sets of 
solutions and the solution space in each run is largely more spread than the others. 
Due to that, decision makers have the last opinion on the most convenient MOEA for 
the resolution of BNSP. Therefore, since the SPEA2 exhibits the most spread solution 
set, this EA is preferred from the others. 

 

 

Fig. 3. Attainment surface plots for the first eight approximation sets generated by IBEA, 
NSGA-II and SPEA2 

5   Conclusions 

In this work we have presented the main features of a memetic stochastic technique 
built to solve the bus network scheduling problem. The technique gathers a map 
initialization tool implemented by a GRASP, with a route and scheduling method 
based on a MOEA with novel simulation features for the treatment of some dynamic 
aspects of the problem.  

Several tests were carried out with the objective of comparing and choosing between 
three MOEAs, by means of the analysis tools provided by the PISA platform. SPEA2 
was selected for the second stage of the memetic algorithm, since it presents the most 
spread set of solutions. In this manner, a complete memetic strategy for the bus network 
scheduling of real congested urban areas has been introduced. 
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and Ramón Gallardo

Pattern Classification and Image Analysis Group. University of Extremadura,
Elvas av., 06006 Badajoz (Spain)

jesus@capi.unex.es

Abstract. The aim of this work is to demonstrate the alternative of
using Independent Component Analysis (ICA) as a dimensionality re-
duction technique combined with Artificial Neural Networks (ANNs) for
wine classification in an electronic nose. ICA has been used to reduce
the dimension of the data in order to show in two variables the discrimi-
nation capability of the gas sensors array and as a preprocessing tool for
further analysis with ANNs for classification purposes.

Keywords: independent component analysis, neural networks, electronic
nose, data processing.

1 Introduction

The quality of wine is influenced by different sensory characteristics. The most
important is aroma [1]. This attribute has a 70 % weight in sensory panels with
respect to texture and taste. Electronic nose (e-nose) technology has emerged
as a possibility for aroma profile analysis. The e-nose basically consists of an a-
rray of gas sensors with different selectivity, a signal collecting unit, and pattern
recognition software [2]. Pattern analysis constitutes a critical building block
in the development of gas sensor instruments capable of detecting, identifying,
and measuring volatile compounds, a technology that has been proposed as an
artificial substitute of the human olfactory system. The successful design of a
pattern analysis system for machine olfaction requires a careful consideration
of the various issues involved in processing multivariate data (see fig. 1): signal
preprocessing and feature extraction, dimensionality reduction, classification, re-
gression or clustering and validation [2][3]. A variety of Pattern Recognition and
Machine Learning techniques is available for each module and only preprocessing
module is sensor dependent.

The initial block in the figure 1 represents the e-nose hardware. The data
processing starts after the sensor signals have been acquired and stored into
the computer. The first computational stage, called signal preprocessing, serves
various purposes; including compensating for sensor drift, extracting descriptive
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c© Springer-Verlag Berlin Heidelberg 2009



Wine Classification with Gas Sensors Combined 1281

Fig. 1. Stages of typical signal processing in an electronic nose

parameters from the sensor array response and preparing the feature vector for
further processing. A dimensionality reduction stage projects this initial feature
vector onto a lower dimensional space in order to avoid problems associated
with high-dimensional, sparse datasets. The resulting low-dimensional feature
vector is then used to solve a given prediction problem, typically classification,
regression or clustering.

Classification tasks address the problem identifying an unknown sample as
one from a set previously learned odorant. In regression tasks, the goal is to
predict a set of properties (e.g., concentration, quality) for an analyte, typically
a complex mixture. Finally, in clustering tasks the goal is to learn the structural
relationship among different odorants. A final step, sometimes overlooked, is the
selection of models and parameter setting and the estimation of true rates for a
trained model by means of validation techniques.

2 Material and Methods

A home-made and home-developed electronic nose was used to perform the mea-
surements of wine samples. This section describes the e-nose and the data pro-
cessing system.

2.1 Wine Samples

A total of 26 commercial wines (19 red and 7 white) from different regions
were tasted by a sensory panel and analyzed by the electronic nose for the
experiment. A list of wine samples is shown in table 1. Wine samples were
acquired in specialized shops and supplied by collaborator wine cellars.

2.2 Electronic Nose

An array of 16 thin film tin oxide sensors was prepared in our laboratory by RF
sputtering onto alumina and doped with chromium and indium. Sensor thickness
varied between 200 and 800 nm. The array was placed in a 24cm3 stainless steel
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Table 1. Wine samples measured by the e-nose and tasted by the sensory panel

Num. Wine Type of wine
W1 PIOZ (Guadalajara, Spain) Young white
W2 Viña Esmeralda (Miguel Torres, Spain) Young white
W3 Castillo de san Diego (B. Barbadillo, Spain) Young white
W4 Marqués de Riscal (Rioja, Spain) Young white
W5 Viñas del Vero (Somontano, Spain) Young white
W6 Don Alvaro de Luna Albillo 2001 (Madrid, Spain) Young white
W7 Albariño 2003 (B. Mart́ın Códax, Spain) Young white
R1 Puerta de Alcalá 2003 (Vinos Jeromı́n, Madrid, Spain) Young red
R2 Cillar de Silos (Bodegas de la Villa, Spain) Young red
R3 Castillo de Olite (Bodegas Artesanas, Spain) Young red
R4 Cabernet Sauvignon Encin 2003 (Madrid, Spain) Young red
R5 Ruchel Menćıa 2002 (B. Majlu, Spain) Young red
R6 Monasterio de las Viñas (Cariñena, Spain) Young red
R7 Castillo de Aguarón (Cariñena, Spain) Young red
R8 Don Luciano (B. Garcia Carrión, Spain) Young red
R9 Sliven Merlot 2002 (Bulgary) Young red
M1 Pablo Morate American Oak Barrel (Madrid, Spain) Oak Barrel aged
M2 Pablo Morate French Oak Barrel (Madrid, Spain) Oak Barrel aged
M3 Carlos Gosalbez American Oak Barrel 2002 (Madrid, Spain) Oak Barrel aged
M4 Carlos Gosalbez French Oak Barrel 2002 (Madrid, Spain) Oak Barrel aged
M5 Andrés Morate American Oak Barrel (Madrid, Spain) Oak Barrel aged
M6 Andrés Morate French Oak Barrel (Madrid, Spain) Oak Barrel aged
M7 Luis Saavedra American Oak Barrel 2002 (Madrid, Spain) Oak Barrel aged
M8 Luis Saavedra French Oak Barrel 2002 (Madrid, Spain) Oak Barrel aged
M9 Carlos Gosalbez American Oak Barrel 2003 (Madrid, Spain) Oak Barrel aged
M10 Carlos Gosalbez French Oak Barrel 2003 (Madrid, Spain) Oak Barrel aged

cell with a heater and a thermocouple. The operating temperature of sensors
is controlled to 250oC with a PID temperature controller. Two sampling meth-
ods were available for analysis: purge and trap and static headspace followed by
a dynamic injection [4][5]. The resistance of the sensors was measured with a
Keithley 2700 71/2 digits digital multimeter (DMM) with a 40-channels mul-
tiplexer connected to the personal computer through a GPIB interface. More
details of the system are shown in fig.2 and [6].

E-nose responses. Figure 3 shows the typical transient responses of four
chemoresistive sensors of the array, operating at 250oC, exposed towards the
headspace of one of the wine samples (PIOZ - W1). The response of the sen-
sors corresponds to several pulses of 20 minutes of exposition to the tested wine
flavour followed by a pure nitrogen purge for 40 minutes. These responses were
stored in hard disk and processed later by the data processing system for pre-
diction and classification purposes.
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Fig. 2. Measurement setup: 1. Nitrogen bottle, 2. Mass Flowmeter Controller, 3.
Dreschell bottle with sample, 4. Thermostatic bath, 5. Digital multimeter, 6. Mul-
tiplexer, 7. Sensors cell, 8. Tekmar 3100 purge and trap. 9. PC.

Fig. 3. Typical transient response of four sensors of the array

2.3 Data Processing System

This section shows the system designed for analyzing e-nose responses of the
wine samples analyzed. The aim of this system is to perform a classification of
the wine samples and prediction of the sensory panel attributes from the e-nose
responses. The data collected were analyzed by means of pattern recognition
techniques using commercial software packages. Matlab R© was used for linear
methods like Independent Component Analysis (ICA) and non-linear methods
based on Artificial Neural Networks (ANNs) like backpropagation and proba-
bilistic neural networks.

Preprocessing and feature extraction. The goal of feature extraction is to
find a low-dimensional mapping f : x ∈ �N → y ∈ �M (M < N) that preserves
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Fig. 4. Screenshot of the program designed and used for the preprocessing and feature
extraction of measurement data (left). Screenshot of the program designed and used
for the dimensionality reduction and classification with Neural Networks (right).

most of the information in the original feature vector x. In our case, a previous
optimization of the method of feature extraction and selection were performed
[9]; the responses of the individual sensors were defined relative to the minimum
resistance to 12% (v/v) of ethanol for all the measurements:

r =
Rwine

Rcalibration

where Rwine was the minimum resistance of the sensor in the measurement of
wine and Rcalibration was the minimum resistance of the sensor in a solution of
12% of ethanol. This calibration was performed once a week, to eliminate the
sensors drift [3]. Data were centered and scaled for further analysis. Figure 4
(left) show a screenshot of the program designed for preprocessing and feature
extraction. It automatically processed the files of measurements and generated
the output vectors for dimensionality reduction.

Dimensionality reduction and classification. The traditional method for
reduction in dimensionality and visualization of multivariate measurement data
is Principal Component Analysis (PCA) [8]. This work introduces the higher
order statistical method called Independent Component Analysis (ICA) [9] as
an alternate method of data processing for an e-nose data. The main goal of
ICA is to find a coordinate system that makes the original signals as indepen-
dent as possible, using higher order statistics from the probability [10]. Another
program was designed in Matlab using the neural networks toolbox. It performs
the dimensionality reduction using PCA, LDA or ICA and classification with
several types of Neural Networks (Perceptron, BackPropagation and Probabilis-
tic Neural Networks). It generates the corresponding plots and the confusion
matrix obtained with the validation of ANNs. Fig. 4 (right) shows a screenshot
of this program.
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3 Discussion and Results

3.1 Independent Component Analysis (ICA)

The Independent Components have been obtained using fastICA package of Mat-
lab. The input data are the normalized sensor responses for each sample of wine.
FastICA reduced dimension to 3, and estimated 3 independent components. The
decorrelation approach used was deflation: it estimate independent component
one-by-one like in projection pursuit. The nonlinearity used was power of 3. The
ICs plot of young white, young red and aged red wines are shown in fig. 6, 7 and
8 respectively. As is shown in fig.6, the clusters are well separated except in some
partial overlapping between samples of W7 and W5. The other wines are clearly

Fig. 5. ICA plot of the young white wine measurements

Fig. 6. ICA plot of the young red white wine measurements
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Fig. 7. ICA plot of the aged red wine measurements

separated among the others. Fig.7 shows the ICA plot for young red wines, a
partial overlapping among some samples of R1, R2 and R9 can be observed. The
clusters are well separated. Fig.8 show the ICA plot for aged red wines, there
are several overlapping zones between some wines due to the similarity of the
wines. Some of these zones correspond to measurements of the same wine but
aged in a different type of oak barrel, e.g. M5-M6 and M9-M10 By the opposite,
other wine samples, like M1-M2, M3-M4 and M7-M8 are well separated.

3.2 Artificial Neural Networks (ANNs)

Two types of neural networks were used for classification: Backpropagation and
Probabilistic Neural Networks.

Backpropagation networks. In the training of feed-forward networks, several
numbers of neurons in hidden layer has been tested. The optimal number turned
out to be 14 neurons. The network was trained with the data obtained with the
wine samples measurements. Leave one out (LOO) validation was performed in

Table 2. Confusion matrix obtained in validation of network with white young wines

W1 W2 W3 W4 W5 W6 W7
W1 5 0 0 0 0 0 0
W2 0 5 0 0 0 0 0
W3 0 0 5 0 0 0 0
W4 0 0 0 5 0 0 0
W5 0 0 0 0 4 1 0
W6 0 0 0 0 0 5 0
W7 0 0 0 0 0 0 5
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order to check the performance of the network. The classification success (per-
centage of well predicted number over total number of measurements) was 97%
for young white wines, 87% for young red wines and 84% for aged red wines. As
an example, confusion matrix obtained for white wines is shown in table 2.

Probabilistic networks. Probabilistic neural network were trained with the
same data than backpropagation networks. Leave one out (LOO) validation was
also performed. The classification success was 94% for young white wines, 84%
for young red wines and 82% for aged red wines.

4 Conclusion

An electronic nose formed by gas sensors combined with a pattern recognition
system based on Independent Component Analysis and Artificial Neural Net-
works was designed for classification of wine samples. Results showed classifi-
cation successes higher than 87% for all types of wine. Furthermore, it can be
concluded that is an alternate method for data processing of an e-nose.
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9. Jutten, C., Hérault, J.: Blind separation of sources, part I: An adaptive algorithm
based on neuromimetic architecture. Signal Processing 24, 1–10 (1991)

10. Comon, P.: Independent component analysis, a new concept? Signal Processing 36,
287–314 (1994)



Experiments and Reference Models in Training
Neural Networks for Short-Term Wind Power

Forecasting in Electricity Markets

Juan Méndez, Javier Lorenzo, and Mario Hernández

Institute of Intelligent Systems(SIANI)
Univ. Las Palmas de Gran Canaria

35017 Las Palmas, Canary Islands, Spain
jmendez@iusiani.ulpgc.es

Abstract. Many published studies in wind power forecasting based
on Neural Networks have provided performance factors based on error
criteria. Based on the standard protocol for forecasting, the published
results must provide improvement criteria over the persistence or refer-
ences models of its same place. Persistence forecasting is the easier way
of prediction in time series, but first order Wiener predictive filter is an
enhancement of pure persistence model that have been adopted as the
reference model for wind power forecasting. Pure enhanced persistence is
simple but hard to beat in short-term prediction. This paper shows some
experiments that have been performed by applying the standard proto-
cols with Feed Forward and Recurrent Neural Networks architectures in
the background of the requirements for Open Electricity Markets.

1 Introduction

The economical and environmental advantages of the use of renewable energy
sources (RES) in the electricity generation connected to public grids has a coun-
terpart in the instability and unpredictability introduced into the electric sys-
tems. The electric generation from the more important renewable sources, wind
and solar power, is mainly concerning with the weather in a local geographic
area. However, the weather is a chaotic system whose predictability is limited.
In each national system, the Transmission System Operator(TSO) deals in the
management of the electric system in the different control and planning levels.

The statistical approach for short-term wind prediction has been used due to
the system complexity of whether and the chaotic fluctuations of wind speed. The
statistical models such as ARMA, ARX and Box- Jenkins methods have been
used historically for short-term wind forecasting up to few hours ahead [1,2,3].
Giebel [4] reports some of the statistical state of the art models and methods
for wind power forecasting which have been developed and used, such as time
series models for up to a few hours by means of statistical approaches and neural
networks, as well as models based on Numerical Weather Prediction(NWP).

The Electric Authorities of countries had included the power forecasting in
its Regulatory Norms which goal is to preserve the quality of the electricity
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supply. The planning of an Electric System requires several levels related with
different time scales as well as the whether forecasting. Very near short-term
forecasting or nowcasting is the immediate prediction in time scale ranging from
some minutes to several hours. Short-term forecasting concerns with time scale
that ranges from one to three days, while middle-term forecasting covers from
four days to several weeks time range.

The most interesting time scale in power predictions for using ANN is the
nowcasting, which can be carried out by using the time series analysis. The
short-term scale requires the cooperation between statistical and NWP tools, in
regional and mesoscale weather models and cooperating with predictive systems
as HIRLAN and MM5. The power forecasting for RES in Spanish Regulations
is related to hourly periods of planning of the electricity market. All the power
supplies and demands of the energy agents must be related to these hourly
periods. The regulations for the short-term Spanish Electricity Market comprise
two steps:

Short-term Forecasting. The RES producers, solar and wind farms, with
power greater than 10 MW must provide 30 hours ahead the power forecast-
ing for every hourly period of a full range of 24 hours.

Nowcasting. One hour ahead of each hourly period, corrections to the previous
values can be sent to the Electricity Authority.

This means that in the nowcasting time scale, the computation of the pre-
dicted value must be carried out for the period covering two hours ahead. The
second step can be carried out by using ANN, but the first requires the cooper-
ation with NWP tools.

Artificial Neural Networks (ANN)[5] have been widely used for modeling and
predictions in the field of renewable energy systems [6,7] because they are able
to handle noisy, incomplete data and non-linear problems to perform predictions
and classifications [8,9,10]. Hippert et al [11] have addressed the construction,
and evaluation, of their performance of very large ANNs in electric systems to
forecast the load profile. Recurrent ANN [12] have been used as generalizations
of predictive systems as ARMA. Also, they can be used to generalize linear
predictive systems as Kalman filter [13]. Recurrent and recurrence in each layer,
called multilayer recurrent, architectures have been also used in wind power
prediction[14].

Many studies about the use of ANN in wind power have been preformed,
but the criteria to evaluate their performance have been mainly based on error
parameters. Based on more modern standard protocol for forecasting[15], the
published results will provide improvement criteria over the persistence or refer-
ences models of its same place. Persistence forecasting is a simple model that is
intrinsic to the data, that is, it is a no algorithm approach. Any new proposed
algorithm is so good or bad as how much is able to overtake the persistence.
The use of ANN can provide a suitable procedure to beat it and other refer-
ence model based on the Wiener predictive filter. An application is presented
applying the standard protocols with Feed Forward(FNN) and Recurrent Neural
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Networks(RNN) architectures in the background of the requirements for Open
Electricity Markets. The paper contains a Methods section where the persis-
tence and reference models are defined as well as the used ANN architecture
and training procedures. The Results section shows the collected results of some
experiments carried out by using wind power data series, and Conclusion section
summarizes the main contributions and remarkable results.

2 Methods

Persistence is the simplest model for forecasting. It is based on the assumption
of a high inertia in the subjacent physical model. If y(t) is the value at time t
of a time series, in persistence model the predicted value for k times ahead is:
ŷ(t + k) = y(t). This kind of forecasting is really simple but can be very useful
in practical, because it can be used as a reference model to compare different
theoretical and practical applications. Any proposal of a new model or approach
that requires some computational resource is required to have at least a better
performance that this simple one. The level of improvement over this reference
model must be a level of utility of the additional formal and computational cost.
A high value in an error parameter, as MAE or RMSE, in a hardly predictable
site can be a better result that a small value in a easily predictable site. However
there are not a parameter to define what site has a hardly or easily predictable
wind. A option is the use the own persistence as the reference to which compare
the performance of proposed algorithms.

The pure persistence model can be overtaken by other model that involve
persistence-like information. A reference model to compare different forecast-
ing models has been proposed [16,15]. It is more advanced because it includes
very short-term information, as persistence, and long-term information. This
proposed reference model is an extension of the pure persistence as a linear ex-
pression: ŷ(t + k) = b + ay(t). A detailed analysis allows to show that is really
the first order case of a more general linear predictive filter, as the Wiener filter
with general expression:

ŷ(t + k) = B +
m∑

i=0

Aiy(t− i) (1)

where coefficients Ai and B can be computed from the matrix containing the
cross correlation between y(t + k) and y(t− i). The constant parameter is B =
(1−

∑m
i=0 Ai)y, where y is the large-term average value of y(t). For the simplest

case of first order filter: ŷ(t + k) = B + A0y(t), the value of the coefficient is:

A0 =
∫

[y(t + k)− y][y(t)− y]dt∫
[y(t)− y]2dt

(2)

In an Electricity Market we have two kind of power values, the spot power
P (t) and its hourly average Ph. For the TSO, the spot power is very important
to assure the system stability at any time, but in the Electricity Market the



Experiments and Reference Models in Training Neural Networks 1291

hourly average is the required to RSE agents. The proposed reference model for
wind power forecasting by Madsen [15], is applied for hourly average power in
nowcasting as the required in the Spanish regulation as:

P̂h+2 = A0Ph + (1−A0)P (3)

where A0 and P are parameters computed from large-term training information.
This reference model, which we can call as improved persistence or Wiener per-
sistence, is harder to beat because is based in the shortest-term information, Ph,
and in the longest-term information, P .

The basic theory for using ANN in prediction, its architectures and algorithms
are in the area of adaptive and predictive linear filter[12]. The use of ANN has
generated generalizations that has introduced improvements in the original lin-
ear models by allowing the construction of nonlinear predictive systems. The
relationship between ANN, in special recurrent architectures, with linear pre-
dictive systems as ARMA allows nonlinear generalizations of previous statistical
linear approaches.

A generalization of recurrent ANN is the multilayer recurrent[12,14]. In the
wind power forecasting the problem can be formulated by using Feed For-
ward(FNN), without feedback, or Recurrent(RNN) ones:

P̂h+2 = F [Vh, . . . , Vh−n+1, Ph, . . . , Ph−m+1] (4)

The used training procedure was the Bayesian regularization [17,18] which
updates the weight and bias values according to the Levenberg-Marquardt [19,20]
optimization procedure. It uses as goal function a combination of squared errors
and weights, and then determines the correct combination so as to produce a
network that generalizes well. The Bayesian regularization implementation that
has been used is the implemented in the training function trainbr of the Neural
Networks Toolbox of MATLAB[21]. The NARX architecture have been used for
RNN with the same window size for input data, the wind speed, and feedback
data, the wind power.

3 Results

We have used a wind data series acquired in Gran Canaria Island(Spain). The
wind speed series comprise about 33 days data from a meteorological tower in
time steps of one minute. Wind power series are obtained from the wind speed
at 40 meters high and from a power transfer function with 5 and 12.5 m/sec
cut-off values. Relative values about the nominal values, P (t)/Pn, are used in
the power series.

The data set was split in two subset, the train and test. The train data is 2/3
of the global data. The standard protocol for performance evaluation suggested
by Madsen[15] was used. It includes the definition of the Evaluation Criteria(EC)
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Table 1. Comparative results for two hours ahead prediction by using several RNN
configurations trained with Bayesian regularization. All Evaluation Criterion and their
improvements over the reference model are in percent(%) normalize to the nominal
power. The mean and standard deviation, μ ± σ, values are provided for 25 training
trials.

Pers. Ref. RNN1 RNN2 RNN3 RNN4 RNN5
Delay (2:3)2 (2:5)4 (2:7)6 (2:7)6 (2:7)6

Hidden Nodes 80 40 10 40 60
BIAS 0.6 0.9 0.5 ± 0.1 0.3 ± 0.1 0.1 ± 0.3 0.3 ± 0.4 0.3 ± 0.1
MAE 14.5 15.3 15.5 ± 0.2 15.3 ± 0.1 15.7 ± 0.5 15.3 ± 0.2 15.3 ± 0, 1
RMSE 23.7 22.3 22.3 ± 0.3 21.6 ± 0.1 22.5 ± 1.2 21.5 ± 0.1 21.6 ± 0.1
SDE 23.7 22.3 22.4 ± 0.3 21.6 ± 0.1 22.5 ± 1.2 21.6 ± 0.1 21.6 ± 0.1

Imp MAE −0.4±, 1.2 1.1 ± 0.5 −2.5 ± 3.3 0.6 ± 1.0 0.4 ± 0.9
Imp RMSE 0.0 ± 1.2 3.3 ± 0.3 −1.0 ± 5.3 3.3 ± 0.6 3.2 ± 0.6
Imp SDE −0.1 ± 1.2 3.2 ± 0.3 −1.1±, 5.3 3.2 ± 0.6 3.1 ± 0.6

Table 2. Comparative results by using several FNN networks configurations. Addi-
tional data are the same as in Table 1.

FNN1 FNN2 FNN3 FNN4 FNN5 FNN6
Delay (2:4)3 (2:4)3 (2:6)5 (2:6)5 (2:11)10 (2:11)10

Hidden Nodes 3 6 5 10 10 20
BIAS 3.0 ± 1.8 4.0 ± 2.5 1.4 ± 0.3 1.4 ± 0.9 2.4 ± 2.4 3.2 ± 3.1
MAE 16.2 ± 1.0 16.8 ± 1.2 15.7 ± 0.4 16.0 ± 0.7 16.7 ± 1.3 17.4 ± 1.7
RMSE 22.7 ± 0.4 22.9 ± 0.6 22.2 ± 0.4 22.4 ± 0.5 22.6 ± 0.8 23.4 ± 1.3
SDE 22.5 ± 0.2 22.5 ± 0.3 22.2 ± 0.3 22.4 ± 0.5 22.5 ± 0.6 22.0 ± 1.1

Imp MAE −4.8±, 6.5 −8.6 ± 8.0 −1.3 ± 2.7 −3.1 ± 4.8 −7.4 ± 8.0 −12.3 ± 10.7
Imp RMSE −2.1 ± 2.0 −2.9 ± 3.0 2.7 ± 1.6 −0.6 ± 2.3 −1.5 ± 3.4 −4.7 ± 5.8
Imp SDE −1.0 ± 0.9 −0.8 ± 1.2 0.4±, 1.5 −0.4 ± 2.1 −0.5 ± 2.5 −2.9 ± 5.0

BIAS, MAE, RMSE and SDE, and also the improvement over the reference
model which are computed in percent value as:

Impref,EC(%) = 100
ECref − EC

ECref
(5)

Many training procedures of ANN use optimization procedures that run from
initial random states. The optimization tries to reach a minimum value of some
goal function, but the reached value and the trained network depend on the initial
random state. In the practice, that means that the performance of a trained ANN
has some random degree. To reduce the uncertainty in the results, we provide
the mean and the standard deviation obtained from 25 training trials as: μ± σ.
Following the suggestion of Zang[22] that users should pay more attention to
selecting the number of input nodes, we have cross correlated the power with
itself and correlated it with the wind speed and concluded that the highest values
are for offsets until the range of 4-6 hours back. It means that the size of the
more useful data window must be around this range.
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Tables 1 and 2 contain the results for several configurations of RNN and
FNN respectively. Table 1 contains also the error values for the persistence and
reference model. The computation of the reference model data was performed
by using the train set, its parameters are: A0 = 0.82 and P = 0.68. The reported
results are related to architectures including one hidden layer. The experiments
have shown that more layers increases the computational cost and have no better
performance. In both tables, the delays are taken in relation to the prediction
time; they are represented as: (h1 : h2)w, where w = h2 − h1 + 1 is size of the
time window. In all cases h1 = 2 to met the regulations. Remark that the values
of BIAS and MAE are related to the first moment of the error, therefore they
are related to the generated power, but the values of RMSE and SDE are related
to the second order moment and the variance of the error.

All the tested RNN architectures perform better on BIAS values, such as
significatively reduce the level in relation to the reference model and the persis-
tence. It means that the feedback of RNN architectures systematically corrects
the biased offset in the prediction. The FNN architectures without such feed-
back are systematically biased. The inclusion of innovation filters can be needed
for the FNN case but is no necessary for the RNN one. However, in MAE cri-
terium the persistence value is not beaten neither reference nor any tested ANN
architecture. The variance of the error provided by RMSE and SDE criteria
are outperformed by some RNN architectures in relation to persistence, refer-
ence model and FNN. The range of parameters that provide better results are
around values 4 and 6 for windows size, and around 40 for hidden nodes. The
use of narrow windows or lower number of hidden nodes performs worse. There
are not tradeoff between reducing the window size and increasing the hidden
nodes as shows on the RNN1 case. The increasing of hidden nodes does not per-
forms much better as is shown in RNN6 case. The FNN architectures are more
unstable, eg. the FNN3 have a good improvement of 2.7 in mean value in the
RMSE criterium, but has a big standard deviation value of 1.6. It is unstable if
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Fig. 1. Comparative RMSE of several models in the very short-term prediction
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compared with the RNN2 case with 3.3 value in mean and 0.3 value in standard
deviation.

Figure 1 shows the comparative performance in several hours ahead for the
RMSE criterium. The included models are the persistence, the reference model
the RNN2 and the FNN3 cases. It is shown that the reference model performs
much better that the persistence and both ANN cases outperform the reference
model. Also it is shown that the relative efficiency of the predictive models of
ANN in relation to persistence increases when increases the ahead hours.

4 Conclusions

The short-term forecasting of wind power for Electricity Markets requires two
kind of time scales prediction. The first requires detailed prediction for 1-2 days
ahead, which needs the cooperation of some tools of NWP. The second is for
the time scale of few hours ahead, which can be carried out by using time series
analysis. In this time scale, ANN can be applied successfully for wind power
forecasting useful in Open Electricity Markets.

This study has used the standard protocols to evaluate the performance of
forecasting procedures that some authors have introduced. We have compared
the results according these protocol. We have shown that the new reference
model, based on the first order Wiener filter, perform better in variance criteria
as RMSE and SDE, but it is worse in first order moment as BIAS and MAE.
Some ANN architectures, as Recurrent and Feed Forward, have been tested. The
main conclusion is that Recurrent architectures have better performance in first
and second order statistical moments and can beat the reference model in the
range of nowcasting useful in the Electricity Market.
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Abstract. The application of techniques based on Artificial Intelligence for 
intrusion detection systems (IDS), mostly, artificial neural networks (ANN), is 
becoming a mainstream as well as an extremely effective approach to 
address some of the current problems in this area. Nevertheless, the selection 
criteria of the features to be used as inputs for the ANNs remains a problematic 
issue, which can be put, in a nutshell, as follows: The wider the detection 
spectrum of selected features is, the lower the performance efficiency of the 
process becomes and vice versa. This paper proposes sort of a compromise 
between both ends of the scale: a model based on Principal Component 
Analysis (PCA) as the chosen algorithm for reducing characteristics in order to 
maintain the efficiency without hindering the capacity of detection. PCA uses a 
data model to diminish the size of ANN’s input vectors, ensuring a minimum 
loss of information, and consequently reducing the complexity of the neural 
classifier as well as maintaining stability in training times. A test scenario for 
validation purposes was developed, using based-on-ANN IDS. The results 
obtained based on the tests have demonstrated the validity of the proposal. 

Keywords: Intrusion detection, Neural networks, Principal component analysis, 
Anomaly detection. 

1   Introduction 

Intrusion detection systems (IDS) have emerged to detect actions which endanger the 
integrity, confidentiality or availability of a resource [1] as an effort to provide a 
solution to existing security issues. This technology is relatively new, however, since 
its beginnings, an enormous number of proposals have been put forward to sort this 
situation out in the most efficient and cost effective of manners. 

One detection approach used by IDS is based on the definition of normal behavior, 
classifying anything deviating from this state as an intrusion. This strategy is known 
as anomalies detection and has the advantage that it does not need to maintain attack 
patterns for classification.  
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For anomalies detection, the available literature reveals various research projects 
proposing IDS based on Artificial Neural Networks (ANN). One of the main 
downsides of this type of proposal is the basing of both, the specification of the 
architecture and the selection of input data on empirical criteria [2], [3], [4], [5], [6], 
making impossible to ensure the effectiveness of  the selection, in other words, that 
the data will not cause any neural classifier malfunctioning. In fact, one of the criteria 
used in most of the works analyzed is to restrict selection of the input data according 
to size, which will ensure that the ANN used can support those data efficiently. 

This work suggests a rather different approach: To freely analyze all the significant 
data involved in intrusion detection to later apply, in a secondary phase, compacting 
techniques which will pre-process and reduce entry space without any substantial loss 
of information. We propose to do so, in particular, Principal Component Analysis 
(PCA), one of the current top-performing algorithms in this area. 

Having reviewed the state of the art (chapter 2) in related subjects, a method 
covering all the different phases implicated and the relationships between them is 
proposed (chapter 3). Subsequently (chapter 4) a test scenario is built using IDS based 
on a multilayer ANN. Finally, (chapter 5) the main conclusions deriving from 
research, as well as a proposal for appropriate future investigation lines are presented. 

2   Related Works 

An undeniable breakthrough in the field of Intrusion Detection has been the 
application of ANNs techniques. The neural networks have proven not only to be 
powerful classifiers but also to have remarkable generalization and learning abilities 
[7] as well. 

Recent researches using ANN for IDS are based on their flexibility and adaptation 
to natural changes which may occur in the environment, and particularly, to its ability 
to detect patterns of previously unknown attacks.  

Unsupervised learning techniques like the Self-organizing map (SOM) have been 
used to cluster the content of the network packets. In [8] and [9] appear two anomaly-
detection systems that use SOM at network connection level, where each connection 
is defined with several features. 

The research carried out in [3] is based on two different architectures: a multilayer 
perceptron (MLP) and a SOM, and its aim is to prove the efficiency of both ANNs for 
analyzing and classifying network packets as normal or dangerous.  A sample of 29 
fields was taken as ANN input data, and the efficiency was more than 90% for both 
ANN.  

In [4] was developed SADAM. Its main objective was to explore the potential uses 
of a SOM as the core of the analysis system of IDS. SADAM does not analyze the 
content of the packets, and therefore it cannot detect attacks made at application level. 
Its purpose is the detection of attacks of ports scanning and denial of services, basing 
on the analysis of the packet head data. For the detection, 21 fields were taken into 
account, in addition to a series of statistical variables which show development of 
traffic in a certain window of time. 

In [5] the performances of a BPL and a RBF networks were judged against. The 
input data used for both consisted on 41 fields of the HTTP protocol, without taking 
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into account the remaining packet protocols. Both networks classification power 
levels topped the charts, but RBF outperformed its peer efficiency wise.   

In [6] is just analyze the TCP data of the packets, leaving the likes of UDP and 
ICMP protocols out. The information contained in the data area of the packets was 
also taken into account. For this reason, in addition to using the most significant 
information of the TCP head, all characters of the packet content were selected. The 
obtained network had a detection power of more than 95 %. 

Encouraging examined works’ obtained results notwithstanding, important 
limitations still linger. Those works can be summarized into two large groups. The 
first of them refers to works which employ a high number of inputs for the neural 
network, which render the training as well as this system’s usage inefficient. 
Conversely, the second group contains those in which little numbers of input data are 
used, with the subsequent reduction in detection’s scope, leaving out some protocols 
or omitting to consider the data of the packet content. Therefore, the controversy 
between the optimum number of input selected for an adequate functioning of the 
network and the amount of TCP/IP packet fields required to detect the greatest 
number of intrusions, is one of the problems at the essence of this type of research. 
Due to this fact, there is another group of recent researches which attempts to select 
and reduce the amount of data required for classification based on TCP/IP packets and 
on traffic’s general characteristics. 

In [10] a work using a Support Vector Machine (SVM) as classifier was carried 
out. The inputs used are the 41 variables referring to characteristics of TCP/IP traffic. 
An interesting result coming out of this research is the identification of the most 
influential variables in order to consider that an intrusion has occurred. Other works 
aim at the use of essay-error techniques [11] or statistical techniques [12]. 

Previous researches make intensive use of feature selection algorithms where 
major weight variables for the classification are defined. The emergence of new 
attacks involving new variables changes the influence of the fields in the 
classification, reason why this solution is not general enough. Others like [13], [14], 
[15] use feature reduction algorithms (principally PCA). Their results are good, but 
they are only focused on TCP/IP traffic’s general information, disregarding packet 
information and losing this way an important classification range. 

3   Scalable Intrusion Detection Proposed Method 

This work proposes a method, which is graphically represented in Figure 1, based on 
the combined efforts of application of PCA and ANN as pre-processing and 
classification techniques respectively. The application of PCA is intended to solve the 
discrepancy between the need to take sufficient data for classification and the 
performance of the classifier by keeping the number of necessary data at its 
minimum. Therefore, this method is looking for high levels of efficiency and 
scalability in ANN’s application for intrusion detection, without sacrificing the 
effectiveness achieved in previous works. 

The method initially proposes the analysis of the structure of the TCP/IP packet in 
order to identify the relevant characteristics for classification (Selected TCP/IP 
Pattern). The TCP/IP data responding to the selected pattern are processed by PCA to 
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obtain the base change matrix (TCP/IP Model) which permits data to be re-expressed 
using fewer dimensions, thus achieving efficiency and scalability. This way a PCA 
filter is obtained which enables TCP/IP traffic to be compacted and used as input 
vector for the ANN based IDS in order to obtain the classification reports. 
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Fig. 1. Method proposed for Intrusion Detection based on the reduction of characteristics 

3.1   Data Analysis and Selection  

The first stage in the proposed method is Identification of relevant TCP/IP 
characteristics (Fig.1). This stage is primarily concerned with determining the 
characteristics of network traffic which are significant for the classification. 

Each of the protocols which make up the TCP/IP includes a considerable amount 
of information required for its counterpart at the receiving machine [16]. Much of this 
data, due to its significance in communication, are used to identify a packet as 
intrusive. Therefore, for the purpose of obtaining an adequate classifier to detect 
anomalies in the TCP/IP traffic, it is necessary to carry out a detailed study of the 
protocols. Based on this study, a total of 419 different features for each TCP/IP packet 
were selected. These features form the selected TCP/IP pattern for the proposed 
method.  

The time required for the ANN training increases with the square of the amount of 
selected input data [17]. Therefore, new input data should be incorporated to the ANN 
only if that represents a significant contribution to the improvement of the quality of 
classification.  

3.2   Pre-processing Data 

To reduce the input characteristics, a pre-processing method is applied during the 
second phase. The method used is PCA with the aim to obtain a data model which 
will facilitate the elimination of redundant and noisy dimensions [18]. 

To obtain the model, it is necessary to have an available set of previously acquired 
data responding to the selected TCP/IP pattern which will provide training for the 
model. This set should include both intrusive and normal packets. In this work is used 
the variant of capturing real packets in order to obtain training and test sets. Nessus 
[19] for the attack packets and Ethereal [20] as sniffer for packets capture were our 
tools of choice.  
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Having obtained an adequate set of test data, the 419 features taken into account in 
the TCP/IP Fields will be subjected to the re-dimensioning algorithm via PCA 
application looking for efficiency and scalability in the classification. The PCA 
objective is to compile a wide group of variables in a new set (fewer amounts) 
without losing any significant part of the original information. Algebraically, the PCA 
generates new variables (PC) by means of a linear combination of the original p 
variables. In this case, replacing the p variables with m components, the 
dimensionality of the problem is reduced, thus conserving almost all the information. 
Furthermore, in the stage subsequent to training, greater processing speed is achieved, 
which is a basic requirement for IDS based on neural networks. 

A model corresponding to 20 PC was selected as it reduces significantly the initial 
vector (419 variables) and attempts to express a high percentage of the original 
information.  With this new dimension it is possible to reduce 95.2% of the size of the 
original vector. At the same time, the 20 PC model is able to express over 95% of the 
original information.  

In addition to the model’s ability to express the data variability, it is important to 
assess its power of discrimination with respect to the different classes contained in the 
data. In our case there are two data classes: Normal and Attacks. Therefore, the 
existence of differences between these classes in the new information structure is 
convenient. The discriminatory power of the model is shown by means of the scores 
(Fig.2).  

The fact that the model has a high capacity for expressing the variability of the data 
(above 95%) and that it contains principal components with discrimination power 
leads to the conclusion that we are in the presence of a good model of the original 
data. 

 

Fig. 2. (a) Scores of PC1 vs. PC2 (b) Scores of PC1 vs. PC3 and (c) Scores of PC2 vs. PC3 

3.3   Application of the PCA Filter 

The selected model of 20 PCs provides a data transformation matrix (TCP/IP Model). 
This matrix constitutes the main element of the PCA filter on the TCP/IP Traffic due 
to the fact that its application to the captured data is the source of the data expressed 
in the new base. The matrix (M) has as many columns as the set of data has variables 
(419) and as many rows as the number of PCs selected in the model (20).  Each row 
of the M matrix is a PC expressed as a linear combination of the 419 original 
variables.  
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The TCP/IP Traffic data should be expressed as a matrix containing 419 rows 
corresponding to the variables of every packet and as many columns as packets 
captured.  

With this transformation is obtained the reduced matrix, which expresses each of 
the TCP/IP packets based on the selected PC. This result corresponds to the Reduced 
TCP/IP Traffic which will serve as input to the neural classifier.  

3.4   IDS Development Based on a Neural Classifier 

When the traffic data has been reduced, they have to enter the ANN based IDS in 
order to obtain the classification reports.  

The ANN used in this particular research is a MLP [21]. This choice is based on its 
usage’s simplicity, allowing for attention to be focused on the results produced by the 
reduction of characteristics applied to this type of problem, which is the main 
objective of this work.  

Having selected the type of ANN to be used, it is necessary to train it in order to 
define the optimal architecture. The first step consists on determining the number of 
ANN inputs and outputs. The inputs were defined by the 20 PC of the data model. 
The output is a binary value: 0 corresponds with packets classified as normal whilst 1 
is assigned to the dangerous ones. MatLab was used for the ANN training considering 
the facilities it provides in this area.  

Approximately 350 networks were trained; the top 5 behavior wise are shown in 
table 1, organized in ascending order according to their validation error value, thus the 
first shows the best result obtained. 

Table 1. Neural Networks trained in 3 layers 

Number of Neurones Transfer Function 

Input layer 
Hidden 
layer 

Output 
layer 

Input 
layer 

Hidden 
layer 

Output 
layer 

Training 
Epochs 

Validation 
Error 

20 36 1 tansig tansig logsig 12 6.47E-16 
20 62 1 logsig logsig logsig 8 8.42E-08 
20 42 1 logsig logsig logsig 7 1.25E-07 
20 12 1 logsig logsig logsig 5 1.64E-07 
20 9 1 logsig logsig logsig 20 1.80E-07 

 
Tests were also carried out adding a new hidden layer to the network, but 

experimental results showed that the three layers ANNs models always outperformed 
the four layers ones.  

The ANN which proved to be the most efficient in the test stage was that of three 
layers with 20 neurons in the input layer, 36 in the hidden layer and 1 in the output 
layer, using the transfer functions tansig and logsig respectively (Figure 3). 

 
Fig. 3. Selected ANN architecture 
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4   Tests and Results 

With the proposed method we have obtained: A filter able to compact captured 
TCP/IP traffic, a test network traffic data, and an IDS based on ANN. With these, we 
built our test scenario for the purpose of measuring the proposal’s performance. 
Aiming to optimize the data set, a cross validation was used to test the method. 

Once the selected ANN was trained, the results were judged against the test data in 
order to determine the amount of errors. With the testing data set, 100% effectiveness 
was obtained for normal packets classification, 99.33% for classification of attacks, 
which gave us a total effectiveness of 99.91%. 

Performance wise, the use of PCA as pre-processing and re-dimensioning the input 
vector algorithm, provides undeniable advantages for the speed of ANN. The time 
required for the ANN training, increases with the square of the amount of input data. 
Therefore it can be said that the ANN implemented with 20 inputs is approximately 
438 times faster in training time than another with 419 inputs. 

In order to obtain results that can be compared with other IDS proposals, we need to 
use a standardized proving data. To date, DARPA intrusion detection evaluation data is 
the most comprehensive set known to be generated for the purpose of evaluating the 
performance of any given IDS [22]. The results with this dataset showed a promising 
performance: a detection rate of 90% with only one false positive per day. 

5   Conclusion 

This work has proposed a method for Intrusion Detection in which the ANN used 
does not limit the information regarded as important for detection purposes. To this 
end, the ANN's input vector is pre-processed and significantly reduced, suffering a 
minimum lost of relevant information. This way it provides a remedy for some of the 
most important problems associated with ANN's utilization in a growing information 
environment: exponential increases of learning times and poor detection 
performances. The results show the validity of the proposed method. 

Furthermore, due to the application of the proposed method, it was possible to 
notably increase the input information used for detection without having an important 
impact on system’s learning and detection times, obtaining much more higher levels 
of efficacy with a 0.09% of errors. 

We are currently improving the proposed method in order to make the whole 
process to work unsupervised. In particular, we are concentrating our efforts in three 
directions: on a new model for the dynamic securing of PCA filters; on the qualitative 
study of the relevant parameters of TCP/IP traffic without restriction on size, and 
finally,on  the identification of unsupervised neural network models which may be 
more effective for intrusion detection.  
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Abstract. Usually, the knowledge discovery process is developed using data 
sets which contain errors in the form of inconsistent values. The activity aimed 
at detecting and correcting logical inconsistencies in data sets is named as data 
editing. Traditional tools for this task, as the Fellegi-Holt methodology, require 
a heavy intervention of subject matter experts. This paper discusses a 
methodological framework for the development of an automated data editing 
process which can be accomplished by a general nonlinear approximation 
model, as an artificial neural network. We have performed and empirical 
evaluation of the performance of this approach over eight data sets, considering 
several hidden layer sizes and seven learning algorithms for the multilayer 
perceptron. The obtained results suggest that this approach offers a hopeful 
performance, providing a promising data cleaning tool.  

Keywords: Multilayer perceptron, inconsistencies, data editing, learning 
algorithms, MATLAB. 

1   Introduction 

Large amounts of data are continuously collected for different purposes, but the 
resulting data files almost unavoidably contain errors in the form of missing or 
inconsistent values. The second error appears when the interviewee does not answer 
correctly to a question or the answer to the question is not correctly recorded. This 
second type of error is the target of this paper. 

Data editing is the process whereby data are examined for inconsistent values and 
the errors that are identified are corrected. Data editing is an indispensable tool for 
improving the quality of information, but it is usually an expensive and time 
consuming process. The main data editing methodology is based on the specification 
of a set of edits. An edit can be defined as a set of logical conditions or restrictions on 
the values of data. Fellegi and Holt’s contribution [1] offers a prominent 
methodological framework to identify the minimal set of values in a record to be 
changed to satisfy all edits, providing a way of generating all the edits that are implied 
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by a set of explicitly defined edits. However, there exist some shortcomings in this 
approach, for example the heavy work of the subject matter experts, and other 
computational limits [2].  

Machine learning models are a natural way for generating automatic models. 
Petrakos et al. [3] propose tree-based models for automatically specifying the 
functional form of edits. Another approach is based on Artificial Neural Networks 
(ANN in what follows). We propose a methodology based on ANN trying to reduce 
the time employed by experts. A possible architecture is the multilayer perceptron, 
given its well known properties, for example the universal approximate capability [4].   

2   A Data Editing Methodology 

We consider a data set S comprising n records with p variables, where the collecting 
data process may have produced a certain number of incorrectly recorded values. 
Therefore, the available data set S can be considered as an approximation to the true 
data set T, where the whole nxp data matrix would have been correctly recorded. A 
data editing model is as a set of rules and procedures to obtain an approximation T* to 
T working on the available data set S. Therefore, T* is intended to be a corrected and 
improved version of S, obtained through the editing process. 

Data editing process is usually based on subject matter experts which exploit their 
knowledge to transform S into T*, frequently with the aid of Fellegi-Holt 
methodology. However, the resulting process is generally slow and resource and time 
consuming. Our alternative approach reduces the set of records that must be reviewed 
by the experts. Thus, a subset S1 of S is processed by the traditional way, providing 
corrected data set T*1, and therefore a supervised machine learning model can be 
trained from the couple (S1, T*1), where the rows of S1 are the inputs and the rows of 
T*1 are the targets. Later, this model can be applied to S2=S\ S1

 and therefore the 
obtained outputs are the edited data set T*2. Finally, T* is the union of T*1 and T*2. 

Nordbotten [5] studied the performance of the ANN data editing procedure with data 
sets which were generated from an imaginary structure, and where a perturbation 
scheme to build the pair (S1, T1) was followed. In this paper, we have performed a wider 
study where real and simulated data sets are exposed to a perturbation experiment.  

There are many machine learning models which could be used in advance. 
However, with ANN only one model is required, whereas other techniques as 
decision trees or support vector machines need to build a model for each one of the 
variables in the data set. This way, an ANN model receives an input vector of 
variables corresponding to a record and it outputs an edited version of the whole input 
record. We have considered a three layered perceptron: an input layer with p nodes 
which receives values corresponding to the p variables existing in S, an output layer 
with p outputs which provide the p edited variables, and a hidden layer with H 
neurons. The hyperbolic tangent activation function g(u)=(eu-e-u)/ (eu+e-u) has been 
chosen in the hidden layer while the identity function is the activation function for the 
output layer in our experiments. We must remark that each one of the categorical 
variables must be codified by a vector formed by dummy variables 0-1, one for each 
class, so the number of inputs and outputs p is usually larger than the number of 
variables in the data file. For obtaining the edited value of a categorical variable, the 
largest predicted dummy variable provides the associated category as prediction. 
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3   An Empirical Evaluation 

We have performed an empirical study of this data editing approach. Data sets with 
both quantitative and qualitative variables have been analyzed, and we have also 
studied the effect of the number of the hidden units, the learning rule and the number 
of epochs. 

3.1   Data Preprocessing 

For each data set, several preprocessing tasks are performed, according to the usual 
practical applications of ANN. First, all variables that are constant across the data file 
are deleted. Second, each quantitative variable has been categorized into four classes, 
defined by the three cutpoints corresponding to the first quartile, the median and the 
third quartile.  Third, the values of categorical variables are codified with dummy 
variables 0-1. Finally, each data set is randomly split into training (70%) and test 
(30%) sets, in order to obtain reliable measures of the performance of the ANN 
models. We must remark that 70% is also the percentage used to fix the size of S1 in 
our study. Future works will also consider other sizes. 

3.2   Data Perturbation 

We assume that each available dataset is complete and correct. Therefore, we can 
generate a perturbed version by introducing random errors of interchange. Thus, for 
each original variable Y, a perturbed variable Yd is defined. We have considered 0.05 
as the probability of error. This error rate can be considered high, for example for a 
data set with 10 variables, approximately 40 percent of the records of the perturbed 
data would be incorrect.  

For a categorical variable Y with K categories c1, c2,…,cK,  its associated perturbed 
variable is defined as follows: Yd=Y, with probability equal to 0.95, while with a 
probability equal to 0.05, Yd is defined by randomly choosing a value from the set of 
remaining values {c1, c2,…,cK}\Y. 

Over the correct data set T the previous perturbations are performed, and then a 
data set perturbed Td is obtained. Each correct data set T and its associated perturbed 
version Td are split into training (70%) and test (30%) sets. Therefore, two files, T1 
and T2, were obtained with associated perturbed sets Td1 and Td2. The inputs to the 
MLP are defined by the rows of Td1, while the rows of T1 are the target records. As it 
is explained in section 3.3, M=357 different parameter configurations for the MLP 
were considered, so a 10-fold validation procedure was followed to select the best 
configuration. The rows of Td2 were fed to the fitted MLP and the output records of 
the MLP, contained in T*2, were compared with the true records contained in T2. 
Moreover, the perturbation procedure is independently repeated 15 times.  

3.3   Multilayer Perceptron Fitting 

The MLP fitting requires several decisions as the learning algorithm, the random 
initialization of the MLP weights, the number of hidden units or the number of 
iterations (epochs) of the learning algorithm. Thus, different alternatives have been 
considered, as it is discussed in the following. 
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Table 1. Learning algorithms for the multilayer perceptron 

Abbreviation Matlab function Algorithm 
GD Traingd Gradient Descent 
GDM traingdm  Gradient Descent with Momentum 

BA traingda  
Gradient Descent with an Adaptive 
Learning Rate 

BE trainrp  Resilient Backpropagation (RProp) 

GC traincgf  
Conjugate Gradient Fletcher-Reeves 
Update 

QN Trainbfg BFGS Quasi-Newton 
LM Trainlm Levenberg-Marquardt 

 
We have chosen seven of the main learning algorithms, as it is shown in table 1, 

where the name of the corresponding Matlab Neural Network Toolbox function 
appears in the second column.  

The initial random configuration of weights may lead to very different solutions, 
thus, the training algorithm has been run 5 times, from 5 randomly generated initial 
weights vectors.  

We have considered three sizes of hidden layer: 5, 10 and 15 nodes. The selection 
has been done from previous studies for these experiments, in which we observed that 
the use of larger sizes frequently led to worse results.  

It was also observed that for 300 and up epochs the error decreased very slowly. 
So, the 17 studied training epochs are: 5, 10, 15, 20, 25, 30, 50, 75, 100, 125, 150, 
175, 200, 225, 250, 275 and 300.  

The total number of weights for each MLP is (2p+1)H +p, where p is the number 
of inputs and outputs and H is the number of hidden units. For example, for the 
Soybean database with 35 qualitative attributes, p= 95 when they are codified with 
dummy variables, and for H=15, the ANN model comprises 2960 weights.  

The total number of different ANN models which have been studied for each data 
set is 15x10x7x3x17x5 = 267.750, that is, 15 perturbed data sets, the 10 training/test 
splits of the cross validation process, 7 learning algorithms, 3 sizes of hidden layers, 
17 values for the epochs and 5 different initial weights.  

For each data set perturbation, M=7x3x17=357 configurations are generated. For 
each one of these configurations, 10 values of the GCD criterion (explained in section 
3.5) are available through the 10-fold procedure, and their mean value is computed. 
The minimum mean GCD guided us to the selected configuration. 

 The source code employed in this work has been written in Matlab 6.0, and Neural 
Network Toolbox was used for the construction of the MLPs.  

3.4   Data Sets 

Our study has been performed on eight data sets extracted from UCI-Repository [6]. 
A brief description of each one is showed in table 2, presenting the number of records 
(size), the number p of inputs/outputs for the multilayer perceptron, and the number of 
quantitative and qualitative variables.  
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Table 2. Data sets used in the empirical study 

 
Name 

 
Size 

Number of  
inputs/outputs

Number of 
quantitative vars.

Number of 
cualitative vars. 

Cleveland 303 25 6 7 
Heart 270 25 6 7 
Zoo 101 31 1 15 
Hayes-Roth 132 15 0 4 
Led7 500 14 0 7 
Lymphography 148 60 0 18 
Monk 432 17 0 6 
Soybean 47 95 0 35 

3.5   Evaluation Criteria 

Several performance measures have been computed to evaluate the performance of 
MLP editing data model on the previously presented eleven data sets. A first criterion 
is the percentage of inconsistency errors that have been corrected, namely COR, 
defined as follows. 

For a given variable Xj, we define xij as its correct value for the record i, dij  
the corresponding perturbed value and eij the estimated value that is obtained by the 
editing data model. The number of inconsistent values for Xj is A=#{xij≠ dij}. The 
number of inconsistent values correctly edited by the neural net model will be denoted 
by B==#{xij≠dij ∩ xij=eij }. Therefore, the percentage of inconsistency errors that have 
been corrected for Xj will be computed by COR(Xj)=100*B/A. Thus, the percentage of 
inconsistency errors correctly edited, COR, is obtained by averaging over the 
variables existing in the data set.  

However, the number of inconsistency errors could increase after the data editing 
process, so we have also computed the percentage of inconsistency errors before 
(BEF) and after (AFT) the application of the MLP, computed with regard to  the total 
of items (number of records multiplied by the number of variables) in the data set. 
The reduction of the percentage of inconsistency errors have been computed as a 
percent, namely RPI=100(1-(AFT/BEF)).   

Finally, a global criterion of the whole data editing process (GCD) has been 
computed as the mean of COR and RPI. GCD is the measure that we have used in the 
10-fold validation procedure to select the best configuration of learning algorithm, 
number of hidden units and number of epochs, for each perturbed data set. 

4   Results 

Table 3 shows the test mean of each criterion computed over the 15 test sets for each 
one of the 8 data sets, containing the distribution of the 10-fold selected learning 
algorithms, hidden layer size and number of epochs, computed as percentages over 
the 357 perturbed data sets (section 3.3). Fig. 1 exhibits the corresponding mean 
values of the criterion BEF y AFT.   
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Table 3. Mean values of the criteria for the test sets 

Data set COR RPI GCD 
Cleveland 58.61 57.84 58.23
Heart 58.54 58.23 58.39
Zoo 86.08 86.56 86.32
Hayes-Roth 40.53 41.63 41.08
Led7 54.85 57.85 56.35
Lymphography 67.00 68.48 67.74
Monk 37.12 37.75 37.44
Soybean 69.27 69.99 69.63

 
From table 3 we can observe that the percentage of inconsistency errors correctly 

edited COR raises from 37.12% to 86.08%, while the reduction of the percentage of 
inconsistency errors RPI presents similar values, ranging from 37.75% to 86.56%. 
The column RPI shows a clear trend to improve the quality of the perturbed data sets, 
as it can also be observed in Fig. 1. Moreover, a Mc Nemar test was applied to 
perform a statistical comparison between the probability of inconsistency errors 
before and after the application of the MLP model. The significance value over the 
different repetitions was computed, being for the eight data sets and the different 
repetitions lower than 0.01 for the test sets, and therefore a statistically significant 
reduction of the number of inconsistency errors is usually achieved. Last column of 
table 3 shows the global criterion GCD. It is greater than 56% for six of the eight data 
sets, being HayesRoth and Monk the exception.  

 

Fig. 1. Mean test values of the criterion BEF (upper line) and AFT (dashed line) 
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Table 4. Distribution of the selected parameters 

Learning 
rule 

% Hidden 
layer size 

% Number 
of epochs 

% 

GD 27.6 5 82.3 5 37.0 
GDM 9.3 10 8.9 10 8.5 
BE 8.7 15 8.8 15 9.0 
GC 17.1   20 18.4 
QN 37.3   100 8.9 
    125 9.3 
    225 8.9 

 
Table 4 contains the distribution of the 10-fold selected learning algorithms, hidden 

layer size and number of epochs, computed as percentages over the 8x15=120 
perturbed data sets. 

QN (BFGS Quasi-Newton) tends to be the preferred learning algorithm, being GD 
and QC the main alternatives. Two learning algorithms, BA and LM, are never 
selected. This table also suggests that simpler MLP are usually preferred, and indeed 
5 hidden units are sufficient in the majority of the data sets. From last column we can 
observe that in almost 82% of the repetitions the number of epochs is not greater than 
100, and therefore it is not recommended to allow for too many epochs in the training 
process. 

5   Conclusions 

A methodology for correction inconsistencies in data sets by artificial neural networks 
has been proposed. Ten data sets have been exposed to a perturbation experiment, and 
several architectures and training algorithms for the multilayer perceptron have been 
tested. Several criteria for evaluating the performance of the data editing model have 
also been computed.  

The main conclusion is that multilayer perceptron models offer a hopeful 
performance as automatic data editing techniques. There has been a trend to prefer 
simpler models, with not many hidden units nor many epochs, while there is not any 
clearly preferred learning algorithm, although a quasi-newton procedure tends to be 
selected. 
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Abstract. Over the recent years, new public security tendency to fit up public 
areas with biometric devices has emerged new requirements in biometric 
recognition dealing with what we call here “mass biometry”. If the goal in 
“individual biometry” is to authenticate and/or identify an individual within a 
set of favored folks, the aim in “mass biometry” is to classify a suspect 
individual or behavior within a flow of mass customary information. In this 
case, the ability of handling relatively poor information and the skill of high 
speed processing become chief requirements. These antagonistic requests make 
the “mass biometry” and related applications among the most challenging 
frames. In this paper we present an ANN based system in a “mass biometry” 
context using facial biometric features. The proposed system takes advantage 
from kernel functions ANN model and IBM ZISC based hardware. 
Experimental results validating our system are presented and discussed. 

Keywords: Mass Biometry, Artificial Neural Networks, Real-Time, kernel 
functions, Parallel Implementation. 

1   Introduction and Problem Stating 

Over the last decade a particular attention has been devoted on biometry based security 
issues and related applications, leading to a large variety of available products. 
However, the major efforts as well as the most of products have concerned individual 
authentication or identification: what we will call here “individual biometry”. The main 
goal of “individual biometry” is to authenticate and/or identify an undesired individual 
within a set of favored folks. Individual biometry assumes a precise biometrical 
characterization of concerned individuals, even if requirements differ between 
authentication and identification tasks. In fact, in authentication (confirmation of desired 
individual) the precision concerns exclusively desired individuals, which should be 
reliably recognized as those belonging to the set of authorized individuals. An example 
is biometric access control, where the system identifies the authorized persons only (on 
the basis of their biometrical features: fingerprint, iris, etc…). In identification 
(recognition of incriminated individual) the precision concerns reliable recognition of 
incriminated (suspected) or hunted (pursued, tracked) individuals. An example is 
criminal investigations based on DNA, fingerprint, or other biometric features. If 
computing delay is a major requirement, it occupies a second rank comparing to the 
recognition accuracy’s weight. 
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On the other hand, over the recent past years, new tendency to fit up public areas 
with biometric devices has emerged new requirements in biometric recognition 
dealing with what we call here “mass biometry”. Contrary to “individual biometry”, 
the main goal in “mass biometry” is to authenticate and/or identify an unusual 
(suspect) behavior within a flow of mass customary behaviors. An example is 
matching the presence (or identification) of an individual with a heavy “police 
record” within a flow of passengers in a rail station or in an airport. In fact, here the 
processing delay remains the chief requirement. That’s why, between biometric 
features’ precision and processing’s speed the preference goes to the second one. 
Additionally, due to the technological lake of mass oriented biometric devices, the 
biometric information involved in “mass biometry” remains relatively poor (lower 
quality) comparing to the case of the “individual biometry”. The most accessible 
(available) devices are those which fit up the aforementioned public areas: essentially 
digital cameras installed in streets, in rail stations or in airports. 

On the side of biometric features, even if the fingerprint [1] remains the most 
popular biometric feature, over the past decade, an increasing number of works have 
concerned other biometric features (and issued biometric systems): voice biometry 
using speech processing issues [2], hand geometry based biometry [3], cognitive or 
mental characteristics extraction [4], those involving human psychology [5] or those 
dealing with multiple biometric traits using data fusion issues [6]. However, the 
above-listed reflections arguments lead to state that the most promising issue for 
“mass biometry” related applications remains the facial biometry based approach. In 
fact, it is reliable and realistic enough to state today that the near future years will be 
those of fitting up the public areas with digital cameras (came scopes) than to imagine 
that they will be those of public areas’ entrapment with more complex apparatuses. 

In this paper we present an Artificial Neural Network (ANN) based face 
recognition system in a “mass biometry” context using facial biometric features. Our 
motivation to investigate an ANN based solution has been stirred by three points: 
their successes in solving nontrivial problems (especially those dealing with decision 
making and classification), their learning and generalization capabilities 
(extrapolation of learned tasks to unlearned situation) and availability of parallel 
electronic implementation for some of these models (as the IBM ZISC-036, offering 
reliable functional and programming skills). The paper has been organized as follows: 
section 2 will present a brief overview of kernel functions based ANN focusing their 
structure and their implementation within the IBM ZISC architecture. Section 3 will 
present the proposed system, its implementation, experimental protocol and validation 
results. Finally, the last section will conclude the paper. 

2   Brief Overview of Kernel Functions Based ANN and ZISC 
Architecture  

This kind of neural models belong to the class of “evolutionary” learning strategy 
based ANN ([7], [8], [9]). Including a unique hidden layer, the neural network’s 
structure is completed during the learning process. Fig.1 gives the bloc-diagram of 
such neural net (the left picture). The number of neurons in input layer corresponds to 
the problem’s feature space dimension. The output layer represents a set of categories 
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associated to the input data. Connections between hidden and output layers are 
established dynamically during the learning phase.  

A neuron from hidden layer is characterized by its “centre” representing a point in 
an N dimensional (N-D) feature space and some decision function, called also 
neuron’s “Region Of Influence” (ROI). The solution is mapped in problem’s N-D 
feature space thank to learning examples (centres) and associated ROI (e.g. regions 
around prototypes where generalization is possible). The right picture of Fig.1 shows 
example of the learning mechanism’s principle for a 2-D feature space. When a 
prototype is memorized, ROI of neighbouring neurons are adjusted to avoid conflict 
between neurons and related categories. The neural network’s response is obtained 
from relation (1) where Cj represents a “category”, [ ]TNVVVV …21=  is the input 

vector,  [ ]Tj
N

jjj PPPP …21=  represents the j-th “prototype” learned as the neuron j in 

the hidden layer and λ j the ROI associated to this neuron (neuron j). F(.) denotes the 

neuron’s activation (decision) function, which is a kernel like function. 
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The choice of the distance calculation (choice of the used norm) is one of the main 
parameters in the case of the kernel functions based neural models. The most usual 
function to evaluate the distance between two patterns is the Minkowski function 

expressed by relation (2), where Vi  is the i-th component of the input vector and j
iP  

the i-th component of the j-th learned pattern. Manhattan distance ( n = 1, called also 
L1 norm) and Euclidean distance ( n = 2 ) are Minkowski function’s particular cases. 
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Fig. 1. Kernel Functions based ANN’s bloc-diagram (left) and an example showing its learning 
mechanism solving a classification task in 2-D feature space (right) 
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The IBM ZISC-036 ([10], [11], [12]) is a parallel neural processor implementing 
kernel functions based ANN. Each chip is able of performing up to 250000 
recognitions per second. It also integrates an incremental learning algorithm. This 
circuit is very easy to program in order to develop applications; a very few number of 
functions (about ten functions) are necessary to control it. Each ZISC-036 like neuron 
implements two kinds of distance metrics called L1 and LSUP respectively. Relations 
(3) give the above-mentioned distance metrics. 

L1: dist = Vi − Pi
i= 0

n

∑          and           LSUP: dist = max
i = 0...n

Vi − Pi  (3) 

Including 36 neurons, ZISC-036 chip is fully cascadable allowing the use of as 
many neurons as the user needs (several ZISC PC boards). A neuron is able to: 

• memorize a prototype (64 components coded on 8 bits), the associated category 
(14 bits), an influence field (14 bits) and a context (7 bits), 

• compute the distance, based on the selected norm (norm L1 or LSUP) between its 
memorized prototype and the input vector (the distance is coded on14 bits), 

• compare the computed distance with the influence fields, 
• communicate with other neurons (in order to find the minimum distance, etc.), 
• adjust its influence field (during learning phase). 

Association of a context to neurons is an interesting concept, which allows a 
versatile implementation of several neural nets by dividing ZISC-036 neurons in 
distinguished subsets of neurons, committing only neurons relative to a same context. 
the network to be divided in several subsets of neurons. Up to 127 contexts can be 
defined ([10], [11]).  

3   Modular Kernel Functions ANN Based Face Recognition 
System 

The facial recognition based mass biometric system we propose includes three main 
stages. The first one is a video (image flow) acquisition device, which could be a 
standard digital video camera. The second stage is essentially an image processing 
stage, which on the one hand, performs a set of image pre-processing operations, and 
on the other hand, extracts a number of facial biometric features. The last one is a 
kernel functions based ANN stage carrying out classification and decision operations. 

It is pertinent to notice that one of the chief goals in present work was realization 
of an effectively operational prototype. That is why our implementation choices have 
been guided by real-time computation capability. 

3.1   Image Flow Acquisition 

Image flow acquisition could be done by standard or specialized (dedicated) video 
devices. Most of market available standard video devices offer “face tracking” 
function which is proposed as associated software option or is implemented as 
hardware function. On the side of the dedicated (specialized) camera, several products 
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offer sophisticated functions allowing face tracking and a number of face related 
features extraction or measurements [13].We have preferred to consider a standard 
Web camera including a face tracking standard function simulating limited resolution 
and noisy nature of input information conformably to the mass biometry related 
context and conditions. 

3.2   Preprocessing and Features Extraction Stage 

In principle, this stage could be a software based stage or a hardware module. 
However, either software or hardware, the processing should be done in real-time. In 
our case, the second stage has been realized as a software module on PC. As the face 
tracking function is performed by the first stage, this second stage has essentially been 
dedicated to face characteristic areas (mouth, nose and eyes) detection and to the 
associated biometric features extraction. 

     
 (a) (b) (c) 

Fig. 2. Eyes area detection example: input image (a), filtered image (b) and the result (c) 

The above-mentioned features’ extraction is performed in two steps. During the 
first step the face image is converted to a binary image and filtered using a 
conventional Sobel [14] transformation. During the second step, the white pixels 
spatial histogram in each dimension, representing number of white pixels for all 
columns (dimension X) and for all rows (dimension Y), is realized [11]. These 
histograms are used as some kind of signatures to detect mouth, nose and eyes areas.  

Fig.2 shows the eyes’ area detection using such approach. Detection of each area 
(mouth, nose and eyes) using the above-described approach takes less than 60 ms 
remaining compatible with real-time requirements. The obtained images are then used 
to generate biometric features composing the ANN stage’s inputs. The biometric 
features are a set of 64-pixels images (“8 by 8” or “4 by16”). Different policies could 
be used to obtain such features [15]. The size (64-pixels) of the images is conditioned 
by the size of ZISC-036 input vector: a 64 components vector.  

3.3   Modular ANN Based Face Recognition System 

The third and last stage of the proposed “mass biometry” oriented face recognition 
system is a kernel functions ANN based stage including three neural nets conceived 
according to a parallel architecture. Fig. 3 gives the bloc diagram of the whole 
proposed face recognition system, detailing this third stage. 
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Fig. 3. Face recognition system’s bloc diagram (upper) and its implementation bloc diagram 

Each ANN is specialized in processing of a specific kind of biometric feature 
extracted from the input image. Then a decision logic based procedure performs (on 
the basis of classification results relative to each biometric feature) the identification 
of the concerned individual. The appealing ability of “context” definition in ZISC-036 
has been used to implement the three above-mentioned dedicated neural networks. 

A first prototype of the proposed “mass biometry” oriented face recognition system 
has bee, realized using a ZISC-036 based board including 16 chips making available 
approximately 700 neurons. The second stage has been implemented as software 
module on PC.  

3.4   Experimental Validation 

The experimental validation has been done using the ORL (Olivetti Research 
Laboratory, Cambridge) faces database. This database is composed of 400 images 
representing 40 different individuals. In other words, the database offers 10 different 
pictures, for each individual, each one representing a different situation: different 
mimics, with and without glasses, different degrees of rotation, etc.. An example of 
images set corresponding to an individual is given in Fig. 4. 

Two different kinds of biometric features have been considered. In the first kind, 
called “global biometric features”, the three “64 components” biometric features are 
“8 by 8” images involving the whole face. The first and second “8 by 8” images are 
obtained from median operation performed on input image’s rows and columns. 
While, the third one, representing some face morphology related global feature, has 
been obtained from median operation performed on 64 equal slices of the input 
image. In the second kind, called “local biometric features”, the three “64 
components” biometric features are “4 by 16” images involving specific face’s areas. 
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Fig. 4. Example of images set offered by ORL database for a same face (individual) 
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Fig. 5. “Identification error” versus number of learned samples using first fusion based decision 
logic (left) and using the second decision policy (right) 

The first one is obtained from “mouth area”, the second fashioned from “nose 
area” and the last one constructed using the “eyes area”. Both of these biometric 
features take reasonable processing times: less than 100 ms for whole face’s image. 

Two fusion based decision logic have been implemented. The first (the simplest 
one) averages the results of the three ANN while the second valorizes the third neural 
net’s response (e.g. the face morphology related global feature and the “eyes area” 
local feature). Fig. 5 gives identification error versus number of learned samples from 
the aforementioned database. Reported results correspond to the use of ROI mode 
with L1 metrics. As it could be observed from the left diagram, using “global 
biometric feature” based strategy and the first fusion based decision policy a correct 
identification of 73% is obtained for 5 (among 10) learned examples. While using 
“local biometric features”, the same experimental protocol leads to 64% of correct 
identification. Also, the “local biometric features” remain less sensible to the effect of 
additional samples’ learning within this decision policy. This shrink of performances 
could be explained by the effect of the used fusion policy which smoothes the 
relevance of each local feature in correct typifying of different individuals (faces). 
Results obtained using “local biometric features” within the second fusion based 
decision policy confirm this explanation (right diagram of Fig.5).  

In fact, identification rate in this case is significantly improved reaching 85% for 5 
leaned samples and more than 98% for 9 learned samples. Another interesting point 
concerns the whole system’s “identification error”, which remains lower than the 
error affecting each specialized neural network composing the system, especially 
when the number of learned samples remains fairly small (3 to 5 samples). 
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4   Conclusion 

Taking into account antagonistic requirements inherent to “mass biometry” 
context, an ANN based facial recognition biometric system has been proposed and 
implemented using ZISC architecture and skills. The proposed solution takes 
advantage at the same time from kernel functions based ANN’s image processing 
ability and from the massively parallel architecture of ZISC-036 which allows very 
high processing speed. A first prototype of the proposed system has been realized 
combining software (biometric features extraction stage) and hardware (ZISC-036 
neuro-processor’s based “Classification / Decision” stage) modules. The obtained 
very promising results show feasibility and effectiveness of the proposed solution. 
These promising results open a number of auspicious perspectives concerning as 
well the proposed solution as the “mass biometry” related applications in general. 
We are working now on two directions. On the one hand we are investigating new 
“64 components biometric features” (representations), and on the other hand we 
develop more sophisticated learning strategies on ZISC-036. 
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Abstract. In this paper a novel classification method for real world clas-
sification tasks is proposed. The method was designed to overcome the
difficulties encountered by traditional methods when coping with those
real world problems where the key issue is the detection of particular
situations - such as for instance machine faults or anomalies - which in
some frameworks are hard to be recognized due to some interacting fac-
tors that are analyzed within the paper. The method is described and
tested on two industrial problems, which show the goodness of the pro-
posed approach and encourage its use in the industrial environments.

Keywords: Classification, Industrial databases.

1 Introduction

In many real world industrial problems which are focused on the detection of
particular situations, some classification problem can arise. For instance within
industrial manufacturing process, to detect as soon as possible machine faults
or defective products is a key issue which allows to save time and money. It is
clear that, in such cases, the correct identification of these situations is more
important than the identification of other situations and, on the other hand, the
misclassification of pattern related to not anomalous situations (the so–calles
false alarms) is more tolerable than the opposite error. Moreover in the industrial
framework this kind of events are often rarer and not simply discernible from
the others ones, therefore the identification task is quite complex. The inherent
difficulty of the classification task combined with the different importance of class
recognition are at the basis of the development of the proposed method which is
based on a thresholded neural network. This method aims at the identification
of pattern corresponding to arbitrary situations which are interesting for the
specific applications.

The paper is organized as follows: in section 2 the method is described to-
gether with a general analysis of the problem of the recognition of rare and
sensitive situations; in section 3 and 4 the method is tested on two industrial
problems related to metal industry: the first one concerns defect identification on
the surface of metal sheets while the latter one refers to fault diagnosis; finally
conclusion and future developments are discussed in section 5.
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2 The Proposed Method

The proposed method aims at the detection of noticeable events related to sen-
sitive problems which are hard to correctly classify. Typical examples within the
industrial field are fault diagnosis and defect recognition. In these classification
problems the difficulty can be due to several factors: the overall low number of
samples to be used for training the classifier; a relative low number of samples
corresponding to the interesting situation; the non–separability of the classes
within the dataset. In many practical cases these factors are combined so that
their effect on the learning process is highly detrimental. In facts traditional
learning algorithms, when coping with classification tasks which present these
characteristics tend to ignore the less represented classes as the classifiers are de-
signed in order to optimize the overall performance without taking into account
the relative distributions of each class [4]. This behavior is not desirable in a
context where the main purpose is to correctly identify the less numerous situa-
tions. In order to overcome the drawbacks encountered by traditional methods, a
novel approach based on a thresholded neural network is proposed. This method
will be suitable for all those classification problems where: 1) the main aim of
the classifier is the detection of pattern belonging to a particular class despite
of the misclassification of patterns belonging to other classes (false alarms); 2)
the dataset used for the training of the classifier is not separable.

The above listed features are frequently encountered when coping with real
industrial problems and decrease the performances of standard methods. The
main problem of standard algorithms when coping with data characterized by
these features is that, once trained, they tend to output values corresponding
to the most represented class. In this paper only classification problems where
two possible classes are present will be considered. For the sake of simplicity,
and without modifying the generality of the treated problem, the two classes
will be labeled as follows: class-0 will represent the class corresponding to the
more frequent instances, while class-1 will be correspond to the situations whose
detection is fundamental. In this context both standard decision trees [9] and
standard multilayer perceptron feed–forward neural network (MLP-FFNN) [8]
fail in the detection of class-1 patterns.

In classification tasks, a M-outputs network is normally used where each out-
put neuron is associated to a possible class: when an input pattern is presented
the class associated to the output neuron returning the highest value is selected
[1]. Another approach involving MLP-FFNN consists in the use of a network with
a single output neuron: low output values are associated with class-0 and high
output values correspond to class-1. The basic idea exploited by the proposed
method is to increase the sensitivity of this latter MLP-FFNN architecture to
the salient patterns, so as to rise a class-1 classification as soon as the presented
input pattern is suspected to belong to that class. This idea is implemented by
means of the use of a threshold operator at the output of a standard MLP-FFNN
and to tune the threshold for the rounding in order to maximize the performance
of the classifier on the basis of the specific problem. The general structure of the
thresholded artificial neural network (TANN) is depicted in figure 1. The input
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of the threshold operator will be the output of the feed-forward neural network
while its output will be class-1, if the processed value is greater than the fixed
threshold, class-0 otherwise. This adjustment will have the effect of increasing
the number of class-1 classifications for all those input pattern whose FFNN
output will be higher enough to suppose that they belong to class-1.

Fig. 1. A schematic representation of the architecture of the proposed method

The training algorithm of the TANN is divided into two subsequent steps:
the first one aims at the training of the neural network sub-system while the
second one selects the optimal threshold value. To this purposes, the training
set is divided into two parts: the first parts includes the 60% of the training set
(AnnTrainSet) while the remaining samples are used for the threshold deter-
mination (ThrTrainSet). The exploited neural network is a standard two layers
feed-forward network with one output neuron which feeds the threshold opera-
tor. The algorithm employed for the training of the ANN is a variation including
Bayesian regularization of the Levenberg-Marquardt [5] training algorithm which
grants stability and generalization capabilities to the network [2] [3] . Once this
part of the training is complete, the threshold value has to be determined. At
this stage the output returned by the neural network when a new input pattern
is presented is a real number in the range [0; 1] and the distribution of such
output will be heavily unbalanced in favor of an higher number of values close
to zero . The optimal threshold is determined by means of the evaluation of the
performance of the proposed structure for a set of candidate thresholds according
to the following criteria:

Correct classifications: the overall rate of correct classifications
Detections: the rate of detected important situations by respect to their

number
False alarms: the rate of false alarms risen (predicted class-1 but actual class-0

observation)

A global figure of merit involving these criteria is calculated for each candi-
date threshold t by means of equation 1 where Det represents the rate of main
events detected, FA the rate of false alarms and Corr the overall rate of correct
classifications. In the equation γ and μ are two empirical parameters. Equation
1, whose trend is shown in figure 2, encourages the detection of the salient events
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Fig. 2. In this picture the trend of the evaluation function is shown by respect to the
others performance measures involved in its calculation

rather than the correctness of the overall classification and, at the same time,
aims at avoiding false alarms.

evaluation(t) =
γDet(t)− FA(t)
Corr(t) + μFA(t)

(1)

The evaluation of the candidate thresholds (whose set is identified by T in
equation 2) is separately performed for the two distinct training sets AnnTrainSet
and ThrTrainSet according to equation 2, by selecting for each set the threshold
which obtains the highest evaluation. The optimal threshold is then calculated by
averaging the thresholds selected for the two groups (namely Thann and Ththr);
such double calculation is done in order to increase the generalization capabilities
of the classifier, as the calculation of the final threshold on the basis of a set of
observation unknown to the ANN (namely the set ThrTrainSet) simulates the
real operation of the TANN and improves its performance on the validation set.
Once the final threshold has been established, the TANN is completely trained.

Thann,thr = argmaxt∈T (evaluation(t)) (2)

3 Quality Control of Metal Sheets

During the production of metal sheets some surface controls on the products
are necessary in order to assess the product quality and avoid the presence of
defects. In particular the surface of the sheets is inspected by means of a vision
system which is able to detect several defects (such as scratches, patchiness...).
Once a map collecting all the information on the observed defects is compiled
by the vision system, human operators must decide, on the basis of the char-
acteristics of the reported defects, whether to discard the examined sheet or to
accept it. The decision on the sheet is taken by globally considering the number
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of observed defects and, for each defect, some features such as its type, exten-
sion, position and shape. Currently the decision is taken in two stages by two
human operators: the first one examines the defects map, signals to the subse-
quent operator those sheets which are suspected to be defective and classifies
the others as non defective. The second operator examines the signaled sheets
and takes the final decision on the basis of both the defect map and some further
indications provided by the first operator. This process is very time consuming
due to the high number of sheets processed and suspected to be defective which
need a second control. The accomplishment of this latter control needs a consid-
erable amount of time as the examination pursued on the sheets is very accurate.
Moreover the decision is left to human operators and can lack of objectivity as
the performance of the operator can vary with time. The TANN method was
used in this framework in order to support the decision of the second human
operator, as depicted in figure 3.

Fig. 3. Diagram describing the metal sheet production line highlighting the integrated
TANN system

The described problem is suitable to be faced by the TANN method as the rate
of defective sheets is significantly lower than non–defectives and the key issue of
the task is the detection of defective products because it is important not to put
into the market products containing surface defects while, on the other hand,
false alarms (i.e. to signal as defective a sheet which is non defective) are not
so detrimental. The exploited TANN system was thus used to identify defective
sheets among those signaled by the first human operator. The neural network
takes as input both the map provided by the vision system and the indication
provided by the first operator. A subset of defect types which mostly affect
the final product quality have been taken into account and an analysis of their
presence on the examined sheet, together with some sheet features and the report
of the first operator, have been exploited to form the input vector of the TANN.
Such vector includes both real and discrete variables concerning the gravity
of the defects signaled by human operators and some features for the selected
defects (such defect width, position, area and shape) that are extrapolated from
the maps which are provided by the vision system. The TANN exploits a two
layers perceptrons feed-forward neural network with 13 inputs, 8 hidden units
and one output. It was trained by using about 9000 observation provided by the
metal sheet producer. The 20% of these observations are related to devective
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sheets. Once the system was trained, a new dataset composed by about 2000
observations (20% defective) was used for the validation. The same training
and test data have been exploited in order to apply other methods and make a
comparison of the different approaches. The tested methods are: decision trees
based on the C4.5 training algorithm [11] [10], support vector machines (SVM)
[6] [7] and feed-forward neural networks. The results obtained by these methods
are shown in table 1.

Table 1. Results obtained by the tested methods on the metal sheet problem. For each
method several configurations were tested but only the results of the best performing
one are shown.

Method Correct Detected False alarms
Decision tree 83% 68% 7%
FFNN 72% 29% 4%
SVM 87% 65% 1.5%
TANN 83% 77% 3%

The results confirm the goodness of the proposed methods, in facts, the TANN
is able to detect a high number of defective products (77%). The rate of detected
defective products is higher than those obtained by the other methods: SVM and
decision trees detect less than 70% of these cases while plain FFNN only the 29%.
On the other hand TANN rises a reasonable rate of false alarms (3%). The overall
performance of the proposed method is satisfactory and TANN significantly
overcomes the other methods, also according to the indication of manufacturers.
The integration of the TANN in the production line could sensibly improve the
performance of the quality control process in terms of speed and reliability.

4 Fault Detection in the Casting Process

In common steel making practice the liquid material produced in the blast fur-
nace is cast, after some manufacture, into the ladle and, subsequently, into the
tundish. On the bottom of the tundish, the submerged entry of some nozzles is
located, through which the liquid steel passes into the mould or strip casters.
The section of such nozzles is far smaller with respect to the tundish dimensions
and internal surface of nozzles can be covered by precipitates which slow or even
completely block the flow of the liquid steel. This phenomenon is commonly
known as clogging and is highly detrimental to casting reliability and quality of
the cast products. The clogging phenomenon is still not deeply understood [14]
due to the very high number of chemical and process factors affecting its forma-
tion thus many models have been developed aiming at its early detection. The
detection of clogging is important as it allows the early use of appropriate coun-
termeasures that can avoid material waste and can increase of product quality.
The TANN methods and several other algorithms have been tested on this prob-
lem. The dataset available for the training and the test of the classifiers is made
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up of about 4000 observations (3% of them corresponding to clogging situations)
which include information both on the chemical properties of the produced steel
and on the process and machine parameters. The tested method, whose results
are shown in table 2, are: FFNN, Learning Vector Quantization (LVQ) [13],
Rectangular Basis Function Networks (RecBF) [12], SVM and decision trees.

Table 2. Table summarizing the results obtained by the tested methods on the clogging
detection problem

Method Correct Detected False alarms
Decision tree 98% 17% 2%
FFNN 98% 17% 2%
LVQ 97% 0% 0%
RecBF 72% 44% 27%
SVM 97% 0% 0%
TANN 77% 67% 21%

Table 2 shows that the detection of clogging is difficult for all the tested
methods. This behavior is probably due to the low number of data corresponding
to such event with respect to normal ones. Nonetheless the TANN method is able
to detect a satisfactory number of occlusions rising 20% of false alarms. The
performance of TANN is satisfactory by considering that false alarms are not
detrimental for the production process and product quality. The other methods,
except RecBF which seem to recognize a certain rate of cloggings, tend to classify
all the patterns as related to the normal situation as they aim to maximize the
overall number of correctly classified patterns. Also in this case the integration
of the TANN in the process could sensibly improve the prevention of harmful
situations.

5 Conclusions and Future Work

In this paper a new method for classification tasks within sensitive problems is
presented. This method is suitable for those situations where it is particularly
important to detect particular events by respect to others - such as, for instance,
the machine faults and product defects in the industrial framework. In real world
applications this kind of problems are often hard to solve, especially due to the
effect of many factors. Traditional methods do not achieve satisfactory results
when facing those kind of problems. The proposed method, that is based on a
thresholded neural network, was tested on two real world problems and obtained
satisfactory results, by overcoming the criticalities encountered by other meth-
ods. In particular TANN is able to detect the notable situations by generating
a reasonable number of false alarms. The obtained results encourage the inte-
gration of the proposed approach in the examined production processes. Future
work will concern a refinement of the algorithm for the threshold determination
as well as further tests on case studies extracted from industrial fields.
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Abstract. Over past decades, Artificial Neural Network (ANN) area has been 
the focal point of an ever-increasing number of research works and a very 
active pivot of interdisciplinary research activity. It is now time to state if ANN 
are ready to defeat nowadays’ real-world and industrial challenges. The main 
goal of this paper is to present, through some of main ANN models and based 
techniques, their capability in real world industrial dilemmas solution. 
Examples of real world and industrial applications have been presented and 
discussed. 

Keywords: Artificial Neural Networks, Real-Time, Real-world, Industrial, 
Solutions, Implementation. 

1   Introduction and Context Stating 

Real world dilemmas, and especially industry related ones, are set apart from 
academic ones from several basic points of views. The difference appears since 
definition of the “problem’s solution” notion. In fact, academic (called also sometime 
theoretical) approach often begins by problem’s constraints simplification in order to 
obtain a “solvable” model (here, solvable model means a set of mathematically 
solvable relations or equations describing a behavior, phenomena, etc…) [1]. If the 
theoretical consideration is a mandatory step to study a given problem’s solvability, 
for a very large number of real world dilemmas, it doesn’t lead to a solvable or 
realistic solution. Examples illustrating the above-mentioned fact are numerous and 
may concern various areas. As first example, one can emphasize difficulties related to 
industrial applications dealing with system identification, industrial processes control, 
systems and plants safety, manufacturing regulation and optimization. Another 
illustrative example concerns the delicate class of dilemmas dealing with economical 
and financial modeling and prediction, where the large number of parameters, on the 
one hand, and human related factors, on the other hand, make related real world 
problems among the most difficult to solve. 

Overcoming a number of conventional approaches’ limitations thank to their 
learning and generalization capabilities, Artificial Neural Networks (ANN) made 
appear a number of expectations to design “intelligent” information processing 
systems. They have been, over the past decades, central stream of elaboration of many 
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original techniques covering a large field of applications ([2] to [4]). If much is still to 
discover about how the animal’s brain trains and self-organizes itself in order to 
process so various and so complex information, a number of recent advances in 
“neurobiology” allow already highlighting some of key mechanisms of this marvels 
machine and could already be sources of inspiration for designing new approaches 
defeating the above-mentioned difficulties. 

The main goal of this paper is to present, through main ANN models and based 
techniques, the effectiveness of such approaches in real-world and industrial problems’ 
solution. Two examples real-size and real-complexity applications have been reported 
and discussed. The paper has been organized as follows: after a brief overview of 
industrial applications’ specificities, the next section will present two ANN based 
applications. One of them will deal with an industrial problem and the other with a real-
world challenging purpose. Finally, the last section will conclude the paper. 

2   ANN Serving Real-World and Industrial Applications 

Several specificities distinguish the industrial world and related constraints from the 
others. In the context of the present paper, the word “specificity” intends 
characteristic or criterion channelling industrial preference as an alternative to the 
others. As a first specificity one could mention the “reproducibility”. That means that 
an industrial solution (process, product, etc…) should be stable. A second specificity 
is “viability”, which means implementation (realization) possibility. That signifies 
that an industrial solution should be adequate to available technology and achievable 
in reasonable delay. Another criterion is “saleability”, which means that an industrial 
solution should wrap a well identified field of needs. Finally, an important specificity 
is “marketability” making a proposed solution attractive and concurrent (regarding 
price-quality ratio, etc…) to other products (or solutions) concerning the same area. 

Moreover, it is not always possible to put away the lower degree phenomena’s 
influence or to neglect secondary parameters when dealing with real world 
environment and related realities. That’s why a well known solved academic problem 
could appear as an unachieved (unbearable) solution in the case of an industry related 
dilemma. In the same way a viable and marketable industrial solution may appear as 
primitive from academic point of view. The above-listed specificities have guide the 
spirit of reported applications. 

2.1   Intelligent Automated Defects’ Detection and Diagnosis in High-Tech 
Optical Devices’ Production 

Fault diagnosis in industrial environment is a challenging but crucial task, because it 
ensures products’ nominal specification as well as the manufacturing processes 
control. Concerning High-Tech optical industry, a major step for high-quality optical 
devices’ faults diagnosis concerns scratches and digs defects detection and 
characterization in such products. These kinds of aesthetic flaws, shaped during 
different manufacturing steps, could provoke harmful effects on optical devices’ 
functional specificities, as well as on their optical performances by generating 
undesirable scatter light, which could seriously damage the expected optical features. 
A reliable diagnosis of these defects becomes therefore a crucial task to ensure 
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products’ nominal (expected) specification. Moreover, such diagnosis is strongly 
motivated by manufacturing process correction requirements in order to guarantee 
mass production quality with the aim of maintaining acceptable production yield. 

The diagnosis is performed on the basis of a human expert based visual inspection of 
the whole production. However, this conventionally used solution suffers from several 
acute restrictions related to human operator’s intrinsic limitations. The main limitations 
are: reduced sensitivity for very small defects, detection exhaustiveness alteration due to 
attentiveness shrinkage, operator’s tiredness and weariness due to repetitive nature of 
fault detection and fault diagnosis tasks. Figure 1 gives an example of High-Tech 
optical product, showing four optical filters. The same figure shows an example of 
visual inspection process of the aforementioned defects requiring expert knowledge and 
leading to a consequent inspection delay ([5] and [6]).  

To construct an automatic diagnosis system, the proposed approach has been based 
on three main operations: detection, classification and decision. The motivation to 
dissociate detection and diagnosis is based on industrial production’s specificities. In 
fact, in the case of mass production it is not always necessary to diagnose whole 
manufactured products, but it is crucial to detect the presence of defects in order to 
state if the number of defects is conform to the process’ intrinsic limitations. On the 
other hand, for High-Tech optical products, additionally to systematic defects’ 
detection it is crucial to state on nature of detected defects in order to reach high-
quality specifications. Fig. 2 gives the complete bloc diagram of the proposed 
solution. Four stages compose the automated diagnosis chain: “defect detection”, 
“defects’ isolation” then defects’ “features extraction” and “classification” [6]. 

 

 

Fig. 1. Example of High-Tech optical devices performing optical filtering (left) and the visual 
fault detection, performed by an expert (right) 

 

Fig. 2. Block diagram of the proposed defect diagnosis system 
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The aim of defect’s detection stage is to find defects from “Differential 
Interference Contrast” (DIC) microscopy based detector’ issued digital images. The 
proposed method [5] includes four phases: 

• Pre-processing: DIC issued digital image transformation in order to reduce 
lighting heterogeneity influence and to enhance the aimed defects’ visibility,  

• Adaptive matching: adaptive process to match defects, 
• Filtering and segmentation: noise removal and defects’ outlines characterization. 
• Defect image extraction: complete defect’s images’ construction. 

The defects’ isolation stage sets sights on defects’ isolation. In other words, it 
generates an image for each detected defect isolating it from other items (e.g. depicts 
the defect in its immediate environment). Figure 3.gives examples of isolated defects 
after their DIC microscopy based detection. This raw data (isolated defects’ images) 
can not be directly processed and has first to be appropriately encoded, using some 
transformations. Fourier-Mellin transformation is used as it provides invariant 
descriptors, which are considered to have good coding capacity in classification tasks 
[7]. Finally, the obtained features are normalized, using the centring-reducing 
transformation, providing a set of 13 components vectors [6]. 

 

            
 a          b              c   d 

Fig. 3. Images of characteristic items: a) scratch; b) dig; c) dust; d) cleaning marks 

In order to reduce the problem dimensionality (e.g. the processing’s complexity), 
we use Curvilinear Distance Analysis (CDA) [8]. This technique is related to 
Curvilinear Component Analysis (CCA), which aims to reproduce the topology of an 
n-dimension original space in a new p-dimension space (where p<n) without fixing 
any configuration of the topology [9]. To do so, a criterion characterizing the 
differences between original and projected space topologies is processed. Finally, the 
classification stage is a MLP based classifier.  

 

 

Fig. 4. Industrial system’s prototype (left) and Cartography of a 100mm x 65mm optical device 
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Table 1. Description of the two databases used for validation experiments 

Database 
Optical 
Device 

Number of 
microscopic 

fields 

Corresponding 
area 

Total items 
number 

Class 1 items 
number 

Class -1 items 
number 

A 1 1178 28 cm² 3865 275 3590 

B 2 605 14 cm² 1910 184 1726 

 
An industrial prototype performing automatic control has been implemented. It 

involves an Olympus B52 microscope combined with a Corvus stage, which allows 
scanning an entire optical component. The proposed image processing method is 
applied on-line. Figure 4 shows the realized industrial prototype and an example of 
defects’ detection (and visualization).  

In order to validate the above-presented concepts and the industrial prototype two 
experiments called (that we will call A and B) were carried out, using two different 
optical devices. Table 1 shows the different parameters corresponding to these 
experiments. Using this experimental set-up, classification experiment was 
performed. It involved a multilayer Perceptron with n input neurons, 35 neurons in 
hidden layer, and 2 output neurons (n-35-2 MLP topology). First this artificial neural 
network was trained for discrimination task between classes 1 and -1, using database 
B. This training phase used BFGS (Broyden, Fletcher, Goldfarb, and Shanno) with 
Bayesian regularization algorithm, and was repeated 5 times. Subsequently, the 
generalization ability of the proposed neural network was tested using database A. 
Since databases A and B are issued from different optical devices, the obtained 
generalization results are significant. Correct classification rate reaches 97% with 
0.87% (e.g. less than 1%) standard deviation. The obtained test results show viability 
of the implemented solution. 

2.2   Modular Neuro-Fuzzy Adaptive Controller for Biped Walking Robots 

One of the most challenging topics, over the recent decades, in the field of robotics 
concerned the design and the control of biped robots. Several potentialities make this 
foremost research area particularly appealing in the frame of middle and long term 
projection. On the fundamental side, advances in this research area can lead to a better 
comprehension of the human locomotion mechanisms. From the applicative point of 
view, it could concern a wide spectrum of applications among which: the design of 
more efficient prosthesis and the construction of more sophisticated (human-like) 
humanoid robots for interventions in hostile environments. 

Two main control strategies are generally used in the field of biped robots’ 
locomotion: one is based on a kinematics and dynamic modeling of the whole robot’s 
mechanical structure, and another takes advantage from soft-computing techniques 
(fuzzy logic, neural networks, genetic algorithm, etc…) and heuristically established 
rules resulting from the expertise of the human’s walking. 

Investigating soft-computing based fully autonomous biped robot’s walking, we 
proposed a new approach taking advantage simultaneously from local and global 
generalization. Our approach [10] is based on a modular Fuzzy-CMAC architecture: a 
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set of CMAC ANN ([10] and [11]) based modules and a fusion stage. The fusion is 
carried out by using Takagi-Sugeno FIS (Fuzzy Inference System). The main task of 
Fuzzy-CMAC based modular part of the system is to compute the swing leg’s 
trajectory (using a Fuzzy Inference System fusion of several CMAC neural networks’ 
outputs). The proposed control strategy allows regulating the average velocity from a 
modification of the desired pitch angle at each new step. Fig. 5 gives the bloc diagram 
of the proposed hybrid control architecture (the left figure) and shows the training 
strategy (right bloc diagram). 

The trajectories of the swing leg (in terms of joint positions and velocities) are 
learned by four "single-input/single-output" CMACk with k= 1,..,4 neural networks 
(four trajectories to learn). The learned trajectories are joint angles 1iq  and 2iq , and 

the two corresponding angular velocities 1iq  and 2iq . 1iq  and 2iq  are respectively 

the measured angles at the hip and the knee of the leg i. In the same way, 1iq  and 2iq  

 

  

Fig. 5. Bloc- diagram of the proposed modular Neuro-Fuzzy adaptive control strategy (left) and 
learning strategy principle’s bloc diagram (right) 

 

  

Fig. 6. RABBIT biped robot (left) and robot’s walking stick diagrams corresponding to 
“velocity increasing” case (right-upper) and to “obstacle crossing” case (right-lower) 
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are respectively the measured angular velocities at the hip and the knee of the leg i 
(see figure 5). During the training stage, five trajectories corresponding to five 
different average velocity values ( MV  measured in m/s) included in [0.4, 0.8] interval 

are learned by five CMAC based modules. Each module (labelled lCMAC , with 
{ }5,4,3,2,1∈l ) includes four CMACk neural networks (corresponding to the four 

above-mentioned robot’s trajectories). MV  is computed by using relation (2) where 

stepL  is the distance between the two feet at the moment of double impact and stept  is 

the duration of the step (from takeoff to landing of the same leg). 

step

step
M t

L
V =  (1) 

The Fuzzy Inference System is obtained from the five following rules, where 
lY corresponds to the output of lCMAC with { }5,4,3,2,1∈l : 

• IF MV  IS Very Small THEN 1YY =  

• IF MV  IS  Small THEN 2YY =  

• IF MV  IS Medium THEN 3YY =  

• IF MV  IS Big THEN 4YY =  

• IF MV  IS Very Big THEN 5YY =  

The validation of proposed approach has been done using skills of an under-
actuated robot: RABBIT ([12] and [13]). This robot has been the central point of a 
project, within the framework of CNRS (Centre Nationale de la Recherche 
Scientifique) [13]. This robot is composed of two legs and a trunk and has no foot as 
shown on Fig. 6 (left picture). A numerical model of the previously described robot 
has been implemented within the ADAMS software [14]. This software allows to 
simulate RABBIT’s dynamic behavior and namely to calculate the absolute motions 
of the platform and the relative motions of the limbs when torques are applied on the 
joints by the virtual actuators. The right picture of Fig.6 shows the stick diagram of 
the biped robot’s walking sequence when the desired average velocity increases. The 
same figure gives also the stick diagram corresponding to robot’s walking sequence 
avoiding obstacle. The main interest of this modular approach is to proffer to the 
walking robot autonomy and robustness. The obtained results show the adaptability of 
the walking step length. Furthermore, the modular Fuzzy-CMAC approach allows 
decreasing the memory size in comparison to the traditional multi-input CMAC ANN. 

3   Conclusion 

The main goal of the present paper was focused on ANN based techniques and their 
application to solve real-world and industrial problems. The reported examples 
(works) show that today, conjunction of ANN’ learning and generalization ability 
with recent computational technologies offers attractive potential for design and 
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implementation of real-time intelligent industrial solutions. If this paper doesn’t 
pretend to give an exhaustive state of art concerning the huge potential offered by 
such approaches, it reports, through above-presented ANN based realizations, a plenty 
idea of promising capabilities of ANN based solutions to solve difficult nowadays’ 
industrial challenges. 
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Abstract. Air pollution is one of the most important environmental
problems. The prediction of air pollutant concentrations would allow
taking preventive measures such as reducing the pollutant emission to
the atmosphere. This paper presents a pollution alarm system used to
predict the air pollution concentrations in Salamanca, Mexico. The work
focuses on the daily maximum concentration of PM10. A Feed Forward
Neural Network has been used to make the prediction. A database used to
train the Neural Network corresponds to historical time series of meteo-
rological variables (wind speed, wind direction, temperature and relative
humidity) and air pollutant concentrations of PM10 along a year. Our
experiments with the proposed system show the importance of this set
of meteorological variables on the prediction of PM10 pollutant concen-
trations and the neural network efficiency. The performance estimation
is determined using the Root Mean Square Error (RMSE) and Mean
Absolute Error (MAE).

1 Introduction

In recent years, the city of Salamanca has been catalogued as one of the most
polluted cities in Mexico [1]. The main causes of pollution in this city are fixed
emission sources, such as chemical industry and electricity generation, of largest
pollutant in air: Sulphur Dioxide (SO2), measured in Part Per Billion (PPB)
and Particulate Matter less than 10 microns in diameter (PM10). Currently, an
Automatic Environmental Monitoring Network (AEMN) is established in Sala-
manca. The AEMN reported five criteria pollutant [2] and seven meteorological
variables: Wind Direction (WD), Wind Speed (WS), Temperature (T), Rela-
tive Humidity (RH), Atmospheric Pressure(AP), Precipitation (P) and Solar
Radiation (SR). This article focuses on forecasting of PM10 daily maximum
concentration.
� This research has been partially supported by National (MICINN) and Madrid

(CAM) Spanish institutions under the following projects: Technical University of
Madrid AL09-P(I+D)-12 , PTFNN (MCINN ref: AGL2006-12689/AGR); the Com-
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Consejo Nacional de Ciencia y Tecnoloǵıa (CONACyT) of Mexico; Secretaŕıa de
Educación Pública (SEP) and Gobierno Mexicano.
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1.1 Particulate Matter

Particulate Matter (PM) is a complex mixture of airborne particles that dif-
fer in size, origin and chemical composition. PM is released from natural and
anthropogenic sources, such as volcanic eruptions, soils, car exhausts, industry,
and power plants therefore increasing PM’s concentrations in many locations.
PM has been linked to a range of serious respiratory and cardiovascular health
problems [3].

The Environmental Protection Agency (EPA) divide particle pollution in two
categories: Coarse Particles that include particles less than 10 microns in diam-
eter (PM10) and Fine Particles referring to particles smaller than 2.5 microns
(PM2.5). The PM presence and dispersion in the atmosphere depends on a wide
rage of factors including meteorological (T, rain, WD, WS, etc) [4]. The key
effects associated with exposure to ambient PM include: premature mortality,
aggravation of respiratory and cardiovascular disease. If it would be possible to
predict high PM concentrations in advance, more efficient actions could be taken
in order to protect the population.

1.2 Artificial Neural Network in Pollutant Prediction

Classical statistical methods and Artificial Neural Networks (ANN) have been
used by several authors for short terms prediction of gas and PM pollution.
Prediction models have been proposed where average pollutant concentrations
are given between one hour and 48 hours in advance. Some these models use
the pollution data from the past plus some meteorological information, traffic
information, day of the week [5].

The Multilayer Perceptron (MLP), were largely applied in last decade for pre-
diction of gas and PM pollution. The MLP have been applied for the prediction
of SO2, O3 and PM2.5. Kukkonen et al. [7] used five ANN models, a linear sta-
tistical model and deterministic one for the prediction of urban NO2 and PM10
concentrations at two stations in the central Helsinki. Their models used traffic
flow and meteorological variables as input data to forecast the two pollutants
on a 24-h horizon. The results show that the non-linear ANN models performed
slightly better than the deterministic model and linear statistical model.

Pérez et al. [8] predicted average PM2.5 concentration for up to 24 hours
ahead . They compared the forecasting of air quality for fine PM produced by
three different methods: a MLP, linear regression and persistence, obtaining the
best result using a MLP with three layers. Their experiment was improved taking
into account related meteorological variables.

Kurt et al. [9] used a Feed Forward Neural Network (FFNN) to predict future
(+1, +2 and +3 days) pollutant levels (SO2, PM10 and CO). Their prediction
of +2 and +3 days are made cumulatively using previous days predicted values.
This model consists of six inputs: general condition and some meteorological
variables (WD, AP, T, RH, WS). Experiments presented in their paper show
that quite accurate predictions of pollutant levels are possible with a simple
ANN.
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Brunelli et al. [10], presented a recurrent Elman ANN for the prediction,
two-days ahead, of daily maximum concentrations of some pollutants (SO2, O3,
PM10, NO2 and CO), the city of Palermo, Italy, using a meteorological predic-
tors: WD, WS, AP and T.

Ibarra et al. [11] made predictions of up to predicted 8 ahead for five pollutants
(SO2, CO, NO2, NO and O3), using MLP, Radial Basis Function (RBF) and
Generalized Regression Neural Network. Their results show that in some cases,
the GRNN and RBF can perform as well or even better than MLP.

Kumar et al. [12] proposed a scheme based on a MLP to predict O3 concentra-
tions, using an algorithm to search the nearest neighbor in prediction patterns.
They obtained that the new scheme provides better prediction than the standard
scheme with relatively small prediction error.

Coman et al. [13], predicted ozone concentrations for a 24-h horizon in Paris.
They proposed two models: a dynamic model used structure that involve a cas-
cade of 24 MLP and with 24 outputs, and static model with a classical MLP
with 24 outputs. In the experiments, they used a combination of variables such
as: T, NO2 concentration, RH, SR. Generally both models the generalization
was better for the first half of prediction horizon (for the first 8 hours).

2 Methodology

The air quality in cities varies depending on the industrialization, population and
traffic density and meteorological and topographical properties of the region [14].
Because of this air quality models require meteorological data to correctly pre-
dict air pollutant concentrations. The requisite meteorological inputs can vary by
air quality model, but typically involve information such as: wind vectors, verti-
cal mixing, temperature, and atmospheric moisture. In previous papers authors
shown WD, WS, T and RH [6,9,10,15] have the most influence on PM10 con-
centration. For this reason our experiment were made with this meteorological
variables.

The proposed system is based on a Feed Forward Neural Network (FFNN).
After experimenting with some other ANN structures, a FFNN structure with
two hidden layer was selected. The FFNN model consists of five inputs (max-
imum daily concentration of PM10, WS, WD, T and RH), two hidden layers
of 20 neurons and 10 neurons respectively (as shown in figure 1), obtaining as
the output the next-day maximum concentration. The activation function used
for hidden layers’ neurons was sigmoid function and for the output neuron the
linear function was used. The FFNN with the same structure was used for all
our experiments in order to find the time window (number of days) necessary to
make the best prediction using meteorological variables. All the mathematical
computations were performed using Neural Network Toolbox in Matlab c©.

This paper presents two experiments. In the first experiment, we find the op-
timum training data set size comparing the performance within different time
windows (from 1 day to 15 days). In the second experiment, we use the first
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Fig. 1. ANN Model implement to predict the maximum daily concentration of PM10

experiment results to compare the prediction using different meteorological vari-
ables in order to show the importance of this variables.

2.1 Database

The data base obtained by the AEMN, represents the essential information to
be used for the determination and prediction of environmental situations. Due
to the large amount of variability and conditions involved in air pollutants mea-
surements it is necessary to revise and refine the gathered information from the
AEMN. The data base used corresponds to the information of the years 2003
and 2004. The validation of data base was done according to the INE manual
[16]. Daily maximum of PM10 pollutant concentrations, WD, WS, T, and RH
were obtained to form the training and test set. The training set was formed
with 75% of the available data and the test set consisted of 25% remaining of
the data.

In addition, training and test sets were normalized in the range [0 1], using
the following transformation:

X ′ =
X −Xmin

Xmax −Xmin
(1)

where X ′ is the normalized value, X is the old value, Xmax and Xmin are the
minimum and the maximum, respectively, of the considered data set.

2.2 Experiment 1

The objective of this experiment is to find the optimum training data set size.
In this experiment, the performance for different number of days (from 1 day to
15 days) is compared.

In the experiment we form fifteen training sets named P, each of them con-
taining the maximum daily concentration of PM10, WS, WD, T, and HR. In
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order to evaluate the performance the training sets are varied from 1 day to 15
days, forming them as follow:

P = {xPM1...i , xws1...i , xwd1...i , xt1...i , xrh1...i} (2)

where i is the number of days necessary to make the prediction, xPM is PM10
concentration, xwd is wind direction , xws is wind speed, xt is temperature and
xrh is humidity relative, and all values are daily maximum.

2.3 Experiment 2

This experiment was conducted to verify the importance of meteorological vari-
ables. The first experiment results were used. We formed five training sets, named
P0, P1, P2, P3 and P4, their forming as follow:

P0 = {xPM} (3)

P1 = {xPM , xws} (4)

P2 = {xPM , xws, xwd} (5)

P3 = {xPM , xws, xwd, xt} (6)

P4 = {xPM , xws, xwd, xt, xrh} (7)

where xPM is PM10 concentration, xwd is wind direction, xws is wind speed, xt

is temperature and xrh is humidity relative, as the first experiment, all values
were for PM10 concentration daily maximum.

2.4 The Prediction Accuracy

The prediction accuracy was evaluated through two parameters Mean Absolute
Error (MAE) and Root Mean Square Error (RMSE), defined by the following
equations:

MAE =
1
N

N∑
i=1

|Xi − Yi| (8)

RMSE =

[
1
N

N∑
i=1

(Xi − Yi)2
]1/2

(9)

where Xi is the observed value at time i, Yi is the predicted value at time i and
N is the total number of observations.
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Table 1. Experiment 1: The prediction accuracy for different time windows (from 1
to 15 days)

No. of Days MAE RMSE

1 0.249 0.510
2 0.240 0.493
3 0.216 0.327
4 0.108 0.150
5 0.152 0.205
6 0.088 0.117
7 0.219 0.297
8 0.105 0.133
9 0.138 0.174
10 0.131 0.167
11 0.171 0.232
12 0.131 0.160
13 0.145 0.192
14 0.130 0.160
15 0.103 0.134

Table 2. Experiment 2: The prediction accuracy obtained using different meteorolog-
ical variables

No. of Days MAE RMSE

P0 0.276 0.357
P1 0.233 0.375
P2 0.164 0.210
P3 0.117 0.171
P4 0.088 0.117

3 Experimental Results

- The first experiment was done using the training sets with meteorological vari-
ables (WS, WD, T and RH) and PM10 daily maximum concentration changing
time span. The table 1 shows the results obtained from the first experiment. The
MAE values show that the best perform were obtained with training set that con-
tained from the previous data of six days with MAE=0.088 and RMSE=0.117.
The worse results were obtained with the training sets of 1, 2, 3, 7 days.
- In the second experiment the first experiment results were used. An ANN was
trained using the 6-day training set. Five new training sets were formed. They
included the meteorological variables in order to show the importance of these
variables. Table 2 shows the obtained results of the second experiment. In these
results we observe that the use of meteorological variables allow us to obtain
more prediction accuracy. The worst results were obtained with the training set
of PM10 concentration.
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4 Conclusions

In the case presented, we propose and justify to use four meteorological variables
(WD, WS, T, HR) to predict daily maximum concentration of PM10 applying
a FFNN. The best results were obtained with a time window of six days. In
previous works, applying the same ANN, the authors used five meteorological
variables (WD, WS, AP, T, RH) to predict the pollutant level, obtaining the
best results with a time window of three days.

According to our results, large time windows are necessary in order to predict
the PM10 concentrations. The advantages of these time windows are the reduc-
tion of meteorological variables necessaries to predict the PM10 concentrations.
Moreover, with the obtained prediction it is possible to directly calculate the
pollutant level.

The results show the importance of the meteorological variables to predict
the maximum daily concentration of PM10. Meteorological variables permit to
obtain more information about the next maximum concentration of PM10. It is
important to note that it is necessary to analyze the study zone and variations in
climate to obtain the relation between meteorological variables and pollutants
concentrations. These experiment can be extended in the future, using other
variables such as traffic flow, day of the week, etc.
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Crespo, Rubén González II-284, II-292,

II-299, II-323, II-330
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Gómez-Pulido, Juan Antonio II-179
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Jiménez, Maŕıa I. II-675, II-839
Jimenez, G. I-797
Jimeno, Antonio II-612
Johnson, Samuel I-17, I-228
Joya, Gonzalo I-886, I-901
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Mart́ınez-Maŕın, T. I-813
Mart́ınez-Ortigosa, Pilar II-219
Mart́ınez-Rego, David II-195
Mart́ınez-Zarzuela, M. I-149
Mart́ınez, J. II-280
Mart́ınez, M. II-99
Martinez, Estibaliz I-196

Mart́ınez, Oscar Sanjuán II-284
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Rodŕıguez, Ángel II-232
Rodriguez, David II-675
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Simó, José E. II-83, II-432
Simón-Hurtado, Arancha I-1037
Skarmeta, Antonio F.G. II-882
Soldatos, John II-756
Sopena, Josep Maŕıa I-1013
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Vidales, Miguel Ángel Sánchez I-1232,

I-1240
Vidaurre, Carmen I-674
Vieira, Cristina II-1001
Vieira, Jorge II-1001



1356 Author Index

Vila, Amparo II-764
Villa, Ana II-819
Villa, David II-130
Villacorta, Juan J. II-675
Villanúa, Jorge I-957
Villanueva, Daniel II-695, II-800
Villanueva, Felix J. II-130
Villanueva, Ismael II-827
Villar, A. I-635
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