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Preface 

I was invited to join the Organizing Committee of the First International Conference 
on Complex Sciences: Theory and Applications (Complex 2009) as its ninth member. 
At that moment, eight distinguished colleagues, General Co-chairs Eugene Stanley 
and Gaoxi Xiao, Technical Co-chairs János Kertész and Bing-Hong Wang, Local  
Co-chairs Hengshan Wang and Hong-An Che, Publicity Team Shi Xiao and Yubo 
Wang, had spent hundreds of hours pushing the conference half way to its birth. Ever 
since then, I have been amazed to see hundreds of papers flooding in, reviewed and 
commented on by the TPC members. Finally, more than 200 contributions were se-
lected for the proceedings currently in your hands. They include about 200 papers 
from the main conference (selected from more than 320 submissions) and about 33 
papers from the five collated workshops:  

Complexity Theory of Art and Music (COART) 
Causality in Complex Systems (ComplexCCS) 
Complex Engineering Networks (ComplexEN) 
Modeling and Analysis of Human Dynamics (MANDYN) 
Social Physics and its Applications (SPA) 

Complex sciences are expanding their colonies at such a dazzling speed that it be-
comes literally impossible for any conference to cover all the frontiers. We decided to 
mainly cover the following seven topics, which is already a major challenge for a 
conference:  

Structure and Dynamics of Complex Networks 
Complex Biological Systems 
Complex Economic Systems 
Complex Social Systems 
Complex Engineering Systems 
Complex Systems Methods 
Other Complex Systems 

It is our hope that the conference can serve as a bridge for accelerating communica-
tion and cooperation between the participants. It is certainly also our hope that more 
researchers will respond to our invitation in future. 

On behalf of all the Organizing Committee members, we thank all the TPC mem-
bers and reviewers who have carefully helped review and select the contributions.  We 
thank all the local helpers for their endless patience and priceless help. The efforts of 
the ICST and Springer staff are also gratefully acknowledged. Above all, we thank all 
the authors for submitting their research results to us. Without their support, there 
would be no conference. 
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Last but not least, I would like to take this opportunity to express my personal 
thanks to all the other Organizing Committee members. Team, it has been amazing 
and totally enjoyable to work with you. 

 
 

February 2009 Jie Zhou 
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Abstract. Financial fluctuations play a key role for financial markets
studies. A new approach focusing on properties of return intervals can
help to get better understanding of the fluctuations. A return interval
is defined as the time between two successive volatilities above a given
threshold. We review recent studies and analyze the 1000 most traded
stocks in the US stock markets. We find that the distribution of the return
intervals has a well approximated scaling over a wide range of thresh-
olds. The scaling is also valid for various time windows from one minute
up to one trading day. Moreover, these results are universal for stocks of
different countries, commodities, interest rates as well as currencies. Fur-
ther analysis shows some systematic deviations from a scaling law, which
are due to the nonlinear correlations in the volatility sequence. We also
examine the memory in return intervals for different time scales, which
are related to the long-term correlations in the volatility. Furthermore,
we test two popular models, FIGARCH and fractional Brownian motion
(fBm). Both models can catch the memory effect but only fBm shows a
good scaling in the return interval distribution.

Keywords: Financial marekts, Econophysics, Volatility, Return inter-
val, Scaling, Long-term correlation.

1 Introduction

Large and unpredictable fluctuations constitute risk for investments as well as
the whole economy. For instance, the credit crisis nowadays is along with turmoil
in financial markets, which causes huge losses for many investors and likely initi-
ates a recession worldwide. Moreover, significant risk could be inherent not only
in market crashes, but also in less hazardous fluctuations if they are unexpected
and investments are not well protected against them. Banks have to properly
estimate the risk of their investments and make provisions in order to be able
to withstand large fluctuations without going bankrupt. The importance of fi-
nancial markets attract many researchers and in particular, collaborative work
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joining economists and physicists (which created a new interdisciplinary field
of econophysics [1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,20,19,21,22,23,24,25]
[26,27,28,29,30,31,32,33,34,35]) has resulted in a better understanding of eco-
nomic fluctuations. Until relatively recently, theories of economic fluctuations
invoked the label of “outliers” (bubbles and crashes) to describe fluctuations that
do not agree with the existing theory. However, econophysics research found ev-
idence that the probability distribution of price fluctuations can be described by
a power law [27,28,29,30,31,32,33,34,35]. There are no “outliers” since this law
also holds for extremely large and unpredictable changes of magnitude sufficient
to wreak havoc.

Statistical physics deals with systems comprising a very large number of in-
teracting subunits, for which predicting the exact behavior of the individual sub-
unit would be impossible. Hence, one is limited to making statistical predictions
regarding the collective behavior of the subunits. Recently, it has come to be
appreciated that many such systems consisting of a large number of interacting
subunits obey universal laws, therefore they are independent of the microscopic
details. The finding, in physical systems, of universal properties that do not
depend on the specific form of the interactions gives rise to the intriguing hy-
pothesis that universal laws or behavior may also be present in economic and
social systems [34,35]. An often-expressed concern regarding the application of
physics methods to the social sciences is that physical laws are applied to systems
with a very large number of subunits (at the order of Avogadro’s number, 1023),
while social systems comprise a much smaller number of elements. Fortunately,
due to the rapid development of electronic trading and data storing in the last
few decades, financial data bases have become available with a huge amount of
data points (say 108), enabling physicists to analyze them as dynamic systems.
The data size becomes comparable to nano systems and the “thermodynamic
limit” is reached so that methods from statistical physics can be applied. It is
worth to note that there is only a small amount of extremely large events even in
very huge data bases. To understand these devastating events, it is of great im-
portance to find laws describing the entire data set in order to approach extreme
events by extensive analysis on small fluctuations.

Two important conceptual advances on universal laws are scaling and univer-
sality. A system obeys a scaling law if its relation is characterized by the same
functional form and exponent over a certain range of scales (“scale invariance”).
The typical behavior for scaling is data collapse, all curves can be “collapsed”
onto a single curve, after a certain scale transformation on the measure. The
general principles of scale invariance used here have proved useful in interpret-
ing a number of other phenomena, ranging from elementary particle physics
and galaxy structure to finance [35,36,37]. At one time, many imagined that
the “scale-free” phenomena are relevant to only a fairly narrow slice of physi-
cal phenomena [38,39]. However, the range of systems that apparently display
power law and scale-invariant correlations has increased dramatically in recent
years, ranging from base pair correlations in noncoding DNA [40], lung inflation
[41] and interbeat intervals of the human heart [42] to complex systems involving
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large numbers of interacting subunits that display “free will,” such as city growth
[43], university research budgets [44], and even bird populations [45]. In many
of these diverse systems, the same scaling function exists for a significant range
which is remarkable, apparently suggesting the universality of laws. Moreover,
many systems share the same scaling functions and characteristic exponents and
therefore belong to one universality class. This connection provides the people a
comprehensive view over these diverse systems.

Scaling and universality are important properties of a data set describing the
global behavior of the probability distribution. This usually does not fully char-
acterize a sequence of data points which also depends on the time organization of
the sequence. Only if it is uncorrelated, the data points are independent of each
other and the sequence is totally determined by the distribution. In most cases,
the records is correlated, it will affect the order in the data set. This behavior is
called “memory”, as the data points “remember” previous values. Trivially the
memory decays with the time lag. The decay of memory, which could be charac-
terized by the autocorrelation function, may follows different types of function.
One typical function is exponential, and the existing of memory is described by
a characteristic time scale. The memory almost disappears at the scales above
the characteristic time and thus it only exists for a short-term. Such kind of
time series is called short-term correlated. Another typical function for the au-
tocorrelation is a power law. In this case there is no finite characteristic scale
and the correlation exists for a much longer time, therefore it is called long-term
correlated . Note that short-term memory always exists in a long-term correlated
time series. As for the study of financial markets, the temporal structure in a
time series is of great importance since it influences the performance of any
movement. Many studies show that price change (“return”) does not exhibit
any linear correlations extending over more than a couple of minutes, but their
absolute value, which is a measure of volatility, exhibits long-term correlations
(see Ref [34] and references therein). This leads to long periods of high volatility
as well as other periods where the volatility is low (“volatility clustering”).

Extreme events do not only occur in economics, but also appear in very dif-
ferent fields like climate or earthquakes. For instance, Gutenberg and Richter
related huge earthquakes to everyday tremors in one single power law curve
[46,47]. If one wants to prepare for a dangerous earthquake, it might be less im-
portant to exactly know how strong the next shock will be, but rather to know
when a large shock will occur. A good approach is to study the time (“return
interval”) between two successive shocks larger than a threshold above which a
shock would damage a building. This way one can gather information on the
temporal structure of the fluctuations. Recently Bunde et al. [48,49,50,51] stud-
ied the return intervals for climate records and found that the long-term memory
leads to a stretched exponential distribution and clustering of extreme events.
They also suggested that these phenomena should therefore also occur in heart-
beat records, internet traffic and stock volatility where long-term correlations
occur. For financial data, a first effort was conducted by Yamasaki et al. who
studied the daily data of currencies and US stocks and showed the scaling in the
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distribution and long-term memory in the sequence [52]. Following this, Wang
et al. studied the intraday data of 30 stocks which constitute of Dow Jones
Industrial Average (DJIA) index, Standard and Poor’s 500 (S&P 500) index,
currencies, interest rates as well as oil and gold commodities and found simi-
lar behaviors [53,54]. Similar analysis have been done for the Japanese [55] and
Chinese [56,57] stock markets. To compare with the empirical data, Vodenska-
Chitkushev et al. examined return intervals from two known models, FIGARCH
and fractional Brownian motion (fBm) and showed that both models simulate
the memory effects but only fBm yield the scaling feature [58]. Bogachev et al.
related the nonlinear correlations to the multiscaling behavior in return inter-
vals [59], they also showed that the return interval distribution follows a power
law function for multifractal data sets [63]. Recently, Wang et al. studied sys-
tematically 500 components of S&P 500 index and demonstrated a systematic
deviation from the scaling. They showed that this multiscaling behavior is re-
lated to the nonlinear correlations in volatility sequence [60]. Further, Wang et
al. analyzed the relation between multiscaling and several essential factors, such
as capitalization and number of trades, and found certain systematic depen-
dence [61]. The multiscaling behavior is also found in the Chinese stock market
[62]. These studies help us to better understand the volatility and therefore may
lead to better risk estimation and portfolio management [64,65,66,67]. Return
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Fig. 1. (Color online) Illustration of volatility return intervals. The volatility is in units
of its standard deviation. The solid circles are volatility values of the GE stock on Jan
8, 2001. Return intervals τq=2 and τq=3 for two typical thresholds q are displayed.
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intervals have also been studied in many other fields (see Ref [68] and references
therein). It is calculated in similar ways but with different names, like waiting
time, interocurrence time or interspike interval.

In this paper we analyze the volatility return intervals of the entire US stock
markets. The database analyzed is the Trades And Quotes (TAQ) from New York
Stock Exchange (NYSE). The period studied is from Jan 2, 2001 to Dec 31, 2002,
totally 500 trading days. TAQ records every trade for all securities in the US
markets. To avoid many missing points in 1-min resolution, we choose to analyze
only the 1000 most traded stocks. Their numbers of trades range from 600 to
60,000 times per day. The volatility is defined the same as in Ref [53]. First, we
compute the absolute value of the logarithmic change of the minute price, then
remove the intraday U-shape pattern, and finally normalize the series with its
standard deviation. Therefore the volatility is in units of standard deviations.
With 1-min sampling interval, a trading day has 390 points (after removing
the market closing hours), and each stock has about 195,000 records. We also
examine the S&P 500 index, a benchmark of US stock markets. The data is
from Jan 2, 1984 to Dec 31, 1996, totally 130,000 points with 10-min sampling
interval. For a typical stock, General Electric (GE), we find volatilities above a
certain threshold q and calculate time intervals between them, as illustrated in
Fig. 1. These time intervals consist the return interval series and the only free
parameter is the threshold q.

2 Distribution of Return Intervals

We begin by analyzing the distribution, one of most important statistical prop-
erties for a time series. The distribution can be characterized by probability
density function (PDF) or cumulative distribution function (CDF). Previous
studies [52,53,54,55,56,57,58,59,60,61,62] showed that PDF for the return inter-
val τ , P (τ), can be well approximated by a scaling law if τ is scaled by its average
〈τ〉 (〈...〉 stands for the average over a data set), i.e.,

P (τ) = 1/〈τ〉 · f(τ/〈τ〉). (1)

The scaling function f does not depend explicitly on q, but only through the
mean interval 〈τ〉. If P (τ) is known for one value of q, Eq. (1) can make predic-
tions for other values of q—in particular for very large q (extreme events), which
are difficult to study due to the lack of statistics.

2.1 Stretched Exponential Distribution

An important question is, what is the form of scaling function f? For many
markets, the function was suggested to be in a good approximation to a stretched
exponential (SE) [52,53,54,55,56,57,58,59,60,61,62],

f(x) ∼ e−(x/x∗)γ

. (2)
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Here x∗ is the characteristic scale and γ is the shape parameter, which is re-
lated to the correlations in the volatility sequence and thus called “correlation
exponent” [49]. For an uncorrelated series, f reduces to the regular exponential
function and γ = 1. From Eq. (2), the PDF function can be rewritten as

P (τ) ∼ e−(τ/a)γ

. (3)

Then a is the characteristic scale. From the definition of PDF and 〈τ〉, one may
find that the parameter a depends exclusively on γ [68,60],

a = 〈τ〉 · Γ (1/γ)/Γ (2/γ). (4)

Here Γ (a) ≡ ∫∞
0

ta−1e−tdt is the Gamma function. However, due to the dis-
creteness and finite size effects, there are some systematic deviations from the
scaling law [51,60]. To avoid them, we will also use a as a free parameter in the
SE fit. To simplify the calculation and without loss of generality, we assume τ/a
is continuous, then the corresponding CDF, C(τ), is the integral of the PDF,

C(τ) ≡
∫ ∞

x

P (τ)dτ ∼ Γ (1/γ, (τ/a)γ). (5)

where Γ (a, x) ≡ ∫∞
x

ta−1e−tdt is the incomplete Gamma function. Since CDF
accumulates the information of the series and has a better statistics than PDF,
in the following we obtain the correlation exponent γ by fitting the CDF with
Eq. (5).

As an example, we plot three CDFs (for q = 2, 4 and 6 respectively) of the
GE stock in Fig. 2. The three curves are distant from the other, due to the
difference in 〈τ〉. The least-square fits with Eq. (5) are illustrated by the solid
lines. We use the classical method, Kolmogorov-Smirnov (KS) Statistic D, to
test the goodness-of-fit [69,70]. D is defined as the maximum absolute difference
between the cumulative distribution of the original data C(τ) and that of the fit
F (τ),.

D ≡ max(|C(τ) − F (τ)|). (6)

When D is larger than a certain value, which is called critical value (CV ), the
SE distribution is rejected. CV is decided by the significance level and data size.
In this paper we choose 1% significance level and

CV = 1.63/
√

N, (7)

where N is the number of data points.
We fit CDF with SE function for the 1000 most traded stocks [71]. The range

of threshold is from q = 1 to 6, and the number of fit that is not rejected
(“good fit”) is listed in Table 1. We can see that most of the cases have a good
fit by a SE function. A question naturally arises, for different thresholds, how
similar are these correlation exponents? Previous research show that the scaling
in distribution is well approximated [52,53,54,55,56,57,58,59,60,61,62]. Trivially,
γ for different thresholds are strongly related, and their discrepancy should be
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Fig. 2. (Color online) Cumulative distribution function (CDF) of return interval τ .
CDF of three typical thresholds q = 2, 4 and 6 for the GE stock are plotted. Examples
of two types of fit, the dashed lines (left shifted for better visibility) are the power law
fit for the distribution tails and the solid lines on symbols are the stretched exponential
fit for the whole distributions.

Table 1. Number of good fit on return interval CDF of the 1000 stocks. If KS statistics
D (Eq. (6)) is smaller than the critical value CV (Eq. (7)), the corresponding distri-
bution is not rejected. Two types of distribution, stretched exponential (for the whole
range) and power law (for the tail), are tested.

Threshold q 1 2 3 4 5 6
Stretched exponential fit 791 795 815 933 977 986

Power law fit 31 349 626 826 839 710

small. To test this assumption we plot in Fig. 3 the dependence of the γ for other
thresholds on the γ obtained for q = 2. Remarkably, all four cases show significant
tendency and the slopes of linear fit are very close to 1. This result supports the
well-approximated scaling in the distribution of return intervals. Note that the
fluctuation is larger for a higher q, and the slope slightly decreases, which may
be due to the limited data size of return intervals for large thresholds. We also
test the dependence of other pairs of thresholds and observe similar behaviors.
All these behaviors are consistent with Ref [61]. Moreover, we compare the value
of the parameter a with Eq. (4) and find that a from the fit is in the same order
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Fig. 3. (Color online) Relation between correlation exponent γ (Eq. (3)) of different
thresholds. γ for four thresholds, q = 3 to 6 strongly depend on γ for q = 2, as indicated
by dashed lines from the linear fit. All slopes of fit are quite close to 1, which suggests
a good scaling in the distribution of return interval. Note that the fluctuation becomes
stronger for a larger q, which relates to the smaller data size for the return interval
with a larger q.

as that from Eq. (4), and usually the former is smaller. The ratio between two
a is centered from 0.4 (for q = 1) to 0.8 (for q = 6) for the 1000 stocks [72].

2.2 Power Law Tail

For financial time series, the distribution tail usually is characterized by a power
law function [27,28,29,30,31,32,33,34,35]. As for the return interval, Yamasaki et
al. suggested that the scaling function is also consistent with a power law tail for
large intervals, where the tail exponent is around 1 for both stock and currency
data [52]. Moreover, Bogachev and Bunde have shown that the distributions of
return intervals are governed by power laws [63]. Then CDF of return intervals
would follow

C(τ) ∼ τ−ζ , (8)

where ζ is the tail exponent. To test this hypothesis we examine the distribution
tail for the 1000 stocks. A popular way to fit the tail is using the Maximum
Likelihood Estimator, specifically, it also called Hill estimator for a power law
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Fig. 4. (Color online) Probability density function (PDF) of tail exponent ζ from power
law fit on the cumulative distribution of return intervals. The distribution systemati-
cally shifts from right to left, with increasing of the threshold.

tail [32,33,73]. The range of fit is not fixed by the Hill estimator [32,33], thus we
examine the entire tail and choose the range that has the minimum KS statistics
[33]. Examples of power law fits are demonstrated by the dashed lines in Fig. 2.
We still use KS statistics to test the goodness-of-fit. For threshold q = 1 to 6,
the numbers of good fit are listed in Table 1. For return intervals of q = 1 and
2, only for a small portion of the 1000 stocks, the power law distribution is not
ruled out. However, for other cases, the power law distribution is not ruled out
for a significant portion of stocks. In Fig. 4 we plot the PDF for tail exponent ζ.
Interestingly, all PDFs are centered around a certain value which systematically
shift from large value to small, with increasing the threshold. For q = 2, ζ is
centered around 2, and for q = 5, ζ is centered around 1. The latter is consistent
with Ref [52], which suggests that the difference may due to the limited size of
data points. Ref [52] was using daily data, which is about 1/20 of the intraday
data in the current paper (∼ 10, 000 points for the daily data vs. ∼ 195, 000
points for the intraday data). Similarly, the number of return intervals for q = 5
is only about 1/14 of that for q = 2 (average over the 1000 stocks, ∼ 850 points
for q = 5 vs. ∼ 11, 800 points for q = 2). We also must note that, for q = 2, only
about 1/3 of the 1000 stocks have a good power law fit (Table 1).
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2.3 Universality of Scaling

Fig. 3 supports quite impressive the universality hypothesis of the correlation
exponent γ since it holds for a broad market, the 1000 most traded stocks in the
US markets, with a wide range of thresholds. Recent studies confirmed that the
scaling is also valid for other important markets, such as the Japanese market, a
typical mature market, and the Chinese market, a prominent emerging market.
Jung et al. analyzed the intraday data for 1817 stocks (1 year) and daily data for 3
typical companies (28 years) from the Japanese market [55]. They showed similar
results as that of the US markets. For the Chinese market, 2 indices and 30 liquid
stocks (both 2.5 years) were investigated, their behavior is also consistent with
the US markets [56,57,62]. Moreover, currencies [52,54], interest rates, oil and
gold commodities [54] were also found to follow a scaling law. Remarkably, γ is
centered between 0.3 and 0.4 for all cases as seen in Fig. 3 and the similar γ
was found in other investigations [52,53,54,55,56,57,58,59,60,61,62]. To conclude,
the scaling in return interval distribution is valid for two dimensions, different
financial assets and different volatility thresholds.

0 0.2 0.4 0.6 0.8

Correlation exponent γ
0

1

2

3

4

5

6

PD
F

Δt = 1 min
Δt = 5 min
Δt = 10 min
Δt = 30 min

Fig. 5. (Color online) Distribution of correlation exponent γ for four sampling intervals,
Δt = 1, 5, 10 and 30 minutes. With increasing of the sampling interval, the distribution
tends to be wider. However, their centers are still close, changing from 0.31 for Δt = 1
minute to 0.37 for Δt = 30 minutes, which suggests that scaling is a good approximation
for this range of sampling intervals. The broader distribution for lower resolution may
be related to its smaller data size.
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For statistical analysis, the time resolution of the records is an important
aspect since the system may exhibit diverse behaviors in different time windows
Δt. This is the third dimension for testing the universality of scaling. In Ref
[54], Wang et al. have shown that the scaling is valid even to a sampling interval
of 1 trading day. Here we change the volatility sampling interval from 1 minute
to 5, 10 and 30 minutes, and then examine its return interval CDF. For 1-day
resolution, there is only 500 points for a stock and the statistics is poor, we do
not test it here. Also for a good statistics we focus on return intervals of a typical
threshold, q = 2. Similar to the 1-min resolution, most of cases can be well fit by
Eq. (5). For instance, with 5-min resolution, the SE hypothesis for 812 of 1000
stocks are not rejected under 1% significance level. In Fig. 5 we show the PDF
of γ for Δt = 1, 5, 10 and 30 minutes. The shape of PDF systematically changes
with increasing the sampling interval, the center shifts to right slightly and the
width increases, which is consistent with the change of data size. For a lower
resolution, we have fewer data points and consequently stronger fluctuations for
γ values. Therefore, these curves show the persistence of the scaling for a broad
range of sampling intervals.

2.4 Multiscaling

Financial time series are known to show complex behavior and are not of uniscal-
ing nature [74]. The distribution of activity measure such as the intertrade time
has multiscaling behavior [75,76]. From the previous sections we also see some
weak but systematic tendencies, which indicate possible multiscaling
(Fig. 3). Thus, a detailed analysis of the scaling properties of the volatility
return intervals is of interest. Moment μm, which is defined as

μm ≡ 〈(τ/〈τ〉)m〉1/m, (9)

accumulates the information over the entire data set and therefore provides a
good way for testing the deviations from a scaling law. Pure scaling yields that
μm should be independent on 〈τ〉. Here m is the order of moment. Wang et al.
studied the moments for 500 component stocks of S&P 500 index and found that
μm has a certain tendency with 〈τ〉, indicating multiscaling in the distribution of
τ [60]. As shown in Fig. 6, the four moments of GE have similar tendencies, they
increase to a certain value in the small 〈τ〉 regime and then start to decrease.
To quantify the tendency, Wang et al. suggested to fit the moments with a
power-law [60],

μm ∼ 〈τ〉δ . (10)

If the distribution of return intervals follows a scaling law, the exponent δ should
be close to 0. In other words, a significant non-zero δ suggests multiscaling. Here
we call δ multiscaling exponent since it characterizes the multiscaling behavior
[60]. The power law fit is demonstrated by dashed lines in Fig. 6. For very small
and very large values of 〈τ〉, Wang et al. identified the discreteness and finite
size effects respectively [60], which was also recognized for the general case by
Eichner et al. [51]. To avoid these effects, we fit Eq. (10) only in the medium
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Fig. 6. (Color online) Dependence of moments μm on mean interval 〈τ 〉 for the GE
stock. Four orders, m = 2, 4, 8 and 16 are showed. Dashed lines are power law fits in
the range of 10 < 〈τ 〉 ≤ 100. Adapted from [61].

range, 10 < 〈τ〉 ≤ 100. As shown in Fig. 7, over the 500 component stocks of
S&P 500, the average δ systematically changes with m, which supports the exist-
ing of multiscaling features in the return interval distribution. Furthermore, we
can see that δ are centered around 0 for the surrogate data, suggesting that the
multiscaling behavior in the original records is related to the nonlinear correla-
tions in volatility sequence. The surrogate records are generated by the Schreiber
method [77,78] where nonlinearities are removed, and the corresponding μm is
independent with 〈τ〉. Ren and Zhou also employed moment analysis on two
Chinese indices and confirmed the multiscaling behavior in the return interval
distribution [62].

A second way to test the multiscaling is by examining the relation between
the correlation exponent γ and threshold q. Wang et al. have shown that γ has
a certain dependence on the threshold q for the broad market, especially for
small thresholds [61], which is consistent with Fig. 3. A third method for test-
ing is using KS statistics to test compare return interval distributions of two
thresholds. If D > CV , the null hypothesis that two distributions are same is
rejected. For the Japanese market, Jung et al. have shown a good scaling by the
KS test [55]. However, for the Chinese market, Ren and Zhou found that the
null hypothesis is not rejected only for 12 of 30 liquid stocks. For other 18 stocks,
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Fig. 7. (Color online) Distribution of multiscaling exponent α for S&P 500 constituents.
The exponent α is obtained from the power-law fit for moments in the medium range
10 < 〈τ 〉 ≤ 100. (a) Histogram of α for the original volatility and (b) for surrogate. The
distributions have a systematic shift with m in (a) while all of them almost collapse
in (b). This suggests that the multiscaling behavior in the original records dues to the
nonlinear correlations in the volatility sequence. Adapted from [60].

the distributions are significantly different for different thresholds therefore they
don’t obey a single scaling law [62].

2.5 Size Effect

The following question arises, what is the origin for the multiscaling behavior
in the return interval distribution? Recently Wang et al. carried out a multi-
factor analysis and found similar relations over the factors [61]. Here we focus
on the most popular measure, the market capitalization or the size of a stock,
which is clearly related to the market activity [76]. Fig. 8 is the scatter plot of
the relationship between γ and capitalization for the 1000 stocks. For all the
four thresholds, the points are distributed in a wide area, which indicates an
insignificant dependence. To better view a possible tendency, we group points
according to their logarithmic value of capitalization and plot the average and
standard deviation (as the error bar) of γ in each bin, as shown by the triangles
in Fig. 8. An increasing trend for most of the range and a drop for very large
capitalization is noticed. Interestingly, this behavior is consistent for all four
thresholds. Note that the change of average γ is almost in the range of the error
bar. Thus, γ systematically depends on the capitalization but the dependence is
not strong, which suggests that there is a certain underline nonlinear mechanism
and some sort of filtering maybe needed to identify it. Wang et al. also analyzed
the dependence on the number of trades, risk and return. They found consistent
relation for the risk and return. They also showed that γ is independent on the
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Fig. 8. (Color online) Size effect of correlation exponent γ. Scatter plot of four thresh-
olds, q = 2 to 5 are displayed. To better view the tendency, we calculate the average
and standard deviation in logarithmic bins of capitalization, as shown by the trian-
gle (average) and error bar (standard deviation). For the four thresholds, average γ
increases with the capitalization for most of the range.

number of trades. Similarly, they found a certain dependence on these factors
for the multiscaling exponent δ [61].

3 Memory Effects in the Return Interval Sequence

The temporal structure is an essential feature to characterize a time series. It can
be examined in different time scales. Here we analyze it in three scales, short,
medium and long term.

3.1 Short-Term Memory

The short-term memory can be measured by the conditional PDF, P (τ |τ0),
which is the probability of finding a return interval τ immediately after a return
interval of size τ0 [49,50,51,52,53,54]. In records without memory, P (τ |τ0) should
be identical to P (τ) and independent of τ0. When memory exists, it should
depends on the choice of τ0. Due to the poor statistics for a single value of return
interval, a binning of τ0 is needed. Yamasaki et al. split the entire database into 8
equal-size subsets, Q1, Q2, ..., Q8, with intervals in increasing length [52,53,54].
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Fig. 9. (Color online) Mean conditional return interval 〈τ |τ0〉/〈τ 〉 vs τ0/〈τ 〉 for the GE
stock. Symbols are for three different thresholds q = 2, 3 and 4. To compare with the
real data results (filled symbols), we also plot the corresponding results for shuffled
records (open symbols). The distinct difference between the two records implies the
memory effect in the original interval sequence. Adapted from [54].

It is found that for τ0 in Q1, the probability is higher for small τ , while for
τ0 in Q8, the probability is higher for large τ . Thus, large (small) τ0 tends to
be followed by large (small) τ (“clustering”), which indicates memory in the
sequence. Note that for all thresholds P (τ |τ0) seems to collapse onto a single
scaling function for each of the τ0 subsets, and they can be well fit by a SE
function according to Eq. (3). These results are consistent for the US markets,
currencies, interest rates and commodities [52,53,54]. Similar results have been
found for the Japanese market [55] and Chinese market [56,57].

Further, the short-term memory is also seen clearly in the mean conditional
return interval immediately after a given τ0 subset, 〈τ |τ0〉, which is the first
moment of P (τ |τ0). A power law dependence of 〈τ |τ0〉 on τ0 for the GE stock is
showed in Fig. 9, as an example. We can see that large (small) τ tend to follow
large (small) τ0, similar to the clustering in P (τ |τ0). Correspondingly, shuffled
data (open symbols in Fig. 9) are almost constant as expected, demonstrating
that the value of τ is independent of the previous interval τ0.
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Fig. 10. (Color online) Cumulative distribution of size for return interval clusters.
The cluster consists of consecutive return intervals that are all above (“positive clus-
ter”, open symbols) or below (“negative cluster”, filled symbols) the median of return
intervals. For the shuffled records, the distribution follows an exponential function.
However, for the original records, their distributions for both positive and negative
clusters have much longer tails, suggesting a significant memory in return intervals.
Adapted from [54].

3.2 Clustering

Clustering phenomena are displayed by P (τ |τ0) and 〈τ |τ0〉, indicating the mem-
ory in the return intervals. However, both functions measure the intervals that
immediately follow an interval τ0. In order to investigate longer clustering in a
straighter way, we analyze “clusters” of return intervals, which are composed by
successive intervals with similar size [53,54,55,56,58]. To obtain good statistics
we divide the sequence of return intervals into two bins, separated by the median
of the entire database. We denote intervals that are above the median by sign
“+”, and the ones below the median by “–”. Accordingly, consecutive “+” or
“–” intervals form a positive or negative cluster.

The distribution of cluster sizes n reveal the memory information in the se-
quence. Fig. 10 shows the cumulative distribution of the cluster size for the GE
stock. Both positive and negative clusters have quite long tails, compared to that
for the shuffled records which follows an exponential function and shows a much
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Fig. 11. (Color online) Detrended fluctuation analysis (DFA) on the volatility and
return interval (q = 2) for the GE stock. Two curves are similar and their crossovers
are around 1 trading day. Solid lines are for power law fits on the two regimes. For short
scale, two α (slopes in the plot) are almost same. For long scale, two α are different
but they are strongly related.

faster decay. For the positive clusters, the distribution still has good statistics
even for size n = 18, while the negative clusters extend to n = 25. Thus, the
memory effects persist for quite long times (e.g., the average return interval for
GE with threshold q = 2 is about 9 minutes, so there are still some clusters
corresponding to even 200 minutes in the time scale). Note that the distribution
of positive clusters is very similar for different thresholds q = 2, 3, 4, while the
negative clusters show the same effect only for n ≤ 10. Similar clustering has
been found also in earthquake and climate data [50,79].

3.3 Long-Term Correlations

The volatility is known to have long-term correlations [31], thus an examina-
tion of long-term correlations in the return interval is needed. We apply the De-
trended Fluctuation Analysis (DFA) method [80,81,82] to the volatility and their
return interval sequence. Without loss of generality, we investigate the return in-
terval for a typical threshold q = 2. After removing trends, DFA computes the
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Fig. 12. (Color online) Dependence of long-term correlations in the volatility and the
return interval (q = 2) sequence. The results for two scale regimes are showed. As
indicated by the two linear fits on the symbols (dashed lines), the dependence is not
strong for the short scale but it is significant for the long scale. The weak relation for
short scale is related to the small range of their α.

root-mean-square fluctuation F (�) of a time series within windows of � points,
and determines the exponent α from the scaling function,

F (�) ∼ �α. (11)

The correlation in the time series is characterized by the exponent α ∈ (0, 1). If
α > 0.5, the records has positive correlations If α = 0.5, it has no correlation
(white noise). If α < 0.5, it has negative correlations.

Similar to the volatility [31], there is a crossover in the DFA curve for return
interval thus the entire regime can be split into two sub-regimes � < �∗ and
� > �∗ (�∗ is chose for that the corresponding time spanned is 390 minutes or
1 trading day) [31,53]. As an example, we show DFA curves for volatility and
return interval (q = 2) of the GE stock in Fig. 11. We see that the corresponding
values for α are distinctly different in the two regimes. However, both α are
significantly larger than 0.5, suggesting long-term correlations in return intervals.
In the short scale regime (� < �∗), we find α = 0.64±0.04 for the return interval
of the 1000 stocks, while α = 0.66 ± 0.02 for the volatility. The two cases are
almost the same. In the long scale regime (� > �∗), we find α = 0.80 ± 0.06 for
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the return interval and α = 0.88 ± 0.06 for the volatility. and the discrepancy
is slightly larger but in the range of the error bars. Here error bar refers to the
standard deviation of the 1000 stocks. Such behavior suggests a common origin
for the strong persistence of correlations in both volatility and return interval
records, and in fact the clustering in return intervals is related to the known
effect of volatility clustering [19]. To further examine the relation between two
types of α, we draw the scatter plot for the dependence of two α in two regimes
respectively, as shown in Fig. 12. We can see a significant dependence for α in
the long scale. However, α for the short scale are crowded together so that there
is no strong tendency.

4 Models

To further understand the financial fluctuations, Vodenska-Chitkushev et al.
simulated models for the volatility series and tested the corresponding return
intervals. Two popular long-term memory models, FIGARCH [83] and fractional
Brownian motion (fBm) [84] are examined (see Ref [58] and references therein).

4.1 FIGARCH

Fractional integrated generalized autoregressive conditional heteroscedasticity
(FIGARCH) [83] is a popular model for the return simulation. In this model the
return rt can be generated by the following process,

rt = μ + a(L) · εt. (12)

Here μ is the mean value of return, L is the lag operator, a(L) is the coeffi-
cient from the autoregressive moving average (ARMA) procedure, and εt is the
disturbance term,

εt ≡ zt · σt. (13)

zt is an i.i.d. process with zero mean and unit variance, and the conditional
variance σ2

t is determined by the following process,

σ2
t = σ2 + λ(L) · (ε2t − σ2). (14)

Here σ2 is the unconditional variance of εt, and λ(L) is from ARCH and GARCH
coefficients which follows λ(L) ∼ (1−L)d. d ∈ (0, 1) is the fractional differencing
parameter and λ(L) can be expanded into an infinite polynomial of L. FIGARCH
process can captures the long-term dependence in volatilities, which is connected
to the parameter d. When d increases, the long-term memory will gradually
vanish.

After extracting parameters from the S&P 500 index data, we simulate returns
from which volatilities are derived and analyze their return intervals properties
[58]. First, we test the scaling of return intervals distribution, as shown in Fig.
13. There are significant deviations from the scaling for both small and large
intervals. This result manifests that FIGARCH does not show good scaling in
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Fig. 13. (Color online) Scaling in the distribution of return intervals for two models,
FIGARCH and fBm. Curves for fBm are vertically shifted down for better visibility.
For FIGARCH, the scaled PDF, P (τ ) · 〈τ 〉, does not collapse onto a single curve,
especially for small and large scaled interval τ/〈τ 〉, which suggests no good scaling. For
fBm, the three scaled PDFs collapse for most of range (the small deviations at very
small or very large scaled intervals correspond to discreteness and finite size effects
respectively). This indicates a good scaling in the distribution for the fBm model.

the return interval distribution. Further, we examine the cluster size distribution,
which is demonstrated in Fig. 14. We can see that FIGARCH captures the
memory effects for both positive and negative clusters. Their effects are slightly
stronger than the empirical memory.

4.2 Fractional Brownian Motion

Fractional Brownian motion (fBm) [84] is a generalization of Brownian motion.
The only difference from a regular Brownian motion is that the increments of fBm
are correlated. The long-range dependence of the increments can be characterized
by the Hurst parameter H ∈ (0, 1), which is the only parameter to index a
fBm process BH(t). Note that BH(t) reduces to a regular Brownian motion
when H = 1/2, while H > 1/2 (H < 1/2) corresponds to positive (negative)
correlation. An important feature of fBm is the scale invariance,

BH(c · t) = cH · BH(t) (15)
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Fig. 14. (Color online) Cluster size distribution for the FIGARCH and fBm models.
The output of two models are very close to that of S&P 500 index and significantly
away for the shuffled data, which suggests that the memory in the empirical data can
be repeated by both FIGARCH and fBm. The figure shows that FIGARCH slightly
overestimates the memory while fBm slightly underestimates it.

for all c > 0. Since the return only has short-term correlations while the volatility
has long-term correlations, we simulate the return by

rt = eBH (t+1)−BH(t) · ηt (16)

where ηt is an i.i.d. process with zero mean and unite variance.
We simulate return intervals with fBm process and calculated their PDF and

distributions of cluster size [85]. PDF of return intervals is showed in Fig. 13,
which has a well-approximated scaling. In Fig. 14, the cluster size distributions
of fBm process is quite close to the empirical data. The two curves are only
slightly smaller for both positive and negative cluster.

5 Conclusions

We analyzed the properties of the return intervals for the 1000 most traded stocks
in the US markets, as well as reviewed recent studies on return interval analysis.
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We showed that there is a good scaling in the return interval distribution and the
scaling function can be approximated by a stretched exponential with correlation
exponent around 0.4. Importantly, the behavior is universal for a wide range
of thresholds, many financial assets and a broad scale of sampling intervals.
On the other hand, we found that the power law distribution is not ruled out
for the distribution tail, especial for return intervals of large thresholds. The
tail exponent systematically shifts from 2 to 1 for the threshold from 2 to 5
standard deviations. We also employed moment analysis to examine the existence
of multiscaling in the distribution. Further we connected this behavior to the
company size and found a weak dependence.

Further more we analyzed memory effects in various time scales, from the
immediate conditional PDF and mean interval, clusters classified by the median
of return intervals to long-term correlations. We showed memories in all of these
investigations. Interestingly, the long-term correlations in return intervals are
strongly related to the long-term correlations in the volatility sequence.

Moreover, we tested two popular long-term memory models, FIGARCH and
fBm. Only fBm shows a good scaling in the distribution. However, both models
catch the memory effect. FIGARCH slightly overestimates the effect while fBm
slightly underestimate it.
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Abstract. Organizations with different organizational structures have different 
organizational behaviors when responding environmental changes. In this pa-
per, we use a computational model to examine organizational adaptation on 
four dimensions: Agility, Robustness, Resilience, and Survivability. We ana-
lyze the dynamics of organizational adaptation by a simulation study from a 
complex perspective of the interaction between tasks and individuals in a sales 
enterprise. The simulation studies in different scenarios show that more flexible 
communication between employees and less hierarchy level with the suitable 
centralization can improve organizational adaptation. 

Keywords: Organizational Adaptation, Simulation. 

1   Introduction 

Nowadays, rapid technological changes, extensive globalization, and intense competi-
tion have created significant pressures on organizations. To build an agile organization, 
one of the most essential issues is how to build an organization that can respond rapidly 
to the changing business environment. Organizational researchers have long recognized 
the value of formal models—mathematical, logical, computational—for examining 
organizational behavior in general and organizational adaptation in particular [2-7]. 
However, it is still challenging to identify the organizational adaptation and examine the 
suitable organizational structure that adapts to the environment change.  

Research into organizational adaptation is a complex issue because the relation-
ships are intricate, multiple participants are involved during interacting over time and 
interactions are nonlinear. To study the nonlinear phenomena, there are difficulties to 
uncover by the classical inductive case methods and to examine them by standard 
statistical techniques. Computer-based simulation can be used for theory development 
and hypothesis generation [10]. Simple, but non-linear processes often underlie the 
team and group behavior. Computational analysis enables the theorist to think through 
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the possible ramifications of such non-linear processes and to develop a series of 
consistent predictions. Simulations are also particularly valuable when we seek to 
explain longitudinal phenomena that are challenging to study using empirical methods 
because of their time and data demands [4].  

Particularly, agent-based simulations can give insights into the “emergence” of 
macro level phenomena from micro level actions and enable examination of how 
sensitively the simple rules affect the final results using sensitivity analy-
sis[11].OrgAhead [12] is one of the first computational models used to study organiza-
tion adaptation, and it focuses on organizational learning designed to test different forms 
of organizations under a common task representation. Subsequently, Epstein built an 
organizational adaptation model in which individual agents endogenously generate 
internal organizational structure to adapt optimally to dynamic environment [13].  

In this paper, we propose a new computational model of organizational adaptation 
that expands Epstein’s model so as to be suitable to explore the different dimensions 
of adaptation—Agility, Robustness, Resilience and Survivability. In this paper, an 
organization, termed adaptive, can generate new strategies and/or reconfigure its 
structure to potentially achieve even higher performance [3]. However, a robust or-
ganization is able to sustain high levels of performance in dynamic environments 
without having to change its structures. Robustness involves the ability of the system 
to survive variations in structural/internal parameters without disrupting its behavior. 
This would relate to loss of nodes in the company, cost of loss and cost/delay in re-
placing the nodes. This does have an effect on the agility as a secondary considera-
tion. In this paper, we use an agent-based computational model to address the issue of 
organizational adaptation. We consider the hierarchy, span of control and communi-
cation culture among employees as the representation of organizational structure. The 
internal environment changes with the hiring or firing employees, and the external 
environment changes with increasing or decreasing sales opportunities. We assume 
the enterprise in this paper is a sales company whose major tasks are to recognize and 
grasp sales opportunities. Thus, the central issue is to build a simulation model on the 
interaction between individuals and tasks so as to regard it as a test-bed to examine 
the “fast”, “stable”, “large” and “long” dimensions of organizational adaptation. Also, 
we use cumulative bank balance related to revenue, cost and profit as the main meas-
urement to observe the dynamics of organizational adaptation. Our objective is to find 
insights about organizational adaptation from the simulation study on interaction 
between organization and task. 

The paper is structured as follows. In Section 2, we propose a new computational 
model that is used to examine the different dimensions of organizational adaptation. 
Section 3 specifies the design of our virtual experiments. In Section 4, through a se-
ries of virtual experiments (simulations), we observe the organizational agility, ro-
bustness, resilience and survivability. Section 5 concludes this paper. 

2   The Computational Model 

Modeling Agility, Robustness, Resilience and Survivability of Organizational Adap-
tation System (MARRS) is fundamentally expanded from Epstein’s organizational 
adaptation model[13]; But our computational model (MARRS) is designed especially 
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for examining four dimensions of organizational adaptation. MARRS is an agent-
based simulation model and developed using Netlogo 1 . MARRS provides a de-
sign/analysis toolkit in which the policies (or traditions) governing the generation of 
structure and allocation of resources within a self adaptive self organizing multi-agent 
system of systems can be explored, modeled and/or designed. The tool provides to the 
designer/analyst the ability to both models how well a particular organization’s man-
agement policy will fare in one or more alternative environmental dynamics contexts. 

As shown in Fig. 1, in the output panel, the red dots represent sales opportunities 
that move from left to right and can be controlled by the “Opportunity” parameter set. 
When the organization faces sales opportunities, the managers in organization assign 
workers to recognize and grasp sales opportunities that are represented by white dots. 
The opportunities that cannot be intercepted are represented by yellow dots. Enter-
prise organization is represented by squares in Fig. 1, and it is a structure of hierarchy. 
The workers are located in the zero level in the hierarchy and in charge of recognizing 
sales opportunities; the managers are located in the 1~5 levels, and assign tasks to 
workers and manage task schedules; the managers on the higher level will lead the 
managers on the lower level. The blue links between employees in Fig. 1represent the 
span of control for each manager, and the managers on the higher level have larger 
span of control. The managers on the first level have span of control 21=2, the manag-
ers on the second level have span of control 22=4 and so on. When the organization 
responds to the change of environment, managers can communicate with the manag-
ers on the same level, and exchange workers to schedule tasks; or turn to the manag-
ers on the higher level who will be in charge of the tasks assignment. Like other agile 
enterprises, this organization’s structure will adapt based on hierarchy level, span of 
control and communication mechanisms. 

To respond to sales opportunities, workers cannot move to other locations by 
themselves and must be led by the direct managers on the higher level. Managers can 
take measures according to the management thresholds from Tmin  to Tmax. The following 
four mechanisms are employed to adapt to the changes of the business environment: 

(1) Task Scheduling Mechanism: managers can manage the workers in his own 
span of control. They can place the workers who are free at time t into “Free List” and 
the workers who will meet sales opportunities at time t+1into “Anticipation List”. 
Managers will randomly assign the workers in “Free List” into “Anticipation List” to 
adapt to the change of environment at time t+1. 

(2) One-level Communication Mechanism: in the range of their memory length, 
managers can calculate the lost sales opportunities percentage Pi in their span of con-
trol: Pi=lost_opportunities / memory_length. If Pi>Tmax, the manager i demands 
workers to recognize sales opportunities: Di=(Pi-Tmax)×(1-demand_inertia ); if 
Pj<Tmin, the manager j supplies workers to managers who demand workers:  Sj=(Tmin-
Pj)×(1-supply_inertia). The managers who have demands communicate with other 
managers on the same level to obtain the supplied workers.  

(3) Upward Communication Mechanism: if manager i has exhausted all the sup-
plies from the managers on the same level, and the manager i still holds the status of 
                                                           
1 Epstein’s model is based on Ascape(http://ascape.sourceforge.net/), but our new model for 

different dimensions of organizational adaptation is based on Netlogo(http://ccl.northwestern. 
edu/netlogo/) . They are different agent-based platforms. 
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Pi>Tmax after “upward_inertia” time period, the manager i will turn to the direct man-
ager on the higher level. The maximum upward level is controlled by “Max Level” 
parameter setting.  

(4) Downward Communication Mechanism: if manager j still holds the status of 
Pj<Tmin after “downward_inertia” time period, the manager j will authorize the man-
agers on the lower level to take in charge of task scheduling between workers in the 
range of his span of control. 

The bank accounting balance is used to generate the measurements that examine 
the four dimensions of organizational adaptation. As shown in the output graph of 
Fig. 1, “Salary” and “Accounting” parameter settings can control budget and cost. 
The cost includes salary and transaction cost. The salary of busy employees and sal-
ary of free employees are different. Managers who actively manage workers at time t 
obtain more salary than managers who are free at time t. The busy managers are paid 
a bonus in addition to the basic salary. 

The parameters of this model include four categories: opportunity generation pa-
rameters, worker and manager parameters, coordination parameters and accounting 
parameters. The category of coordination parameters is very important because these 
define the organizational structure. Demand Inertia is the willingness to ask for help 
from your trading partner workers and ranges from 0 (never willing) to 1 (always 
willing). Supply Inertia is the willingness to provide help to your trading partner 
workers and ranges from 0 (never willing) to 1 (always willing). Max-Hierarchy de-
termines how many levels of the hierarchy on maximum and also includes the differ-
ent “span of control” on the different level. 

 

Fig. 1. MARRS—Organizational Adaptation Simulation System 
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3   Simulations Design 

The simulation model can be regarded as the test-bed to alter parameters according to 
our requirements and to observe the resulting behaviors. From the findings of virtual 
experiments, potentially useful implications for practitioners can be revealed. As 
shown in Table 1, we design a series of virtual experiments in order to examine the 
Agility, Robustness, Resilience and Survivability of organizational adaptation. The 
different combinations of Demand Inertia and Supply Inertia represent different 
communication cultures among workers. Specially, we focus on the three different 
conditions of communication: free trade, medium trade and no trade. In the condition 
of free trade (Demand Inertia=1, Supply Inertia=1), workers can communicate with 
each other very freely and do not have inertia between their interactions. In the condi-
tion of medium trade (Demand Inertia=0.5, Supply Inertia=0.5), workers faces some 
pressures to supply or demand help from other workers, and they should keep balance 
in the communication. In the condition of no trade (Demand Inertia=0, Supply Iner-
tia=0), the culture is very dull, people don’t communicate with each other, there is no 
chance to exchange the labors, and workers have the highest priority of finishing their 
own tasks (standing always in the same department and finishing the assignments 
from his/her manager). There are 3×3×5 = 45 (see Table 1) conditions for the virtual 
experiments; we ran every virtual experiment independently for 100 runs by Monte-
Carlo simulation procedure (Carley 1995). During simulations, we keep other pa-
rameters at their default values, as described in. 

Table 1. Simulations design of organizational structure change for adaptation 

Parameters Range 
Demand Inertia 0, 0.5, 1 
Supply Inertia 0, 0.5, 1 
Max-Hierarchy 1, 2, 3, 4, 5 

3.1   Measurements of Agility, Robustness, Resilience and Survivability 

In the evolutionary process during simulation, we need to measure four dimensions of 
organizational adaptation. Agility is measured by velocity, which represents how fast 
the organization adapts to changes in the environment (includes the internal environ-
ment and external environment). As shown in Fig. 2 (1), y axis represents the bank 
balance, and x axis is the tick time during simulation. Velocity is the average speed of 
organization balance changing for the period T. Fig. 2(2) shows the measurement of 
Robustness, which represents the organization’s ability to maintain the expected ob-
jective in business in spite of some vibrations due to the change of environment. We 
use standard deviation to measure Robustness. Resilience is the organization’s toler-
ance to adapt to a large change of environment and keep the expected objective in the 
evolutionary process. Magnitude, as illustrated in Fig. 2(3), measures Resilience of 
organizational adaptation. This magnitude is the maximum number of workers who 
were fared when organization can still obtain positive profit, or the maximum oppor-
tunities were reduced when organization can still accumulate positive profit. We have  
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Fig. 2. The measurements of different dimensions of organizational adaptation 

assumed that organization will bankrupt if its bank balance is negative. Thus, as 
shown in Fig. 2(4), we use duration to measure the survivability. In practice, some 
companies have a wonderful visionary approach which enables them to adapt re-
markably well, continue to survive and possibly never die [14].  

4   Simulation Studies 

We first run the simulations according to Table 1 under the different dimensions of 
organizational adaptation. Through simulations, we examine the genome of organiza-
tional structure (the value combination of max-hierarchy, demand-inertia and supply-
inertia) of Robustness, Agility, Survivability and Resilience of the organization. Be-
cause every condition is needed to run independently for 100 repetitions, the results 
presented in the following are the average cumulative balance of all the repetitions.  

4.1   The Study of Robustness 

To examine the Robustness of organizational adaptation, we design a scenario that the 
wave-breadth of opportunities can change from 16 to 8 for one time cycle of 100 
ticks, which represent the external environment change periodically. This scenario 
describes situations in which the sales environment changes according to the needs of 
the market, which usually changes periodically due to the ebb and flow of supply-
and-demand. We keep the number of workers a constant value 16 and examine the 
robustness under different organizational structures (the combination of hierarchy, 
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Fig. 3. Results of different dimensions of organizational adaptation in medium trade 

demand inertia and supply inertia). As shown in Fig. 3(1), the curves with the legend 
“CH” represent the scenarios of opportunities change, and these scenarios compare to 
the other category of scenarios with the legend “CO” (the wave-breadth is a constant 
16 for all the time). The Monte Carlo simulation results of the “CO” scenario are 
expected output and its deviations between output results of “CH” scenarios are or-
ganizational Robustness. The smaller deviation represents the higher Robustness.  
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In practice, more communication and more hierarchy means the organization is 
more robust. This conclusion has real world implications: to appropriately respond to 
the change of environment, timely communication can improve the organizational 
ability of the risk-averse. The communication among workers needs to be spontane-
ous, but meanwhile this communication must be limited to achieving the unitive pur-
pose generated by the manager in the hierarchy, and if not, this communication is may 
be counterproductive. Also, greater hierarchy centralization produces a larger span of 
control and the command transferred to workers is more authoritative and direct. In 
this way, the organization can avoid the information distortion that occurs during the 
process of transferring command across a broader, more decentralized hierarchy. In 
conclusion, the centralization (high hierarchy and large span of control) and flexible 
communication mechanism (less demand-supply inertia) are significant to improve 
the organizational Robustness. 

4.2   The Study of Agility 

To examine the Agility dimension of Organizational Adaptation, we design two types 
of scenarios to represent the change of the internal environment and the external envi-
ronment respectively. (1) Number of Workers increase from 3 to 32 every 100 ticks 
(hire new employee gradually) and set the wave-breath=16 as a constant value when 
running the business. Other parameters are set according to default values. (2) Wave-
Breadth increase from 16 to 32 every 100 ticks (the opportunities increase gradually) 
and set number of workers = 12 as a constant value when running the business. Other 
parameters are set according to default values. The Agility is the average velocity that 
is equal to the final cumulativeBalance divided by the ticks period, we examine the 
impact of hierarchy level and communication (trade) on the Agility. The results are 
the average values of numerous independent Monte Carlo simulations. The dynamics 
of the output result are shown in Fig. 3(2) and Fig. 3(3). 

As shown in Table 2, by analysis of SPSS, we obtain results: under the change of 
the internal environment, demand-inertia, supply-inertia and the level of hierarchy 
affect the Agility negatively; under the change of the external environment, demand-
inertia and supply-inertia affect the Agility negatively, but the maximum level of 
hierarchy affects the Agility positively.  

Table 2. The correlation analysis result by SPSS 

Measurements demand-inertia supply-inertia max-level 
Agility(In) -.478** -.458** -.298* 

Agility(Out) .074 -.465** -.499** 
Robustness .065 -.347* .354* 

Survivability(In) -.503** 492** -.134** 
Survivability(Out) -.484** -.434** -.254** 

Resilience(In) -.507** -.336* -.086 

Resilience(Out) -.476** -.458** -.318* 

*  Correlation is significant at the 0.05 level. 
**  Correlation is significant at the 0.01 level.  
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In practice, in order to accommodate the quick change of internal and external en-
vironment, the enterprise needs to maintain a kind of flat organizational structure. 
More flexibility is needed by the managers on the low level, because these managers 
don’t have a large span of control and they can guide the workers more carefully, and 
meanwhile the flat organizational structure can avoid the unnecessary transaction cost 
when communicating between the members in the hierarchy. However, we must no-
tice another point that more hierarchy can keep a more stable business running which 
prevents bankruptcy in turbulent business environments. When the external environ-
ment is rapidly changing, enterprises need additional hierarchy to address attrition and 
more emphasis needs to be placed on communication. Demand-supply inertia should 
be minimized, and with the free trade atmosphere information will flow smoothly to 
improve the quality of responding to environmental demands. In conclusion, flat or-
ganizational structure (lower hierarchy and smaller span of control) and flexible 
communication mechanisms (less demand-supply inertia) are significant to improve 
the organizational Agility. 

4.3   The Study of Survivability 

Assessment of survivability of the organization was based on financial viability which 
is measured by the bank balance over a time period of ticks.  If the bank balance fell 
at or below zero then the organization did not survive, as it was out of business.  If the 
organization maintained a positive bank balance throughout the timeframe then it was 
designated robust for this study. The period duration is used to measure survivability. 
To examine, we designed two scenarios: (1) Number of Workers decreasing from 20 
to 2 every 100 ticks (fire the employees gradually), which represents the change of 
internal environment. We keep external opportunities environment unchanged (wave-
breadth = 12); (2) Wave-Breadth decreasing from 16 to 2 every 100 ticks (the oppor-
tunities decrease gradually), which represents the change of the external environment. 
We keep the internal human resource environment unchanged (Number of Work-
ers=8). The dynamics of cumulative bank balance for the above two scenarios are 
shown in Fig. 3(4) and Fig. 3(5) respectively.  

The analysis result by SPSS in Table 2 shows that maximum level of hierarchy and 
supply, demand inertia affect survivability positively no matter what kind of the 
change of environment. Thus, the organization with more communication among 
workers and less hierarchy (smaller span of control) has stronger survivability. It is 
obvious that flexible communication and flat organizational structure allows organiza-
tions to survive longer. 

4.4   The Study of Resilience 

To examine the Resilience of organizational adaptation, we also design two scenarios 
that are the same as previous section. The first scenario (see Fig. 3(4)) is used to ex-
amine the Workers Resilience to internal environmental change: How many persons 
can leave and the organization still be profitable and survive?  The second scenario 
(see Fig. 3(5)) is used to examine Opportunities Resilience to external environmental 
change: How much can the opportunities decrease and the organization still be profit-
able and survive? To calculate the resilience, we first smooth the curves firstly and 
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then find the inflection of the curve by calculating the gradients along the curve. The 
correlation analysis result by SPSS for worker resilience and opportunity resilience 
are shown in and respectively. The analysis results show that demand, supply inertia 
and hierarchy all affect organizational resilience negatively, which means that more 
flexible communication and less hierarchy can improve the resilience of organiza-
tional adaptation.  

In practice, the flat organizational structure and flexible communication among 
workers allows the organization to withstand larger changes in the external and inter-
nal environments. 

5   Conclusions 

In this paper, we have expanded Epstein’s organizational adaptation computational 
model [13] to propose a new computation model to examine four dimensions of or-
ganizational adaptation: Robustness, Agility, Resilience and Survivability. Using a 
Netlogo agent-based simulation platform, we ran Monte Carlo simulations on this 
computational model and designed five types of scenarios to run virtual experiments 
of examining the four dimensions of organizational adaptation.  

Through simulation study, we concluded that besides improving Robustness, more 
flexible communication and lower hierarchy (smaller span of control) can promote the 
Agility, Resilience and Survivability of organizational adaptation. That is, flat organ-
izational structure and flexible communication mechanism (less demand-supply iner-
tia) are significant to improve the organizational Agility, Resilience and Survivability. 
However, for improving Robustness, the centralization (high hierarchy and large span 
of control) and flexible communication mechanism (less demand-supply inertia) are 
significant. Thus, in agile enterprise, the flat organizational structure and flexible 
communication is necessary, but meanwhile the organization need to keep a suitable 
centralized command transferring structure to run business under the right vision, 
strategic direction of organization designed to maintain ongoing competitiveness [14].  
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Abstract. There is growing interest in bio(logy)-inspired approaches
that are inspired by the principles of biology and that can solve difficult
problems. In this paper, we propose a new computational algorithm that
is inspired by molecular mechanics for the solution of complex problems.
There is a deep and useful connection between mechanics mechanics
and combinatorial optimization. This connection exposes new informa-
tion and allows an unfamiliar perspective on traditional optimization
problems and approaches. The alternative of molecular mechanics algo-
rithm (MMA) to traditional approaches has the advantages of inherent
parallelism and the ability to deal with a variety of complicated social
interactions, autonomous behaviors and multiple objectives.

Keywords: Bio-inspired algorithm, multi-objective optimization, molec-
ular mechanics algorithm (MMA), molecular dynamics.

1 Introduction

Many artifacts have been built throughout history, and many of which obtained
their inspiration from phenomena in the natural world. It is noted that “progress
often occurs at the boundaries between disciplines.” [1] In the field of computer
science, especially in artificial intelligence, there is growing interest in parallel-
distributed intelligent theories and approaches that are inspired by the principles
of nature and that can solve difficult problems. Bio(logy)-inspired approaches are
probably the best known example of such nature-inspired approaches. Success-
ful bio-inspired approaches include Genetic Algorithm (1975) [2], Ant Colony
Optimization (1991) [3, 4], and Particle Swarm Optimization (1995) [5]. There
were also physics-inspired approaches such as Simulated Annealing Algorithm
(1983) [6]. The fields of biology and physics have flourished in a rich soil for
many years. We believe there exist many opportunities for the application of
the principles in biology and physics to computing. This paper proposes a brand
new bio-inspired approach for solving difficult computational problems.
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2 Molecular Mechanics Algorithm (MMA)

The distribution problem is one of those difficult computational problems. The
mathematical structure of the distribution problem is simple. The distribution
problem defined below is a typical NP-hard combinatorial optimization problem.

Definition 1. In a multi-objective framework, the distribution problem can be
formulated as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

max :

zq(R) = (Cq)T X(R)T =
I∑

i=1

J∑
j=1

cq
ijxijrij q = 1, · · · , Q

s.t.
J∑

j=1

rij = 1 i = 1, · · · , I

xij = 0, 1

(1)

where q represents the objective, R is a two-dimensional distribution vector, Cq

is a two-dimensional weight vector (q = 1, 2, · · · , Q), and X is a two-dimensional
Boolean vector.

With this problem model, we can now examine the bio-inspired multi-
objective model which can mathematically describe an MMA. The theory of
evolution behind the model is a dynamical theory.

The bio-inspired dynamics will drive the MMA to its equilibrium state.

Definition 2. The distribution and weight dynamic equations of the MMA are
defined, respectively, by

rij(t + 1) = rij(t) + Δrij(t) (2)

cq
ij(t + 1) = cq

ij(t) + Δcq
ij(t) (3)

The two dynamic equations are seen as the “MMA evolution” by fictitious agents
(molecules) which manipulate the distribution and weight vectors until an equi-
librium is reached. In the MMA, every entry of distribution vector R is treated
as a fictitious agent (molecule). In fact, the weight vector is invariable, and the
evolution of the weight vector only occurs in the computing process in order to
obtain efficient solutions for the distribution vector.

For the fictitious agents—the molecules—there are four factors related to the
evolutionary distribution vector (R) and the weight vector (C):

– personal utility (u) (to realize the multiple objectives);
– whole utility (J) (to increase the overall utility);
– minimal personal utility (P) (to realize max-min fair distribution);
– interaction among the molecules (Q) (to satisfy the restrictions and to de-

scribe high-dimensional, highly nonlinear, random behaviors and dynamics).
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We try to solve the distribution problem defined in Definition 1 by subdividing
this hard problem with respect to the four factors. In molecular mechanics,
“energy” makes molecules move. When “energy” is equal to zero, the molecules
will stop moving, being in an equilibrium state. For the MMA, we will define
the “energy” function, which makes fictitious agents (molecules) evolve towards
the optimum or until an equilibrium is reached. The “energy” function is based
on the four factors each of which corresponds to a component of the “energy”
function.

Definition 3. The “energy” function is defined by

Eq
ij(t) = λ1u

q
ij(t) + λ2J

q(t) − λ3P
q(t) − λ4Q

q(t) (4)

where 0 < λ1, λ2, λ3, λ4 < 1 . The larger the “energy” function, the faster the
fictitious agent (molecule) would evolve towards the optimum.

According to “differential equation theory”, a variable’s increment to make it
minimum is equal to the sum of negative items from related factors differentiating
the variable. Because our defined problem is a “maximum” problem, a variable’s
increment to make it maximum is equal to the sum of the items from related
factors differentiating the variable. Thus we have the following definitions.

Definition 4. The increments of distribution and weight are defined, respec-
tively, by

Δrij(t+1) ≈ drij(t)
dt

=
∂Eq

ij(t)
∂rij(t)

=
Q∑

q=1

(λ1

∂uq
ij(t)

∂rij(t)
+λ2

∂Jq(t)
∂rij(t)

−λ3
∂P q(t)
∂rij(t)

−λ4
∂Qq(t)
∂rij(t)

)

(5)

Δcq
ij(t + 1) ≈ dcq

ij(t)
dt

=
∂Eq

ij(t)
∂cq

ij(t)
= λ1

∂uq
ij(t)

∂cq
ij(t)

+ λ2
∂Jq(t)
∂cq

ij(t)
− λ3

∂P q(t)
∂cq

ij(t)
− λ4

∂Qq(t)
∂cq

ij(t)
(6)

q = 1, 2, · · · , Q

Four kinds of factor functions in the “energy” function will be defined here,
respectively.

Definition 5. The individual personal utility function for every agent (molecule)
is defined by

uq
ij(t) = 1 − exp ( −cq

ij(t)rij(t)xij(t)) q = 1, 2, · · · , Q (7)

Definition 6. The whole utility function for every agent (molecule) is defined by

Jq(t) =
I∑

i=1

J∑
j=1

uq
ij(t) q = 1, 2, · · · , Q (8)
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Definition 7. The gravitational potential energy function that makes minimal
personal utility increase for every agent (molecule) is defined by

P q(t) = k2 ln
I∑

i=1

J∑
j=1

exp[−(uq
ij)

2(t)/2k2] − k2 ln IJ (9)

q = 1, 2, · · · , Q

Definition 8. The interaction energy function is defined by

Qq(t) =
I∑

i=1

|
J∑

j=1

rij(t)xij(t) − 1 |2 −
∑
i,j

∫ u
q
ij

0

{[1 + exp(−ζijx)]−1 − 0.5}dx (10)

where ζij represents the intention strength of social coordination.
Now, we explain why the four kinds of functions are chosen.

1. Personal utility function. For the q-th objective, the larger the value of
cq
ij(t)rij(t)xij(t) in Eq. (7), the more profit the (i, j)-th molecule gets. The

optimization problem here is posed as a maximization problem. And we use
the exponential function in order that uq

ij(t) would be between 0 and 1. uq
ij(t)

can be regarded as the q-th dimensional utility of molecule. The larger uq
ij(t)

is, the more profit the (i, j)-th molecule gets. Schematically, the q-th dimen-
sional utility function uq

ij of a molecule corresponds to the q-th dimensional
coordinate of the (i, j)-th molecule’s q-th dimensional force field. We define
the distance from the bottom boundary to the upper boundary of all of the
molecule’s q dimensional force fields to be 1. The biological meaning of the
MMA will be discussed in Section IV. 1 − e−x is chosen as the definition of
uq

ij because 1− e−x is a monotonically increasing function and is between 0
and 1. Obviously, the larger uq

ij(t) the better.
2. Whole utility function. For this definition, we assume that the individual

personal utilities are additive. Obviously, the larger Jq(t) the better.
3. The potential energy function. For Eq. (9), 0 < k < 1 is a parameter to be

tuned in the implementation. The smaller P q is, the better. With Eq. (9),
we attempt to construct a potential energy function, P q, such that the de-
crease of its value would imply the increase of the minimal utility of all the
molecules. We prove that in Theorem 1. This way we can optimize the distri-
bution problem in the sense that we consider not only the individual personal
utility, but also the aggregate utilities, by increasing the minimum utility of
all the molecules again and again. In fact, k represents the strength of the
upward gravitational force in the q-th dimensional force field. The bigger k
is, the faster the molecules would move up; hence, k influences the conver-
gence speed of the distribution problem. k needs to be carefully adjusted in
order to maximize the q objectives.

4. The interaction energy function. For Eq. (10), the first term of Qq(t) is
related to the constraints on capability; the second term involves social co-
ordinations, with ζij coming from Eqs. (11) − (13). If social coordinations
are not involved in the system, ζij will be a constant (e.g., 6 or 8). The first
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term of Qq(t) corresponds to a penalty function with respect to the con-
straint on the utilization of resources. The second term of Qq(t) is chosen as
shown because we want ∂Qq

∂uq
ij

to be a monotonically decreasing sigmoid func-

tion. −{[1 + exp(−ζiju
q
ij)]

−1 − 0.5} is such a function. Therefore we let ∂Qq

∂uq
ij

equal to −{[1 + exp(−ζiju
q
ij)]

−1 − 0.5}. Then ∂Qq

∂uq
ij

is integrated to be Qq.

ζij(t) ↑⇒ ∂Qq

∂u
q
ij

↓⇒ − ∂Qq

∂u
q
ij

↑ (5)⇒Δrij(t + 1) ↑ a⇒ rij(t + 1) ↑ (7)⇒
b

uq
ij ↑

a: rij(t + 1) = rij(t) + Δrij(t + 1);
b: uq

ij is a monotonically increasing function.

ζij(t) =
I∑

l=1

ζilj(t) +
I∑

l=1

ζlij(t) (11)

ζilj(t) =
{

1 if βilj ∈ (II) ∪ (IV )
−1 if βilj ∈ (I) ∪ (III)

(12)

ζlij(t) =
{

1 if βlij ∈ (I) ∪ (IV )
−1 if βlij ∈ (II)∪ (III) (13)

βilj is the social coordination of agent i with respect to agent l for object j,
which gives rise to the change ζilj(t) of intention strength ζij(t). The social
coordination (βilj) can be divided into four main categories as follows.
– I: Unilateral adaptive coordination
– II: Unilateral inducing coordination
– III:Bilateral adaptive coordination
– IV: Bilateral inducing coordination

We can therefore obtain the iteration speed by the following equation.

vq
ij = duq

ij

/
dt =

∂uq
ij

∂rij

drij

dt +
∂uq

ij

∂cq
ij

dcq
ij

dt

= [λ1 + λ2
∂Jq(t)

∂u
q
ij(t)

− λ3
∂P q(t)

∂u
q
ij(t)

− λ4
∂Qq(t)

∂u
q
ij(t)

]{[∂u
q
ij (t)

∂rij(t)
]2 + [

∂u
q
ij(t)

∂c
q
ij (t)

]2}

vq
ij represents the iteration speed of molecule (i, j) (the (i, j)-th entry of dis-

tribution vector) with respect to the q-th objective. Meanwhile, vq
ij represents

the speed of the upward movement of molecule (i, j) in the q-th dimensional
force field.

After having proposed the mathematical model of MMA, we give the parallel
MMA in Table 1.

Proving the mathematical model of MMA
We now discuss the properties of the mathematical model of MMA as proposed
above.

Theorem 1. If k is very small, decreasing the potential energy function P q(t)
of Eq. (9) amounts to increasing the minimal utility of molecules (entries in
distribution vector R), minimized over R.
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Table 1. Algorithm MMA
g

Input: cq
ij , xij , ζij

Output:

1. Initialization:

t ← 0

rij(t) —Initialize in parallel

2. While (duq
ij/dt �= 0) do

t ← t + 1

uq
ij(t) —Compute in parallel according to Eq.(7)

duq
ij/dt —Compute in parallel according to Eq.(14)

drij(t)/dt —Compute in parallel according to Eq.(5)

rij(t) ← rij(t − 1) + drij(t)/dt

dcq
ij(t)/dt —Compute in parallel according to Eq.(6)

cq
ij(t) ← cij(t − 1) + dcij(t)/dt

Proof. Supposing that H(t) = max
i,j

{−(uq
ij(t))

2}, we have

[exp(H(t)/2k2)]2k2 ≤{
I∑

i=1

J∑
j=1

exp[−(uq
ij(t))

2/2k2]}2k2 ≤ [IJ exp(H(t)/2k2)]2k2
.

Taking the logarithm of both sides of the above inequalities gives

H(t) ≤ 2k2 ln
I∑

i=1

J∑
j=1

exp[−(uq
ij(t))

2/2k2] ≤ H(t) + 2k2 ln IJ.

Since IJ is constant and k is very small, we have

H(t) ≈ 2k2 ln
I∑

i=1

J∑
j=1

exp[−(uq
ij(t))

2/2k2] − 2k2 ln IJ = 2P q(t).

It turns out that the potential energy P q(t) at the time t represents the
maximum of −(uq

ij(t))
2 among all the molecules, which is the minimal personal

utility of entries with respect to an objective q at time t. Hence the decrease of
potential energy P q(t) will result in the increase of the minimum of uq

ij(t). �

Theorem 2. Updating the allotted entries rij and weights cq
ij by Eq. (5) and Eq.

(6) respectively amounts to changing the speed of molecule by vq
ij(t) of Eq. (14).

Proof. Denote the k-th terms of Eq. (5) and Eq. (6) by 〈 drij(t)
dt 〉k and 〈 dcq

ij(t)

dt 〉k,
respectively. When allotted entry rij is updated according to (5), the first and
second terms of (5) will cause the following speed increments of the iteration,
respectively:
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〈duq
ij(t)/dt〉r1 =

∂uq
ij(t)

∂rij(t)
〈drij(t)

dt
〉1 = λ1[

∂uq
ij(t)

∂rij(t)
]2 (14)

〈duq
ij(t)/dt〉r2 =

∂uq
ij(t)

∂rij(t)
〈drij(t)

dt 〉2 = λ2
∂uq

ij(t)

∂rij(t)
∂Jq(t)
∂rij(t)

= λ2

∂uq
ij(t)

∂rij(t)
∂Jq(t)
∂uq

ij(t)
∂uq

ij(t)
∂rij(t)

= λ2
∂Jq(t)
∂uq

ij(t)
[
∂uq

ij(t)
∂rij(t)

]2 (15)

Similarly, the third and the fourth term of Eq. (5) will cause the following speed
increments of the iteration:

〈 duq
ij(t)/dt 〉r3 = −λ3

∂P q(t)
∂uq

ij(t)
[
∂uq

ij(t)

∂rij(t)
]2

〈 duq
ij(t)/dt 〉r4 = −λ4

∂Qq(t)
∂uq

ij(t)
[
∂uq

ij(t)

∂rij(t)
]2

Similarly, for Eq. (6), we have 〈duq
ij(t)/dt〉cq

k , k = 1, 2, 3, 4. We thus obtain

4∑
k=1

[〈duq
ij(t)/dt〉cq

j + 〈duq
ij(t)/dt〉rj ]

= [λ1 + λ2
∂Jq(t)

∂u
q
ij(t)

− λ3
∂P q(t)

∂u
q
ij(t)

− λ4
∂Qq(t)

∂u
q
ij(t)

]{[∂u
q
ij (t)

∂rij(t)
]2 + [

∂u
q
ij(t)

∂c
q
ij (t)

]2} = vq
ij(t)

Therefore, updating r
(k)
ij and (cq

ij)
(k) by (5) and (6), respectively, gives rise to

the speed increment of the iteration that is exactly equal to vq
ij(t) of Eq. (14).

�

Theorem 3. Updating the allotted entries rij and weights cq
ij by Eq. (5) and

Eq. (6) respectively amounts to increasing the minimal utility of an entry with
respect to an objective q in direct proportion to the value of λ3.

Proof. The speed increment of the iteration, which is related to potential energy
P q(t), is given by

〈duq
ij(t)

dt 〉3 = 〈 duq
ij(t)/dt〉r3 + 〈duq

ij(t)/dt〉cq

3 = −λ3
∂P q(t)
∂uq

ij(t)
{[∂uq

ij(t)

∂rij(t)
]2 + [

∂uq
ij(t)

∂cq
ij(t)

]2}.

Denote by 〈dP q(t)
dt 〉 the differentiation of the potential energy function P q(t)

with respect to time t arising from using Eqs. (5), (6). We have

〈dP q(t)
dt 〉 = ∂P q(t)

∂uq
ij(t)

〈duq
ij(t)

dt 〉3 = −λ3[
∂P q(t)
∂uq

ij(t)
]2{[∂uq

ij(t)

∂rij(t)
]2 + [

∂uq
ij(t)

∂cq
ij(t)

]2}
= −λ3ω

2
ij(t)(u

q
ij(t))

2x2
ij(t)[r

2
ij(t) + (cq

ij(t))
2][uq

ij(t)]
2 ≤ 0.

where, ωij(t) = exp[−(uq
ij(t))

2/2k2]/
I∑

i=1

J∑
j=1

exp[−(uq
ij(t))

2/2k2].

It can be seen that using Eqs. (5) and (6) gives rise to monotonic decrease of
P q(t). Then by Theorem 1, the decrease of P q(t) will result in the increase of
the minimal utility of entries in distribution vector R, in direct proportion to
the value of λ3. �
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Theorem 4. The first and second terms of Eqs. (5) and (6) will enable the
personal utility of every entry of distribution R to increase, in direct proportion
to the value of (λ1 + λ2).

Proof. According to Eqs. (15) and (16), the sum of the first and second terms of
Eq. (5) and (6) will be

〈duq
ij(t)/dt〉r1 + 〈duq

ij(t)/dt〉r2 + 〈duq
ij(t)/dt〉cq

1 + 〈duq
ij(t)/dt〉cq

2

=[λ1+λ2
∂Jq(t)
∂uq

ij(t)
]{[∂uq

ij(t)

∂rij(t)
]2+[

∂uq
ij(t)

∂cq
ij(t)

]2}=(λ1+λ2)x2
ij(t)[r

2
ij(t)+(cq

ij(t))
2][−uq

ij(t)]
2

≥ 0.

Therefore, the first and second terms of (5) and (6) will cause uq
ij(t) to mono-

tonically increase. �

Theorem 5. Updating rij and cq
ij by Eqs. (5) and (6) gives rise to monotonic

increase of the whole utility of all the entries of distribution R, in direct propor-
tion to the value of λ2.

Proof. Similar to Theorem 4, it follows that when an entry (i, j) modifies its rij

and cq
ij by Eqs. (5) and (6), differentiation of Jq(t) with respect to time t will

not be negative—i.e., 〈dJq(t)
dt 〉 ≥ 0, and it is directly proportional to the value

of λ2. �

Definition 9. (Max-min Fairness) A feasible distribution R is max-min fair if
and only if an increase of any entries of distribution vector r within the domain
of feasible distributions must be at the cost of an decrease of some already smaller
entries r. Formally, for any other feasible distribution Y , if yij > rij then there
must exist some (i′, j′) such that ri′j′ ≤ rij and yi′j′ < ri′j′ .

Theorem 6. (Max-min fair allocation) Max-min fair solution with multi- ob-
jective can be obtained by updating the allotted entries rij and weights cq

ij by Eq.
(5) and Eq. (6) respectively.

Proof. It is straightforward from Theorems 1–5 and Definition 9. �

Theorem 7. Updating rij and cq
ij by Eqs. (5) and (6) gives rise to monotonic

decrease of the interaction energy Qq(t), in direct proportion to the value of λ4.

Proof. As in the above, we have

〈duq
ij(t)

dt 〉4 = −λ4
∂Qq(t)
∂uq

ij(t)
{[∂uq

ij(t)

∂rij(t)
]2 + [

∂uq
ij(t)

∂cq
ij(t)

]2}; and

〈dQq(t)
dt 〉 = ∂Qq(t)

∂uq
ij(t)

〈duq
ij(t)

dt 〉4 = −λ4[
∂Qq(t)
∂uq

ij(t)
]2{[∂uq

ij(t)

∂rij(t)
]2 + [

∂uq
ij(t)

∂cq
ij(t)

]2} ≤ 0.

Updating rij and cq
ij by Eqs. (5) and (6) makes the interaction energy Qq(t)

smaller and smaller. Thus it is possible to satisfy the restrictions. �

Theorem 8. The MMA can solve the distribution problem defined in Defini-
tion 1.

Proof. It is straightforward from Theorems 6–7. �
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3 Simulation

Because the problem-related matrices are too large to be listed in this paper, we
go directly to the results of these two problems. The experimental evolutionary
results for z from t = 1 to t = 1000 are depicted in Fig. 1.

As shown in Fig. 1, Curve A, at t = 983, z reaches its maximum, and stays
unchanged in the remainder of the iterations; for Curve B, at t = 968, z reaches
its maximum, and stays unchanged in the remainder of the iterations. At the
two points, the MMA converges to a stable equilibrium state and produces the
optimum solutions. The results confirm the usefulness of MMA for large-scale
NP-hard combinatorial optimization problems.

Curve A: Social behaviors not involved

Curve B: Social behaviors involved

Fig. 1. Comparison of z optimization in large-scale problems with social behaviors
involved and not involved

4 Motivation and Biological Meaning of MMA

In the MMA, all the entries in distribution vector R are treated as molecules
which are located in their own force fields. This transforms the distribution
problem into the kinematics and dynamics of the molecules in a set of force
fields. In molecular mechanics, Newtonian mechanics is used to model molecular
systems and force fields are used to calculate the potential energy.

MMA puts emphasis on

– providing a view of individual and whole optimization (with one to two
objectives);

– parallelization with reasonably low time complexity;
– all multiple objectives being optimized individually as well as collectively;
– the ability to deal with social interactions;
– the biological meaning of the model.
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In the biological model of MMA, there are I × J molecules (every entry in
distribution vector R is treated as a molecule), and the same number (I × J)
of force fields. These force fields are evenly distributed in the horizontal plane.
Every molecule moves in its own force field. When the number of optimization
objectives is Q, the force fields of all molecules form Q dimensions where the co-
ordinates in the space are in [0, 1]. In the biological model of MMA, sij represents
molecule (i, j).

If the number of maximum objectives is 1, the molecules will move upwards
on one-dimensional spaces (lines) (u1

ij ∈ [0, 1]) during the optimization process.
If the number of maximum objectives is 2, the molecules will move away from
the origin in two-dimensional spaces (planes) (u1

ij ∈ [0, 1], u2
ij ∈ [0, 1]) during

the optimization process. Analogously, if the number of maximum objectives
is Q, the molecules will move away from the origin in Q-dimensional spaces
(u1

ij ∈ [0, 1], · · · , uq
ij ∈ [0, 1], · · · , uQ

ij ∈ [0, 1]) during the optimization process,
where uq

ij is a coordinate of the q-dimensional space.
Molecules in the MMA move not only under outside forces, but also under

their internal force; hence they are different from molecules in molecular me-
chanics. In fact, the evolution of sij involves two variables—rij, cq

ij . rij and
anyone of cq

ij(q = 1, · · · , Q) are reciprocal dual.
In a force field Fij , the coordinates of the Q-dimensional space of the molecules

represent the utilities with respect to the q-th objective of the entry (i, j) of the
distribution vector R that is described as a molecule. A molecule will be influ-
enced simultaneously by several kinds of forces in the Q-dimensional space, which
include the gravitational force of the Q-dimensional space force field where the
molecule is located, the pulling or pushing forces stemming from the interactions
with other molecules, and the molecule’s own autonomous driving force.

When the number of maximum objectives is 1, that is, a single objective opti-
mization problem, all the above-mentioned forces that are exerted on a molecule
are dealt with as forces along a vertical direction (along a line). Thus a molecule
will be driven by the resultant force of all the forces that act on it upwardly or
downwardly, and move along a vertical direction. The larger the upward resul-
tant force on a molecule, the faster the upward motion of the molecule. When
the upward resultant force on a molecule is equal to zero, the molecule will stop
moving, being at an equilibrium status. As shown in Fig. 2, the molecules move
in their own one-dimensional force fields Fij (lines).

The upward gravitational force of a force field on a molecule causes an upward
component of the motion of the molecule, which represents the tendency that
the molecule pursues the common benefit of the whole. The upward or downward
component of the motion of a molecule, which is related to the interactions with
other molecules, depends upon the strengths and categories of the interactions.
The molecule’s own autonomous driving force is proportional to the degree the
molecule tries to move upwards in its own force field where it is located, i.e., the
molecule tries to acquire its own maximum utility.

When the number of maximum objectives is 2, each molecule moves away
from the origin in its own force field (a unit plane), as shown in Fig. 2.
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Gravitational force�

�

�

�
�

�
�

�

�

�
�

�

��

sij���
���

�

�

��	

��


0

0.5

1

u1
ij

1 · · · (i, j) · · · I × JForce field
Fij

Fig. 2. The biological model of MMA for single objective optimization

(a) A 3D global view of MMA (b) Force field Fij

Fig. 3. The biological model of MMA for two objectives optimization

When the number of maximum objectives is Q > 2, each molecule moves
away from the origin in its own Q-dimensional force field. Q-dimensional force
field and Q+1-dimensional biological model of MMA are abstract mathematical
spaces.

One major difference between the molecule of the proposed MMA and the
molecule of a classical biological model is that the molecule in MMA has its
own driving force which depends upon the autonomy of the molecule. All the
molecules, in their own Q-dimensional force fields, simultaneously, evolve under
their exerted forces; as long as they gradually reach their equilibrium positions
from their initial positions which are set at random, we can obtain a feasible
solution to the multiple objectives distribution problem.

There are three main components of the MMA biological model. We call them
as “skeleton”, “muscle” and “blood”.

Molecules motion——————————————–skeleton
How to move (mathematical model of MMA)———muscle
Energy (energy function) ———————————-blood
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In summary

– Every entry in distribution vector R is treated as a molecule.
– In Section II, we defined some concepts in kinematics and dynamics based

on both biology ideas and our optimization problem.
– We defined energy function as

Energy = personal utility kinetic energy
+ whole utility kinetic energy
+ max-min fair gravitational potential energy
+ interaction potential energy

It is difficult to say which one occurred to us earlier: the idea of the mathe-
matical model of MMA or the idea of the biological model. We found inspiration
in and a foundation from molecular mechanics, leading to the proposal of the
mathematical model of MMA. Both the mathematical model and the biological
model have a system of their own. There are the correspondences between them.

5 Conclusion

In this paper, we propose a novel Molecular Mechanics Algorithm (MMA) as
a new branch of nature-inspired algorithms for solving multi-objective NP-hard
combinatorial optimization problems. The MMA is inspired by the biological
model of molecule dynamics. The approach maps a given combinatorial optimiza-
tion problem to the motion of molecules in the corresponding multi-dimensional
force fields. The molecules move according to certain rules defined by a mathe-
matical model until arriving at a stable state; subsequently, the solution of the
multi-objective combinatorial optimization problem is obtained by anti-mapping
the stable state. We have discussed the mathematical model, algorithm, moti-
vation, biological model, and the experiments of the MMA in detail.

The MMA can work out the theoretical optimum solution, which is important
and exciting. We have given the theoretical proofs and experiments to verify this
key point.

Although there are many differences between molecules in molecular mechan-
ics and those in the MMA, we have shown that being inspired by molecular
mechanics, the MMA enables feasible multi-objective optimization in very large
scales. The MM approach can work out the theoretical optimum solution and
has a low computational complexity, which is crucial for the functioning of large-
scale NP-hard combinatorial optimization problems.
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Abstract. This study is intended to provide the mathematical foun-
dation for the numerical computation of the parameter identification
problems of the three-dimensional two-layer thermodynamic system of
sea ice. The non-smooth thermodynamic system with mixed boundary
conditions is established, its properties are obtained and the first-order
necessary conditions of the parameter identification problem of the non-
smooth system are derived.

Keywords: coupled 3D non-smooth thermodynamic system, parameter
identification, necessary condition for optimality.

1 Introduction

Sea ice plays an important role in the global climate system [1,2,3]. The thin
sea ice, sometimes having a snow cover, forms a new interface between the lower
ocean and the upper atmosphere, reducing the transfer of moisture, heat and
momentum between the atmosphere and the ocean. The freezing and melting
processes of sea ice are influenced by the temperature distribution, thus the nu-
merical simulation for ice temperature distribution have attracted great atten-
tion [4-8]. However, the physical parameters such as the density, the specific heat,
the thermal conductivity and the heat exchange coefficient, and so on, are cru-
cial for exactly describing the sea ice temperature profile. Therefore, accurately
estimating these physical parameters can improve the sea ice thermodynamic
modelling.

Until now, these physical parameters in the sea ice thermodynamic system
are mainly estimated by field data [4-8]. However, the field data are spare and
unsatisfactory due to the difficulties associated with fieldwork, especially during
the polar winter. Some parameters could not be detected continuously and auto-
matically up to now, such as the ice salinity; some could not be detected directly,
such as the ice thermal conductivity. Thus it could not help us to thoroughly
understand the physical evolution of sea ice just by field data. The parameter
identification method is effective to solve this problem. Parameter identification

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 52–65, 2009.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2009
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refers to the determination of the physical parameters that could be detected
discontinuously or difficultly from the physical parameters which can be detected
continuously in the system model such that the predicted response of the model
is close, in some well-defined sense, to the process observations. In recent years,
there are many researchers devoting to the parameter identification problems
of thermodynamic systems. Some researchers [9-12] considered the determina-
tion of source terms, some researchers [13-15] considered the determination of
thermal conductivities. In [16], the properties and the optimality conditions for
a one-dimension non-smooth thermodynamic system of sea ice were provided.
The coefficients describing the sea ice salinity and other two parameters in a
one-dimension nonlinear and non-smooth thermodynamic system of sea ice were
identified using the parameter identification method in [17]. In this paper, we
will deal with a three-dimension two-layer thermodynamic system of sea ice, and
identify the densities, the specific heats, the thermal conductivities and the heat
exchange coefficients of the snow and the sea ice using the parameter identifi-
cation method. The properties of the non-smooth thermodynamic system are
discussed, and the first-order necessary conditions of the parameter identifica-
tion problem of the non-smooth system are derived. Therefore, the parameter
identification theories of the three-dimension non-smooth distributed parameter
system are applied to the actual sea ice problems, and the mathematical foun-
dation for the numerical computation of the parameter identification problems
of the sea ice thermodynamic system is provided.

The rest of this paper is organized as follows. In Section 2, we describe the
three-dimension two-layer thermodynamic system. Section 3 derives the proper-
ties of the system. In Section 4, we establish an identification model, prove the
existence of optimal control, and derive the necessary conditions for optimality.
Section 5 concludes this research.

2 The Coupled 3D Thermodynamic System of Sea Ice

In this section, according to the distribution characteristics of the sea ice temper-
ature field, we will describe a three-dimension two-layer thermodynamic system
coupled by the snow and the sea ice, (as in Fig.1 and Fig.2), which is denoted
by SIS.

SIS is from longitude W1 degrees west to longitude W2 degrees west, latitude
N1 degrees north to latitude N2 degrees north, and L meters depths, where W1,
W2, N1, N2 and L are positive constants, and W1 < W2, N1 < N2. Take the
position at longitude W1 degrees west and latitude N1 degrees north on the sur-
face of SIS as the origin denoted by A1. Let x1 represent the distance coordinate
in the latitude direction taken as positive north, x2 the distance coordinate in
the longitude direction taken as positive east, x3 the depth coordinate of SIS
taken as positive downward, and their units are meters; set x = (x1, x2, x3) be
the spatial coordinate. For convenience of our analysis, set In = {1, 2, · · · , n}
and S express the closure of the set S, where n is any positive integer. Let Ai,
A′′

i (i ∈ I4) denote the eight vertexes of SIS. The plane A′
1A

′
2A

′
3A

′
4 denotes the
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Fig. 1. The configuration of the 3D two-layer model

Fig. 2. The schematic diagram of the 3D two-layer model in profile

interface between the snow layer and the sea ice layer, where A′
i (i ∈ I4) denote

the four vertexes. Let Lsn, Lsi and Lia be the depths of the snow layer, the sea
ice layer and the sea ice layer in the atmosphere. Let t denote time, tf the final
time, I = (0, tf ), and their units are seconds. Let T (x, t) be the temperature of
SIS at position x and time t, T0(x) the initial temperature, and their units are
Kelvins. Let Γ1 denote the plane A1A2A

′′
2A′′

1 , Γ2 the plane A2A3A
′′
3A′′

2 , Γ3 the
plane A3A4A

′′
4A′′

3 , Γ4 the plane A4A1A
′′
1A′′

4 , Γ5 the plane A′′
1A′′

2A′′
3A′′

4 , Γ6 the

plane A1A2A3A4, Γ7 the plane A′
1A

′
2A

′
3A

′
4, Γ =

6⋃
j=1

Γj the boundary of SIS. Let

Ωsn be the interior area of the snow layer, Ωsi the interior area of the sea ice
layer, Γsn = ∂Ωsn\riΓ7 the boundary of the snow layer, Γsi = ∂Ωsi\(Γ7 ∪ riΓ5)
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the boundary of the sea ice layer, Γia the boundary of the sea ice layer in the at-
mosphere. Ω = Ωsn∪Ωsi∪riΓ7 is the interior area of SIS, Qsn = (Ωsn∪riΓ7)×I,
Qsi = (Ωsi∪riΓ5)×I, Q = Ω×I. Take note that for any (x, t) ∈ Q, T = T (x, t),
T0 = T0(x). Then according to the energy conservation law and the Fourier’s
law of heat conduction, the unsteady coupled three-dimensional two-layer ther-
modynamic system is described by the following heat equations

(ρc)sn
∂T

∂t
= ∇ · (ksn∇T ) + gsn(x, t), (x, t) ∈ Qsn, (1)

ksn∇T = ksi∇T, (x, t) ∈ Qni, (2)

(ρc)si
∂T

∂t
= ∇ · (ksi∇T ) + gsi(x, t), (x, t) ∈ Qsi. (3)

The boundary conditions are

−ksn
∂T

∂su
= hsn(T − Tat(x, t)), (x, t) ∈ Γ6 × I, (4)

−ksn
∂T

∂nsn
= hsn(T − Tat(x, t)), (x, t) ∈ (Γsn\Γ6) × I, (5)

−ksi
∂T

∂nsi
= hsi(T − Tat(x, t)), (x, t) ∈ Γia × I, (6)

−ksi
∂T

∂nsi
= hsi(T − Toc(x, t)), (x, t) ∈ (Γsi\Γia) × I, (7)

−ksi
∂T

∂nio
= hsi(T − Toc(x, t)), (x, t) ∈ Γ5 × I. (8)

The initial condition is

T (x, 0) = T0(x), x ∈ Ω. (9)

Where  is gradient operator; ρ, c, k, h and g are the density, the specific heat,
the thermal conductivity, the heat exchange coefficient on the boundary and the
source term, respectively; the subscripts sn, si and oc denote snow, sea ice and
ocean, respectively; nsu, nsn, nsi and nio are the unit exterior normal vectors
of the boundaries Γ6, Γsn\Γ6, Γsi and Γ5, respectively; Tat(x, t) and Toc(x, t) are
the temperature functions of the atmosphere and the ocean which are adjacent
to SIS.

Since the densities, the specific heats, the thermal conductivities, the heat
exchange coefficients and the source terms are different in the three layers of
SIS, the thermodynamic system is non-smooth.

According to the physical properties of SIS, we give the following assumptions.

(A1) The temperature T (x, t) of SIS is continuous on Q.
(A2) The densities, the specific heats, the thermal conductivities and the heat ex-
change coefficients on the boundaries of snow, sea ice and ocean are bounded, so
there exist qLj > 0, qUj > 0, and qLj ≤ qUj(j ∈ I6), such that qL1≤(ρc)sn≤qU1,
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qL2 ≤ (ρc)si ≤ qU2, qL3 ≤ ksn ≤ qU3, qL4 ≤ ksi ≤ qU4, qL5 ≤ hsn ≤ qU5,
qL6 ≤ hsi ≤ qU6.
(A3) T0(x) ∈ C2(Ω); Tat(x, t) ∈ C0((Γsn∪Γia)×Ī), Toc(x, t) ∈ C0((Γ\Γsn\Γia)
× Ī); gsn(x, t) ∈ C0(Qsn), gsi(x, t) ∈ C0(Qsi); and for any t ∈ Ī, Tat(Lsn +
Lia, t) = Toc(Lsn + Lia, t), gsn(Lsn, t) = gsi(Lsn, t).

For convenience of our analysis, next we will simplify the thermodynamic
system. Let

α(x, t) =
{

α1 = (ρc)−1
sn , (x, t) ∈ Ωsn × I,

α2 = (ρc)−1
si , (x, t) ∈ (Ωsi\Γ7) × I.

β(x, t) =
{

β1 = ksn, (x, t) ∈ Ωsn × I,
β2 = ksi, (x, t) ∈ (Ωsi\Γ7) × I.

g(x, t) =
{

gsn(x, t), (x, t) ∈ Ωsn × I,
gsi(x, t), (x, t) ∈ (Ωsi\Γ7) × I.

n =

⎧⎪⎪⎨⎪⎪⎩
nsu, (x, t) ∈ Γ6 × I,
nsn, (x, t) ∈ (Γsn\Γ6) × I,
nsi, (x, t) ∈ Γsi × I,
nio, (x, t) ∈ Γ5 × I.

γ(x, t) =
{

γ1 = hsn, (x, t) ∈ Γsn × I,
γ2 = hsi, (x, t) ∈ Γsi × I.

Tc(x, t) =
{

Tat(x, t), (x, t) ∈ (Γsn ∪ Γia) × Ī ,
Toc(x, t), (x, t) ∈ ((Γsi\Γia) ∪ (Γoc\Γ5)) × Ī.

Then (1)-(9) can be simplified to the following form denoted by U3D2LTS.

∂T

∂t
= α(x, t)∇ · (β(x, t)∇T ) + α(x, t)g(x, t), (x, t) ∈ Qsn ∪ Qsi, (10)

ksn∇T = ksi∇T, (x, t) ∈ Qni, (11)

−β(x, t)
∂T

∂n
= γ(x)(T − Tc(x, t)), (x, t) ∈ Γ × Ī , (12)

T (x, 0) = T0(x), x ∈ Ω. (13)

Since gsn(x, t), gsi(x, t), Tat(x, t) and Toc(x, t) are given, the temperature T of
U3D2LTS is dependent on the parameters ρsn, ρsi, csn, csi, ksn, ksi, hsn and
hsi, that is T = T (x, t; ρsn, ρsi, csn, csi, ksn, ksi, hsn, hsi). For convenience, let
q = (α1, α2, β1, β2, γ1, γ2) = (q1, q2, q3, q4, q5, q6). We often use the notation X1

to denote X1(x) or X2 to denote X2(x, t), where x ∈ Ω or (x, t) ∈ Q.
From the assumption (A2), set qL = min{q−1

U1 , q−1
U2 , qL3, qL4, qL5, qL6}, qU =

max{q−1
L1 , q−1

L2 , qU3, qU4, qU5, qU6}, then qL ≤ αj , βj, γj ≤ qU , j ∈ I2. Let Qad =
{q = (α1, α2, β1, β2, γ1, γ2)|0 < qL ≤ αj , βj , γj ≤ qU , j ∈ I2} be the parameter
set, then Qad is a bounded closed convex subset of R

6.

3 Properties of U3D2LTS

In this section, we will derive the properties of U3D2LTS.
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Let V = H1(Ω) be a Sobolev space, for any ϕ ∈ V , multiply the two sides of
(10) by ϕ and integrate them over Ω, we have that∫

Ω

ϕ
∂T

∂t
dx =

∫
Ω

αϕ∇ · (β∇T )dx +
∫

Ω

αϕgdx, (14)

for the first term on the right of (14),∫
Ω

αϕ∇ · (β∇T )dx =
∫

Ω

∇ · (αϕβ∇T )dx −
∫

Ω

β∇T · ∇(αϕ)dx

=
∫

Γ

αγϕ(Tc − T )dΓ −
∫

Ω

β∇T · ∇(αϕ)dx. (15)

Substitute (15) into (14), and we get that∫
Ω

ϕ
∂T

∂t
dx +

∫
Ω

β∇T · ∇(αϕ)dx +
∫

Γ

αγϕTdΓ

=
∫

Ω

αϕgdx +
∫

Γ

αϕγTcdΓ. (16)

For any (x, t) ∈ Q, let T (x, t) = ertP (x, t), where r is a nonnegative constant,
then (16) is transformed into∫

Ω

ϕ
∂P

∂t
dx +

∫
Ω

β∇P · ∇(αϕ)dx + r

∫
Ω

Pϕdx +
∫

Γ

αγϕPdΓ

=
∫

Ω

αϕge−rtdx +
∫

Γ

αγϕTce
−rtdΓ.

Let Ur(α, β; u, v) =
∫

Ω
β∇u · ∇(αv)dx + r

∫
Ω

uvdx, ∀ u, v ∈ V , then for any
α, β ∈ Qad, Ur(α, β; u, v) is a continuous linear functional on V × V , so there
exists Ar(α, β) ∈ L(V, V ′), such that

Ur(α, β; u, v) = 〈Ar(α, β)u, v〉, ∀ u, v ∈ V.

Let UΓ (α, γ; u, v) =
∫

Γ
αγuvdΓ , ∀ u, v ∈ V , then UΓ (α, γ; u, v) is a bilinear func-

tional on V × V , the embedding operator H1(Ω) ↪→ L2(Γ ) is linear continuous,
and there exists AΓ (α, γ) ∈ L(V, V ′), such that

UΓ (α, γ; u, v) = 〈AΓ (α, γ)u, v〉, ∀ u, v ∈ V.

Let Ur(q; u, v) = Ur(α, β; u, v) + UΓ (α, γ; u, v), ∀ u, v ∈ V , ∀ q ∈ Qad, then

Ur(q; u, v) =
∫

Ω

β∇u · ∇(αv)dx + r

∫
Ω

uvdx +
∫

Γ

αγuvdΓ. (17)

Property 1. Suppose that assumptions (A1)-(A3) are valid, then for any q ∈
Qad, u, v ∈ V , Ur(q; u, v) defined by (17) is a bilinear functional on V × V .

Proof. For any q ∈ Qad, any λ1, λ2 ∈ R
1, any u, u1, u2, v, v1, v2 ∈ V , we have

that
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Ur(q; λ1u1 + λ2u2, v)
= Ur(α, β; λ1u1 + λ2u2, v) + UΓ (α, γ; λ1u1 + λ2u2, v)
= λ1(Ur(α, β; u1, v) + UΓ (α, γ; u1, v)) + λ2(Ur(α, β; u2, v) + UΓ (α, γ; u2, v))
= λ1Ur(q; u1, v) + λ2Ur(q; u2, v),

and Ur(q; u, λ1v1 + λ2v2)
= Ur(α, β; u, λ1v1 + λ2v2) + UΓ (α, γ; u, λ1v1 + λ2v2)
= λ1(Ur(α, β; u, v1) + UΓ (α, γ; u, v1)) + λ2(Ur(α, β; u, v2) + UΓ (α, γ; u, v2))
= λ1Ur(q; u, v1) + λ2Ur(q; u, v2),

which completes our proof. �
Property 2. Suppose that assumptions (A1)-(A3) are valid, then for any q ∈
Qad, there exist M1 > 0, M2 > 0, such that

Ur(q; u, u) ≥ M1‖u‖2
V , ∀ u ∈ V, (18)

|Ur(q; u, v)| ≤ M2‖u‖V ‖v‖V , ∀ u, v ∈ V. (19)

Proof. For any u ∈ V , we obtain that

Ur(q; u, u) =
∫

Ω

β∇u · ∇(αu)dx + r

∫
Ω

u2dx

=
∫

Ωsn

α1β1(∇u)2dx +
∫

Ωsi

α2β2(∇u)2dx + r

∫
Ω

u2dx

≥ q2
L‖∇u‖2

L2(Ω) + r‖u‖2
L2(Ω), (20)

and

UΓ (q; u, u) =
∫

Γ

αγu2dΓ

≥ q2
L‖u‖2

L2(Γ )

≥ q2
L(

1
m
‖∇u‖2

L2(Ω) + 3(1 + m)‖u‖2
L2(Ω). (21)

From the inequalities (20) and (21), we have that

Ur(q; u, u) = Ur(α, β; u, u) + UΓ (α, γ; u, u)

≥ (r + 3(1 + m)q2
L)‖u‖2

L2(Ω) + (q2
L +

q2
L

m
)‖∇u‖2

L2(Ω), (22)

take m = 1, then for any r ≥ 0, r + 3(1 + m)q2
L > 0, q2

L + q2
L

m > 0, M1 =

min{r + 3(1 + m)q2
L, q2

L + q2
L

m } > 0, then Ur(q; u, u) ≥ M1‖u‖2
V , ∀ u ∈ V .

Next we prove the second inequality. According to Poincaré inequality, we can
obtain that ‖u‖2

L2(Ω) ≤ C‖∇u‖2
L2(Ω), where C is a positive constant, then

|Ur(q; u, v)|
= |Ur(α, β; u, v) + UΓ (α, γ; u, v)|
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= |
∫

Ω

β∇u · ∇(αv)dx + r

∫
Ω

uvdx +
∫

Γ

αγuvdΓ |

≤ (r + q2
U )‖u‖L2(Ω)‖v‖L2(Ω) + q2

U‖∇u‖L2(Ω)‖∇v‖L2(Ω)

≤ B(‖u‖L2(Ω)‖v‖L2(Ω) + ‖∇u‖L2(Ω)‖∇v‖L2(Ω))
≤ B(C + 1)‖∇u‖L2(Ω)‖∇v‖L2(Ω)

≤ M2‖u‖V ‖v‖V ,

where B = r + q2
U , M2 = 2B2(C + 1)2, which completes the proof. �

From (17), Property 1 and Property 2, we can get that Ur(q; u, v) is a bilinear
continuous functional on V × V , so there exists an Ar(q) ∈ L(V, V ′), such that

Ur(q; u, v) = 〈Ar(q)u, v〉V ′,V , ∀ u, v ∈ V, (23)

that is Ar(q) = Ar(α, β) + AΓ (α, γ).

Property 3. Suppose that assumptions (A1)-(A3) hold, then for any q ∈ Qad,
the following inequalities

〈Ar(q)u, u〉V ′,V ≥ M1‖u‖2
V , ∀ u ∈ V, (24)

|〈Ar(q)u, v〉V ′,V | ≤ M2‖u‖V ‖v‖V , ∀ u, v ∈ V, (25)

are true, where M1 and M2 are defined in Property 2.

Let Fr(t, α, γ; v) =
∫

Ω αvge−rtdx +
∫

Γ αγvTce
−rtdΓ , ∀ v ∈ V , then for any

t ∈ (0, tf ), any α, γ ∈ Qad, Fr(t, α, γ; v) is a linear continuous functional on V ,
so there exists fr(t, α, γ) ∈ V ′, that is fr(t, α, γ) ∈ L(V, V ′), such that

Fr(t, α, γ; v) = 〈fr(t, α, γ), v〉, ∀ v ∈ V. (26)

From (23) and (26), then U3D2LTS can be written as an evolution equation on
V ′ denoted by EESS.

dP

dt
+ Ar(q)P = fr(t, α, γ), (27)

P (0) = P0. (28)

Where P0 = T0. Next we will present the existence and uniqueness of solution
of EESS.

Property 4. Suppose that assumptions (A1)-(A3) hold, then for any q ∈ Qad,
EESS has a unique weak solution P (t; q) ∈ L2(0, tf ; V ) ∩ C(0, tf ; V ).

Proof. The proof is as Theorem 3.16 in Ref.[18]. �
Property 5. Under the assumptions of Property 4, then U3D2LTS also has a
unique weak solution T (x, t; q) ∈ L2(Q; V ) ∩ C(Q; V ), for any q ∈ Qad.
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Define S(Qad) = {T (x, t; q) ∈ L2(Q; V )∩C(Q; V )|T (x, t; q) is the weak solution
of U3D2LTS corresponding to q ∈ Qad} be the solution set of U3D2LTS.

4 Optimality Conditions of U3D2LTS

In this section, we will consider the parameter identification problem of
U3D2LTS. Let T̃x,t be the observed temperature data in Q, gsn(x, t), gsi(x, t),
T0(x), Tat(x, t) and Tio(x, t) are all given. Define the performance criterion as
follows

J(q) = ‖T (x, t; q)− Tmea(x, t)‖2
L2(Q), (29)

where T (x, t; q) is the temperature obtained from U3D2LTS, Tmea(x, t) is a fitted
continuous temperature function of T̃x,t in the selected area Ω and the time
interval [0, tf ], where q ∈ Qad. Our goal is to obtain the value of the parameter
q ∈ Qad to make T (x, t; q) approach Tmea(x, t), that is

PIP : min J(q)
s.t. T (x, t; q) ∈ S(Qad), q ∈ Qad. (30)

Where J(q) is defined by (29), S(Qad) is the solution set of U3D2LTS.

4.1 Existence of Optimal Parameter of PIP

To get the existence of optimal solution of PIP, first we will consider the strong
continuity of the mapping

∏
: q → T (x, t; q).

Theorem 1. Suppose that assumptions (A1)-(A3) hold, then the mapping
∏

:
q → T (x, t; q) is strongly continuous, where q ∈ Qad, T (x, t; q) ∈ S(Qad).

Proof. For any fixed parameter q0 = (α0
1, α

0
2, β

0
1 , β0

2 , γ0
1 , γ0

2) ∈ Qad, let {qn} ⊂
Qad be a sequence, such that ‖qn − q0‖Qad

→ 0, as n → ∞, where qn =
(αn

1 , αn
2 , βn

1 , βn
2 , γn

1 , γn
2 ); let Tn = Tn(x, t; qn) and T 0 = T 0(x, t; q0) be the weak

solutions of U3D2LTS corresponding to qn and q0 respectively; set ωn = Tn−T 0,
α0 = {α0

1, α
0
2}, αn = {αn

1 , αn
2 }, β0 = {β0

1 , β0
2}, βn = {βn

1 , βn
2 }, γ0 = {γ0

1 , γ0
2 ,

γn = {γn
1 , γn

2 }, then we have∫
Ω

ωn
∂ωn

∂t
dx −

∫
Ω

ωnαn∇ · (βn∇ωn)dx

=
∫

Ω

ωnαn∇ · (βn∇T 0)dx −
∫

Ω

ωnα0∇ · (β0∇T 0)dx +
∫

Ω

ωn(αn − α0)gdx,

(31)

−βn
∂ωn

∂n
− γnωn = (βn − β0)

∂T 0

∂n
+ (γn − γ0)(T 0 − Tc), (32)

ωn(x, 0) = 0. (33)



Optimality Conditions of a 3D Non-smooth Thermodynamic System 61

For the equation (31), integrate over [0, t], we have∫ t

0

∫
Ω

ωn
∂ωn

∂s
dxds −

∫ t

0

∫
Ω

αnωn∇ · (βn∇ωn)dxds

=
∫ t

0

∫
Ω

αnωn∇ · (βn∇T 0)dxds −
∫ t

0

∫
Ω

α0ωn∇ · (β0∇T 0)dxds

+
∫ t

0

∫
Ω

(αn − α0)ωngdxds, (34)

then (34) can be simplified as∫ t

0

∫
Ω

ωn
∂ωn

∂s
dxds +

∫ t

0

∫
Ω

βn∇ωn · ∇(αnωn)dxds +
∫ t

0

∫
Γ

αnγnω2
ndΓds

=
∫ t

0

∫
Ω

ωn((αn − α0)∇(βn∇T 0) + α0∇((βn − β0)∇T 0))dxds

+
∫ t

0

∫
Γ

ωn(αn(β0 − βn)
∂T 0

∂n
+ αn(γ0 − γn)(T 0 − Tc))dxds

+
∫ t

0

∫
Ω

ωn(αn − α0)gdxds. (35)

For the left term of (35), from (24), we get that

LEFT =
1
2
‖ωn(t)‖2

L2(Ω) +
∫ t

0

〈A0(αn, βn)ωn, ωn〉V ′,V ds

+
∫ t

0

〈AΓ (αn, γn)ωn, ωn〉V ′,V ds

=
1
2
‖ωn(t)‖2

L2(Ω) +
∫ t

0

〈A0(qn)ωn, ωn〉V ′,V ds

≥ 1
2
‖ωn(t)‖2

L2(Ω) + M1

∫ t

0

‖ωn(s)‖2
V ds, (36)

where A0(qn) = A0(αn, βn) + AΓ (αn, γn).
For the right term of (35),

RIGHT ≤ M1

4

∫ t

0

‖ωn(s)‖2
L2(Ω)ds

+
3

M1
(
∫ t

0

‖(αn − α0)∇ · (βn∇T 0) + α0∇((βn − β0)∇T 0)‖2
L2(Ω)ds

+
∫ t

0

‖αn(β0 − βn)
∂T 0

∂n
+ αn(γ0 − γn)(T 0 − Tc)‖2

L2(Γ )ds

+
∫ t

0

‖(αn − α0)g‖2
L2(Ω)ds). (37)



62 W. Lv, H. Bao, and E. Feng

Substitute (36) and (37) into (35), we can obtain that

‖ωn(t)‖2
L2(Ω) +

3M1

2

∫ t

0

‖ωn(s)‖2
V ds

≤ 6
M1

(
∫ t

0

‖(αn − α0)∇ · (βn∇T 0) + α0∇((βn − β0)∇T 0)‖2
L2(Ω)ds

+
∫ t

0

‖αn(β0 − βn)
∂T 0

∂n
+ αn(γ0 − γn)(T 0 − Tc)‖2

L2(Γ )ds

+
∫ t

0

‖(αn − α0)g‖2
L2(Ω)ds)

+
∫ t

0

(‖ωn(s)‖2
L2(Ω) +

3M1

2

∫ s

0

‖ωn(θ)‖2
V dθ)ds.

Set Yn(t) = ‖ωn(t)‖2
L2(Ω)+

3M1
2

∫ t

0 ‖ωn(s)‖2
V ds, using Gronwall’s lemma, we have

that

Yn(t) ≤ etf
6

M1
(
∫ t

0

‖(αn − α0)∇ · (βn∇T 0) + α0∇((βn − β0)∇T 0)‖2
L2(Ω)ds

+
∫ t

0

‖αn(β0 − βn)
∂T 0

∂n
+ αn(γ0 − γn)(T 0 − Tc)‖2

L2(Γ )ds

+
∫ t

0

‖(αn − α0)g‖2
L2(Ω)ds).

Since ‖qn − q0‖Qad
→ 0, as n → ∞, so we can get that Π : q → T (x, t; q) is

strongly continuous, and obtain the desired result. �
Theorem 2. Suppose the assumptions (A1)-(A3) hold, then there exists at least
one optimal parameter q∗ = (α∗

1, α
∗
2, β

∗
1 , β∗

2 , γ∗
1 , γ∗

2 ) ∈ Qad satisfying (31).

Proof. For any q ∈ Qad, let X(T ; q) = T (x, t; q) − Tmea(x, t), then J(q) =
‖X(T ; q)‖2

L2(Q) ≥ 0. Obviously, X(T ; q) is continuous on V . Hence, by Theorem
1, the mapping Π : q → T (x, t; q) is continuous for all q ∈ Qad, so q → J(q)
is continuous on Qad. Since Qad is a nonempty bounded closed set, there exists
q∗ ∈ Qad, such that for all q ∈ Qad, J(q∗) ≤ J(q), i.e. q∗ ∈ Qad is an optimal
parameter, thus we obtain the desired result. �

4.2 Necessary Conditions for Optimality

Here we will derive the necessary conditions for optimality. For this purpose, we
will give a theorem as follows.

Theorem 3. Assume assumption (A1)-(A3) hold, let P (q) be the solution of
EESS corresponding to q ∈ Qad, then at each point q0 ∈ Qad the function q →
P (q) has a weak Gâteaux differential in the direction q−q0, denoted by P ′(q0; q−
q0), and it is the solution of the Cauchy problem

ϕt + Ar(t, q0)ϕ = −A′
r(t, q

0; q − q0)P (q0) + f ′
r(t, q

0; q − q0), (38)
ϕ(0) = 0, t ∈ I, (39)
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where P (q0) is the solution of EESS corresponding to q = q0, A′
r(q

0; q− q0) and
f ′

r(t, q
0; q − q0) denote the weak Gâteaux differential of Ar(q) and fr(t, q) in the

direction q − q0.

Proof. Since Qad is a closed convex set, set qδ = q0+δ(q−q0) ∈ Qad for 0 ≤ δ ≤ 1,
ϕδ = P (qδ)−P (q0)

δ . Then from (23), we obtain

ϕδ
t + Ar(qδ)ϕδ =

fr(t, qδ) − fr(t, q0)
δ

+
Ar(q0) −Ar(qδ)

δ
P (q0).

Let δ → 0, then we obtain the desired result. �
With the help of the above Theorem 3, we get the following necessary conditions
for optimality.

Theorem 4. Suppose that assumptions (A1)-(A3) are valid, let q∗ ∈ Qad is an
optimal solution of PIP, and T (q∗) ∈ S(Qad) satisfies the following equations,

dT (q∗)
dt

+ A0(q∗)T (q∗) = f0(t, q∗), (40)

T (0, q∗) = T0, (41)

then the adjoint state Ψ(q∗) of T (q∗) is determined by the adjoint equations

−dΨ(q∗)
dt

+ A∗
0(q

∗)Ψ(q∗) = 2(T (q∗) − Tmea), (42)

Ψ(tf , q∗) = 0, (43)

and the inequality

∫ tf

0

〈−A′
0(q

∗; q − q∗)T (q∗), Ψ(q∗)〉V ′,V dt +
∫ tf

0

〈f ′
0(t, q

∗; q − q∗), Ψ(q∗)〉V ′,V dt ≥ 0.

(44)

is true, where A∗
0(q

∗) is the conjugate operator of A0(q∗), A′
0(q

∗; q − q∗) and
f ′
0(t, q

∗; q − q∗) are the weak Gâteaux differentials of A0(q∗) and f0(t, q∗) in
the direction q − q∗, Tmea = Tmea(x, t) is the fitted temperature function of the
observed data, A0(q∗) = A0(α∗, β∗) + AΓ (α∗, γ∗).

Proof. Since Π : q → T (q) has a weak Gâteaux differential, it follows that J(q) as
defined by (25) also has a Gâteaux differential. Then in order that J(q) attains
its minimum at q∗ ∈ Qad, it is necessary that

J ′(q∗)(q − q∗) = lim
σ→0

J(q∗ + σ(q − q∗)) − J(q∗)
σ

≥ 0, (45)

for all q ∈ Qad. Using the result of Theorem 3, it follows from the above that

J ′(q∗)(q − q∗) = 2
∫ tf

0

〈T ′(q∗; q − q∗), T (q∗) − Tmea〉L2(Ω)dt ≥ 0. (46)
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Let Ψ(q∗) is the adjoint function of T (q∗), it is the solution of the following
equation −dΨ(q∗)

dt
+ A∗

0(q
∗)Ψ(q∗) = 2(T (q∗) − Tmea), (47)

Ψ(tf , q∗) = 0. (48)

Then, since T (q∗)−Tmea ∈ L2(Ω), reversing the flow of time t → tf −t, it follows
from Property 5 that the adjoint system also has a unique solution Ψ(q∗).

Next we will prove the inequality (44).
Multiplying both sides of (47) by T (q)−T (q∗) and integrating over [0, tf ], we

have ∫ tf

0

〈Ψ(q∗),
d(T (q) − T (q∗))

dt
+ A0(q∗)(T (q) − T (q∗))〉V,V ′dt

= 2
∫ tf

0

〈T (q∗) − Tmea, T (q) − T (q∗)〉L2(Ω)dt. (49)

Let qθ = q∗ + θ(q − q∗), 0 ≤ θ ≤ 1, and multiply (49) by 1
θ ,∫ tf

0

〈Ψ(q∗),
d

dt
(
T (q) − T (q∗)

θ
) + A0(q∗)

T (q) − T (q∗)
θ

〉V,V ′dt

= 2
∫ tf

0

〈T (q∗) − Tmea,
T (q) − T (q∗)

θ
〉L2(Ω)dt.

Let θ → 0, we obtain∫ tf

0

〈Ψ(q∗),
dT ′(q∗; q − q∗)

dt
+ A0(q∗)T ′(q∗; q − q∗)〉V,V ′dt

= 2
∫ tf

0

〈T (q∗) − Tmea, T ′(q∗; q − q∗)〉L2(Ω)dt.

Since T ′(q∗; q − q∗) is the solution of (38) by Theorem 3,∫ tf

0

〈−A′
0(q

∗; q − q∗)T (q∗) + f ′
0(q

∗; q − q∗), Ψ(q∗)〉V ′,V dt

= 2
∫ tf

0

〈T ′(q∗; q − q∗), T (q∗) − Tmea〉L2(Ω)dt.

Then from (46), we obtain the desired result. �

5 Conclusions

In this paper, we have considered an unsteady three-dimension two-layer ther-
modynamic system coupled by the snow, the sea ice, presented the properties
and derived the optimality conditions of the system. Thus we provide the mathe-
matical foundation for the numerical computation of the parameter identification
problems of the three-dimensional two-layer thermodynamic system of sea ice.
The optimization algorithm and numerical results will be presented in a forth-
coming paper.
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Abstract. The study of economic behavior of service providers in a
competition environment is an important and interesting research issue.
A two-server queueing model has been proposed in Kalai et al. [11] for
this purpose. Their model aims at studying the role and impact of ser-
vice capacity in capturing larger market share so as to maximize the
long-run expected profit. They formulate the problem as a two-person
strategic game and analyze the equilibrium solutions. The main aim of
this paper is to extend the results of the two-server queueing model in
[11] to the case of multiple servers. We will only focus on the case when
the queueing system is stable.

Keywords: Markovian Queueing Systems, n-server Queue, Nash Equi-
librium, Competition.

1 Introduction

The problem of finding the optimal strategy and control policy of a queueing
system is a traditional mathematical problem and has been well studied in the
literature, see for instance [2,9,10,11,12,17]. In an optimal control problem, it
usually involves making decisions on system parameters such as the system ser-
vice capacity and number of servers in the system under a specified cost struc-
ture (convex or concave). Here service capacity is an important competitive
factor in the design of a service system, for example, in the areas of telecom-
munication networks [6] data transmission systems [11] and Vendor-Managed
Inventory (VMI) system [3,16]. In particular, the current development in sup-
ply chain management emphasizes the coordination and integration of inventory
and transportation logistics [4,18]. VMI is a supply chain initiative where the
distributor is responsible for all decisions regarding the selection of retailers or
agents. This creates a competitive environment for the agents and retailers to
compete in the market [14].

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 66–77, 2009.
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Kalai et al. [11] studied a strategic game of two servers competing for their
market shares through determining their service capacities. A Markovian queue-
ing system of two servers is used in their model and analysis. Markovian queueing
systems are popular tools for modeling servicing systems as they are mathemat-
ically tractable [6,7] when compared to the non-Markovian queueing systems.
The problem is then analyzed using game theory [15]. Game theory is a popu-
lar and promising approach [1,5] for the captured problem. They classified the
Nash equilibria into three different cases concerning the cost function and the
revenue per customer. The waiting time is finite in one of these cases and there
is a unique symmetric equilibrium. Although their model is simple, it brings
in two important concepts. The first one is the “competitive game of servers”
and the second one is “the market share of a server in a multi-server facility”.
Furthermore, they also report that when the marginal cost of providing service
is “high”, there is a unique symmetric equilibrium and the total service capacity
is less than the mean demand rate. In such a case, each server actually behaves
as if it were a monopolist. Competition therefore has no effect and this leads to
an undesirable situation. On the other hand, when the marginal cost of provid-
ing service is “low”, a unique symmetric equilibrium exists and the total service
capacity is greater than the mean demand rate. In this paper, we will extend
the model in [11] by allowing the number of servers to be more than two. In par-
ticular, we are interested in the case when the total service capacity is greater
than the mean demand rate.

The remainder of the paper is structured as follows. In Section 2, we will give a
brief review on the two-server queueing system discussed in [11] and the analytic
results therein. We then present our multiple-server queueing system and also our
analysis on the system performance in Section 3. A numerical demonstration is
given in Section 4 for the case of a 3-server queueing systems. Finally concluding
remarks are given to address further research issues in Section 5.

2 A Review on the Two-Server Queueing System

The service system studied in Kalai et al [11] consists of two independently
operated servers. Customers arrive according to a Poisson process of rate λ and
the service times are assumed to follow the exponential distribution. Each of the
server i operates independently and determines its own service capacity μi so as
to maximize its own profits. The cost to operate at service capacity μ is c(μ).
Here the operating cost function c(.) is assumed to an increasing and strictly
convex function, i.e., both c′(μ) and c′′(μ) are both positive and an example of
such a function is c(μ) = μ2.

The servers earn a fixed amount R for each unit of service rendered. The
queueing system consists of a single First-In-First-Out queue. If a customer
arrives when both servers are idle, the customer will be assigned to either server
with equal likelihood. No server is allowed to be idle when at least one customer
in the system. If a customer arrives when one server is idle and the other is
busy, he/she will be assigned to the idle server. In the following subsections, we
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will present briefly the main results obtained in [11] concerning the two-server
queueing system.

2.1 The System Steady-State Probability Distribution

If Server i (i = 1, 2) chooses service capacity μi and such that

μ1 + μ2 > λ (1)

the system has a steady-state probability distribution. We remark that condition
(1) is a necessary and sufficient condition for the Markovian queueing system
to be stable or to have steady-state probability distribution. Let Pn be the
probability that there are n customers in the system; P10 be the probability
that server 1 is busy and server 2 is idle; P01 be the probability that server 2 is
busy and server 1 is idle. By studying the balanced equations of the queueing
system, we have the following results:

P0 =
1 − ρ

1 − ρ + λ(μ1+μ2)
2μ1μ2

and P10 =
λP0

2μ1
and P01 =

λP0

2μ2
(2)

where
ρ =

λ

(μ1 + μ2)
(3)

is the system load. Moreover, we also have

P1 = P10 + P01 and Pn = ρn−1P1 n = 2, 3, . . . (4)

2.2 The Market Share

Computing the market share of Server i is equivalent to computing the mean
number of customers per time unit that enter service with Server i. Using the
results in Section 2.1, if μ1 + μ2 > λ, the mean number of customers per time
unit that enter service with Server 1 is

P0
λ

2
+ P01λ + P3μ1 + P4μ1 + . . . (5)

and that with Server 2 is

P0
λ

2
+ P10λ + P3μ2 + P4μ2 + . . . . (6)

We then divide by the mean number of customers per time unit that enter
service, i.e., λ, to obtain the market share of Server i. Thus the fraction of all
customers served by Server i(i = 1, 2), is given by
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αi(μ1, μ2) =
λμ2

i + μ1μ2(μ1 + μ2)
λ(μ1 + μ2)2 + 2μ1μ2(μ1 + μ2 − λ)

. (7)

2.3 The Profit Function

Given the market shares of the servers in Section 2.2, the profit function
πi(μ1, μ2) for Server i ∈ {1, 2}, the expected profit per time unit earned by
Server i, is then given by

πi(μ1, μ2) =
{

Rλαi(μ1, μ2) − c(μi) if μ1 + μ2 > λ
Rμi − c(μi) if μ1 + μ2 ≤ λ.

(8)

Here c(μ) is the cost of providing service at capacity μ and R is the revenue per
customer served.

2.4 The Nash Equilibrium of the Queueing System

Kalai et al. [11] considered the situation as a two-person strategic game and they
found that finite waiting times exist at equilibrium if and only if

c′(
λ

2
) <

R

2
. (9)

Moreover, if this condition is satisfied, then a unique equilibrium exists in which
both servers select the same service capacity μc = μ1 = μ2 such that

c′(μc) =
Rλ2

2μc(2μc + λ)
. (10)

3 The General Multiple-Server Queueing System

In this section, we extend the two-server queueing system studied in [11] to a
general n-server queueing system. The arrival process of customers is assumed to
be a Poisson process. In this queueing system, arriving customers wait in a single
First-In-First-Out (FIFO) queue if all servers are busy. No server is allowed to be
idle when there is at least one customer in the queueing system. If a customer
arrives when more than one server is idle, the customer is assigned to any of
the idle servers with equal likelihood. Once a server completes the service of a
customer, the first customer in the queue, if any, is assigned to the server. Each
server i may choose its own service capacity μi, and its service time follows the
exponential distribution with mean 1/μi. The servers earn a revenue of R per
customer served, and each of them incurs a cost of c(μ) to operate at service
capacity μ, where c(.) is an increasing and strictly convex function, i.e., both
c′(.) and c′′(.) are both positive.

In the following subsections, we present some important properties of the
multiple-server queueing system through the propositions. The proofs of the
propositions are omitted but can be found in [8].
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3.1 The Steady-State Distribution of the Queueing System

Given the service capacities μ1, . . . , μn and the mean demand rate λ, suppose∑n
i=1 μi > λ. This condition is to guarantee that the queueing system is stable

and the system steady-state probability distribution exists. We would like to
obtain the steady-state probability distribution of the number of customers in
the system. Let us give the following definitions. Let Pi be the steady-state
probability of having i customers in the system, where i = 0, 1, 2, . . .. Also let
Ps, where s = (s1, s2, . . . , sn) and si = 0 or 1, be the steady-state probability of
having si customers at Server i. We note that by definition

Pk =
∑

{s|s1+...+sn=k}
Ps for k = 0, 1, . . . , n. (11)

We establish the equations governing the steady-state probabilities. The equa-
tions can be obtained by equating the incoming rate and outgoing rate at each
of the state. For si = 0, 1 and

∑n
i=1 si �= n, we have

(
∑

{i|si=1}
μi + λ)P(s1,s2,...,sn) =

∑
{i|si=0}

μiP(s−i,si=1) +
∑

{i|si=1}

λP(s−i,si=0)

|{j|sj = 0}|+ 1
.

(12)
where (s−i, s

′
i) denotes (s1, . . . , si−1, s

′
i, si+1, . . . , sn). When si = 0 for all i this

gives

λP(0,0,...,0) = μ1P(1,0,...,0) + μ2P(0,1,0,...,0) + · · · + μnP(0,...,0,1). (13)

For the states with at least n customers we have

(
n∑

i=1

μi + λ)P(1,1,...,1) =
n∑

i=1

μiPn+1 +
n∑

i=1

λP(s−i=1,si=0) (14)

and

(
n∑

i=1

μi + λ)Pk = (
n∑

i=1

μi)Pk+1 + λPk−1 for k = n + 1, n + 2, . . . . (15)

We note that these two equations together are equivalent to

(
n∑

i=1

μi + λ)Pk = (
n∑

i=1

μi)Pk+1 + λPk−1 for k = n, n + 1, . . . . (16)

We also have the normalization equation

∞∑
i=0

Pi = 1. (17)

It can be shown by direct verification that the solution is given by the following
proposition.
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Proposition 1. We have

P(s1,s2,...,sn) =
(n − k)!λkP0

n!
∏

{i|si=1} μi
where k = s1 + s2 + . . . + sn > 0 (18)

and
Pk = ρk−nPn for k > n (19)

and

P0 =

(
1 +

n−1∑
k=1

(n − k)!λk(
∑

i1<i2<...<in−k
μi1μi2 . . . μin−k)

n!μ1μ2 . . . μn
+(

1
1 − ρ

)
λn

n!μ1μ2 . . . μn

)−1

.

(20)

The steady-state probability distribution describes the long-run behavior of the
system. Each of these probabilities Pk represents the long-run proportion of
time that there are k customers in the system. They are essential in studying
how each server determines its strategy to maximize its long-run profit. In the
next subsection, we will write the market share of each server in terms of these
probabilities and obtain an expression for the market share.

3.2 The Market Share of Each Server

We derive the market share of each server from the steady-state distribution. We
note that when

∑n
j=1 μj ≤ λ, i.e., customers arrive at least as fast as the servers

can serve them, the steady-state probability distribution does not exist and the
queue is infinite. In this case, each server receives customers at its service capacity
in the long run. Otherwise,

∑n
j=1 μj > λ and all customers will be served. Each

server only receives a fraction of the arriving customers, at a rate lower than its
service capacity. The server’s profit thus depends on the fraction of all customers
it serves, i.e. its market share.

When k(1 ≤ k ≤ n) servers are idle, customers arrive at a rate of λ and an
arriving customer is served by any one of the k idle servers with equal likelihood.
Each of these idle servers therefore receives customers at a rate of λ/k. On the
other hand, when all servers are busy with at least one customer waiting in the
system, each of the busy servers i receives a new customer when it completes
the service for a customer, i.e. at a rate of its service capacity μi.

To obtain the market share, we find the expected value of the server’s rate of
receiving customers in different states of the systems, taking expectation over the
steady-state probabilities. In the following, we give the formula for the market
share for an individual server.

Proposition 2. If
∑n

j=1 μj >λ, the market share of Server i, αi(μ1, μ2, . . . , μn)
is given by

μi

⎡⎣n−1∑
k=0

k!λn−k−1

⎛⎝ ∑
j1<j2<...<jk,jp �=i ∀p

μj1μj2 . . . μjk

⎞⎠ + λn−1

(
ρ

1 − ρ

)⎤⎦
n∑

k=1

k!λn−k(
∑

j1<j2<...<jk

μj1μj2 . . . μjk
) +

λn

1 − ρ

.(21)
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As we focus on the case when the mean demand rate is less than the total service
rate, the market share is directly tied to the profit of a server. Before formulating
the profit function of a server, we state the following two propositions related to
the partial derivatives of the market share αi with respect to μi. These will be
useful in determining the Nash equilibrium of the system when we considered
the system as a n-player strategic game.

Proposition 3. Suppose that
∑n

j=1 μj > λ then ∂αi(μ1,μ2,...,μn)
∂μi

> 0. Further-

more, when μi → ∞, we have ∂αi(μ1,...,μn)
∂μi

→ 0.

Proposition 4. Suppose that
∑n

j=1 μj > λ, then ∂2αi(μ1,μ2,...,μn)
∂μ2

i
< 0.

Propositions 3 and 4 together mean that the market share αi is increasing and
concave with respect to μi (i = 1, 2, . . . , n).

3.3 The Profit Function

Here we proceed to find out the profit function of an individual server, which
represents the server’s profit per time unit in the long run. There are two cases
to be considered. Suppose that

∑n
j=1 μj > λ, Server i receives customers at a

rate of λαi(μ1, μ2, . . . , μn). When
∑n

j=1 μj ≤ λ, Server i receives customer at a
rate of μi. In both cases, Server i incurs a cost of c(μi). Therefore similar to [11],
the profit function of Server i is given by

πi(μ1, μ2, . . . , μn) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Rλαi(μ1, μ2, . . . , μn) − c(μi) if

n∑
j=1

μj > λ

Rμi − c(μi) if
n∑

j=1

μj ≤ λ

(22)

Each of the servers aims to maximize its long-run profit when determining its
service capacity. Therefore, how a server’s profit changes with its service capacity
(when other servers’ capacities remain unchanged) is important in characterizing
the server’s decision. By proposition 3 and 4, we readily obtain the following
proposition describing the properties of the profit function πi with respect to μi.

Proposition 5. For i = 1, 2, . . . , n, for each fixed λ > 0 and μj > 0 where
j �= i, the function πi(μ1, μ2, . . . , μn) is continuous and strictly concave in μi.

The continuity and concavity of the profit function ensure that the first-order
condition is a sufficient condition for a value of μi to maximize the profit function.

3.4 The Nash Equilibrium of the Queueing System

Since servers’ decisions of their service capacities would affect the profit of each
other, we model the situation as an n-player strategic game, in which each server i
chooses its service capacity μi to maximize its profit πi. Here we discuss the Nash
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equilibrium of the system. In the two-server model in [11], a unique symmetric
equilibrium is found in the case when the total demand rate is less than the total
service rate. In our analysis, we will show that, similar to the two-server case,
when the marginal cost is low enough, there is a unique equilibrium, in which
all servers choose the same service capacities. In the following, we will first look
at how the profit of Server i changes with its service capacity when all other
servers choose the same service capacities.

Proposition 6. For μc > λ/n,

∂

∂μi
αi(μ1, μ2, . . . , μn)

∣∣∣∣
μ1=μ2=...=μn=μc

=
λ

n2μ2
c

⎡⎢⎢⎢⎢⎣1 − λn−1

n−1∑
k=0

(k + 1)!
(

n − 1
k

)
λn−k−1μk

c

⎤⎥⎥⎥⎥⎦
which is decreasing in μc. Also, we have

lim
μc→(λ/n)+

∂

∂μi
αi(μ1, μ2, . . . , μn)

∣∣∣∣
μ1=μ2=...=μn=μc

=
n − 1
nλ

and

lim
μc→∞

∂

∂μi
αi(μ1, μ2, . . . , μn)

∣∣∣∣
μ1=μ2=...=μn=μc

= 0.

It should be noted that proposition 6 implies that for μc > λ/n, we have

∂

∂μi
αi(μ1, μ2, . . . , μn)

∣∣∣∣
μ1=μ2=...=μn=μc

<
n − 1
nλ

.

We also note that the partial derivative in proposition 6 gives the marginal
benefit Server i gets by unilaterally deviating from a service capacity μc com-
monly chosen by all servers.

The following proposition gives the Nash equilibrium of the game, which rep-
resents the decision of the servers on their service capacities in the long run.

Proposition 7. If (n − 1)R/n > c′(λ/n) then there is a unique equilibrium
where μ1 = μ2 = . . . = μn = μc and μc is the unique solution that satisfies
μc > λ/n and

Rλ
∂

∂μi
αi(μ1, μ2, . . . , μn)

∣∣∣∣
μ1=μ2=...=μn=μc

= c′(μc). (23)

i.e.,

R

(
λ

nμc

)2

⎡⎢⎢⎢⎢⎣1 − λn−1

n−1∑
k=0

(k + 1)!
(

n − 1
k

)
λn−k−1μk

c

⎤⎥⎥⎥⎥⎦ = c′(μc). (24)

If (n−1)R/n ≤ c′(λ/n) then the system has no equilibrium in which the expected
waiting time is finite.
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We note that from the proposition, we have μc > λ/n and so the expected
waiting times are finite. This means that we know that if the marginal cost of
serving 1/n of all customers is less than (n − 1)/n of the revenue received per
customer, there is a unique symmetric equilibrium with finite waiting times.

For equation (23) to hold, it means that the marginal benefit Server i gets
by unilaterally deviating from a service capacity μc commonly chosen by all
servers must be equal to the marginal cost to do so. In this case, Server i does
not benefit from changing its service capacity. Mathematically, the first-order
condition for πi holds. From the concavity of πi obtained in proposition 5, we
know that choosing μc as the service capacity maximizes the profit for Server i.

Since the servers share the same cost function and the same profit function
with respect to their own service capacities, the condition for which the marginal
benefit equals the marginal cost is identical for all servers when they choose the
same service capacities. The proposition asserts that there is only one value of μc

which satisfies the condition, and that this symmetric equilibrium is the unique
equilibrium of the system.

This proposition shows that, given the arrival rate of customer λ, the number
of servers n and the revenue per customer R, all servers will choose the same
service capacity given by equation (24) in the long run if the condition

(n − 1)R
n

> c′(
λ

n
) (25)

is satisfied. The proposition is useful for determining the minimum value of
revenue per customer R for which the system will have a finite-waiting time
equilibrium.

When n = 2, Propositions 6 and 7 reduce to the results in [11]. It is worth
noting that as n increases, (n − 1)R/n increases and c′(λ/n) decreases. There-
fore, the minimum value of R required for the existence of a finite waiting-time
equilibrium decreases as n increases. An increase in the number of servers causes
competition to become more intense. Thus the minimum revenue per customer
needed to achieve an equilibrium with finite waiting times becomes lower.

4 A Numerical Example on Three-Server Queueing
System

In this section, we present a numerical example for the case of a three-server
queueing system, i.e., n = 3. Here we assume the cost function takes the following
form:

c(μ) = μ2 (26)

and the condition for the queueing system to be stable

μ1 + μ2 + μ3 > λ. (27)

We note that c′(μ) > 0 and c′′(μ) > 0 for μ > 0. Thus c(μ) is strictly increasing
and strictly convex.
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We first give the steady-state probability distribution of the system. The
following result comes from Proposition 1 in Section 3.1. We have

P0 =
1 − ρ

(1 − ρ)
(
1 + λ(μ1μ2+μ1μ3+μ2μ3)

2μ1μ2μ3

)
+ λ2(μ1+μ2+μ3)

6μ1μ2μ3

,

P(0,0,1) =
λP0

3μ3
, P(0,1,0) =

λP0

3μ2
, P(1,0,0) =

λP0

3μ1
,

P(0,1,1) =
λ2P0

6μ2μ3
, P(1,0,1) =

λ2P0

6μ1μ3
, P(1,1,0) =

λ2P0

6μ1μ2
,

and
Pk = ρk−2P2 for k > 2

where
P2 = P(0,1,1) + P(1,0,1) + P(1,1,0).

Moreover, we have

αi(μ1, μ2, μ3) =
μi

[
λ2 + λ(μj + μl) + 2μjμl + λ3

μi+μj+μl−λ

]
λ2(μi + μj + μl) + 2λ(μiμj + μiμl + μjμl) + 6μiμjμl + λ3(μi+μj+μl)

μi+μj+μl−λ

.

where j, l ∈ {1, 2, 3} and i, j, l are distinct. Now we have

∂

∂μi
αi(μ1, μ2, μ3)

∣∣∣∣
μ1=μ2=μ3=μc

=
2λ(2λ + 3μc)

9μc(λ2 + 4μcλ + 6μ2
c)

.

If 2R/3 > c′(λ/n) = 2λ/3, i.e., R > λ then there is a unique symmetric equi-
librium where μ1 = μ2 = μ3 = μc and μc is the unique solution that satisfies
μc > λ/3 and [

2λ2(2λ + 3μc)
9μc(λ2 + 4μcλ + 6μ2

c)

]
R = c′(μc) = 2μc

i.e.,
54μ4

c + 36λμ3
c + 9λ2μ2

c − 3Rλ2μc − 2Rλ3 = 0.

5 Concluding Remarks

In this paper, we extend the analytic results of the two-server queueing system
discussed in [11] to an n-server queueing system. To extend our study to the
incentive aspect of the queueing system is our future work.

In fact, a service system of two servers coordinated by one central agency was
studied by Gilbert and Weng [12]. The principal-agent relationship [13] between
the central agency and the servers was studied, from the principal’s perspective.
It is of interest whether the allocation policy with a separate queue or that with
a common queue would allow the coordinator to control waiting times at a lower
cost. The service system studied in [12] consists of two independently operated
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servers coordinated by one central agency. Again customers arrive according
to a Poisson process and the service times are assumed to follow an exponen-
tial distribution. Each of the server operates independently and determines its
own service capacity so as to maximize its individual profits. The coordinating
agency determines a fixed amount R, the compensation to the servers for each
unit of service rendered, to induce a desirable service capacity. The coordinating
agency’s goal is to minimize its cost to maintain expected sojourn time below
a given level. It was found that the servers have a weaker incentives to increase
their service capacities in common queue systems than in separate queue sys-
tems. In many cases, the competition incentive effects can more than offset the
risk-pooling benefits of a common queue. In particular, cases with small permis-
sible waiting times or not severe diseconomies on increasing capacity favor the
separate queue system.

The queueing system discussed in this paper corresponds to the common
queue with n servers. Therefore the results obtained here are ready to apply to
generalize the models and conclusions addressed in [12].
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One Kind of Network Complexity Pyramid with 
Universality and Diversity 
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Abstract. It is based on well-known network models Euler graph, Erdös and 
Renyi random graph, Watts-Strogatz small-world model and Barabási-Albert 
scale-free networks, and combined the unified hybrid network theoretical 
frame. One kind of network complexity pyramid with universality and diversity 
is constructed, described and reviewed. It is found that most unweighted and 
weighted models of network science can be investigated in a unification form 
using four hybrid ratios (dr,fd,gr,vg). As a number of hybrid ratios increase, 
from the top level to the bottom level complexity and diversity of the pyramid 
is increasing but universality and simplicity is decreasing. The network com-
plexity pyramid may have preferable understanding in complicated transition 
relationship between complexity-diversity and simplicity-universality. 

1   Introduction 

Pyramid architecture can be widely found in nature and most social fields. For exam-
ple, Zoltvai and Barabási firstly proposed the life’s complexity pyramid in biology 
science [1], and it was found that “the topologic properties of cellular networks share 
surprising similarities with those of natural and social networks. This suggests that 
universal organizing principles apply to all networks, from the cell to the World Wide 
Web.” Based on profound analysis for network science development history [2-15] 
and the unified hybrid network theory frame proposed by Fang’s group [15-26], we 
suggest and investigate one of kind network complexity pyramid with seven levels, as 
shown in Fig.1, so-called the network model’s complexity pyramid(NMCP). The top 
three levels of the NMCP are Euler graph(EG, level-7)[1], Erdös and Rényi random 
graph (ERRG, level-6)[2], Watts-Strogatz (WS) small-world model[3] and Barabási-
Albert (BA) scale-free networks (level-5)[3], respectively. These network models 
mark the three milestones in network science development history. The level-4 of the 
NMCP is the weighted evolution networks(WENM) [27,28]. The top four levels have 
grabbed main intrinsic quality of complex network respectively. As in depth study of 
network science, however, how exactly depict and fully mirror all characteristics of 
most real-world networks is still challenging subject because the real-world is one 
harmonious and unification world with both determinacy and randomness. Therefore, 
we have put forwarded the unified hybrid network theoretical frame with three unified 
hybrid network models [15-26] , which can be constructed as following three levels of 
the NMCP. The level-3 is the harmonious unification hybrid preferential network 
model (HUHPM,), the level-2 is the large unified hybrid network model(LUHNM) 
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and the level-1 is the unified hybrid network model with variable speed growth 
(UHNM-VSG). From the top level-7 to the bottom level-1 complexity and diversity is 
increased but universality and simplicity is decreasing. The NMCP may have prefer-
able understanding in complicated transformation relationship between complexity-
diversity and simplicity-universality. 

 

Fig. 1. Complex network model pyramid diagrams 

2   The Top Three Levels of the NMCP 

Retrospective network in the footsteps of scientific development, network theoretical 
model research has been one of the most significant issues in the network sciences. So 
far the history of this area has gone through three milestones which all breakthroughs 
from the theoretical model. 

2.1   The Level-7: Euler (Regular) Graphs    

A graph that has an Euler circuit is called an Eulerian graph. The first milestone was 
Euler graphs born in the 1736 [1], which attributed to the graph father. Euler has done 
many pioneering work, such as he first solved the famous Konigsberg Seven Bridge 
problem and the many facets of the Euler theorem [1]. The Euler's theorem is that 
(a)If a graph has more than two vertices of odd degree then it cannot have an Euler 
path. (b)If a graph is connected and has just two vertices of odd degree, then it at least 
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has one Euler path. Any such path must start at one of the odd-vertices and end at the 
other odd vertex.The Euler graphs have been studied for longest period since then. 
The regular EG  theory has laid the foundation of the graph theory development and 
should be at the top level-7 of the pyramid.                                                                                   

2.2   The Level-6: ER Random Graph   

In graph theory, the Erdös-Rényi model[2], so-called ER random graph theory, named 
for Paul Erdős and Alfréd Rényi, is either of two models, G(n, p) and G(n, M), for 
generating random graphs, including one that sets an edge between each pair of nodes 
with equal probability, independently of the other edges. It can be used in the 
probabilistic method to prove the existence of graphs satisfying various properties, or 
to provide a rigorous definition of what it means for a property to hold for almost all 
graphs. The G(n, p) model was first introduced by Edgar Gilbert in a 1959 paper 
which studied the connectivity threshold. The G(n, M) model was introduced by 
Erdös and Rényi in their 1959 paper. As with Gilbert, their first investigations were as 
to the connectivity of G(n,M ), with the more detailed analysis following in 1960. The 
ER theory impact graph theory for 40 years long. Erdös is known as the 20th century 
Euler, and obtained Wolf Award in 1984. The ER random graph obeys the Poisson 
degree distribution, and has a smaller average path length and smaller clusters coeffi-
cient. After the ER model, from the late 1950s to late 1990s, large-scale networks 
with no clear design principles primarily uses this simple and easy random graph 
topology, which is accepted by the majority of people. Many mathematicians give 
random graph theory strict mathematical proof, and obtain many similar and accurate 
results. Properties of G(n, p) are as follows. A graph from G(n, p) has on average 

2

n
p

⎛ ⎞
⎜ ⎟
⎝ ⎠

edges. The distribution of the degree of any particular vertex is 

binomial: 11
(deg( ) ) (1 )k n kn

P v k p p
k

− −−⎛ ⎞
= = −⎜ ⎟

⎝ ⎠
, where n is the total number of 

vertices in the graph. In a 1960 paper, Erdös and Rényi described the behavior of 
G(n,p) very precisely for various values of p. Their results included that: 

(a) If np < 1, then a graph in G(n,p) will almost surely have no connected 
components of size larger than O(logn).  

(b) If np = 1, then a graph in G(n,p) will almost surely have largest component 
whose size is of order n2 / 3 . 

(c) If np tends to a constant c > 1, then a graph in G(n, p) will almost surely have a 
unique "giant" component containing a positive fraction of the vertices. No other 
component will contain more than O(logn) vertices.  

(d) If 
(1 ) ln n

p
n

ε−< , then a graph in G(n, p) will almost surely not be connected.  

(e) If 
(1 ) ln n

p
n

ε−> , then a graph in G(n, p) will almost surely be connected.  

Thus
ln n

n
is a sharp threshold for the connectivity of G(n, p). 
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So far the ER random graph has succeeded in revealing the emergence of certain 
structural properties and multi threshold function and so on. Thus it should be at the 
level-6 of the pyramid.   

2.3   The Level-5: Small-World Network and Scale-Free Models  

In the level-6, both of the two major assumptions of the G(n, p) model (that edges are 
independent and that each edge is equally likely) may be unrealistic in modeling real 
situations. In particular, an Erdös-Rényi graph will likely not be scale-free like many 
real networks. Therefore the Watts and Strogatz model attempts to correct this 
limitation.  

In 1998, Watts and Strogatz proposed small world (SW) network mode[3].They 
revealed that the SW effect of the complex network is a kind of hybrid results of de-
terminacy and randomness. Soon Newman and Watts and others made some im-
provements for the SW models [6-12]. The degree distribution of ER random model 
and the WS model are not completely in line with many networks in reality and have 
certain limitations. Many empirical graphs are well modeled by small-world 
networks. Social networks, the connectivity of the Internet, and gene networks all 
exhibit small-world network characteristics. A certain category of small-world 
networks were identified as a class of random graphs by Watts and Strogatz. They 
noted that graphs could be classified according to two independent structural features, 
namely the clustering coefficient and average node-to-node distance, the latter also 
known as average shortest path length. Purely random graphs, built according to the 
ER model, exhibit a small average shortest path length (varying typically as the 
logarithm of the number of nodes) along with a small clustering coefficient. Watts 
and Strogatz measured that in fact many real-world networks have a small average 
shortest path length, but also a clustering coefficient significantly higher than 
expected by random chance. Watts and Strogatz then proposed a novel graph model, 
now currently named the WS model, with (i) a small average shortest path length, and 
(ii) a large clustering coefficient. The first description of the crossover in the WS  
model between a "large world" (such as a lattice) and a small-world was described by 
Barthelemy and Amaral in 1999. This work was followed by a large number of 
studies including exact results. 

In 1999, Barabási and Albert (BA) proposed a scale-free (SF) network model[4] 
and found the power-law nature of the complex networks, i.e. degree distribution 

follows ( )p k k γ−∼ . Two discoveries of the SW and the SF networks mark the third 

milestone of network development[5] and network sciences was born [5-12]. The 
formation mechanism of the SF network is based on two rules: growth and preferen-
tial attachment in accordance with the degree of nodes. The BA model is the first 
model of a random network with the SF property. Further, network with complex 
topology describe as diverse as the cell, the WWW or society. One of the most  
surprising finding is that despite their apparent differences and sharing the same 
large-scale topology, each having a SF structure. Subsequently, it was found that the 
formation mechanisms of the SF are also as diverse as replication, nearest neighbour 
connections, hybrid preferential linking and local connective information. In sum-
mary, main feature is the evolution of complex network is driven by self-organizing 
processes that are governed by simple but generic scaling laws. Many subsequent 
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empirical research of real-world networks(RWN) have demonstrated that the RWNs 
is neither regular nor random, but they belong to a large class of hybrid network both 
determinacy and randomness, and commonly possess both the SW and the SF proper-
ties, as well as the statistical property which is completely different from the level-7  
regular graph and the level-6 random graph. 

3   The Level-4: Weighted Evolving Network Models  

Up to now three milestones above from the level-7 to the level-5 are all un-weighted 
networks. They reflect most of topological properties and dynamical behavior be-
tween network nodes and connectivity but they could not describe different role of 
nodes and all characteristics of the RWNs completely since almost RWNs belong to 
weighted networks. Only weighted evolving networks can carefully portray the nodes 
connection and mutual interaction. Thus it is natural boost that from the un-weighted 
network models above toward weighted evolving network models (WENM) , which 
has became the level-4 of the NMCP. Along with more and more empirical studies on 
weighted networks, fresh properties related link weight are obtained by some typical 
WENMs [27,28]. In the level-4 there are a lot of  preferential driving mechanisms: (1) 
Node strength; (2)Edged weight; (3)Both strength and edged weight; (4)Both weight 
and fitness; (5) Both topological growth and strength driving; (6) Geographical link of 
position neighborhood; (7) Local information or both local world and weight driving; 
(8) Topological growth with strengths’ driving, and so on. In the level-4 the WENMs 
have revealed some common characteristics: the SW as well as the three  SF (node 
degree, strength and weight distributions), i.e., all obey the power-law property with 
different exponents.   

4   The Level-3: HUHPNM 

It is noted that all WENMs in the level-4 belong to generalized random networks, 
which always ignored deterministic linking. They are useful for theoretical analysis 
easily and reproduce main topological properties for the RWNs. But based on the 
foundational observation fact for a unifying world in natural and social networks, one 
cannot ignore anyone of order and random since their interactions in real world are 
neither completely regular nor completely random and lying between the extremes of 
order and randomness. 

To overcome weak point of the level-4, the unified hybrid network model frame 
[15-26, 31-32] with trilogy was proposed and can be constructed as following three 
levels of the NMCP. The level-3 is the harmonious unifying hybrid preferential net-
work model (HUHPNM), in which one total hybrid ratio is introduced by  

d DPA
dr

r RPA
= =  (1) 

where d is a number of time intervals (step) for deterministic preferential attachment 
(DPA), and r is a number of random preferential attachment (RPA). It was found  
in the level-3 that some universal topological properties, including the exponents γ  of 
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the three power-laws (degree, node strength, and edged weight) are highly sensitive to 
total hybrid ratio the dr. A threshold of the exponent is at d/r = 1/1.  

Through theoretical analysis for the HUHPNM, we obtain the complicated function 
relationship of power exponent γ  with d/r for some weighted HUHPNM which are 
quite coincide with the numerical curves. Moreover, for all three BA, BBV and TDE 
models  their γ  has quite complicated relation with the weighted parameters (δ, w) and 
the total hybrid ratio d/r. Their complicated function relationship of power exponent γ 
with d/r for the BA and BBV are [16]: 
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where Ai is parameter, i=1, 2, 3, 4. 
This reflects both mutual competition and harmonious unification. The level-3 has 

both the SF and the SW properties. It was found that the HUHPNM-BA is of the 
shortest average path length(APL) and largest average clustering coefficient (ACC).  

5   The Level-2 : LUHNM 

In fact, the level-3 HUHPNM does not completely reflect the actual network links of 
the diversity and complexity. To describe diverse complex networks and improve the 
HUHPNM, we have extended the HUHPNM toward a large unifying hybrid network 
model (LUHNM)[19-26], which become the level-2 of the NMCP. Two new hybrid 
ratios: determinist hybrid ratio fd and random hybrid ratio gr are introduced respec-
tively by 

f H P A
f d

d D A
= =  (4) 

and  

g G R A
g r

r R A
= =  (5) 

where HPA is helping poverty attachment, and GRA is general random attachment, 
thus we have DA = HPA + DPA; RA = GRA + RPA. In the level-2, it is found that 
much more complex relation of topological properties depending on three hybrid ratios 
(dr, fd, gr). The degree-degree correlation rc (the assortative coefficient) is one of in-
teresting quantity. The level-2 exhibits two fresh transition features of the rc from nega-
tive 1 to positive 1 in the both un-weighted and weighted LUHNM. Firstly, only if the 
fd ≥ 0.9/1, whatever the gr value is, the rc curves appear multiple peaks phenomena as 
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(dr, fd, gr) change. As dr increases, the rc increases and can reach largest positive 1. 
The fd =0.9/1 plays a key role for the transition features of the rc depending on the 
matched sense of 3 different hybrid ratios (dr, fd, gr). The LUHNM can have a better 
understanding the rc change in different hybrid rations. Obviously, the results in the 
level-2 are more closer to the RWNs and can give a reasonable answer concerned 
question: why social networks are mostly positive degree-degree correlation but bio-
logical and technological networks tend to be negative degree-degree correlation. The 
LUHNM can further increase additional hybrid ratio according to actual need, and 
makes it more flexible and potential application. 

6   The Level-1: UHNM-VSG 

Further comparison to the RWNs and in-depth analysis, it is obvious that, even so, in 
the level-2 is still not fully reflect the actual network growth situation, because actual 
networks usually display variable speed growing process, such as high-tech network, 
the Internet, the WWW, human social networks, communication networks and so on. 
Therefore it is necessary to introduce a variable growth hybrid ratio, vg, which is 
defined by 

DVG
vg

RVG
=  (6) 

where DVG is time intervals of deterministic variable speed growth, and RVG is time 
intervals of random variable speed growth. Thus we propose and construct the unified 
hybrid network model with various speed growing (UHNM-VSG)[31-32] as the 
level-1 of the NMCP[31-33]. The level-1 has two variable growth pictures: determi-
nistic and random growth, for example, one may take a growing format as follows 
[13-14]: 

( ) ( ( ))m t p N t α=  (7) 

where m(t) is t time to increase the number of nodes connected edge, N(t) is the num-
ber of nodes at the network at t time, αis growth index, p is a constant for determi-
nistic growth; but for random growth the linking probability is 0 < p(t) <1. According 
to the value of the variable speed indexαwe have normal(α=0), deceleration(α<0), 
acceleration(0<α<1) and super-accelerated situation(α>1). Therefore the UHNM-
VSG is of flexible and includes most current important kinds of network models. The 
level-1 has rich fresh features as follows. 

6.1   Transition of P(k) from Single Scale to Broad Scale asαChanges   

It is found in the level-1 that transition of the cumulative degree distribution P(k) can 
be changed from single SF to double stretched exponential (SED) as growth indexα
increases. Fig.2(a)-(c) shows comparison of the P(k) under differentα for fixed 
fd=0/1and gr=0/1 case. In Fig.2(a)α=0，no matter dr how change，P(k) follows the 
power-law distribution:  
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( )p k k γ−≈  (8) 

The power exponent γ  increases in nonlinear way asαincreases, the change of γ  

is sensitive to dr increase, this is consistency with the level-3. However, ifαis not 
equal to zero, for instance, whenα=0.3 and 0.6 under different dr, the P(k) not only 

emerges the SF but can change to double SED, which is expressed by [33]： 

0

( )

( )
ck

kP k e
−

=  
(9) 

where k0 is a parameters, c is stretched exponent. It is found that P(k) obeys the SED 
and there exits a transition point near at dr=1/1, at two sides of the transition point 
P(k) has two different SED, named as first SED and second SED. The topological 
properties can be changed from the SF to double SED asα>0.3, as shown in Fig.2, 
and depend on the hybrid ratios. It implies the relation of stretched exponent c with dr 
andαis much more complex.  

 

 
Fig. 2. For fd=0/1 and gr=0/1 cumulative degree distribution P(k)VS k. (a)α=0; (b)α=0.3, (c)
α=0.6.  
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6.2   Transition of P(k) from Single Scale to Broad Scale as vg Changes 

The hybrid growth ratio vg is another key control parameter in the level-1 and effects 
on topological properties largely. It is found that all cumulative degree distribution 
p(k) display two kinds of distribution. For random prevailing (dr=1/49) case first half 
curve p(k) follows delayed exponential distribution:  

1
1 0( )

k

tp k A e y
−

= +  (10) 

where A1, y0 and t1 are three parameters but second half curved p(k) obeyed the 

power-law ( )p k k γ−≈ . 

However, for dr=1/1 case first half curve obeys the Gaussian distribution defined by 

22( )

0( )

2

cx x

w
A

P x y e

w
π

−
−

= +  
(11) 

where y0 ,xc ,w and A are the Gaussian associated parameters, but second half curve 
p(k) is the SDE. For determinacy prevailing (dr=49/1) mode first half curve p(k) fol-
lows delayed exponential distribution above but second half curve p(k) is the SED. 
The different p(k) and transition relations depend on four hybrid ratios. Therefore the 
level-1 has more complex topological properties comparing with the other levels of 
the pyramid.  

6.3   The rc  Versus Variable Hybrid Growth Ratio vg 

Degree-degree correlation coefficient rc is another important characteristic quantity 
of complex network. In the level-1 one of main features is that always display com-
plicated nonlinear relation. Only if the vg greater than 1 then the rc always appears 
multiple peaks with vg changes,, no matter what dr work mode, the relation of the rc 
with four hybrid ratios (vg, dr, fd, gr) are more complex wave crests. For example, if 
dr=49/1, great change of topological property is taken place in the level-1 as vg 
changes. Under the same parameters, if the vg is approach to 1/1, then the rc appears a 
rc maximum value. As the vg changes, the rc value is changed largely within a range 
of [-1,0.4]. For the 3-dimension picture there are complicated relations of the rc with 
log(vg) and log(dr), generally, many wave crest and trough of oscillation ups and 
downs crisscross depending on four hybrid ratios can be observed. In additional, there 
also exits complex relation of the average clustering coefficient (ACC) with (fd, gr, 
dr,α), asαincreases the ACC increases in nonlinear way depending on all hybrid 
ratios. The mystery of the UHNM-VSG has implication relation in their special cases.  

7   Comparison and Summary 

It is seen from the level-1 the UHNM-VSG model can provide much more informa-
tion about topological properties and their transition relations of the cumulative 
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degree distribution P(k) between the SF and the SED by controlling four hybrid ratios  
(vg, dr, fd, gr) for two kinds of growth pictures in Eq.(7). Three-dimensional relation-
ships for the ACC and the rc with the hybrid ratios (dr, fd, gr, vg, α) are much more 
complicated. The ACC can be changed from 0 to 1 in nonlinear fashion and appear a 
variety of wave crests and troughs. The rc is changed between +1 and -1 only depend-
ing various matching of the 4 hybrid ratios. Compared with the level-3 the HUHPM 
and the level-2 the LUHNM, the level-1 the UHNM-VSG can include most current 
network models and approaches to real-world networks in a close range as demon-
strated in Ref. [14]. The SED can provide a better description for economical net-
works [14] and high technology networks [19-22].  

In short, we suggest, describe and review one kind of network model complexity 
pyramid with seven levels. Table-1 gives a comparison and summary for various 
levels of the pyramid under the different hybrid ratios.  

It is seen from Fig.1 and Table-1 that all models of the pyramid levels can be very 
well studied in unification form by the 4 hybrid ratios (dr, fd, gr, vg). It is found that 
from the bottom level-1 to the top level-7 of the pyramid universality-simplicity is 
increasing but complexity-diversity is decreasing. On the other hand, from the top 
level-7 to the bottom level-1 of the pyramid universality-simplicity is reducing but 
complexity-diversity is strengthening. All properties and changes between seven 
levels of the pyramid depend on matching of four hybrid ratios (dr, fd, gr, vg)  
 

Table 1. Comparison of the pyramid levels under the different hybrid ratios 

Hybrid ratios 
Model 

dr gr fd Vg Properties 
Pyramid 

Level 

EG 1/0 0/0 0/0 0/0 
Simple 

 
7 

ER 0/1 1/0 0/0 0/0 
Emergence 

 
6 

WS 
1/0.1 

(a few) 
1/0 0/1 0/0 Small World 

Simplicity↑ 
BA 0/1 0/1 0/0 0/0 SF, universality↑ 

5 

BB,BBP,BBV, , 
TDE etc 

0/1 
 
The  

0/1 
 

same as 

0/0 
 

BA model 

0/0 
 

above 

Scale-free(SF) 
 

3-power-law 
SF,SW 

 

4 

HUHPM tunable 0/1 0/1 0/0 
Complexity 

Diversity 
3 

LUHNM tunable tunable tunable 0/0 

SF,SW 
 

Complexity↑ 
Diversity↑ 
simplicity↓ 

2 

LUHNM-VSG tunable tunable tunable tunable

 
Complexity↑↑ 

simplicity↓↓ 
SF↔SED 

1 
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strongly. The network model complexity pyramid has preferable understanding in 
complicated transition relationship among various characteristics as well as the 
change features. The NMCP is of universal, self-adapting and flexibility and can be 
extended to study many real-world networks. However, more exact theoretical work 
of complex network pyramid is still open and a very challenging  for researchers. 
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Abstract. As an instance of complex networks, Internet has been a hot topic for 
both complex networks and traditional networks research fields. Internet Trav-
eling Diameter (ITD) is an important property defined in this paper representing 
the dynamic flow of Internet performance, and was mainly discussed. Short-term 
forecast model of ITD was firstly studied, then after it was proved that the 
short-term one was not good enough for long term forecast due to the complexity 
of Internet, the long-term model was studied. Both short-term and long-term 
model were given their mathematical descriptions at last.  

Keywords: Internet traveling diameter; Logistic Model; GA; chaos; correlation 
dimension.  

1   Introduction 

With great improvements in the Internet research fields recently, more and more 
emerging research approaches, either from new research viewpoints or by a crossover 
study with other subjects, are applied to Internet related studies.  

Studies in reference [1-4] made use of many new research approaches on Internet from 
complex networks point of view. In these approaches, Internet was regarded as an ex-
ample of complex network due to its large scale and complicated variations, and defini-
tions such as power law distribution [1,3,4], spectrum density [5], scale-free [2] and so on 
were utilized to depict qualitatively or compute quantitatively properties of Internet.  

Referring to the idea of these research approaches, together with considering the fact 
that the hops of Internet datagram traveling from one node (router) to another are 
closely related to Internet performance, a definition of Internet traveling diameter, short 
for Internet diameter, would be discussed. Besides, the computing approaches of 
Internet diameter in both short-term type and long-term type would be discussed de-
tailedly in this paper.  

1.1   Definition of Internet Diameter 

Assume that one datagram’s transferring from one node (router) to a direct link node counts 
for 1 hop in Internet, and the datagram transferred from one source node to a destination 
                                                           
* Corresponding author. Ye XU, ph.D in computer application technology, associate professor, 

his current research interests include complex networks modeling, adaptive signal processing 
and pattern recognition. 
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counts for J hops, where J is a number greater than or equal to 1. A definition of Internet 
traveling diameter is brought forward to represent the average hops, or statistical hops, of 
millions of datagram transferred from any source to any end at any time in Internet.  

Definition 1. Assume Ji represents the hops of No. i datagram in Internet, the size of 
total datagram sample is N, and the frequency of No. i datagram in the sample is Fi, its 
probability is pi, then Internet Diameter is 

i

N

i
i

N

i
ii pJFJ

N
D ∑∑

==

==
11

1  (1) 

1.2   Datagram Samples 

As is well known, the validity of statistical results are entirely dependent on the size of 
statistical samples, the larger the sample is, the more accurate results would be.  

Sample in this paper comes from three CAIDA1 monitor nodes -- riseling node in 
SanDiego, CA, US, k-peer node in Amsterdam, NorthHolland, NL and apan-jp node in 
Tokyo, Kanto, JP2. Sampling time is from July 1999 to Jun. 20043. The sample com-
prises more than 75,000,000 items in all and is of large scale. What’s more, several 
other CAIDA monitors are also referred to sometime for a better accuracy.  

There are datagram that could not reach the destination and are discarded by routers in 
Internet, and these datagram were depicted as “incomplete” or “I” in our sample, and those 
that could reach the target were depicted as “complete” or “C”. Table 1 gives the detail. 

Table 1. Sample details 

Monitor node Size of C Size of I C% Total 
riseling 16448329 13669728 54.6% 30118057 
k-peer 9479028 9555955 49.8% 19034983 
apan-jp 15172408 10423192 59.3% 25595600 
Total    74748640 

Since the unreachable datagram is simply discarded by routers in Internet, we ignore 
them and focus on the reachable ones in the sample. We could see from table 1 that the 
reachable ones account for larger percentage of the whole sample, and could still be 
regarded as a sample with great size.  

1.3    A Quick Look at Hops in the Sample 

Basically there are two techniques for us to have a quick look at properties of Internet 
Diameter. The first method was called “space-dimension analysis”, by which differences 
                                                           
1 CAIDA, the Cooperative Association for Internet Data Analysis, is a worldwide research center 

on Internet-related research fields. CAIDA has more than thirty monitor nodes distributed 
throughout the whole world, measuring and monitoring the variations of Internet.  

2 The reason selecting these monitors is that the nodes are separately located in three different 
continents on earth. This way of selection might provide a more general view of Internet 
throughout the whole world.  

3 Data items of one day out of one month are drawn out to build up the sample in this paper.  
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between different monitor nodes from different continents was illustrated in figure 1(a). 
And the other method is “time-dimension analysis”, by which features of data items from 
only one node but at different time were illustrated in Fig. 1(b). 

Another three monitors, a-root node in Herndon, VA, US, cdg-rssac node in Paris, 
France and nrt node in Tokyo, Kanto, JP were added to current sample for 
space-dimension analysis. And for “time-dimension analysis”, a twelve months dataset 
(from 2003 to 2004) from riseling was selected, this selection does not lose generality 
because samples from all six nodes represent great consistency in figure 1(a).  

We can see From fig. 1 that summits of six curves lie between 10 and 18 hops, which 
indicates that, although the data items in the sample were drawn out from different 
monitors at different time, they presents highly similar characters.  

From figure 1(a) and (b), we see that all hops lie in an interval of [2, 32]. Taking 
errors into account, we enlarge the interval from [2, 32] to [1, 36], by which we could 
ensure that the entire sample was included.  

Then for Traveling Diameter, according to equation (1), D is an average hops, so 
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            (a) Spatial-dimensional analysis                        (b) Temporal-dimensional analysis 

Fig. 1. A quick look at Internet Diameter 

1.4   A Quick Look at Internet Diameter 

We then begin to look at properties of Internet Diameter (D) by constructing a Carte-
sian coordinate system with D as Y axis and time as X axis, which is illustrated in Fig. 2.  

It’s obvious that all three curves have consistent variations in Fig. 2. With t growing 
longer, D is decreasing gradually. Though there is much difference among Driseling, 
Dkpeer and Dapanjp at the beginning, the difference gets narrowed rapidly. Three Ds reach 
at a very small difference interval when t is around 60.  

From Fig. 2, we can conclude that Driseling, Dkpeer and Dapanjp represent great consis-
tency when t is getting longer. Then, for simplicity of calculation, we average the three 
Ds and illustrate it in Fig. 3.  



 On Traveling Diameter of an Instance of Complex Networks – Internet 93 

  

Fig. 2. A quick look at Internet Diameter (D). 
There are three monitor nodes selected in the 
graph, riseling, k-peer, apan-jp node, and the time 
is from 1999.07 to 2004.06. Y axis is value of D 
calculated by equation (1). X axis is time with a 
resolution of month, there are totally sixty months 
from 1999.07 to 2004.06. 

Fig. 3. Average D from 1999.07 to 
2004.06. 

 

AvgD in Fig. 3 is the basic element for short-term and long-term computing ap-
proaches.  

In short-term part, variations of avgD in Fig. 3 is much similar to a Logistic Model, 
so a Logistic Model is selected as a fundamental framework model, but additional 
adjustment models are necessary [6]. 

2   Short-Term Model of Traveling Diameter 

2.1   Improving Logistic Model 

After applying avgD sample to Logistic Model [7,8,11], we get a nonlinear differential 
equation:  

)1(
k

D
rD

dt

dD −=  (3) 

where D(≥0) means avgD at t, t(>0) is time(month), k(>0) means upper bound of avgD 
and r(>0) means growth rate. Solving equation (3), we get an equation 
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(1) Transform one: from increasing function to decreasing one 
Standard Logistic Function is an increasing function, but avgD is decreasing. Trans-
form is needed.  
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Fig. 4. Transform standard Logistic function into decreasing one through four steps. Step 1, 
standard Logistic function, y=k/(1+e^-t), k is 1. Step 2, add a minus sign to the function, then 
y=-k/(1+e^-t). Step 3, y=y+k, then y=k-k/(1+e^-t). And step 4, add another k to function because 
avgD is greater than 1, then y=2k-k/(1+e^-t). 

 

Take a standard Logistic Function, as in equation (5), for an example, 

te

k
y −+

=
1

.   where 1=k  (5) 

It is transformed into a decreasing one through four steps illustrated in Fig. 4(a)~(d).  
In Fig. 4(d), the transition amount along Y axis is 2*k, but this is not necessary. It 

could be any real number greater than k since avgD belong to an interval of [1, 36] and 
its lower limit is 1 (according to Fig. 4(c)). Then the improved Logistic Function is 

rtme

k
dD −+

−=
1

 (6) 

(2) Transform two: additional adjustment models 
There is a kind of quasi-periodic vibrations in the variations of avgD in figure 3, and ac-
cording to reference [6], this kind of vibration could be simulated by adjustment models 
composed of sine and cosine functions. In reference [6], only sine function is referred to. 
However, we import both sine and cosine functions for a better efficiency in this paper.  

After two transforms, we get a composite Logistic Function as:  
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(7) 

where D(≥0) is avgD at t, d is adjustment parameter, p1,p2 is amplitude of vibration of 
avgD, h1,h2 is half period of vibration in month, u1,u2 is the initial phase and g1,g2 are 
parameters of modulus decay.  

2.2   Curve Fitting  

Float-point Genetic Algorithm [6][9][10] listed in table 2 is used for curve fitting of 
equation (7).  
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Table 2. An implementation of GA 

procedures information equations and algorithms 

(1) Definition 
of genes in GA. 

Randomly initializing a gene group comprising 
100 genes. ),,,,,

,,,,,,(

212121

21

uuhhgg

ppvmkdx =
 

(2) Definition 
of evaluation 
function 

Assume D(t) is the value of avgD out of the 
composite model at t, and D*(t) means real 
value at t from sample. Then evaluation 
function f(x) and its score function in GA are 
set up to be:  
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(3) Selection 

Genes were sorted by scores from high to low 
in the gene group, and the first m*N genes, m 
is a random number (0<m<1), were selected 
for the next round calculation by GA. Then 
we duplicate the selected genes, and deleted 
the last m genes to keep the group size re-
maining the same. 

 

(4) Crossover 
Randomly select two genes, xi(vi…) 、
xj(vj…) out of the group to perform the 
crossover ijj

jii

vvv

vvv

βα
βα

+−=

+−=

)1('

)1('  

(5) Mutation 
Randomly select two genes, xi(vi…) 、
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crossover. )1(
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(6) Termination 
conditions 

Basically there are two termination conditions 
in GA in this paper. The first condition is 
when score of the best gene in the group is 
greater than a threshold s, s is set to be 0.1 in 
the algorithm. The other condition is when the 
number of calculation rounds in GA gets 
greater than a threshold n, and n is set to be 
50000. 

 

After the curve fitting of GA, the result, i.e., the short-term model of equation (7) is:  
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2.3   Problem of Long-Term Computing with the Short-Term Model 

Experiments indicate that the accuracy degree of the short-term model is getting worse 
with time getting longer, i.e., the short-term model is not suitable for long-term com-
putation. So study on long-term computing approaches is to be introduced.  
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3   Long-Term Model of Traveling Diameter 

3.1   Long-Term Forecast Principle in Chaos System 

According to reference [12], it’s very difficult to perform long-term forecast or com-
puting a Chaos system due to the initial sensitivity. Mr. Lorenz E. N. had proved during 
his study on weather forecast that it is impossible to perform a long-term forecast in a 
Chaos system [17]. 

However, if “odd attractor, OA” exists in the Chaos system, long-term forecast of 
the system during a limited space and a limited period of time, is computable [12,13]. 
Though the forecast time is limited into a period of time, it’s still much longer than that 
in short-term part, so we call the model under such conditions as long-term forecast 
model.  

Since OA only exists in Chaos system, what we ought to do now is to prove whether 
variations system of Internet Diameter is a Chaos or not. 

3.2   Chaos Proof 

To prove whether a system is a Chaos, a new notion “correlation dimension, D2” has to 
be introduced. If D2 could be obtained out of the target system, the system is confirmed 
to be a Chaos, and OA is proved to exist [12].  

Table 3. Algorithm for D2 

Algorithm: Correlation dimension solving algorithm 
Input: list /*Time sequence sample of Internet Diameter (1999.07~2004.06)*/ 

/* Initialization */ 
tao = 3; length = list.length; 
/* calculate D2 with an increaing m */ 

loop when m=4,8,10,12 … until D2 is convergent  
    /*Constructing a coordinate system of length-(m-1)*tao dimensions */ 
    vecgroup = zeros(m, length-(m-1)*tao); 
    vecgroup = getValue(list); 
    /* Calculate distances between vector i and vector j in the coordinate system */ 
    rij = calcRIJ(vecgroup(:,i), vecgroup (:,j)); 
    /* Get a Matrix r*/ 
    r = [maxRij:(maxRij-minRij)/15:minRij] 
    /* Calculating correlation integral, cr */ 
    cr = calcCR(r, rij); 

/* plot */ 
    plot(log(r), log(cr)); 
    /* get D2, D2 is the slope of curve in plot. If D2 exists, the curve in the plot would 

be similar to a straight line and the slope of curves would increase till a limited bound 
with the increasing m. */ 

    calcD2(); 
/* end of loop while m=4,8,10,12,14,16,18 */ 
end loop 
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For calculating D2, a special sample called “time sequence” would have to be drawn 
out first from the sample ranging from 1999.07 to 2004.06.  

With the time sequence sample, we then construct an m-dimensional coordinate 
system, where m is an integer and is usually less than 100. After this, different m in an 
increasing order would be input into the algorithm [12,14~16] to construct different 
m-dimensional system. The output of the algorithm D2 is the slope of curve in the 
output plot, and it would increase very fast when m increases. If D2 increases to an 
infinite number such as tan(pi/2) finally, the system is proved to not be a Chaos. On the 
contrary, if D2 increases till a limited upper bound, the system is confirmed to be a 
Chaos with OA. The algorithm is listed in table 3 [12][14][15][16]. 

Reference [12] suggests that tao should lie between (4, 8), but since the size of the 
time sequence sample of Internet Diameter is rather small (only sixty months), so we 
set tao to be 3 in the algorithm. Result of D2 solution is illustrated in Fig. 5. 

 

Fig. 5. D2 solutions diagram with lnC2(r,m) as Y axis and ln(r) as X axis. Algorithm parame-
ters are: τ=3, m=2,5,8,11,13,15,16. Seven curves represent seven m from left to right, when 
m=2,5,8, 11,13,15,16. 

From Fig. 5, there is good convergence of curves when m=11,13,15,16 -- the last four 
curves from left to right. The reason is that, firstly, the four curves are much similar to 
straight lines. Secondly, the slopes of the lines remain stable with m getting larger.  

So D2 in the variations system of Internet Diameter exists and is: 

2444.2)3,16(2 === τcmD  (9) 

3.3   Chaos Forecast Model for Long Time System 

The existence of D2 proves that the system is a Chaos with OA, and could provide 
further useful information for setting up long-term models. 

Study in reference [12] indicates that only a model with at least ⎡ ⎤2D  dimensions, 

i.e., a function set with ⎡ ⎤2D  functions, could perform a long-term forecast with rela-

tively acceptable accuracies. According to equation (9), ⎡ ⎤2D  is three, then the model 
should be: 
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where x~z represents important physical variables in target system, and x(n)~z(n) means n 
orders of differential coefficient of the corresponding variable.  

Equation (10) is only a framework of a Chaos model. It’s still very difficult to con-
firm the parameters of the model because Chaos is a system with great complexity and 
the researches on it are still not very clear nowadays, as well as the time range of the 
time sequence sample is rather small (only from 1999 to 2004). And this would be our 
future work. 

4   Conclusions 

In short-term part, a model based on a Logistic Model and additional adjustment 
models is brought forward. Parameters of the model were finally confirmed through 
GA experiments. In long-term part, correlation dimension D2 of Internet Diameter is 
calculated out of an algorithm. With D2, a long-term model with three differential 
coefficient functions is brought forward. However, parameters of the model are still 
uncertain due to a short time range of sequence sample and complexity of the target 
system. And this would be our next work. 
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Abstract. This paper studies approximation solution of a cellular au-
tomaton model. In the model, the finite size effect is trivial because the
congested flow is quite homogeneous. Thus, the approximation solution
of a small sized system can be regarded as solution of large system. We
have investigated the approximation solution of a small traffic system
with two vehicles. The analytical result is in good agreement with simu-
lation. Finally, it is demonstrated that the homogeneous congested flow
is closely related to synchronized flow.

Keywords: traffic flow, cellular automaton, synchronized flow.

1 Introduction

Recently, the vehicular traffic problem has attracted the interests of physicists
[1-6]. On the one hand, the researches contribute to traffic planning, design,
control and implementation of transportation network by revealing the basic
principles governing traffic congestion. On the other hand, vehicular traffic, as a
system of interacting particles driven far from equilibrium, offers the possibility
to study various fundamental aspects of nonequilibrium systems.

To simulate the various traffic phenomena, many traffic flow models are pro-
posed. These models could be generally classified into macroscopic continuum
models, mesoscopic kinetic models, microscopic car-following models and cellular
automaton (CA) models. We focus on CA models in this paper.

In 1992, Nagel and Schreckenberg proposed the well known NaSch model [7].
They extended the CA-184 rules, in which the maximum velocity vmax = 1, to
case vmax > 1. Together with the randomization effect, the NaSch model could
reproduce the spontaneous formation of jams in congested traffic. Since then, a
large number of papers that improve NaSch models have been published. Ana-
lytical theories of the NaSch model are also developed (see Ref.[2] and references
therein).

In recent years, Kerner and his colleagues found that congested flow can be
further classified into synchronized flow and wide moving jams [1,8-12]. Different
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from wide moving jams, which exhibit the characteristic to maintain a constant
mean velocity of the downstream jam front, synchronized flow is usually fixed
at bottlenecks. Empirical observations show that a two-dimensional scattering
of empirical data on flow-density plane is identified in synchronized flow.

On an open road with an isolated on-ramp, it is found that when the on-ramp
flow rate is high, the onset of congestion is usually associated with the transition
from free flow to synchronized flow, and then moving jams emerge spontaneously
in synchronized flow, usually at different location. However, widening synchro-
nized flow pattern (WSP) could be observed when the on-ramp flow rate is low.
No spontaneous jam occurs in WSP [1].

The NaSch model and the existing NaSch-based models fail to reproduce the
synchronized flow, because randomization effect always triggers avalanche-like
braking of vehicles and finally leads to jams in congested flow.

In this paper, we present a simple CA model, in which homogeneous congested
flow is reproduced. It is demonstrated that the homogeneous congested flow is
closely related to synchronized flow. Furthermore, we present an approximation
solution of the model. This is achieved because the finite size effect is trivial in
the model.

The paper is organized as follows. In section II, the model is introduced.
Section III presents the approximation solution of the model. Section IV discusses
the relationship between homogeneous congested flow and synchronized flow.
The conclusion is given in Section V.

2 Model

In this paper, we present a simple CA model, the approximation solution of
which could be obtained. The parallel update rules of our model are as follows.

– Velocity adjustment:
vn(t + 1) = min(vn(t) + 1, vmax, dn(t), v′),

where v′ = �
−T+

√
T 2+ 2

D

(
dn(t)+

v2
n−1(t)

2D

)
1/D �

– Randomization:
vn(t + 1) = max(vn(t + 1) − 1, 0) with probability pd

– Movement:
xn(t + 1) = xn(t) + vn(t + 1)

Here vmax is maximum velocity, D is a comfortable deceleration, T is reaction
time, �x� is the maximum integer that is not larger than x, dn = xn−1 − xn − l
is spatial gap in front of vehicle n, l is vehicle length.

The only difference between our model and NaSch model is introduction of
v′, which is obtained from

v′2

2D
+ v′T =

v2
n−1(t)
2D

+ dn(t). (1)
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Fig. 1. The steady states of the model, which cover a two-dimensional region in the
flow-density plane in the noiseless limit (i.e., pd = 0). Line 1 is determined by v = d, line

2 is determined by v = min(v′) and v′ is determined by v′ = �
−T+

√
T2+ 2

D

(
d+ v′2

2D

)
1/D

�,
line 3 is determined by v = vmax. Here v is velocity and d is spatial gap of the steady
state. The parameters T = 1, D = 1, vmax = 20. Each cell is 1.5 m and one vehicle
occupies five cells.

Here v′2
2D + v′T is braking distance of a car travelling with velocity v′ and v2

n−1(t)

2D
is braking distance of the car n−1. Note that T is not necessarily to be one and
D is not necessarily to be an integer in the model. It is obvious that when D is
extremely large and T ≤ 1, the model reduces to NaSch model.

In our model, the vehicles brake with comfortable deceleration if possible.
However, if the comfortable deceleration could not guarantee safety (i.e., Eq. (1)
is not met), the vehicles will brake with much larger deceleration.

In the noiseless limit, the steady states of the model cover a two-dimensional
region as shown in Fig. 1. Therefore, the model is within the framework of
Kerner’s three-phase traffic theory [1].

3 Approximation Solution

Fig. 2 shows fundamental diagram of the model with parameters D = 1, T = 1,
pd = 0.1. A critical density ρc is identified. When ρ < ρc, free flow exists. When
ρ > ρc, homogeneous congested flow is identified (see Fig. 3). It can be seen that
the velocities of the vehicles fluctuate around 12 and 13. Velocities smaller than
10 or larger than 14 are seldom observed. Due to homogeneity of the congested
flow, the finite size effect is trivial (Fig. 2).

Based on this fact, if we could obtain approximation solution of small sized
traffic system with two vehicles, then the solution can also be regarded as ap-
proximation solution of large system.

Now we investigate such a small system with two vehicles by using car-oriented
mean-field theory [13]. Let us consider a specific density ρ = 1/6, which corre-
sponds to system size L = 60. Since the traffic flow is quite homogeneous, we
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Fig. 2. Fundamental diagram of the model with parameters D = 1, T = 1, pd = 0.1.
The system size L = N(d + l), N is the number of vehicles, d is average spatial gap of
vehicles. The flow rate of system consisting of two vehicles (N = 2) is almost identical
to that of large system.

Fig. 3. Snapshots of velocities of the vehicles in congested flow. The density ρ = 1/6,
i.e., d = 25.

only consider the following configurations of the two vehicles and assume the
appearance probabilities of other configurations could be neglected 1:

12−11−26, 13−12−25, 12−12−25, 12−11−25, 12−10−25, 11−11−25, 13−12−24,

13−11−24, 12−12−24, 12−11−24, 11−11−24, 13−11−23, 12−11−23, 11−11−23.

Here the first number denotes the velocity of one vehicle, the third number
denotes the spatial gap in front of the vehicle, and the second number denotes
the velocity of the other vehicles. Note due to the symmetry, x − y − z and
y − x − (L − z) denote the same configuration.

We study the evolution of the configurations. For example, consider configura-
tion 11-11-25. Without considering randomization, this configuration will evolve
into 12-12-25. When considering randomization, 12-12-25 will turn into 11-11-25
with probability p2

d (both vehicles are randomized), 12-11-24 with probability

1 Generally speaking, considering more configurations will lead to more accurate ap-
proximation solution.
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Table 1. The table shows other equations obtained from mean field approximation

From we have
dP13−12−25

dt
= 0 (P12−12−24 + P13−12−24)(1 − pd)2 ≈ P13−12−25

dP12−12−25
dt

= 0 (P11−11−25 + P12−11−25)(1 − pd)2 + P13−12−25(1 − pd)pd ≈ P12−12−25(1 − (1 − pd)2)
dP12−11−25

dt
= 0

(P12−12−24 + P13−12−24)p2
d + (P12−11−26 + P11−11−24 + P12−11−24 + P13−11−24)(1 − pd)pd

≈ P12−11−25
dP12−10−25

dt
= 0 (P11−11−23 + P12−11−23 + P13−11−23)(1 − pd)pd ≈ P12−10−25

dP11−11−25
dt

= 0 (P12−12−25 + P12−11−25)p2
d + P12−10−25(1 − pd)2 ≈ P11−11−25(1 − p2

d)
dP13−12−24

dt
= 0 P13−12−25(1 − pd)2 ≈ P13−12−24

dP13−11−24
dt

= 0 (P12−12−24 + P13−12−24)(1 − pd)pd ≈ P13−11−24

dP12−12−24
dt

= 0
P13−12−24(1 − pd)pd + (P12−11−26 + P11−11−24 + P12−11−24 + P13−11−24)(1 − pd)2

≈ P12−12−24(1 − (1 − pd)pd)
dP12−11−24

dt
= 0 (P11−11−25 + P12−12−25 + P12−11−25)2(1 − pd)pd + P13−12−25p

2
d ≈ P12−11−24

dP11−11−24
dt

= 0 (P12−11−26 + P12−11−24 + P13−11−24)p2
d ≈ P11−11−24(1 − p2

d)
dP13−11−23

dt
= 0 P13−12−25(1 − pd)pd ≈ P13−11−23

dP12−11−23
dt

= 0 (P12−11−26 + P11−11−24 + P12−11−24 + P13−11−24)(1 − pd)pd ≈ P12−11−23

2(1− pd)pd (one vehicle is randomized and the other is not) and remains 12-12-
25 with probability (1− pd)2 (neither vehicles are randomized). This means the
configuration

11 − 11 − 25 →
⎧⎨⎩

12 − 12 − 25 with probability (1 − pd)2

11 − 11 − 25 with probability p2
d

12 − 11 − 24 with probability 2(1 − pd)pd

The evolution of other configurations could be obtained similarly.
Based on these, the master equation of the evolution of the configurations

could be written out. The master equation of configuration 12-11-26 is

dP12−11−26

dt
≈ (P11−11−23 + P12−11−23 + P13−11−23)(1 − pd)2 − P12−11−26. (2)

Here “ ≈ ” is used because we have neglected many possible configurations,
whose appearance probabilities are very small. In the steady state, dP12−11−26

dt =
0. Thus, we have

(P11−11−23 + P12−11−23 + P13−11−23)(1 − pd)2 ≈ P12−11−26. (3)

Similarly, other equations could be obtained as shown in Table 1.
Finally, our assumption gives

P12−11−26 + P13−12−25 + P12−12−25 + P12−11−25 + P12−10−25 + P11−11−25 + P13−12−24

P13−11−24 + P12−12−24 + P12−11−24 + P11−11−24 + P13−11−23 + P12−11−23 + P11−11−23 ≈ 1

(4)
Now we have 14 variables and 14 linear equations 2. The equations could be

solved. The average velocity of the vehicles is then calculated by

2 Note from dP11−11−23
dt

= 0, we can obtain another equation. However, this is not an
independent equation.
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v̄ = 11.5P12−11−26 + 12.5P13−12−25 + 12P12−12−25 + 11.5P12−11−25

+11P12−10−25 + 11P11−11−25 + 12.5P13−12−24 + 12P13−11−24

+12P12−12−24 + 11.5P12−11−24 + 11P11−11−24 + 12P13−11−23

+11.5P12−11−23 + 11P11−11−23

(5)

and the result is v̄ = 12.188, which is in very good agreement with simulation
result v̄ = 12.19.

If the density is changed, then one needs to study the master equations of
different configurations. It can be verified that the approximation solution is
always in good agreement with simulation result at any density.

4 Discussion

In this section, we discuss the possible relationship between homogeneous con-
gested flow and the synchronized flow. To this end, we firstly study the synchro-
nized flow in three CA models, i.e., the model proposed by Lee et al. (model A)
[14], the Kerner-Klenov-Wolf model (model B) [15], and the model proposed by
Jiang and Wu (Model C) [16].

Fig. 4(a) shows the fundamental diagram of model A. Two critical densities
ρc1 and ρc2 are identified. When ρ < ρc1, the traffic is in free flow. When ρc1 <
ρ < ρc2, synchronized flow appears in free flow. Fig. 5(a) shows the typical
snapshot of velocities corresponding to the coexistence phenomenon. With the
increase of density, more and more vehicles are involved in the synchronized flow
state (Fig. 5(b)). When ρ > ρc2, the free flow disappears and all vehicles are
in synchronized flow state (Fig. 5(c)). With the further increase of density, the
average velocity of the synchronized flow decreases (Fig. 5(d)).

Fig. 4(b) shows the fundamental diagram of model B. When ρ is smaller
than ρc, which corresponds to maximum flow rate, light synchronized flow has
already appeared (Fig. 6(a)). With the increase of density, the coexistence of
light synchronized flow and heavy synchronized flow is identified (Fig. 6(b)).
With the further increase of density, the average velocity of synchronized flow

Fig. 4. Fundamental diagram of (a) model A, (b) model B, (c) model C. In (a), the
parameters are the same as in Ref.[13]. In (b), pa1 = pa2 = 0.052, other parameters
are the same as in parameter set I in Ref.[14]. In (c), h = 3, other parameters are the
same as in Ref.[15]. Note that in model B, each cell is 0.5 m and one vehicle occupied
15 cells.
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Fig. 5. Snapshots of velocities in model A. (a) ρ = 0.1613, (b) ρ = 0.1724, (c) ρ = 0.2,
(d) ρ = 0.25.

Fig. 6. Snapshots of velocities in model B. (a) ρ = 0.1667, (b) ρ = 0.1875, (c) ρ = 0.25,
(d) ρ = 0.3. In (b) and (c), the dashed lines show the boundaries of the coexisting states.
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Fig. 7. Snapshots of velocities in model C. (a) ρ = 0.125, (b) ρ = 0.1667, (c) ρ = 0.2,
(d) ρ = 0.25.

Fig. 8. Fundamental diagram of slightly modified (a) model A, (b) model B, (c)
model C

Fig. 9. Snapshots of velocities in (a) modified model A, ρ = 0.1667, (b) modified model
B, ρ = 0.15, (c) modified model C, ρ = 0.125
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decreases, but the coexistence phenomenon is still observed (Fig. 6(c)). When the
density is large, the coexistence phenomenon gradually disappears (Fig. 6(d)).

Fig. 4(c) shows the fundamental diagram of model C. The transition from free
flow to synchronized flow is smooth. Fig. 7 shows typical snapshots of velocities
at different densities. One can see that the fluctuations are much stronger than
in models A and B.

Although the synchronized flows exhibit different features in the three models,
they are all closely related to homogeneous congested flow. Fig. 8(a) shows the
fundamental diagram of model A, in which it is assumed that the drivers are
always in defensive state (γ = 1). Fig. 8(b) shows the fundamental diagram of
model B, in which the acceleration noise is set to zero, i.e., pa1 = pa2 = 0. Fig.
8(c) shows the fundamental diagram of model C, in which the brake lights are
always set to be on (bn = 1). One can see that the three fundamental diagrams
are similar to that in Fig. 2. When ρ < ρc, the traffic is in free flow. When
ρ > ρc, the traffic becomes homogeneous congested flow (Fig. 9).

Our results thus demonstrate that homogeneous congested flow might be
backbone of synchronized flow. By including different mechanisms into the ho-
mogeneous congested flow, synchronized flow with different features could be
reproduced. Presently we do not know which mechanism is real origin of syn-
chronized flow, which needs to be further investigated.

5 Conclusion

To summarize, we have proposed a CA traffic flow model, in which the finite size
effect is trivial because the congested flow is quite homogeneous. As a result, the
approximation solution of a small sized system can be regarded as solution of large
system. We have investigated the approximation solution of a small traffic system
with two vehicles. The analytical result is in good agreement with simulation.

We also discussed the relationship between homogeneous congested flow and
synchronized flow. It is demonstrated that the synchronized flow is closely related
with homogeneous congested flow. By introducing different mechanisms into the
homogeneous congested flow, synchronized flow with different features could be
reproduced.
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Abstract. This paper concerns the specification, and performance, of
scale-free prior distributions with a view toward large-scale network in-
ference from small-sample data sets. We devise three scale-free priors
and implement them in the framework of Gaussian graphical models.
Gaussian graphical models are used in gene network inference where
high-throughput data describing a large number of variables with com-
paratively few samples are frequently analyzed by practitioners. And,
although there is a consensus that many such networks are scale-free,
the modus operandi is to assign a random network prior. Simulations
demonstrate that the scale-free priors outperform the random network
prior at recovering scale-free trees with degree exponents near 2, such as
are characteristic of many real-world systems. On the other hand, the
random network prior compares favorably at recovering scale-free trees
characterized by larger degree exponents.

Keywords: Bayesian inference, complex networks, Gaussian graphical
model, Markov chain Monte Carlo, prior distribution, scale-free,
“small n, large p” problem, small-sample inference.

1 Motivation

Gaussian graphical models (GGMs) are commonly used to estimate a gene net-
work from microarray data [17]. In this framework, p genes are represented by
an undirected network G = (V,E) where the node set V = {1, . . . , p} indexes
the Gaussian random vector X = (X1, . . . , Xp). A data matrix D of n microar-
ray experiments is taken as a random sample from the multivariate Gaussian
X ∼ N(μ,Σ). The edge set E is defined by the conditional independence struc-
ture ofX so that the edge {i, j} is in E if, and only if,Xi andXj are conditionally
dependent given the remaining variables in X .

When Σ is nonsingular, conditional independence (a missing edge) between
two variables Xi and Xj is equivalent to ωij = 0 in the precision matrix Ω =
Σ−1. Thus, model fitting over GGMs, known as covariance selection, amounts
to identifying zero entries in Ω.

In classical GGM theory n > p is necessary [3]; however, with genomic data
it is frequently the case that n � p: the so called “small n, large p” problem.
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Many authors have taken to finding estimates for Ω when n < p using either a
full Bayasian approach [4] [7] [18], or via an empirical Bayes manner [10] [11].

Covariance selection, then, is accomplished either by heuristic searches, or by
sampling the posterior distribution

π(G, θ|D) ∝ P (D|G)π(G|θ)π(θ) (1)

over the space of undirected networks G on p nodes where π(G|θ) is a prior over
networks that may depend on a set of parameters θ; P (D|G) is the likelihood. To
our knowledge, current methodologies assume G is sparse, and make inference
on that basis. In particular, the approach to prior specification adopted in [7]
assigns an inclusion probability β = 2/(p− 1) to each edge in G. This choice of
β encourages sparse networks as the expected number of edges is p. In effect,
π(G|θ) is the formula for the probability of a network under the random network
model of [5], and we will refer to this as the random prior.

However, over the past decade, numerous examples of large-scale biological,
technological, and sociological networks have been reported to be scale-free:
that is, the degree distribution p(k)—the fraction of nodes in the network with
degree k—closely follows a power-law p(k) ∝ k−γ with exponent γ typically
between 2 and 3 [9]. In particular, this property is thought to be a feature of
gene networks [16] and γ ≈ 2.2 has been verified for the known interactions
in S. cerevisiae [6]. A further example comes from finance where it has been
shown that cross-correlation between stock prices for companies on certain stock
exchanges follows a power-law [15].

In this paper, we provide specifications for the prior π(G|θ) based on the
formula for the probability of a network under three different scale-free models
(Section 2). Our approach to employing scale-free network models in statistical
inference to estimate a network G from data D is original insomuch as previous
research has focused on estimating θ for a particular network, G. In Section 3,
we give the results of a simulation study comparing these priors to the random
prior at estimating scale-free trees from synthetic data. Finally, in Section 4 we
muse on the practicality and possible future applications of our methodology.

2 Scale-Free Priors over Network Structures

In this section, we propose three scale-free assignments for π(G|θ). Each prior is
defined by the formula for the probability of a network under a simple scale-free
model. We selected the static model [8], the Poisson-growth (PG) model [13],
and the proteome growth model [14].

Random network model: The random network, or Erdös-Rényi, model gives
rise to a network G by connecting each pair of nodes in G with specified proba-
bility, β. Consequently, the probability of a network with |E| edges is

π(G|θ) = β|E|(1− β)T−|E|

where θ = (β) and T = p(p− 1)/2 is the number of possible edges.
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Static model: This model relies on node fitness as a generating mechanism,
meaning that nodes in a network are assigned weights; edges are added to the
network such that nodes with higher weight get more edges. Specifically, the
static model is defined by θ = (γ,K) and generates a network as follows: Each
node 1, . . . , p is assigned a weight Pi ∝ i−1/(1−γ) where 2 < γ < 3 is the degree
exponent. For p×K steps:

1. Select nodes i and j with probabilities Pi and Pj , respectively.
2. Connect i and j with an edge, unless they are already connected.

Unlike for the random network model, the probability of a network under any
of the scale-free models depends on the order of the nodes in G. Therefore it
is necessary to include the extra parameter σ = (σ1, . . . , σp), a permutation of
the nodes in V . Thus the posterior in Equation (1) becomes π(G, θ, σ|D) with
accompanying prior π(G|θ, σ). The static model prior, as described in [8], is
given by

π(G|θ, σ) = epK(1−M)
∏

eσiσj
∈G

(
e2pKPσi

Pσj − 1
)

where M is the sum of squares
∑p

i=1 P
2
σi

.

PG model: The PG model is an offshoot of the Barabási-Albert (BA) model,
which is based on two simple mechanisms: growth, where a network is built
iteratively, over a series of steps t = 1, . . . , p, by introducing a new node with m
(fixed) edges at each step, and preferential attachment where the m edges are
connected to exactly m nodes already in the system such that the probability a
node of degree k gets an edge is proportional to r(k)=k, the attachment function.
When m = 1, the BA model is known to have degree exponent γ=3 [1].

In the PG model, m is assigned according to a Poisson random variable with
parameter λ so that number of edges added at each step can vary. In addition,
the attachment function is defined by r(k) = k + a, k ≥ 1, and r(0) = b where
a ≥ −1 is a small offset and b =≥ 0 is a threshold parameter. The PG model,
then, is defined by θ(λ, a, b), and has been shown in [13] to follow a power-law
with degree exponent ranging γ > 2. The formula for the associated prior is

P (G|θ, σ) =
p−1∏
t=1

(
t∏

i=1

e−λqt(kσi,σt ) (λqt(kσi,t))
sσi,t

sσi,t!

)
.

where kσi,t is the degree of node σi at step t, qt is the normalized attachment
function at step t, and sσi,t is the number of edges connecting nodes σi and t.

Proteome growth: This model is based on growth and node duplication. In
particular, At each step t = 1, . . . , p, a node is selected from the network at
random and duplicated so that the new node inherits its edge structure. Edges
emanating from the new node are deleted with probability q; new edges are
added between the new node and all other nodes in the system with a small
probability β/t. Thus the model is specified by the parameter θ = (β, q), and
have been show to exhibit scale-free-like properties [14].
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The probability of a network under this model depends on the duplication
history ψ = {ψ2, . . . , ψp} in addition to σ, where ψt is the node in σ from which
σt was duplicated. It follows that π(G|θ, σ, φ) is simply the product of the edge
inclusion probabilities, which are defined by

P (eσi,σt) =
{

1− q(1 − β/t) if σi is a neighbor of ψt,
β/t otherwise.

Unlike for the random network model, the probability of a network under any
of the scale-free models depends on the order of the nodes in G. Therefore it
is necessary to include the extra parameter σ = (σ1, . . . , σp), a permutation of
the nodes in V . Thus the posterior in Equation (1) becomes π(G, θ, σ|D) with
accompanying prior π(G|θ, σ).

3 Simulation

We conduct a simulation study to compare the scale-free priors against the
random prior at recovering a range of tree topologies from small-sample synthetic
data sets.

Tree generation: We generated p = 100 node trees from given degree distri-
butions using the stochastic algorithm described in [2], and Table 2 summarizes
the trees generated in each case.

Data generation: Trees are used because it is simple to generate multivariate
normal data satisfying their conditional independence structures. For each tree in
Table 2 we generated ten small-sample data sets, each with n=10 observations.

MCMC implementation: MCMC algorithms are commonly used for sampling
from high-dimensional probability distributions such as those encountered in
GGMs. We ran the ready-to-use MCMC software from [7] to explore the space of
decomposable GGMs for each tree, under each simulated data set. To transition
from a decomposable model G to another G′ they add or delete an edge from G
at random to obtain G′.

In order to accommodate our scale-free priors we modified their sampler to
include both the node permutation σ and the duplication history ψ for the
proteome growth model. We update the node permutation by choosing σ′ in a
“neighborhood” of σ. Specifically, we select a node i ∈ {1, . . . , p} at random, and

Table 1. A summary of scale-free network models used as the basis for prior
distributions

Model Mechanism Parameters γ Ref.

Static Node fitness θ = (γ, K) 2 − 3 [8]
PG Pref. attach θ = (λ, a, b) > 2.0 [13]
Prot. gr. Node dup. θ = (β, q) 2 − 3 [14]
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Table 2. A wide range of tree topologies were generated for used in the simulation:
Generic trees having a binomial degree distribution, scale-free trees, and a star tree in
which all nodes are connected to a central hub. The two parameter model of citeburda
(with parameters α and β) was used as the model for generating most of the scale-free
trees. γ is the value of the degree exponent as predicted by the generating model. APL
stands for average path length, which, is smaller for more highly centralized trees.

Model
Topology Name Parameters γ APL

Generic Erdös-Rényi — — 10.46
Generic Two param. α = 7.0, β = 1.5 — 8.54
Scale-free Two param. α = 0.24, β = 3.0 3.0 5.86
Scale-free Two param. α = 0.93, β = 2.5 2.5 4.87
Scale-free Barabási-Albert m = 1 3.0 4.37
Scale-free Two param. α = 8.0, β = 2.0 ≈ 2.0 3.34
Scale-free Two param. α = 2.5, β = 2.5 ≈ 2.5 3.18
Scale-free Two param. α = 3.6, β = 2.2 2.2 2.96
Scale-free Two param. α = 8.5, β = 2.1 2.1 2.32
Star — — — 1.98

proceed to transpose σi and σi+1 to obtain σ′. In the case of the proteome growth
model, the duplication history ψ is updated conditionally on σ′ be rewiring the
node represented by σ′i to σ′i−1, if ψσ′

i
= σ′i−1; otherwise σ′i is rewired randomly

to another node σ′j < σ′i. Additionally, we assigned the uniform distribution over
each model parameter to compute π(θ), the prior distribution over the network
model parameters.

We ran each MCMC chain for 5× 106 steps after a burn-in of 105 steps. Each
chain was started from the empty network, and for the scale-free priors with
node σ and ψ were taken at random. We obtained similar results when starting
from a variety of different initial conditions.

Results: Simulation results are summarized in Table 3. To estimate a network
from a chain we took the p − 1 (i.e. the number of edges in a tree) edges of
highest frequency over all networks in a chain. The model parameter estimate θ̂
was obtained by taking mean of the parameter values from a chain.

– The random network prior did quite well at recovering the generic trees as
well as the scale-free trees with (large) γ = 2.5 to 3.0.

– The proteome growth prior exhibited poor performance overall. This can
likely be attributed to model misspecification insomuch as this model may
not be able to capture the tree structures that it was employed to estimate.

– The static and PG model priors outperformed the random prior at recovering
the scale-free trees with underlying γ values near 2. This behavior likely
reflects that as γ in a network tends to smaller values, the connectivity to
the hub, the node with highest degree, tends to be higher, resulting in a
more highly centralized network. In the pathological case of a star topology
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Table 3. Results of the MCMC simulation (p = 100) with the numerical values in the
table averaged over ten runs. PPV is the positive predictive value defined by TP/(TP +
FP ), where TP stands for true positive, and FP for false negative.

Generated Tree Estimated Parameters

Network Prior Topology γ θ̂ γ̂ PPV

Random Generic — β̂ = 0.015 — 0.36

Generic — β̂ = 0.016 — 0.35

Scale-free 3.0 β̂ = 0.016 — 0.27

Scale-free 2.5 β̂ = 0.017 — 0.28

Scale-free 3.0 β̂ = 0.016 — 0.26

Scale-free ≈ 2.0 β̂ = 0.019 — 0.19

Scale-free ≈ 2.5 β̂ = 0.016 — 0.20

Scale-free 2.2 β̂ = 0.017 — 0.12

Scale-free 2.1 β̂ = 0.017 — 0.10

Star — β̂ = 0.018 — 0.06

Static Generic — γ̂ = 2.82, K̂ = 0.63 2.82 0.33

Generic — γ̂ = 2.80, K̂ = 0.70 2.80 0.32

Scale-free 3.0 γ̂ = 2.70, K̂ = 0.76 2.70 0.28

Scale-free 2.5 γ̂ = 2.58, K̂ = 0.90 2.58 0.30

Scale-free 3.0 γ̂ = 2.76, K̂ = 0.70 2.76 0.28

Scale-free ≈ 2.0 γ̂ = 2.39, K̂ = 1.18 2.39 0.37

Scale-free ≈ 2.5 γ̂ = 2.54, K̂ = 0.88 2.54 0.40

Scale-free 2.2 γ̂ = 2.25, K̂ = 1.27 2.25 0.51

Scale-free 2.1 γ̂ = 2.30, K̂ = 1.16 2.30 0.57

Star — γ̂ = 2.25, K̂ = 1.28 2.25 0.78

PG Generic — λ̂ = 0.66, â = −0.57, b̂ = 0.76 2.88 0.27

Generic — λ̂ = 0.83, â = −0.83, b̂ = 0.72 2.56 0.17

Scale-free 3.0 λ̂ = 0.92, â = −0.88, b̂ = 0.70 2.51 0.23

Scale-free 2.5 λ̂ = 1.02, â = −0.89, b̂ = 0.70 2.51 0.28

Scale-free 3.0 λ̂ = 0.82, â = −0.80, b̂ = 0.71 2.58 0.22

Scale-free ≈ 2.0 λ̂ = 1.19, â = −0.94, b̂ = 0.69 2.50 0.41

Scale-free ≈ 2.5 λ̂ = 0.96, â = −0.91, b̂ = 0.69 2.49 0.45

Scale-free 2.2 λ̂ = 1.21, â = −0.95, b̂ = 0.68 2.49 0.62

Scale-free 2.1 λ̂ = 1.13, â = −0.95, b̂ = 0.68 2.48 0.62

Star — λ̂ = 1.20, â = −0.95, b̂ = 0.70 2.49 0.94

Prot. gr. Generic — β̂ = 0.64, q̂ = 0.91 — 0.24

Generic — β̂ = 0.71, q̂ = 0.92 — 0.22

Scale-free 3.0 β̂ = 0.72, q̂ = 0.92 — 0.19

Scale-free 2.5 β̂ = 0.77, q̂ = 0.95 — 0.23

Scale-free 3.0 β̂ = 0.68, q̂ = 0.92 — 0.17

Scale-free ≈ 2.0 β̂ = 0.81, q̂ = 0.94 — 0.02

Scale-free ≈ 2.5 β̂ = 0.72, q̂ = 0.92 — 0.02

Scale-free 2.2 β̂ = 0.80, q̂ = 0.92 — 0.10

Scale-free 2.1 β̂ = 0.75, q̂ = 0.94 — 0.10

Star — β̂ = 0.83, q̂ = 0.94 — 0.02

Note: For the proteome growth model, γ̂ cannot be obtained analytically.
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the scale-free priors perform exceptionally well in comparison to the random
prior.

– The static model prior was able to produce was able to estimate the γ values
with some accuracy, while the PG model prior did not discriminate between
different degree exponents.

Out of the three scale-free prior distributions, the static model was the most
accurate at estimating a network. In addition, it produced reasonable estimates
for the degree exponent, γ.

4 Discussion

In summary, GGMs provide a framework for making inference about the condi-
tional independence structure of a set a Gaussian variables when the number of
observations are small compared to the number of variables. And this method-
ology, in various forms, is commonly applied in gene network inference. Our
contribution in this paper has been to study the a priori inclusion of scale-free
network topology into GGM inference via the specification of scale-free prior dis-
tributions. Our simulation study suggests that scale-free priors outperform the
random prior at recovering scale-free trees, from small-sample data sets, with
degree exponent γ near 2—a property thought to be typical of a wide variety of
real-world networks.

We used trees, not networks, in our simulation in order to facilitate data
generation. It would be beneficial to further this work by conducting a simulation
over general network structures.

The implementation of [7], on which our results are based, can comfortably
work for networks of a few hundred nodes; however, gene network inference
can often involve networks with nodes numbering in the thousands. Therefore,
scalability is a major issue, and integrating scale-free topological features using
a different approach to GGM inference is of interest [10] [11].
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Abstract. By introducing and analyzing a renormalization procedure, Song et al. 
[1] draw the conclusion that many complex networks exhibit self-repeating pat-
terns on all length scales. First, we aim to demonstrate that the aforementioned 
conclusion is inadequately justified, mainly because their equation (7) on the 
invariance of degree distribution under renormalization does not hold in general. 
Secondly, Barabási and Albert [2] find that many large networks exhibit a 
scale-free power-law distribution of vertex degrees. They show this common 
feature to be a consequence of two generic mechanisms: (i) networks expand 
continuously by the addition of new vertices, and (ii) new vertices attach pref-
erentially to those that are already well connected. We show that when vertex 
degrees of large networks follow a scale-free power-law distribution with the 
exponent  γ  ≥ 2,  the number of degree-1 vertices, when nonzero,  is of the same 

order as the network size N and that the average degree is of order less than log 
N. Given that many real networks satisfy these two conditions, our results add 
another necessary characteristic of the scale-free power-law distribution of ver-
tex degrees in such networks. Our method has the benefit of relying on conditions 
that are static and easily verified. They are verified by many experimental results 
of diverse real networks. 

Keywords: complex network, self-similarity, scale-free, computer network, 
computer communication. 

1   Introduction 

Complex systems with many components and associated interactions arise in nature, 
society, and many human artifacts. Interactions in such systems can be modeled by 
networks composed of vertices and links, which are in turn abstracted as undirected or 
directed graphs. A graph G, denoted as G = (V, E), has a set V of vertices or nodes and a 
set of edges or links, where each edge is defined by a pair of vertices (ordered pair, for 
directed graphs) [7]. Complex systems in the three categories of natural, societal, and 
synthetic include: 
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1. Protein interactions, metabolic systems, contagious diseases 
2. Acquaintances, movie-actor peer group, research collaborators 
3. Power grid, Internet connectivity, Worldwide Web linkages. 

Two models of complex networks have been studied extensively [1-10]: the 
small-world model and the scale-free one. The small-world model features localized 
clusters that are connected by occasional long-range links, leading to an average dis-
tance between vertices that grows logarithmically with the network size N. Watts and 
Strogatz [3] investigated mechanisms via which a regular network can be transformed 
into a small-world network, without significantly modifying the vertex-degree distri-
bution, and quantified the parameters that characterize the resulting structures. 

Scale-free networks, on the other hand, tend to have uneven vertex connectivities, so 
that a certain fraction of vertices, independent of network size, are highly connected 
(the hubs). Barabási and Albert [2] demonstrated that the scale-free power-law distri-
bution of vertex degrees in many large networks is a direct consequence of two generic 
mechanisms that govern network formation: (i) Networks expand over time through the 
addition of new vertices, and (ii) New vertices attach preferentially to those that are 
already well connected. It is well-known that scale-freedom of a network has signifi-
cant implications for its diffusion properties and its robustness. 

In this paper, we focus on scale-free networks. After reviewing the parameters and 
key attributes of such networks in Section 2, we provide necessary characteristic con-
ditions for scale-free complex networks and show that these conditions are both easy to 
verify and satisfied by many natural and man-made scale-free networks (Section 3). 
Section 4 contains our conclusions and some directions for further research. 

2   On Self-similarity of Complex Networks 

We begin by reviewing some relevant properties of complex networks [1-6]. Two 
models of real complex networks have been studied extensively: the small-world model 
and the scale-free one. We shall focus first on scale-free networks. To avoid confusion 
with equations in this paper, equation numbers in our references will be enclosed in 
square brackets.  

For many complex networks, the probability distribution P(k) of the number of de-
gree-k vertices, also known as the degree distribution, can be represented (independent 
of scale) by a power law with characteristic exponent γ ([2] means that this is equation 
[2] in ref. 1): 

  P(k) ≈ k –γ . [2] (1) 

The renormalization method, introduced in ref. 1, is as follows. Let G be a network 
of degree distribution P(k) satisfying equation (1). Vertices of G are covered by NB 
boxes of linear size lB. Boxes are then viewed as vertices of a renormalized network G′, 
with two such vertices (boxes) connected in G′ if and only if there exists at least one 
link between their constituent vertices in G. Song et al. [1] guided only by experimental 
results for WWW, then proceed with the assumption that the degree distribution is 
invariant under renormalization: 
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P(k) → P(k ′) ≈ (k ′) –γ . [7] (2) 

And here lies the problem: equation (2) is neither proved mathematically nor verified 
adequately by experimentation with different complex networks. Hence, the validity of 
equation (2) is suspect. We shall endeavor to show equation (2) invalid by examining 
both the theoretical and experimental analyses of Song et al [1]. 

In the theoretical analysis that follows, we refer to, and use, four equations from ref. 1, 
reproduced below for completeness. Here the network G is called self-similarity if the 
equation (3) holds. 

〈MB (lB)〉 ≡ N / NB (lB) ≈ Bd
Bl . [5] (3) 

k → k ′ = s(lB) k . [6] (4) 

s(lB) ≈ kd
Bl
− . [8] (5) 

γ = 1 + dB / dk  . [9] (6) 

In the equations above, 〈MB (lB)〉 is the average mass of (or the number of vertices in) 

a box, dB is the fractal dimension (or box dimension) derived from NB ≈ Bd
Bl
− , s(lB) < 1 

is the scaling of vertex degrees owing to renormalization (i.e., the ratio k ′/ k), and dk is a 
new exponent characterizing the variation of s with lB. 

We prove that equations (4)-(6) can be derived directly from equation (3), without 
using the suspect equation (2). For this, we set s = (N / N ′)1/(1–γ), where N ′ is the size of 

G′. By equation (3), we have s ≈ )1/( γ−Bd
Bl . Let dk = dB / (γ – 1), we obtain equation (6), 

which leads to s ≈  kd
Bl
− ; viz., equation (5). Finally, we obtain equation (4) from setting 

k ′ = s k , complete our proof. However, we cannot obtain equation (2) from equation 
(3). On the other hand, it is easily verified that equation (2) is equivalent to n′(k ′) ≈ n(k) 

, where n(k) and n′(k ′) represent the number of vertices of degrees k and  k ′ in networks 
G and G′, respectively.  

It is easily shown that multiple renormalizations at fixed lB can be achieved by an 
equivalent renormalization. In fact, defining  

N(i) / N(i+1) ≈ 
)( i

Bd
Bl . (7) 

for i = 0, 1, . . . , t and N = N(0), we have  

N / N(t) ≈ 
)1()0( ... −++ t

BB dd
Bl . (8) 

Next, setting s(i) = (N(i) / N(i+1))1/(1–γ), we obtain s(i) ≈ 
)1/()( γ−i

Bd
Bl . Finally, from )(i

kd  = 

)(i
Bd / (γ – 1), we get s(i) ≈ 

)( i
kd

Bl
−

. Taking k(0) = k and k(i+1) = s(i) k(i) leads to the following 

two equations: 
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k(t) = s(0) . . . s(t–1) k . (9) 

s(0) . . . s(t–1) ≈ 
)1()0( ... −−−− t

kk dd
Bl . (10) 

We have thus demonstrated that the hypothesis which Song et al. [1] derive ex-
perimentally (namely, that based on Fig. 2d of ref. 1, the degree distribution of the 
WWW of special sizes is invariant under renormalization for different box sizes) is not 
supported by theoretical analysis, leading to serious doubts regarding its correctness in 
general. As a consequence, it is not surprising that many complex networks (Internet, 
protein interactions, and some random networks) lack self-similarity, as indicated in the 
supplementary materials of ref. 1. This can be explained theoretically as follows. By 
equation (7), we may set  

N(i) / N(i+1) ≈ Ci

)( i
Bd

Bl . (11) 

thus, leading to 

N / N(t) ≈ C0 . . . Ct–1

)1()0( ... −++ t
BB dd

Bl . (12) 

In equation (12), the product C0 . . . Ct–1 may be an exponential function of the av-

erage distance l  when Ci > 1 and t ≈ l . This would imply that the network size is an 

exponential function of the average distance l , thus, the network lacks self-similarity 
in this case.  

3   Necessary Conditions for Scale-Free Networks 

In the following, we study the conditions for vertex degrees of complex networks 
having scale-free power-law distribution. We assume that the network is connected; 
similar arguments apply to disconnected networks. Let P(k) be the probability distri-
bution of the number of vertices of degree k, as previously defined. Let A denote the 
average vertex degree and nk the number of degree-k vertices. We have M = ½ NA and 
nk = NP(k), where N and M are numbers of vertices and edges, respectively. The pre-
ceding definitions imply 

∑ −

=

1

1

N

k
nk = N . (13a) 

∑ −

=

1

1

N

k
knk = 2M . (13b) 

Supposing that n1 ≠ 0, we have nk = n1 P(k) / P(1) and 

∑ −

=

1

1

N

k
[P(k) / P(1)] = N / n1 . (14a) 

∑ −

=

1

1

N

k
[k P(k) / P(1)] = 2M / n1 . (14b) 
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For scale-free networks, we have P(k) = P(1) k –γ, which leads to ∑
1

1

=

−

k

N k –γ = N / n1. 

Therefore, assuming γ ≥ 2, which is known to hold for many scale-free networks [4,5], 
we have  

N / n1 ≤ ∑∞

=1k
k –γ  ≤ ∑∞

=1k
k –2  =  π 2/6 . (15) 

This leads to the conclusion N ≈ n1. Let f(k) = P(k) / P(1). When N ≈ n1, equations 
(14) yield 

∑ −

=

1

1

N

k
f(k) ≈ 1 . (16a) 

∑ −

=

1

1

N

k
k f(k) ≈ A . (16b) 

Assuming that all logarithms are in base 2, equations (16) yield 1 < A ≤ log N, given 

that ∑
1=k

N k –1 ≈ log N.  Thus, we have proved that for many real complex networks of 

scale-free power-law distribution with γ ≥ 2, the number of degree-1 vertices, when 
nonzero, is of the same order as the network size N and that the average degree is of 
order less than log N .  

On the other hand, if log log N ≤ A ≤ log N, then equations (16) imply  

f (k) ≈ k –γ . (17) 

We now elaborate on equation (17). There are three canonical cases for the function 
f(k) when log log N ≤ A ≤ log N: (a) f(1) = 1 and f(k) a constant for k ≠ 1; (b) f(k) = e1–k; 
and (c) f (k) ≈ k –γ. For case (c), equations (16) hold when 2 ≤ γ < 3. However, for cases 
(a) and (b), equation (16b) is not satisfied if equation (16a) holds. Note that more 
complex functions satisfying equations (16) exist. For example, one can define the 
function 

f (k) ≈ e1–k, if k ≤ log N;  f (k) ≈ k –γ, otherwise . (18) 

which satisfies equations (16). As a consequence of our results above, the scale-free 
property of complex networks must be viewed as an approximate or fuzzy property.  

The preceding leads to a model for scale-free networks, known to satisfy k γ = n1 / nk. 
Taking this equality to be exact, and noting that the right-hand side is a rational number, 
we can readily prove that k γ must be an integer that divides n1. Then, n1 must be di-

visible by the least common multiple of γ
1k , γ

2k , . . . , γ
lk , where 1 = k1 < k2 < . . . < kl 

is the degree sequence of the network. This is a general model for scale-free networks 
that we now aim to study further.  

Let 0],...,,[ 211 ≠= γγγ
lkkkcn , where c is constant. If 2≥γ  then  

13
5

16
1

1

2

nnknN
l

i
i <≤= ∑

=

− πγ  and .loglog12
1

1

1
12

1 NNnknM
l

i
i ≤≤= ∑

=

−γ  
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Now we give a sufficient and necessary condition that a connected graph is a tree. 

Proposition. Assume that G  is connected and scale-free, then G  is a tree  

.
22

1

1

n

N
k

k

−=⇔∑ −γ  

Proof. G  is a tree .)1(22 1
1

11 1 ∑∑∑ −−− ===−⇔
kk

N
n

k

knkNkPNN γγγ  

Table 1. Number of vertices (N), number of edges (M), average degree (A), and characteristic 
exponent (γ) in some complex networks 

Network    N     M   A  γ 
Internet 10,687 31,992 5.98 2.5 
Film actors  449,913 25,516,482 113.43 2.3 
Metabolic network 765 3686 9.64 2.2 
Protein interactions 2115 2240 2.12 2.4 

Table 1 lists the parameters N, M, A, and γ for several real scale-free networks [4,5]. 
We note that A ≈ ½ log N (respectively, 5 log N, log N, and log log N) for the Internet 
(film actors, metabolic, and protein interaction) network. 

4   Conclusion 

We have shown that for many real networks of scale-free power-law degree distribu-
tion with the exponent γ ≥ 2, the number of degree-1 vertices, when nonzero, is of the 
same order as the network size N and that the average degree is of order less than log N. 
Our method has the benefit of relying on conditions that are static and easily verified 
for any network. Such distributions are known to be applicable to diverse fields of 
study, including computer communication and software architecture. However it is 
worth to further research networks of scale-free power-law degree distribution with the 
exponent γ < 2.  

Such extensions and variations will further broaden the applications of our results in 
diverse subfields within computing, communication, biology, and the social sciences. 
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Abstract. As the rapid expansion of the Internet, novel network applications are 
constantly emerging accompanied by the increasingly growing of the complex-
ity for network protocols. As a result, IP routers are becoming more and more 
important in today’s Internet. However, test methodology and test systems for 
IP routers often fall behind the state of the art. Based on the deficiency of cur-
rent stand-alone test systems, this paper analyzes the necessity for distributed 
test architecture and introduces a new test system called Distributed Multi-point 
Concurrent Test System (DMC-TS) which can mirror real-world networks in 
the test experiments and conduct conformance testing, performance testing and 
interoperability testing for the routers under test. Key issues for the implemen-
tation of DMC-TS are discussed, especially on test synchronization problem. 
Consequently, two types of test synchronization problem are pointed out with 
the corresponding solutions. Some experiments are carried out to illustrate the 
feasibility and practicability of DMC-TS. 

Keywords: distributed, concurrent test manager, test agent, synchronization. 

1   Introduction 

With world-wide applications of the Internet, IP routers are playing more and more 
important roles in computer networks. Whether these routers can reliably work or not 
has direct impact on today’s Internet; also, the Quality of Service (QoS) as well as 
customer satisfaction with service provider networks are directly influenced by the 
performance of these routers. Consequently, product testing for IP routers becomes 
the prerequisite to ensure their ability to process routing information and to forward 
data and thus must be carried out before deployment in mission critical networks. 

Since routing protocol is one of the most important factors for routers, testing of rout-
ing protocols has drawn great interest of academic and industrial communities world-
wide since late 1970’s. Pioneer work on conformance testing resulted in a framework on 
conformance testing as specified in ISO/IEC standard 9646 [1]. The document provided 
a framework on methodology for conformance testing of OSI (Open System Intercon-
nection) protocols. As a result, four abstract test methods for end systems and two test 
methods for relay systems were proposed. In addition, a semi-formal test definition 
language called TTCN (Tree and Tabular Combined Notation) was also defined which 
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put the history of conformance testing using non-formal methods such as natural lan-
guages to an end. 

Two test methods for relay systems defined in ISO/IEC standard 9646 are Loop-
back Test Method (LTM) and Transverse Test Method (TTM). LTM executes test 
procedures by sending test data to the router under test and then receiving the loop 
back messages from the same port. It had been the most popular test method for relay 
systems until the emergence of TTM in early 1980’s. TTM enables the testing of 
routers through a pair of ports and thus more applicable in practice and superior over 
LTM. At present, TTM is still the most popular test method for routers as it is simple 
to apply and capable to test the behavior of a router between a pair of ports with pre-
defined test data. Generally, both of the two test methods can be implemented by 
stand-alone systems, however only one port or a pair of ports of the routers can be 
tested simultaneously. 

The rapid development of network technology makes the port number and the for-
warding rate of a single port increase constantly. Nowadays the core routers in the 
backbone of the Internet generally have dozens or even hundreds of ports and the 
throughput of each port have reached the magnitude of Gbps or more. Meanwhile the 
demands on security, robustness as well as QoS capability for IP routers are being put 
forward. By and large, traditional test systems based on LTM and TTM are no longer 
feasible and realistic as the routers under test have become increasingly complex and 
the related protocols that need to be tested are widely distributed. It’s necessary to 
update the traditional test methodology and to develop new test system that can apply 
test control and observation to all ports of the routers under test so as to mirror real-
world networks in the test experiments. 

The deficiency of current stand-alone test systems as stated above stimulates the 
activity of research work on Distributed Multi-point Concurrent Test System (DMC-
TS) and the relevant issues presented in this paper and the paper is organized in the 
following manner. The necessity for distributed test architecture and corresponding 
system is discussed in section 2. In section 3, the prototype of DMC-TS is presented 
with the detailed discussion on its implementation. In section 4, we deal with test 
synchronization problem which is very common in distributed test architecture. Some 
experiments are carried out to illustrate our current work as well as the feasibility and 
practicability of DMC-TS in section 5. Finally, conclusions are drawn in section 6, 
summarizing our contributions and discussing some future research issues. 

2   The Necessity for Distributed Test System 

IP routers have been traditionally perceived as a network device with a 3-layer archi-
tecture adopting the in-band signaling point of view. However, this point of view 
cannot explain why the routing information protocols such as RIP and BGP and the 
network management protocol such as SNMP in a router are actually implemented on 
the top of a transport protocol (TCP or UDP). This contradiction can be avoided by 
adopting out-band signaling concept [2]. At this point of view, a router is composed 
of two sets of protocol stacks, one for user data transfer (up to network layer, usually 
being referred to as User Plane, or U-Plane for short), and the other for constructing a 
network capable of transporting data traffic (up to application layer, usually being 
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referred to as Control Plane, or C-Plane for short) [3]. However, current performance 
testing for IP routers often takes only U-Plane into account but ignores the influence 
of C-Plane. Indeed, the activities of C-Plane have crucial impact on the performance 
of U-Plane. As a result, performance testing that considers the interaction between U-
Plane and C-Plane usually yields more accurate and reliable results than the ones that 
only take the performance of U-Plane into account, since the former provides the 
routers under test with the circumstances that is more like the real-world networks 
when putting these routers into practice. 

As stated previously, the rapid development of network technology resulted in the 
growing complexity of the protocols that run inside IP routers. The running of some 
protocols often involves a number of communication ports simultaneously. For exam-
ple, if test operator wants to duplicate real-world conditions for the router under test, 
routing simulation must be done beforehand. Therefore a large routing table must be 
created automatically by the test system through multiple communication ports in 
limited time. Also, normal routing information including routing requests and updates 
must be transmitted from the test system to the router under test periodically or ran-
domly during the test process as well as flapping routes for simulation of abnormal 
conditions. In this case, traditional test system based on LTM and TTM that involves 
only one port or a pair of ports becomes impotent. With distributed test system and 
concurrent testing approach, all possible conditions can be simulated by means of 
injecting all kinds of test data including routing information, network management 
queries and so on into the router under test from a number of test components in a 
controllable manner. This is also the main benefit for developing a distributed test 
system. 

Another important reason for developing a distributed test system is modeling and 
generation of reasonable workload. The performance of an IP router depends on the 
characteristics of the workload it must server. As a result, what kind of test traffic 
should be used becomes an important issue that must be considered, especially when 
carrying out performance testing or QoS testing. In order to acquire the reliable test 
results, it is ideal to replicate Internet traffic or to use a workload model that can re-
veal various characteristics of Internet’s traffic. However, it is very difficult to repli-
cate Internet traffic or to put forward a feasible workload model due to the complexity 
and uncertainty of the network system. Although some research work has pointed out 
the “self-similar” nature of network traffic [4], it is hard to make the best of this 
model in test practice. 

However, by making full use of distributed test architecture, the problem of work-
load modeling and generation can be expediently resolved in a simple manner by 
generating packet streams with different source/destination addresses, different 
length, different types of service and different priorities from a number of test com-
ponents. In addition, by superposition of the packet streams from different test com-
ponents, workload that fits to a specific arriving process and a special traffic pattern 
can be generated and in consequence workload that a router would serve when being 
deployed in real-world networks can be simulated. 

Last but not least, the scalability and extensibility of the test system are considered. 
Although some commercial test systems for IP routers based on stand-alone test sys-
tems can be configured with a number of test ports so that they can also carry out 
extensive testing for routers under test, the scalability and extensibility is inevitably 
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limited. Employing a distributed test system is the key factor to surmount the problem 
of scalability and extensibility in testing. As new test components can be added up 
into existing test system dynamically as needed, the capability of the test system can 
therefore be promoted without making great changes to existing system. In addition, a 
distributed test system can make the best of all potential resources and thus provides 
the test system with high performance/price ratio. 

At present, researchers have reached an agreement of developing test systems 
based on distributed architecture [5, 6], but the prerequisite is to design a reasonable 
architecture for distributed testing and actualize an efficient approach for concurrent 
test control. Also some other issues on the implementation must be solved before-
hand. These issues are the major motivation of the research work presented in this 
paper. 

3   The Prototype and Implementation of DMC-TS 

In order to duplicate real-world conditions for routers under test and satisfy the re-
quirements for scalability and extensibility of the test system itself, a new test system 
called Distributed Multi-point Concurrent Test System (DMC-TS) is introduced in 
this paper, which is composed of one Concurrent Test Manager (CTM) and several 
Test Agents (TAs). The CTM itself does not have the test ability but fulfills the speci-
fied tests by sending test requests and control requests to one or more TA(s). Each TA 
listens to the test and control requests and then executes the test procedures according 
the requests from CTM by injecting test data into the Router Under Test (RUT) as 
well as observing the external behavior of the RUT. A test verdict will be generated 
when the assigned test is accomplished and it will be sent back to CTM as a response 
to the former test request. 

The test and control requests sending from CTM to TAs during the test process are 
non-blocking ones, which means that CTM is able to send requests successively to 
several TAs without blocking for the responses of the former requests. Also, there are 
some requests that need to be sent to several TAs at the same time and this can be 
done by connecting CTM and TAs with a fast switch and communicating through 
multicast or broadcast. As several TAs are involved, a number of points of control 
and observation (PCOs) can be established and the RUT can be controlled and ob-
served exhaustively from various PCOs. 

Both of the functional testing (such as conformance testing) and the non-functional 
testing (such as performance testing) can be carried out with DMC-TS using the test 
configuration as illustrated in Fig. 1. Under this configuration, each TA can represent 
an adjacent router or a subnet connected to the RUT and thus background traffic, 
routing information update messages and network management queries can be gener-
ated by these TAs through the test ports connected to the RUT during the test process. 
In this way, real-world conditions can be simulated for the RUT so that the test results 
of conformance testing and performance testing can be more accurate and reliable. Of 
course, more than one RUT can be involved in the test. These routers can form a 
system that can be treated as a whole and usually be referred to as the System Under 
Test (SUT). 
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Experience has also shown that two implementations of the same protocol are not 
necessarily interoperable even both of the implementations have previously passed 
the conformance testing. Therefore, sometimes there is a need for arbitration. A com-
plete test system for IP routers should encompass interoperability testing as well as 
conformance testing and performance testing and this can be done with DMC-TS by 
employing a special TA (as the shadowed TA in Fig. 1) with the ability to fulfill the 
passive monitoring or active intervention of the communication process between two 
RUTs as well as tracing the potential faults. 

CTM

…

TA 

TA 

…

TA

TA

RUT RUT

SUT 

TA

 

Fig. 1. Conformance and performance testing configuration of the DMC-TS 

In the architecture of DMC-TS, TA is loosely coupled with CTM (using dotted 
lines in Fig. 1), i.e. each TA can perform some simple test without the participation of 
CTM. In this way, we can make TA into a stand-alone portable tester in the future. 
However, the most important feature of TA is to play the role of a test component in 
DMC-TS. Therefore, on one hand the number of TAs can be increased in order to 
promote the test ability of the system; on the other hand the connection between the 
RUTs and TAs can be modified for the purpose of establishing some possible network 
topologies for testing. 

3.1   Design of Concurrent Test Manager 

As show in Fig. 2, CTM is composed of the Graphical User Interface (GUI) and the 
Execution Engine (EE). The GUI module is mainly used to set test configuration 
through dialog boxes or forms, implement user control by buttons or menus and dis-
play the test results with line, pie, or bar graphs. Among these functionalities, test 
configuration setting is usually done by selecting and editing the Concurrent Test 
Control Script (CTCS). The CTCS is a simple script language dedicated to implement 
concurrent test control by providing test operator with the core language features 
including basic operators, loops and branch statements as well as some macros that 
are used to accomplish a series of complicated operations by a single line command. 
CTM keeps a mapping table to maintain the relationship between macros and their 
related implementation functions. As a matter of course, the table can be modified by 
test operators in order to make some extension to existing macros. Apparently, CTCS 
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is very convenient to test operators as they want to add new functionalities to the 
script language according to the test requirements. 

The EE module is the most important module to achieve multi-point concurrent 
test control. It interprets the CTCS by converting the code into test request or control 
request messages and then sending them to one or more TA(s). The EE module can 
also communicate with the GUI module through Data and Control Channel (DCC) 
and it converts the control operations initiated by test operator into control request 
messages and sends them to one or more TA(s). On receiving a response message 
from TA, the EE module will decide whether to handle the message itself or to for-
ward it to the GUI module through DCC for further manipulation. This can be 
achieved by checking type and identifier field in the header of the received message. 
The format of these messages will be discussed later in section 3.3. 

 

Fig. 2. Details on implementation of concurrent test manager and test agent 

3.2   Design of Test Agent 

As show in Fig. 2, TA is mainly composed of three parts, including the Test Service 
Module (TSM), the Test Runner (TR), and the GUI module. The TSM is responsible 
for listening to the test requests and control requests from CTM, scheduling these 
messages and then deciding what should be done next. The TR is the most important 
part in the implementation of TA. It is responsible for executing the actual test jobs by 
integrating the Execution Control Thread (ECT), the Codec (Encoder/Decoder), the 
Executable Test Suites (ETS), and the Adapter. When TA receives a request from 
CTM, TSM queues the message into its buffer and then do some scheduling for the 
message according to its priority. ECT is initiated by TSM on receiving the first test 
request message and it is responsible for controlling the execution of ETS. ECT will 
not stop its execution until the test is accomplished by normal termination, abnormal 
termination or user compulsory termination. For normal termination and abnormal 
termination, the ECT needs to send the test verdict or the exception status to TSM 
through DCC. TSM will encapsulate the information reported by ECT into a specific 
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response message using pre-defined message format and after that send it back to 
CTM as the corresponding response to the former request. CTM will make further 
manipulation of the response message. 

The TTCN-3 [7] (Testing and Test Control Notation version 3) is selected as the 
test description language for DMC-TS. TTCN-3 has been put forward and maintained 
by ETSI as a general purpose test specification and implementation language that is 
dedicated to black-box testing of a wide range of computer and telecommunication 
systems. Typical areas of application are protocol testing, service testing, module 
testing, testing of CORBA based platform, APIs, etc. TTCN-3 introduces lots of ad-
vanced features such as template matching mechanism and dynamic test control 
which make the description of test data and test control very flexible and convenient. 
One of the most important reasons to select TTCN-3 is that it defines test cases on 
abstract level so that test developers can concentrate on the development of test logic 
instead of worrying about how to implement them on a given platform or operating 
system. A collection of the test cases on the abstract level is called Abstract Test 
Suites (ATS) which can be converted into ETS by specific TTCN-3 compiler or inter-
preter. Together with the Codec, System Adapter (SA) and Platform Adapter (PA), 
ETS can run on different test platform and Implementation Under Test (IUT) and thus 
the implementation independent test can be achieved. 

The GUI module for TA has the similar functionality as it is in CTM. As stated 
above, TA can conduct some simple test that involves only one test port or a pair of 
test ports without the participation of CTM. In this case, the GUI module can provide 
a man-machine interface for the test operators. PHY Port in Fig. 2 is the physical port 
of TA for sending test data and receiving responses from the RUT. PCO stands for the 
point of control and observation during the test process. 

3.3   Some Relevant Issues 

Other issues relevant to the implementation of DMC-TS that haven’t been discussed 
above are list below: 

− Test Log. In order to carry out some off-line analysis and debugging for the test 
system itself, Test Log (TL) module is needed for DMC-TS. As illustrated in Fig. 
2, TL provides the storage function for test data and the responses of RUT as well 
as request and response messages between CTM and TA. 

− Message Format. In order to ensure unambiguous communication between CTM 
and TA, the format of the request and response message must be clearly defined. 
The message is composed of 1-byte header, 1-byte reserved field and message data 
as shown in Fig. 3. The detail of fields in message header is outlined in Table 1. 

 

Fig. 3. Message Format 

Message Data
Message Header

(1 Byte) 

Type 
(2 bits) 

Priority
(3 bits)

Identifier
(3 bits)

Reserved Field
(1 Byte) 
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Table 1. Detail of message header fields 

Message Type Priority Identifier 
000 – STATE CHECK 00 

Test Request 001 – INITIALIZE 
000 
001 
010 

High Priority 
(for control message) 

010 – START 01 
Control Request 011 011 – STOP 

100 
Normal Priority 
(for test message) 100 – PAUSE 10 

Test Response 101 101 – RESUME 
110 110 – DATA 11 

Control Response 111 

Low Priority 
(for date transmission) 

111 – UPDATE 

− State Diagram of CTM and TA. The working state of CTM and TA can be de-
picted by state diagram as illustrated in Fig. 4 and Fig. 5 respectively. 

 

Fig. 4. State diagram of CTM 

 

Fig. 5. State diagram of TA 

4   Test Synchronization Problem 

The significant difference between the DMC-TS and current test system is that the 
DMC-TS is constructed using a distributed architecture and thus may encounter the 



 On Distributed Multi-Point Concurrent Test System and Its Implementation 133 

synchronization problem due to the lack of global state knowledge and global timer. 
The synchronization problem is referred to as the test sequences executed on multiple 
test components are not full ordered and thus has adverse impact on the test results, 
especially to conformance testing. So this problem must be solved before the DMC-
TS can be used to conduct some test experiments. Typically, multi-port finite state 
machine is adopted to describe the synchronization problem [8]. 

A multi-port finite state machine with n ports (np-FSM) is a 6-tuple M=(S, Σ, Γ, δ, 
λ, s0). S is a finite set of states and s0∈S is the initial state. Σ=(Σ1, Σ2, … , Σn), where 
Σk is the input alphabet of port k, and Σi ∩ Σj=Φ, for i≠j. Let I=Σ1 ∪ Σ2 ∪ … ∪ Σn. 
Γ=(Γ1, Γ2, … , Γn), where Γk is the output alphabet of port k, and Γi ∩ Γj=Φ, for i≠j. 
Let O=(Γ1 ∪ {ε})× (Γ2 ∪ {ε})×…× (Γn ∪ {ε}), where ε stands for the null output. δ 
is the transition function S× I → S, and λ is the output function S× I → O. 

A transition of an np-FSM M is a 4-tuple (s, σ, γ, s’) where s, s’∈S, σ∈I, γ∈O, 
such that δ(s, σ)=s’ and λ(s, σ)=γ. An np-FSM M can be represented by a directed 
graph G=(V, E) where V represents the set S of states of M and E presents all specified 
transitions of M. An example of 3p-FSM is given in Fig. 6, where S={S0, S1, S2, S3}, 
Σ1={X}, Σ2={Y}, Σ3={Z}, Γ1={a, b}, Γ2={c}, Γ3={d, e}. In this figure, the transition t1 
denotes that if S0 is the current state and the input X is received, the state changes to S1 
and the output d is sent at ports 3. ε means no output occurs at port 1 and port 2. 

 

Fig. 6. An example of 3p-FSM 

A global test sequence of np-FSM is a sequence in the form: !x1?y1!x2?y2...!xt?yt 
where, for i=1,2,…,t, xi∈I and yi∈O, for each port k, |yi ∩ Γk| ≤ 1, i.e. yi contains at 
most one symbol from the output alphabet of each port. ‘!xi’ means sending message 
xi to the RUT and ‘?yi’ means receiving the messages belonging to yi from the RUT. 

Generally, the global test sequence sare generated from the specification of the IUT 
and characterized by their fault coverage (output faults and transfer faults) [9, 10]. A 
possible global test sequence for 3p-FSM of the example illustrated in Fig. 6 is: 

!X?{d}!Y?{a, c, e}!X?{b, c}!Z?{d}!Z?{b, c} (1) 

In the DMC-TS, each TA executes a local test sequence constructed from the com-
plete test sequence of the IUT. We can get the local test sequence for each TA from 

S0

S1S3 

S2 

t4: X/(b, c, ε) 

t5: Z/(ε, ε, d) 

t6: Y/(a, ε, ε) 

t2: Z/(b, c, ε) 

t3: Y/(a, c, e) 

t1: X/(ε, ε, d)
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the global test sequence (1), and recorded as Seq1, Seq2 and Seq3 with the correspond-
ing TA recorded as TA1, TA2 and TA3. 

Seq1 = !X?a!X?b?b, Seq2 = !Y?c?c?c, Seq3 = ?d?e!Z?d!Z (2) 

Apparently, the conform execution of local test sequences Seq1, Seq2 and Seq3 
must give the result shown in Fig. 7(a), but if TA1, TA2 and TA3 execute their local 
test sequences separately, the execution gives the failed result shown in Fig. 7(b). 
This kind of failure is called Synchronization Problem of Type-I (short for SPT-I) 
which is formally defined as follows. 

Definition 1. For any two consecutive transitions ti=(si, σi, γi, si’) and tj=(sj, σj, γj, sj’), 
a SPT-I occurs if port(σj)∉ports(γi) ∪ {port(σi)}, where port(σj) and port(σi) denotes 
the port associated with input σj and input σi respectively; ports(γi) denotes the set of 
ports associated with values from γi that are not null. 

 

Fig. 7. Possible execution of local test sequences 

The SPT-I can be easily solved by exchanging coordination messages among TAs. 
In [11], an algorithm is introduced to generate send and receive operations for coordi-
nation messages and insert them into the proper position of the local test sequences. 
Applying the proposed algorithm to the global test sequence (1), we get the following 
local test sequences, where ‘!Ci’ means sending a coordination message to port i and 
‘?Cj’ means receiving a coordination message from port j. 

Seq1 = !X?a!C2!X?b!C3?b, Seq2 = ?C1!Y?c?c?c, Seq3 = ?d?e?C1!Z?d!Z (3) 

However, the proposed algorithm still cannot overcome the errors as illustrated in 
Fig. 7(c). Although the input operations on each TA conform to (1) and the output 
operations on each TA conform to (2), the position of some output operations are not 
the same as show in Fig. 7(a). This kind of failure is called the Synchronization Prob-
lem of Type-II (short for SPT-II) which is formally defined as follows. 

Definition 2. Given two consecutive transitions ti=(si, σi, γi, si’) and tj=(sj, σj, γj, sj’), a 
SPT-II occurs at port k if (k ≠ port(σj) ∧ ( γi

k ≠ ε XOR γj
k ≠ ε), where port(σj) denotes 
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the port associated with input σj; γi
k and γj

k denotes the output at port k on ti and tj 
respectively. 

The existing of the SPT-II will probably cause the test system fails to detect the po-
tential errors of the IUT. In [12], some algorithms for overcoming the SPT-II have 
been proposed but made a simplifying assumption that the time required for a coordi-
nation message to travel from a tester to another is greater than the reaction time of 
the IUT. Apparently, this assumption cannot be satisfied at all times. For DMC-TS, 
the SPT-II can be thoroughly overcome if and only if the position of output operations 
of the IUT can be checked without the consideration of time constraints and we fol-
low the steps outlined below: 

1. Record the position value of all output operations for each TA according to the 
global test sequence and input/output alphabets, where the position value means 
at which transition the output operation has occurred. 

2. Add ‘!T’ operation before all input operations in local test sequences, where ‘!T’ 
stands for sending a special message to CTM. When CTM receives T message 
from TA, it broadcasts the message to all TAs including the one that initiates the 
message. 

3. Define two variables ot and nt with the initial value of 0 for each TA respec-
tively. Block all input operations in the local test sequence until the condition nt 
> ot can be satisfied and after that, let ot := nt. These operations can be easily ac-
tualized in the test cases written in TTCN-3. 

4. When TA receives the T message from CTM, let nt := nt + 1. For all output opera-
tions, record the current value of nt as its position value on each TA respectively. 

We assume that the sending and receiving of T message is based on the reliable 
transmission and this assumption can be easily satisfied if taking TCP as transport 
layer protocol. For conformance testing, if the output of the IUT is not the expected 
one, the corresponding TA will yield a test verdict of “fail”. If all TAs finished the 
execution of their local test sequences, the position value of output operations will be 
checked by comparing the values recorded by step 1 and step 4 to verify whether the 
SPT-II has occurred. If the SPT-II has indeed taken place, the fault of the IUT will be 
revealed by the unmatched position value. 

5   Test Experiments 

Conformance testing, performance testing and interoperability testing can be carried 
out for IP routers with DMC-TS. The following is an experiment of route flap testing. 
Route flap testing is a procedure that repeatedly changes routing tables with route 
withdrawals and updates. Core Internet routers must be able to handle many gigabits 
or terabits of traffic flawlessly during constant changes to route tables of 100,000 
entries or more. Obviously, route flap testing involves both the U-Plane testing and 
the C-Plane testing of the RUT simultaneously. Following is the definition of U-Plane 
testing and C-Plane testing: 

− U-Plane Testing. U-Plane testing helps determine how rapidly and accurately routers 
can manipulate very large volumes of data traffic. This type of testing includes  
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generating realistic Internet traffic, including multiple types and classes of service, and 
stressing a router’s forwarding ability and QoS performance. 

− C-Plane Testing. As C-Plane uses various routing and signaling protocols to es-
tablish routes or path for U-Plane traffic, C-Plane testing usually includes route and 
link flapping, path establishment and destruction, failover and policy testing. 

5.1   Testing of BGP Route Flapping 

The objective of BGP route flapping test is to record the data performance through the 
RUT in the presence of an unstable BGP peer. This test is important to characterize 
the stability of the RUT and verify its ability to continue to provide data transport 
while being subjected to a chronic network failure resulting in an unstable BGP peer. 

The test will establish two BGP peers on two different interfaces. As illustrated in 
Fig. 8. TA1 plays the role of a BGP peer that advertises routes and forwards the UDP 
traffic from the RUT and TA2 plays the role of another BGP peer that advertises and 
withdraws its routes (flapped routes) at a set rate for a set time. The rest of the TAs 
plays the role of ordinary routers that send UDP traffic to the RUT at specific rate 
during the test process. 

 

Fig. 8. Test BGP route flapping using the DMC-TS 

The CTM will execute a pre-written CTCS to control the execution of the test and 
we follow the steps outlined below: 

1. Configure BGP on the RUT. 
2. Advertise a set number of routes to the RUT from TA1. 
3. Send UDP traffic from TA3 – TA8 to the RUT and record traffic statistics. 
4. Perform route flapping on a set number of flapped routes from TA2 for a set 

amount of time and record traffic statistics at a set period. 
5. To characterize router behavior, vary one of the following and continue at step 3. 

− Number of traffic routes. 
− Number of flapped routes. 
− Data packet length. 
− Data packet distribution. 

…
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5.2   Test Results 

In our experiment, two routers from different manufacturers marked as RUT-1 and 
RUT-2 are selected to make some comparison. 50,000 of BGP routes have been es-
tablished and 10,000 of them are unstable ones. We use UDP packets with six differ-
ent lengths from 64 bytes to 1518 bytes as the forwarding traffic and record the 
throughput and the latency statistics of the RUT-1 and the RUT-2 as shown in Fig. 9 
and Fig. 10 respectively. 
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Fig. 9. Throughput under normal and flapping condition 
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Fig. 10. Latency under normal and flapping condition 
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6   Conclusion and Future Works 

The work presented in this paper is dedicated to construct a reasonable distributed 
architecture for concurrent testing and resolve the difficulty of test synchronization 
problem. Preliminary experiments have confirmed the feasibility and practicality of 
DMC-TS. However, using T message for checking the position of output operations 
will bring about additional overhead, and therefore how to reduce the overhead for 
sending and receiving of T message as well as coordination message is the next step 
of our research work. In addition, the current implementation of TA is based on the 
PC that runs Windows or Linux operating system and is configured with two or more 
network cards. In this way, the cost for the implementation of DMC-TS can be sig-
nificantly reduced but the test ability is also limited by the operating systems and 
network cards of the PCs. Such limitations are more prominent when carrying out 
performance testing for IP routers. At this point, future test system should consider 
taking advantage of specialized hardware such as FPGA to implement sending and 
receiving operations for test data so as to improve the performance of the test system. 
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Abstract. In this paper we investigate the organizational structure of
the transcriptional regulatory network of S. cerevisiae with respect to the
connectivity structure of periodic genes. We demonstrate that the giant
strongly connected component plays a prominent role serving as central
connector for genes experimentally found to be periodically expressed
during the cell cycle of yeast. Numerically, we find by randomization of
the gene labels that this organizational structure is unlikely to be formed
by chance.

Keywords: graph theory, transcriptional regulatory network, causality,
randomization, periodic genes.

1 Introduction

The analysis of complex network has gain much attention during the last decade
[2,5,14,20,19]. This interest comes in part from the fact that many natural phe-
nomena can be cast into a network framework that enables an analysis of the
problem. Especially, in molecular biology such approaches have been used fre-
quently [8,15,18]. In contrast to the theoretical analysis of general complex net-
works and their properties in biology that major interest consists in understand-
ing the functional organization of gene networks [4]. So far, however, it is largely
unknown how to connect, e.g., graph theoretical network properties meaningfully
to the biological function of a molecular biological system.

In this paper we use the transcriptional regulatory network of yeast to inves-
tigate the organizational structure of periodic genes. Genes are called periodic
if they are expressed periodically during the cell cycle [1,12,21,23] that means
if they are not just switched on or off but alternate periodically between ac-
tivation states. Traditional approaches studying periodic genes use, e.g., time
series data from DNA microarray experiments trying to identify periodic pat-
tern. Here we do not aim to identify periodic genes but are interested instead
in their structural organization in the transcriptional regulatory network. That
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means, we use the transcriptional regulatory network [13,22], which is a directed,
unweighted network, and a list of genes known to be periodic [23] to perform a
structural analysis of this network. Our analysis is based on the observation that
a (general) network may contain one or more strongly connected components.
A strongly connected component is a subnetwork connecting each pair of nodes
in this subnetwork bidirectionally. With other words, the strongly connected
component has a cyclic structure allowing to connect nodes on closed paths
(cycles). The transcriptional regulatory network of yeast contains such strongly
connected components [9]. Due to the fact, that only nodes in the strongly con-
nected component can occur on cycles we hypothesis that only these genes can
be directly activated periodically [9]. All other gene that are periodic need to be
triggered by these genes. For this reason we hypothesis that the strongly con-
nected component plays a prominent role in the organization of the cell cycle
and the activation of periodic genes. We calculate the shortest paths [6] from the
strongly connected component to all periodic genes in the network (if possible)
and investigate the observed structure. More strictly, due to the fact that the
transcriptional regulatory network is a curated network its structure can be con-
sidered as causal representing molecular interactions instead of just some form of
association between the genes. This implies that our graph theoretical approach
is causality based because a path connects only genes that (potentially) influence
each other causally.

This paper is organized as follows. In the next two sections we present the
method we apply to the transcriptional regulatory network and the data we use
for our analysis. In section 4 we present numerical results and this paper finishes
in section 5 with conclusions.

2 Methods

We use a graph theoretical approach to study the structural organization of
periodic genes in the transcriptional regulatory network G of yeast. In addition
to the transcriptional regulatory network we use a list of genes known to be
periodically expressed during the cell cycle.

The transcriptional regulatory network can be partitioned by the presence or
absence of cycles connecting genes. In mathematical terms a part of the net-
work that is cyclic is also called a strongly connected component (SCC) [7]. For
example, for a SCC containing at least three genes, Ai, Aj , Ak there exists a
cycle Ai → . . .→ Aj → . . .→ Ak → · · · → Ai. The dots indicate that there are
possibly other genes involved. However, the important point is that there exists
a cycle on which all three genes appear. This observation is important because
the presence of a cycle in a network is a necessary condition that truly periodic
behavior can be observed because these genes have the ability to interact (ac-
tivate/inhibit) each other consecutively and, hence, can form a limit cycle [17].
This leads us to the separation of the genes in two classes. The first class consists
of genes that belong to the SCC. The genes in the second class do not belong
to the SCC. Further the two classes are not equal but the information should
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flow in one direction namely from SCC → G/SCC. The reason is that only
genes in the SCC can establish a periodic behavior, as explained above, while
genes in G/SCC can not. Based on this classification and hierarchy we raise the
following hypothesis [9].

Hypothesis 1. Given a causal path from a gene in the SCC to a gene in
G/SCC, obtained from the transcriptional regulatory network, connecting two
genes known to be periodic than all genes on this path are periodic if: First,
the connecting path is a shortest path. Second, there is just one shortest path
connecting the periodic genes.

In this paper we will not analyze the predictions of our hypothesis but instead we
focus on the structural organization of the obtained subnetwork. More precisely,
we will analyze if properties of the observed subnetwork are formed by chance
or significant with respect to gene label randomization.

3 Data

For our analysis we use the transcriptional regulatory network (TRN) of yeast
[13,22] which is a directed, unweighted network. From this network we extract
the weakly connected component (WCC) consisting of 3357 genes and 7230
interactions. The weakly connected component of a network is defined as the
subnetwork that connects every pair of nodes by at least one directed path [7].
In contrast, the strongly connected component (SCC) is defined as subnetwork
that connects each pair of genes in both directions. That means there exists a
path connecting, e.g., gene A with gene B but there exists also a path connecting
gene B with gene A. The TRN consists of two strongly connected components.
One consists of 36 and the other of just 2 genes. When we speak in the following
of the SCC of the TRN we speak always about the larger subnetwork also called
the giant strongly connected component [24]. The strongly connected component
is part of the weakly connected component, SCC ⊆WCC. We use a list of Zhao
et al. as reference for periodic genes [23]. They categorized 260 genes as periodic
from which 179 are in the subnetwork (WCC) considered in our analysis.

4 Results

In Fig. 1 we show a subnetwork of the transcriptional regulatory network. This
subnetwork contains the strongly connected component and all periodic genes
that can be reached from there. The SCC is shown as one node only (red) because
we are here not interested in the connectivity of the SCC but the connectivity
from the SCC to periodic genes. The periodic genes are shown in orange and
genes that are non periodic are shown in blue. We want to emphasize that we in-
cluded only edges that occur on shortest paths from the SCC to periodic genes.
This does not only simplify the situation but corresponds also to an assump-
tion frequently employed in the context of gene networks in general [3,11,16]
assuming that interactions follow shortest paths. The resulting network looks



Organizational Structure of the Transcriptional Regulatory Network of Yeast 143

Fig. 1. Subnetwork of the TRN of yeast. Shown are 141 genes and the strongly con-
nected component represented as one red node. Nodes in orange correspond to periodic
genes [23], blue nodes are genes not categorized as periodic. The connections shown
are shortest paths connecting the periodic genes to the strongly connected component.
All other connections are omitted.

remarkably simple containing many periodic genes and only very few non pe-
riodic genes. More precisely, we find among all 179 periodic genes in the WCC
132 are connected to the SCC. This corresponds to 73% of all periodic genes.
Considering the fact that the SCC contains nine more periodic genes our model
view covers 78% of all periodic genes. Another interesting result from Fig. 1
is that only 9 non periodic genes (blue nodes) are necessary to accomplish the
shown connected subnetwork.

The crucial question arsing from these observations is if these results are
an effect caused by evolution or if these results are merely random structures.
To investigate this we randomize the transcriptional regulatory network in the
following way. We keep all genes from the SCC fixed. All other node labels,
which correspond to gene names, are randomized by permuting these node labels.
According to this randomization we generate an ensemble ofNE = 1000 networks
and repeat our analysis for Fig. 1. The results of these randomizations are shown
in Figs. 2–4.

In Fig. 2 we show histograms of the number of periodic genes Np
sc that are

directly connected to the SCC (top) and of the number of periodic genes Np
tot

that are reachable via a shortest path from the SCC (bottom). It is interesting
to see that in these randomized networks the number of periodic genes is much
smaller compared to the results for the (normal) TRN shown in Fig. 1.
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Fig. 2. Top: Histogram of the number of periodic genes Np
sc that are directly connected

to the SCC as a result of gene label randomization. The mean value of Np
sc is 16.02.

Bottom: Histogram of the number of periodic genes Np
tot that are reachable from the

SCC as a result of gene label randomization. The mean value of Np
tot is 19.75.

In Fig. 3 we show the percentage of non-periodic genes involved to connect
the SCC to Np

tot periodic genes,

pp
np =

Nnp

Np
tot

. (1)
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Fig. 3. Histogram of pp
np, the percentage of non-periodic genes involved to connect the

SCC to Np
tot periodic genes

Fig. 4. Same as Fig. 1, however, for a gene label randomized network
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That means, Nnp is the number of non-periodic genes necessary to connect genes
from the SCC with periodic genes outside the SCC. Figure 1 visualizes this
for the transcriptional regulatory network and Fig. 4 for a randomized version
thereof (see figure caption). For example, for Fig. 1 Nnp = 9 (number of blue
nodes). The histogram in Fig. 3 is again the result of NE = 1000 randomizations.
From Fig. 1 follows that pp

TRN,np = 0.068. Using this value as threshold to
calculate

pb =
1
NE

∑
pp

np

I(pp
np ≤ pp

TRN,np) (2)

gives pb = 0.0833. We want to remark that despite the fact that the largest
cluster consists for the randomized networks of less than 30 periodic genes (see
Fig. 3), in contrast to the TRN which consists of 132 periodic genes, this is a
quite low number indicating that by chance the expected number of non-periodic
genes necessary to obtain a connected cluster is larger. The fact, that non of the
randomized networks is capable connecting close to 132 periodic genes from the
SCC is even more striking and a strong indicator that our hypothesis is sensible
unraveling possibly an evolutionary mechanism underlying the yeast cell cycle.

5 Conclusions

In this paper we investigated the organizational structure of the transcriptional
regulatory network of yeast with respect to periodic genes. We started by as-
suming that the strongly connected component is playing a prominent role in
the regulation of periodic genes because only genes from the SCC can be found
on cycles - closed paths - and, hence, can be activated or deactivated cyclically
forming a kind of trigger for genes that occur not on cycles in the TRN. Ap-
plying our hypothesis we find a surprisingly compact subnetwork that spans
almost 80% of all periodic genes (Fig. 1). By the randomization of gene labels
we could numerically demonstrate that this observed subnetwork and its consti-
tuting parts is unlikely to be formed by chance. This might be an indicator that
this connectivity pattern has been forged by evolution rather than accidentally.

We want to remark that the property cyclicity of a network has been already
previously used to study molecular networks meaningfully by separating proteins
in their structural domains [10].
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Abstract. We address packet-level traffic allocation problem for real-
time media streaming under multipath network environment. Based on
an in-depth analysis of multipath real-time streaming model, also con-
sidering fluctuation of multipath network status as well as burst of media
sending rate, we suggest that traffic load should be allocated to paths
in proportion to the paths’ available bandwidths, which minimizes the
overall bandwidth overload probability. Moreover, due to the smallest
transmission unit is packet, in order to execute the traffic allocation
policy exactly, weighted size-aware packet distribution algorithm is pro-
posed to avoid the actual traffic deviation due to variance of packet sizes.
Simulation results show that the proposed algorithm outperforms other
traditional algorithms, especially for reducing packet late arrivals, which
has negative impaction in real-time transmission.

Keywords: traffic allocation, multipath, real-time streaming, available
bandwidth, path redundance.

1 Introduction

In despite of the development of novel network infrastructures and constantly
increasing bandwidth, Internet media streaming applications still suffer from lim-
ited and fluctuated bandwidth. Multipath streaming transmission has recently
been proposed as a solution to overcome packet networks limitations [1], [2], [3].
It allows to increase the streaming bandwidth by balancing the load over multi-
ple disjoint network paths between media sender and receiver. It also improves
the error resilience of the media streaming system by means of redundant paths.
Essential to such a multipath streaming system, at sender, is the packet distrib-
utor that dispatches media packets to the paths. It is necessary for the sender
to distribute workload in a reasonable manner so that the multipath system can
achieve its full potential.

How to distribute packets to achieve maximum benefit? Numerous studies [3],
[4], [5], have made contributions on this research field. The fundamental concept
is to allocate traffic in terms of available bandwidth. While all these works do
not consider the fluctuation of network status enough. Unlike these approaches,
which rely on UDP for streaming, some researchers focus on exploiting TCP
for multipath real-time streaming, imposing TCP’s state-awareness ability [6],

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 149–162, 2009.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2009
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Fig. 1. Multipath streaming framework

[7]. For real-time specific, based on UDP, we try to implement a dynamic traffic
allocation mechanism to “sense” the transmission characteristics of each path,
and distribute packets fairly over the paths to achieve the designed goal.

In the framework of multipath network as shown in Fig. 1, our work addressed
to the problem of streaming packet distribution, which takes into account real-
time streaming characteristics. We are aiming at distributing packets fairly in
order to achieve efficient utilization of bandwidth resources. Two key challenges
are what is the distribution policy and how to execute this policy exactly. By
means of analyzing media specific scenario, this paper gives corresponding solu-
tions of these challenges.

In this paper, we make the following three contributions. (i) We analyze end-
to-end multipath real-time streaming system in depth, and provide a model of
bandwidth overload probability. (ii) Based on the model, we prove that allo-
cating traffic in proportion to paths’ available bandwidths respectively helps to
reduce the overall overload probability. (iii) Following the traffic allocation pol-
icy, a weighted size-aware packet distribution algorithm for multipath real-time
streaming is proposed, which is fine grained for its perceiving the smallest data
unit (i.e. packet) over packet switching networks.

The rest of the paper is organized as follows. The multipath real-time stream-
ing model is analyzed in Section II. Section III provides our optimal media-driven
traffic allocation scheme and proves it. In section IV, we propose weighted size-
aware packet distribution algorithm imposing upon traffic allocation policy. Sim-
ulation results are presented in Section V. Section VI concludes the paper.

2 Multipath Real-Time Streaming Analysis

2.1 Multipath Real-Time Streaming

We consider an end-to-end transmission framework where the media streaming
application uses M(M ≥ 2) disjoint paths. Paths are considered to be disjoint if
they do not share performance bottlenecks. The set of available loop-free paths
between a media sender and a receiver is defined as P = {P1, P2, . . . , PM}.

For end-to-end perspective, we do look into the network status from an end-to-
end point of view, rather than focus the hop-by-hop process during transmission.
The network available bandwidth bi(t) (i.e., spare bandwidth), that is the band-
width left unused by idle and non-greedy connections, is hence given by the
following expression:
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bi(t) = Ci −
∑
k∈K

ηk
i , ∀Pi ∈ P (1)

where the first summation represents the total bandwidth of path Pi, while the
latter summation of ηk

i represents the bandwidth allocated to other applications
K, known as background traffic. Background traffic is always unsteady, and this
instability lead to bi(t)’s up and down.

Real-time video streaming is usually captured frame by frame by a video
capture device every other fixed time, and the raw video frames are instantly
encoded into compressed frames using some video encoder (e.g. H.264/AVC or
MPEG-4). These compressed frames are commonly of different sizes in terms
of video sequence characteristics and video encoder’s configuration. Every en-
coded frame is then fragmented into network packets under the general rule
stating that 1) each network packet contains data relative to at most one video
frame, 2) several packets may contains data belong to the same frame. Let
Π = {p1, p2, . . . , pN} be the chronologically ordered sequence of N network
packets, after fragmentation of the encoded frames. Any network packet pn is
characterized by its size sn in bytes, frame number fn, and its timestamps tn.
Timestamp is important for video player to play video packet at the right time.
For the packets derived from the same frame, their frame numbers fn, and times-
tamps tn are uniform, which can be written as

fn = fn+1 = . . . = fn+k ⇐⇒ tn = tn+1 = . . . = tn+k (2)

A packet distributor is set to permit data packets to be dispersed on multiple
outgoing paths under a distribution scheme. Steaming application sends data at
instantaneous rate of R(t), which is split into many “fractional” rate ri(t), i.e.
R(t) =

∑M
i=1 ri(t) . ri(t) is the sending rate allocated to Pi at time instant t.

We denote by Φ = (φ1, φ2, . . . , φN ) the distribution policy adopted by the
streaming sender, and the φn represents the path chosen for packet pn. In the
multipath network scenario presented above, the sender can decide to send packet
pn through any path. Therefore, if pn is distributed to path Pm, the packet pn’s
imposed action φn = m.

2.2 Packet Loss and Packet Late Arrival

In our streaming model, in order to decrease the video quality distortion, the
streaming strategy aims at avoiding allocated bandwidth overload that results
in packet losses and late arrivals. Firstly, we consider that the transmission links
are lossless, and that packet loss only happens when sending a packet with
the sending rate higher than the available bandwidth. Assuming a packet pn

allocated on Pi, i.e. φn = i, we have

pn is lost, if ri(tsn) > bi(tsn) (3)

where tsn is packet pn’s send time.
At the same time, even packet pn is not lost, i.e. ri(tsn) < bi(tsn), it still suffers

from the danger of late arrival, which will be dropped too. Note that, time related
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metric such as packet late arrival and transmission delay is highly important
for real-time real-time streaming, which distinguishes real-time streaming traffic
from other traffic such as large file transmission.

Based on the previous work [8], we model the bottleneck link of each path as
a work conserving queuing system with a service rate bi, i = 1, 2, . . .. We assume
that the source flow is regulated by a σ, ρ leaky bucket (or a token bucket, which
is implemented in most commercial routers). Let the real-time traffic’s sending
rate at t be r(t), which is regulated by a σ, ρ leaky bucket, i.e., r(t) conforms
to a deterministic envelope process [9]. Due to this traffic shaping function, the
source instantaneous rate on every path is shaped as:

r(t) = ρ+ σ(t) (4)

where ρ is the long-term average rate of the process (the rate factor), and σ(t)
is the burst during a small period of time, which is related to video sequence’s
characteristics.

Consider a work conserving queue with capacity b(t), i.e. the available band-
width. If the queue is stable, the queuing delay is upper bounded by the maxi-
mum busy period of the system [10]

d =
σ∫ t

0 b(u)du− ρ
by means of (4), the the instantaneous fractional delay at t can be computed

d(t) =
σ(t)

b(t)− r(t) − σ(t)

Given a decoding deadline’s upper bound, and a packet pn allocated on Pi,
i.e. φn = i, for σ(t) is fixed in terms of video sequence, we have

pn is late, if bi(tsn)− ri(tsn) < ε (5)

where ε is a positive bound to indicate late packets and tsn is pn’s send time.

2.3 Bandwidth Overload Probability

Packet loss or late arrival (i.e. unsuccessfully decoded packet) happens in terms
of (3) and (5), which is due to traffic allocated overload. It is clear that lost
packets is a subset of late packets, that is b(t)− r(t) < ε limitation tighter than
r(t) > b(t) limitation. So we define the overload situation if b(t)−r(t) < ε occurs.

Assuming at time η, the network available bandwidth is measured as b(η), pos-
sibly with feedback of the receiver or other bandwidth detection approaches [11],
[12]. However, network available bandwidth usually experiences change abruptly,
given instantaneous detected bandwidth b(η), during the period between two
consecutive bandwidth detections, the actual available bandwidth is

b(t) = b(η)−X, t ∈ [η, η + τ),
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where X is the available bandwidth variance (i.e., traffic load variance) from
b(η), also known as background traffic burst, and τ is the bandwidth detection
interval. Therefore, the probability of overload can be written as

Pr
{

[b(η)−X ]− r(t) < ε
}

= Pr
{
X > b(η)− r(t) − ε

}
.

The burst lengthX (negative when light load) is commonly considered according
to Pareto distribution [13]. Hence, according to Pareto property, we can carry
on this consequence

Pr
{
X > b(η)− r(t) − ε

}
=

[
b(η)− r(t)− ε

Xm

](−α)

,

where the burstX converges toXm in the limit of a large value of the exponent α,
and α is a positive parameter (note that, the smaller α is, the greater probability
overload occurs). In other words, Xm is the expected value of b(η) − r(t) − ε,
i.e. E

[
b(η)− r(t)− ε]. For b(η), its expected value keeps the same until the next

available bandwidth detection, and ε is determined by the streaming application,
while for r(t), its expected rate can be computed as the mean rate during time
scale t ∈ [η, η + τ), which is

E
[
r(t)

]
=

∫ η+τ

η r(t)dt

τ

To sum up, given the instantaneous detected available bandwidth b(η) at
time η and packet late bound ε, during the period of t ∈ [η, η + τ), the overload
probability is

Pr
{
b(t)− r(t) > ε

}
=

{
b(η)− r(t)− ε

b(η)− E[
r(t)

]− ε
}(−α)

(6)

The analysis of multipath streaming as well as bandwidth overload probability,
provides an in-depth study of multipath network behavior’s character, and help
us propose the optimal traffic allocation in the next section.

3 Traffic Allocation: Path Weight Determination

We generalize the previous observations, and derive theorems that guide the de-
sign of an optimal traffic allocation strategy. Since sending rate of every path de-
cides the traffic load on that path, traffic allocation problem can be transformed
to the problem of allocating rate among multiple paths. This section shows that,
in the optimal traffic allocation, sending rate of every path is assigned in propor-
tion to the path’s available bandwidth, which minimize the overall bandwidth
overload probability. We start from a multipath streaming scenario assuming
available bandwidth of paths can be precisely detected periodically.



154 Y. Zhang, C. Wang, and Y. Gao

Theorem 1 (Rate allocation). Given media application’s instantaneous send-
ing rate R(t) =

∑M
i=1 ri(t), and the detected available bandwidth bi(η) over Pi

at time η, the optimal rate allocation R(t)∗ = [r1(t), . . . , rM (t)]∗ during time
interval t ∈ [η, η + τ), that minimizes the overall bandwidth overload probability
based on (6):

R(t)∗ =
[
r1(t), . . . , rM (t)

]∗
= arg min

R(t)

M∑
i=1

Pr
{
bi(t)− ri(t) > ε

}
(7)

is set in proportion to paths’ available bandwidths

R(t)∗ =
[
R(t) · b1(t)∑M

i=1 bi(t)
, . . . , R(t) · bM (t)∑M

i=1 bi(t)

]
(8)

Proof. Deriving the minimum function given in (7),

M∑
i=1

{
bi(η)− ri(t)− ε

bi(η)− E
[
ri(t)

]− ε
}(−α)

its minimum value is obtained when all the items are equal

b1(η)− r1(t)− ε
b1(η) − E

[
r1(t)

] − ε = . . . =
bM (η) − rM (t)− ε

bM (η)− E[
rM (t)

]− ε
Only focusing on the first two paths, we have the cumulative equation during
time period of (η,η + τ ],∫ η+τ

η

{
b1(η) · E

[
r2(t)

]− b2(η) · r1(t) + r1(t) ·E
[
r2(t)

]}
dt

=
∫ η+τ

η

{
b2(η) · E

[
r1(t)

]− b1(η) · r2(t) + r2(t) ·E
[
r1(t)

]}
dt

Since ∫ η+τ

η

ri(t)dt =
∫ η+τ

η

E
[
ri(t)

]
dt,

we finally obtain ∫ η+τ

η r1(t)dt∫ η+τ

η r2(t)dt
=
b1(η)
b2(η)

.

Considering instantaneous rate allocation, we let

r1(t)
b1(η)

=
r2(t)
b2(η)

to get the minimum value. In a similar way, we have

r1(t)
b1(η)

=
r2(t)
b2(η)

= . . . =
rM (t)
bM (η)

,

where the path’s rate is set in proportion to the available bandwidth.
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Considering the constraint R(t) =
∑M

i=1 ri(t), to get the optimal rate allo-
cation R(t)∗ = [r1(t), . . . , rM (t)]∗, we should set path Pj ’s rate according to
Pj ’s fraction of total available bandwidth, which minimizes the overall overload
probability.

rj(t)∗ = R(t) · bj(t)∑M
i=1 bi(t)

(9)

The traffic allocation method provides a reasonable way of distributing pack-
ets in order to reduce packet loss and late arrival probability. In our packet
distribution scheme, path weight vector (ω1, ω2, . . . , ωM ) is introduced, which
indicates respective distribution capabilities of paths. By means of all paths’ in-
stant available bandwidth acquired by periodic detection, path Pm’s weight can
be determined

ωm =
bm(t)∑M
i=1 bi(t)

, and
M∑
i=1

ωi = 1, (10)

by which we execute packet distribution. A path with larger weight, is more
likely to attract media traffic. Actually, bm(t) = 0 is possible, which means no
available resource can we consume on path Pm, then the path’s weight ωm = 0
allows us to transmit no packet through path Pm, i.e. path Pm is abandoned.
Extremely when only one path have available bandwidth, multipath transmission
transforms to unipath transmission, which is reasonable in practical environment
[17]. In the next section, we describe our complete packet distribution algorithm
applying the path weight in detail.

4 Weighted Size-Aware Packet Distribution Algorithm

Suppose real-time streaming application generates a sequence of frames every
other capture time interval, and they are encoded by some encoder (e.g. MPEG-
4 or H.264/AVC). In practical, if an encoded frame’s size is larger than network
MTU, it is fragmented into several smaller network packets, each with size sn in
bytes. Then, in multipath streaming, these network packets Π = p1, p2, . . . , pN

are distributed to a set of M paths P = P1, P2, . . . , PM . Except this packet
distributing thread, another work for available bandwidth detection thread is
running. This detection and path weight computation are carried out every other
interval τ . The path weight vector (ω1, ω2, . . . , ωM ) is acquired in terms of (10).
Actually, path weight indicates that path’s expected traffic load proportion and
it is updated periodically.

Focus back to the main sending thread, given periodic renewed path weight
vector, packets should be exactly distributed according to path weight (i.e.,
the expected traffic load). Despite the rate allocation approach is an idealized
scheme, but the smallest possible data unit in streaming is a packet, differenti-
ated by size. Thus, a more explicit packet distribution scheme aware of packet size
is proposed, whose philosophy is to minimize the deviation of actual traffic dis-
tribution from the given path weight vector, i.e., from the expected distribution.
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Let Tm(n) and T
′
m(n), respectively, be the expected traffic load in bytes (de-

termined by ωm), and the actual traffic load in bytes to be sent on path Pm,
just after the packet pn’s distributing decision has been made. For an idealized
packet distributor, we have

Tm(n) = ωm ·
n∑

j=1

sj

where sj is the size of packet pj and j = 1, 2, . . . , N .
The main idea of packet distribution is to simulate optimal rate allocation as

closely as possible. However, the assignment of a complete packet to a path may
cause a transient load imbalance with respect to the targeted traffic allocation,
that is some paths may be fed more traffic than expected temporarily while other
paths may have less, after the distribution for a certain packet. Those paths fed
with more traffic than expected have the tendency of not having the next packet
assigned to them. Therefore, the current level of load imbalance as well as the
size of the next successive packet is required for the traffic distributor to make
the next distribution decision.

To quantify the above selection criterion, a metric is introduced to measure
the traffic underload on a path. The residual traffic load of every path, just
before distributing the packet pn, Rm(n), is defined as the amount of traffic load
in bytes that should be fed on path Pm in order to achieve the expected traffic
load. In other words,

Rm(n) = Tm(n)− T ′
m(n− 1),

M∑
i=1

Ri(n) = sn.

We use Rm(n) to measure the streaming traffic underload on Pm, just before
distributing pn. If Rm(n) > 0, path Pm has been injected with less traffic than
expected and, hence, pn can be sent on this path. On the other hand, if Rm(n) <
0, there is too much streaming traffic being assigned on it and, hence, packet pn

should not be transmitted on this path. Briefly, Rm(n) provides an indicator to
the packet distributor for deciding which path pn should be transmitted on.

Algorithm 1 presents the sketch of the main distributting process, where, for
clarity, we bring up again φn = m, if packet pn is sent on path Pm. After running
this algorithm, we can determine the optimal distribution policy Φ∗.

Concerning the distributing packet procedure’s time and space complexities,
it takes O(N) time for processing each packet as it searches for a path Pm such
that Rm(n) is maximized. Also, it needs O(N) counters to store its working vari-
ables. As the number of paths is generally small and fixed, we consider that the
computational and storage costs are minimal. For the path weight computation,
due to its simplicity and executed not very soon, its complexities are neglectable.
At the same time, we argue that the packet distribution is fair and explicit. For
any sequences of packets to be dispersed, the variance between the actual traffic
load and the expected traffic load allocated to each path is always bounded by
a finite constant.
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Algorithm 1. Weighted Size-Aware Packet distribution
Require: pn, sn, M, Pm, 1 ≤ m ≤ M
Ensure: Optimal packet distribution Φ∗ = [φ1, φ2, . . . , φn]∗

1: Initialize the variables
2: while frame capture time comes do
3: capture frame
4: while bandwidth detection time comes do
5: invoke Update Pathweight()
6: end while
7: encode frame
8: split frame into a packet sequence Ap with n

′
packets

9: for all packets pn in Ap do
10: invoke Distribute Packet(pn)
11: end for
12: end while

13: procedure Distribute Packet(pn)
14: S ← sn

15: for all each m, m ∈ 1, 2, . . . , M do
16: Rm(n) ← Rm(n − 1) + ωm · S
17: end for
18: choose a path Pm

′ such that Rm
′ (n) is maximized

19: φn ← m
′

20: Rm
′ (n) ← Rm

′ (n − 1) − S
21: end procedure

22: procedure Update Pathweight
23: for all each m, m ∈ 1, 2, . . . , M do
24: detect Pm’s available bandwidth bm

25: update ωm = bm(t)/
∑M

i=1 bi(t)
26: end for
27: end procedure

In summary, our packet distribution algorithm guarantees the variance be-
tween the actual traffic and the expected traffic under a limit bound. It is de-
ployed at the media sender side, usually working for just one media flow, thus
its complexity is acceptable for practical streaming applications.

5 Simulation Results

5.1 Simulation Setup and Relate Algorithms

We use ns-2 [16] to simulate multipath network scenarios. Two disjoint paths
are selected between video sender (source) and video receiver (sink), with band-
widths of 1Mbps and 500Kbps respectively, and with the same end-to-end trans-
mission delay of 100ms. A background traffic flow is generated according to the
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On/Off Pareto distribution on the first path (namely path1) and on the second
path (namely path2). The available bandwidth for our streaming application
is considered to be the background traffic’s rate subtracts from the total link
bandwidth, which is detected every other 1 second.

Four packet distribution algorithms are studied, namely, weighted size-aware
(WSA), weighted round robin (WRR), additive increase and multiplicative de-
crease (AIMD), and greedy (Greedy) [4], while the WSA approach is described in
Section IV. WRR distributes packets to each path in a weighted cyclical fashion,
where the weight is determined in terms of the total bandwidth of each path.
AIMD focuses on a particular path, and utilizes this path in a probe manner.
A initial threshold working as traffic load indicator is set at first, and media
applications allocate traffic load lighter than the threshold. When the allocated
traffic load does not exceed the available bandwidth, this threshold increases
additively, otherwise, it decreased multiplicatively. The following packets after
threshold hitting are distributed to the next path, where another instance of
AIMD is running. Greedy method is based on [4], it will not chose another path
for transmission unless all other available paths with higher available bandwidth
have been chosen. Moreover, the chosen paths should be used at their maximum
available bandwidth. Certainly, this available bandwidth is detected periodically
by video streaming applications. Excluding WRR, all the other three algorithms
are working by means of detected available bandwidth. Except the difference be-
tween traffic allocation schemes, an extraordinary of WSA from other schemes
is its fine-grained property resulted from packet size awareness.

5.2 Comparison of Performance

We evaluate these algorithms introducing standard CIF sequences foremancif un-
der different background traffic load levels, which are set as presented in Table 1.
Fig. 2a compares the number of lost packets achieved by the four packet distribu-
tion schemes. Greedy as well as WSA performs better even under high background
traffic load level. On the other hand, in order to test the late arrivals under differ-
ent background traffic load levels, packet’s maximum endurable transmission de-
lay is set to 500ms, all the packets arrive later than this deadline are late arrivals.
Fig. 2b gives the comparison of late arrivals over four algorithms. As expected,

Table 1. Background traffic load setup

Path Param L1 L2 L3 L4 L5

Path1
burst time (ms) 200 200 250 250 250

idle time (ms) 50 50 30 30 30

mean rate (Kbps) 750 800 850 900 950

Path2
burst time (ms) 100 100 200 200 200

idle time (ms) 50 50 30 30 30

mean rate (Kbps) 200 250 350 400 420
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Fig. 2. Comparison of performance from four packet distribution algorithms under
different load levels. (a) Lost packets. (b) Late packets. (c) PSNR.
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Fig. 3. Sample streaming rate on two paths with weigh ratio 3 to 2. (a) Round robin
distributing packets. (b) Weighted round robin distributing packets. (c) Weighted size-
aware (WSA) distributing packets.

Greedy generates a much larger number of late arrivals than other schemes, and
AIMD also produces amount of late arrivals. Interestingly, WRR seems to have
late arrivals avoidance, but we take notice that it has lost numerous packets, that
have already deteriorated video quality.

As an approach of comprehensively considering packet loss and late arrival, we
evaluate received video’s quality measured by PSNR metric, as depicted in Fig.
2c. It demonstrates that, WSA always has the highest PSNR in all background
traffic load levels. Another observation is that, Greedy’s performance degrades
faster than other schemes with the increasing of background traffic load.

5.3 Packet Size Aware

We now elucidate that WSA distributes streaming traffic load fairly by means
of packet size awareness, which is subsequent upon path weight determination
(i.e., rate allocation). Since encoded packets are of different sizes, even though
every path’s rate has been determined, distributing packets without considering
packet size may lead to actual traffic load deviation from expected.

Fig. 3 plots a set of sample streaming rate vectors to demonstrate this by
contrasting simple round robin and weighted round robin distribution with our
weighted size aware distribution (i.e., WSA). StarWarsIV is used to generate
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streaming traffic in this test. As shown is Fig. 3, each sample streaming rate
vector consists of two sample rates, each corresponding to a path, and measured
every other second. We observe that the distribution of sample rate vectors for
streaming traffic with expected ratio of 3:2 between path1 and path2. It is clear
that, when WSA is used, the sample streaming rate vectors are concentrated
on a region of a shin diagonal stripe, where the slope of that stripe is equal to
the expected ratio between path1 and path2. There is a much thicker stripe for
using weighted round robin packet distribution, and even a worse sample rate
vectors when simple round robin is employed. Anyway, WSA distributes packets
to paths in a fine-grained manner according to expected traffic allocation.

5.4 Effect of Path Number

In the above simulation, we have focused on two paths transmission scenario to
test weighted size-aware packet distribution algorithm. The effect of path number
used for real-time streaming based on our WSA scheme is also evaluated. To
survey this effect accurately, three long-term video trace files (i.e., StarWarsIV,
SouthPark, and OfficeCam) is used as video source. Each path’s bandwidth is
set to 1Mbps, and background traffic of mean bitrate 800Kbps with On/Off
exponential distribution is running on every path. All the three sequences are
streamed using 1 to 5 paths.

The results are presented in Fig. 4, three columns of each path number repre-
sent the situations when introducing different source files. With the increase of
path number, multipath’s benefit is gained significantly. Interestingly, by increas-
ing only one path improves the performance more than double times, and the
effect of multipath streaming is quite tremendous, which implies our excellent
packet distribution scheme. Additionally, it shows that, transmission latency is
minimized greatly, which contributes to late arrivals avoidance. The simulation
results prove that, by using weighted size-aware packet distribution for mul-
tipath real-time streaming, we make efficient utilization of network resources
taking into account real-time streaming characteristics.
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In summary, WSA packet distribution scheme performs better for multipath
real-time streaming, it distributes packets through multiple paths to avoid band-
width overload of a single path. The similar method aiming at balancing traffic
load between different paths is WRR, which generates no late arrived packet as
well as WSA. On the other hand, path with higher available bandwidth is pre-
ferred to other paths with lower available bandwidth in Greedy, and this strategy
bears less packet losses than other strategies. However, packets distributor with
Greedy algorithm brings a great number of late packets, which will be dropped
by real-time streaming applications.

6 Conclusions

In this paper, we provide an in-depth analysis of multipath real-time streaming
system considering media characteristics. These analyses point that by split-
ting traffic in proportion to the path’s available bandwidth, streaming appli-
cations experience minimal bandwidth overload probability, which results in
packet losses and packet late arrivals. And based on the distribution policy,
a novel weighted size-aware packet distribution algorithm (i.e., WSA) for mul-
tipath real-time streaming is described, which ensures actual load distribution
with a small deviation from expected. Our simulation results demonstrate the
effectiveness of WSA in reducing overall packet loss rate and packet late arrivals
as well as in improving video quality. Due to its satisfied effect and low com-
plexity, the weighted size-aware packet distribution algorithm provides a very
practical solution to efficient real-time streaming over multipath networks.
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Abstract. Semi-supervised learning is an important topic in machine
learning. In this paper, a network-based semi-supervised classification
method is proposed. Class labels are propagated by combined random-
deterministic walking of particles and competition among them. Differ-
ent from other graph-based methods, our model does not rely on loss
function or regularizer. Computer simulations were performed with syn-
thetic and real data, which show that the proposed method can classify
arbitrarily distributed data, including linear non-separable data. More-
over, it is much faster due to lower order of complexity and it can achieve
better results with few pre-labeled data than other graph based methods.

Keywords: semi-supervised learning, particle competition, complex net-
works, community detection.

1 Introduction

Complex networks is a recent and active area of scientific research, which studies
large scale networks with non-trivial topological structures, such as computer
networks, telecommunication networks, transportation networks, social networks
and biological networks [1,2,3]. Many of these networks are found to be divided
naturally into communities or modules, thus discovering of these communities
structure became one of the main issues in complex network study [4,5,6,7,8].
Recently, a particle competition approach was successfully applied to detect
communities modeled in non-weighted networks [9].

The problem of community detection is also related to the machine learning
field, which is concerned with the design and development of algorithms and tech-
niques that allow computers to “learn”, or improve their performance through
experience [10]. Machine learning algorithms usually falls in one of these two
categories: supervised learning and unsupervised learning. In supervised learn-
ing, the algorithm learns a function from the training data, which consists of
pairs of samples and their respective labels, so after having seen a number of
training examples the algorithm can predict the labels of unseen data. On the
other hand, in unsupervised learning the samples are unlabeled and the objective
is to determine how the samples are organized. One form of unsupervised learn-
ing is clustering, which is the partitioning of a data set into subsets (clusters), so
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that the data in each cluster share some characteristics. The algorithm proposed
in [9] to detect communities belongs to the unsupervised learning category.

With the emergence of the complex networks field and the study of larger
networks, it is common to have large data sets in which only a small subset of
samples are labeled. That happens because unlabeled data is relatively easy to
collect, but labeling samples is often an expensive, difficult or time consuming
task, since it often requires the work of humans specialists. Supervised learning
techniques cannot handle this kind of problem because they require all samples
labeled before the training process. Unsupervised learning techniques cannot be
applied to solve this kind of problem either because they ignore label informa-
tion of samples. In order to solve these problems a new class of machine learning
algorithms arose, the semi-supervised class. Semi-supervised learning is halfway
between supervised and unsupervised learning, it address these problems by com-
bining a few labeled samples with a lot of unlabeled samples to produce better
classifiers while requiring less human effort [11,12]. For example, consider Fig.
2a, it is a toy data set with 2000 samples, but only 20 of them are labeled (red
circles and blue squares), a supervised algorithm would learn from only these
20 samples and it would probably misclassify a lot of unseen samples, while an
unsupervised algorithm would consider all the 2000 samples without any dis-
tinction, thus not taking advantage of the labeled ones. On the other hand, a
semi-supervised algorithm can learn from both labeled and unlabeled samples,
probably producing a better classifier. Semi-supervised methods include gener-
ative models [13,14], cluster-and-label techniques [15,16], co-training techniques
[17,18], low-density separation models, like Transductive Support Vector Ma-
chines (TSVM) [19], and graph-based methods, like Mincut [20] and Local and
Global Consistency [21].

Traditional semi-supervised techniques, such as Transductive Support Vector
Machine (TSVM) [19], can identify data classes of well defined form, but usually
fail to identify classes of irregular form. Thus, assumptions on class distribu-
tion have to be made and unfortunately it is usually unknown a priori. On the
other hand, since most graph based methods have high order of computational
complexity (O(n3)), it makes their use limited to small data sets [11]. This is
considered as a serious shortage because semi-supervised learning techniques are
usually applied to data sets with large amount of unlabeled data. Also, many
graph based methods can be viewed as regularization frameworks, they are sim-
ilar to each other, basically differing only in the particular choice of the loss
function and the regularizer [22,20,21,23,24,25].

In this paper we present a new kind of network-based semi-supervised clas-
sification technique, by using particle walking and competition. We extend the
model proposed in [9] to handle weighted networks and to take advantage of
pre-labeled data. The main contributions of this new method are:

– unlike most other graph-based models, it does not rely on loss functions or
regularizers;

– it can classify arbitrarily distributed data, including linear non-separable
data;
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– it is much faster than other graph-based methods due to its low order of
complexity and thus it can be used to classify large data sets;

– it can achieve better results than other graph-based methods when a small
number of data samples is labeled.

This paper is organized as follows: Section 2 describes the model in details.
Section 3 shows some experimental results from computer simulations, and in
Section 4 we draw some conclusions.

2 Model Description

Our model is an extension of the particle competition approach proposed by
[9]. Their model is used to detect communities in networks, represented by non-
weighted networks. There are several particles walking in a network, competing
with each other for the possession of network nodes, and rejecting intruder par-
ticles. In this way, after a number of iterations, each particle will be confined
within a community of the network, so the communities can be divided by ex-
amining the nodes ownership.

In this paper, we have changed the nodes and particles dynamics, and some
other details that will follow, so the new model is not only suitable to conduct
semi-supervised learning, but also can represent weighted networks (weights rep-
resent pair-wise similarity between data samples). The model is described as
follows:

Given a data set X = {x1, x2, . . . , xn} ⊂ �m and a label set L = {1, 2, . . . , c},
some samples xi are labeled as yi ∈ L and some are unlabeled as yi = ∅. The
goal is to provide a label to these unlabeled samples.

First, we define a graph G = (V,E), with V = {v1, v2, . . . , vn}, and each node
vi corresponds to a sample xi. An affinity matrix W [21,26] defines the weight
between the edges in E as follows:

Wij = exp−||xi − xj ||2/2σ2 if i �= j, (1)
Wii = 0, (2)

whereWij defines the pair-wise relationship between xi and xj , with the diagonal
being zero, and σ is a scaling parameter which controls how quickly the affinity
Wij falls off with the distance between xi and xj .

Then, we create a set of particles P = (ρ1, ρ2, . . . , ρc), in which each particle
corresponds to a label in L. Each particle ρj has three variables ρv

j (t), ρ
ω
j (t) and

ρτ
j (t). The first variable, ρv

j (t) ∈ V , is used to represent the node vi being visited
by particle ρj at time t. The second variable, ρω

j ∈ [ωmin ωmax] is the particle
potential characterizing how much the particle can affect a node at time t, in
this paper we set the constants ωmin = 0 and ωmax = 1. The third variable,
ρτ

j (t) ∈ V , represents the target node by particle ρj at time t, sometimes the
particle will be accepted by the node, so ρτ

j (t) = ρv
j (t), and some times it will

be reject, thus ρτ
j (t) �= ρv

j (t), as we will explain later.
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Each node vi have two variables: vρ
i (t) and vω

i (t). The first, vρ
i (t) ∈ P register

the particle that owns node vi at time t. The second variable is a vector vω
i (t) =

{vω1
i (t), vω2

i (t), . . . , vωc

i (t)} of the same size of L, where each element vωj

i (t) ∈
[ωmin ωmax] corresponds to the level of ownership by particle ρj over node vi.
So, at any given time t the particle ρj that owns vi is defined as:

vρ
i (t) = arg max

j
v

ωj

i (t). (3)

Also, the following equations always holds:

c∑
j=1

v
ωj

i = ωmax + ωmin(c− 1). (4)

We begin the algorithm by setting the initial level of ownership vector vω
i by

each particle ρj as follows:

v
ωj

i (0) =

⎧⎨⎩
ωmax if yi = j
ωmin if yi �= j and yi �= ∅

ωmin + (ωmax−ωmin
c ) if yi = ∅

, (5)

which means the nodes corresponding to labeled samples already starts with
their ownership set to the corresponding particle with maximum strength, while
the other nodes starts with all particles ownership levels equally set.

The initial position of each particle ρv
j (0) is set to one of the nodes that

they already owns (corresponding to pre-labeled samples) as set in Eq. 5, so the
following holds:

ρv
j (0) = {vi|yi = j}. (6)

The initial potential of each particle is set as:

ρω
j (0) = ωmax. (7)

We kept the concept of random moving and deterministic moving from the
original model, where random moving means the particle will try to move to
any neighbor randomly chosen, and deterministic moving means the particle
will visit a node that it already owns. Here we extended these rules to handle
weighted networks as follows: in random moving the particle ρj will try to move
to any neighbor vi randomly chosen with probability defined by:

p(vi|ρv
j ) =

Wki∑n
q=1Wqi

, (8)

where k is the index of the node stored in ρv
j , so Wki represents the weight of

the edge connecting nodes ρv
j and vi. In deterministic moving the particle ρj will

try to move to any neighbor vi randomly chosen with probability defined by:

p(vi|ρv
j ) =

Wkiv
ωj

i∑n
q=1Wqiv

ωj

i

, (9)
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Fig. 1. Deterministic Moving and Random Moving Example Illustration. On the left,
the particle ρ1 is going to choose its target ρτ

1 among v2, v3 and v4. The graphics inside
each node denotes their respective ownership levels vω1

i (red) and vω2
i (yellow), which

corresponds to ρ1 and ρ2 respectively. On the right, the graphs show the probabilities
of choosing each node for either deterministic or random moving.

and again, k is the index of the node stored in ρv
j . At each iteration, each particle

has probability pdet of taking deterministic moving and probability 1 − pdet of
taking random moving, and 0 ≤ pdet ≤ 1. Once the deterministic moving or
random moving is chosen, the target neighbor ρτ

j (t) will be randomly chosen with
probabilities defined by Eq. 8 or Eq. 9 respectively. Figure 1 shows an example
situation where a particle is going to choose among three neighbors with different
edges weights and ownership levels, the graphics show the probabilities of each
node being chosen when using either deterministic or random moving.

Regarding the node dynamics, at time t, each ownership level vωk
i (t) of each

node vi, which was chosen by a particle ρj as its target ρτ
j (t), is defined as follows:

vωk

i (t+ 1) =

⎧⎪⎨⎪⎩
vωk

i (t) if yi �= ∅
max{ωmin, v

ωk
i (t)− Δvρω

j (t)

c−1 } if yi = ∅ and k �= j

vωk

i (t) +
∑

q �=k v
ωq

i (t)− vωq

i (t+ 1) if yi = ∅ and k = j

, (10)

where 0 < Δv ≤ 1 is a parameter to control the ownership levels changing speed.
If Δv takes a low value, the node ownership levels change slowly, while if it takes
a high value, the node ownership levels change quickly. Each particle ρj will
increase their corresponding ownership level vωj

i of the node vi they are targeting
while decreasing the ownership levels (of this same node) that corresponds to
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the other particles, always respecting Eq. 4. So if the particle already owns the
node its targeting, it will reinforce it, else it will increase its own ownership level,
possibly becoming the new owner. However, vω

i is fixed when yi �= ∅ (particle
visiting a pre-labeled sample), so their ownership levels never change.

Regarding the particle dynamics, at time t, each particle potential ρω
j (t) is set

as:
ρω

j (t+ 1) = v
ωj

i (t+ 1) with vi(t+ 1) = ρτ
j (t+ 1), (11)

which means every particle ρj have their potential ρω
j set to the value of its own-

ership level vωj

i from the node it is currently targeting. This way, a particle will be
strong as it is walking in its own neighborhood, but it will become weak if it try
to invade another neighborhood. Notice that to handle semi-supervised learning
we have made vω

i fixed when yi �= ∅, so a particle ρj can always “recharge” their
potential to the maximum (ρω

j = ωmax) when visiting nodes vi corresponding
to pre-labeled samples of its own class (yi = j). Meanwhile, particles ρj cannot
visit or change ownership levels of nodes vi corresponding to pre-labeled samples
of other class (yi �= j and yi �= ∅) no matter how hard they try, and they will
become weak (ρω

j = ωmin) every time they try.
Finally, the particle position at time t is defined as follows:

ρv
j (t+ 1) =

{
ρτ

j (t+ 1) if vρ
i (t+ 1) = ρj

ρv
j (t) if vρ

i (t+ 1) �= ρj
, (12)

with vi = ρτ
j (t + 1), which means that after raising its own ownership level on

the target node ρτ
j , the particle ρj will move to it if it already owned it or if

it became the new owner after that ownership level increase, else, it will stay
where it was. Notice that the node owner vρ

i at any time is defined by Eq. 3.
We have also introduced a “reset” mechanism to take the particles back to one

of the nodes corresponding to pre-labeled samples after a pre-defined amount of
steps, so the particles could walk around all the pre-labeled nodes. This way, after
each r steps, the particles are reset using Eq. 6, and their respective potentials
are set to the maximum by Eq. 7.

So, in summary, our algorithm works as follows:

1. Build the affinity matrix W by using Eq. 1,
2. Set nodes ownership levels by using Eq. 5,
3. Set particles initial positions and potentials by using Eq. 6 and Eq. 7 respec-

tively,
4. Repeat steps 5 to 11 until convergence or for a pre-defined number of steps,
5. Select between deterministic moving or random moving,
6. Select the target node for each particle by using Eq. 8 or Eq. 9 for determin-

istic moving or random moving respectively,
7. Update nodes ownership levels by using Eq. 10,
8. Update nodes ownership flags by using Eq. 3,
9. Update particles potentials by using Eq. 11,

10. Update the particles positions by using Eq. 12,
11. If r steps are reached, reset particles positions and potentials using Eq. 6

and Eq. 7 respectively.
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3 Computer Simulations

In this section, we present the simulation results of some semi-supervised clas-
sification tasks by using the proposed model with synthetic and real data sets.
We also compare our method with the Global and Local Consistency Method
[21] for both results accuracy and execution time. For our method, the following
parameters were held constant: pdet = 0.6 and Δv = 0.1. The other parameters
(σ and r) were set to their optimal values for each experiment. For the Consis-
tency Method, the parameter α = 0.99 was held constant, as the authors did in
their original article [21], and σ was set to its optimal value for each experiment.

The first experiment was carried by using the artificial image shown in Fig.
2a, a toy data set with 2000 samples divided in two linearly non-separable classes
(1000 samples per class), 20 of these samples (1%) are pre-labeled (10 from each
class). Our algorithm was able to accurately classify all the unlabeled data as
shown in Fig. 2b.

In the second experiment, we have used the Iris data set from the UCI Ma-
chine Learning Repository [27], which contains 4 attributes and 3 classes of 50
instances each, where each class refers to a type of iris plant. Both our Parti-
cle Method and the Consistency Method were used to perform semi-supervised
classification in this data set. At each set of experiments, some samples (10%
to 2%) were randomly chosen as the pre-labeled samples, and the remaining
ones were presented unlabeled to both algorithms for classification. The classi-
fication results from the algorithms are shown in Figure 3. As our algorithm is
non-deterministic there is small differences in the results obtained from different
runs, so all the results presented here are the average of 100 runs with the same
parameters and the same pre-labeled samples.

Our third experiment was performed using another real database, the Wine
data set, also from the UCI Machine Learning Repository [27]. This data set
results from a chemical analysis of wines grown in the same region in Italy, but
derived from three different cultivars. The analysis determined the quantities
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Fig. 2. Classification of the banana-shaped patterns. (a) toy data set with 2000 samples
divided in two classes, 20 samples are pre-labeled (red circles and blue squares). (b)
classification achieved by the proposed method.
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of 13 constituents (attributes) found in these three types of wines, there are
178 samples in total. Again, for each set of experiments, some samples were
randomly chosen as the pre-labeled samples while the others were presented to
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Fig. 5. Time elapsed to reach 95% correct classification with data sets of different sizes

the algorithms unlabeled. The classification results from both algorithms are
shown in Figure 4. The presented results, once more, are the average of 100 runs
with the same parameters and pre-labeled samples.

By observing Figures 3 and 4 we can notice that the Particle Method outper-
formed the Consistency Method in most cases, specially with the Wine data set.
The major gains are observed when there are fewer pre-labeled nodes, which is
another advantage of our method.

We also expect our method to be faster than other graph-based methods, be-
cause most of them have order of complexity O(n3) [11]. For instance, consider
the Consistency Method [21], although it usually requires few iterations to con-
verge, each iteration is O(n3) as they include n×n matrix multiplications. Also,
there is a single step before the iterations, the laplacian normalization, which
has high computational cost, for small data sets the cost of this step is even
higher than all the iterations together. On the other hand, although our method
usually requires thousands of iterations even for small data sets, each iteration
is only O(n × c), so we expect our method to escalate well and to be quite fast
for larger data sets.

In order to verify our expectations we have generated some banana-shaped
data sets with increasing number of samples, using PRTools [28] function
gendatb with the variance parameter fixed to 0.8. Then, we let both our method
and the Consistency Method classify each of these data sets, running with their
optimal parameters. For each data set we randomly chosen 10% of the samples
(half from each class) to be the pre-labeled samples input for both algorithms,
and finally we have measured the time each algorithm takes to achieve at least
95% correct classification of the remaining samples. All these tests were ran in
a regular desktop computer with an Intel Core 2 Quad Processor model Q9450
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and 4GB of RAM. Both algorithms were implemented using MATLAB [29]. The
results are shown in Fig. 5. Notice that each experiment was repeated 20 times
and the values in this graphic are the average time in these 20 runs. By observing
the results, it is clear that our algorithm becomes much faster as we increase the
data set size, confirming our expectations.

4 Conclusions

This paper presents a new network-based method for semi-supervised classifi-
cation using combined random-deterministic walking and competition among
particles, where each particle corresponds to a class of the problem. Starting
from a small territory corresponding to a few pre-labeled samples, these parti-
cles can expand their domain by walking in their neighborhood and preventing
other particles from entering in their territory.

Computer simulations were performed in order to check the model viabil-
ity, and the results shows that our model is a promising mechanism for semi-
supervised classification, achieving good classification accuracy in both synthetic
and real data. It is important to notice that as the data set size grows our tech-
nique becomes much faster than other graph-based methods. This is a desir-
able feature since semi-supervised classification techniques are usually applied
to data sets with large number of unlabeled samples. Also, our method seems
to be less affected by the size of pre-labeled set, the ability to learn from less
pre-labeled samples is another desirable feature in semi-supervised classification,
as pre-labeling samples is the expensive or time consuming task to be avoided.

Another advantage of our method is that it can incorporate unseen data
without any modifications in the algorithm, just insert the new nodes in the
graph, calculate their connection weights and after some iterations each of these
new node will belong to a particle, probably the particle that owns its neighbors.
The new nodes can even affect the classification of older nodes, as they can
become a new strong link between different neighborhoods.
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Abstract. This paper models the emergence of retail clusters on a
supply chain network comprised of suppliers, retailers, and consumers.
Firstly, an agent-based model is proposed to investigate retail location
distribution in a market of two complementary goods. The methodology
controls for supplier locales and unit sales prices of retailers and suppli-
ers, and a consumer’s willingness to patronize a retailer depends on the
total travel distance of buying both goods. On a circle comprised of dis-
crete locations, retailers play a non-cooperative game of location choice
to maximize individual profits. Our findings suggest that the probabil-
ity distribution of the number of clusters in equilibrium follows power
law and that hierarchical distribution patterns are much more likely to
occur than the spread-out ones. In addition, retailers of complementary
goods tend to co-locate at supplier locales. Sensitivity tests on the num-
ber of retailers are also performed. Secondly, based on the County Busi-
ness Patterns (CBP) data of Minneapolis-St. Paul from US Census 2000
database, we find that the number of clothing stores and the distribution
of food stores at the zip code level follows power-law distribution.

Keywords: clustering, agent-based model, location choice, distribution
pattern.

1 Introduction

In economic geography, clusters are geographical agglomerations of firms with
similar or complementary capabilities [1]. Geographical clusters of business lo-
cations have been prominent phenomena in almost all countries and regions.
Global integration increasingly contributes to regional specialization, with de-
creasing transportation costs and trade barriers enabling firms to closely interact
with other firms to benefit from local economies of scale [2,3].

An early investigation of clustering was performed by Marshall [4], who argued
that while firms are directly connected through business exchange, they are also
indirectly linked through competition for labor and production factors, and that
clustering of locations represented the distribution of economic activities. Weber
[5] proposed a theory of industrial location where industrial organizations locate
to minimize transportation costs of raw materials and final product. Christaller,
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in his central place theory [6], indicated that the effects of market threshold
and consumers’ preferences in terms of range of patronizing lead to a system of
central places, wherein each center supplies certain types of products forming
levels of hierarchy. Krugman [7] asserted that the geographical distribution of
firms is balanced by centripetal and centrifugal forces. The centripetal forces
entice firms to cluster, and the centrifugal forces cause firms to scatter.

The mechanism of business clustering has gained increasing attention. Porter
[8] formulated a diamond model to identify the mechanism of fostering industrial
dynamism and long-term development. Levinson and Krizek [9] proposed four
factors impacting a firm’s decision of where to locate on a spatially-structured
supply chain networks: complementors, competitors, connectors, and customers,
which comprised the diamond of exchange. Huang and Levinson [10] studied
retail location choice on a supply chain network of one product and found that
different numbers of competitors and transportation can lead to different retail
distribution patterns.

Hierarchical distributions of resources and economic activities have been
widespread in almost every city, region, and nation. Power-law distributions
have been found to well fit many natural and social phenomena, such as the
population of cities [12], distribution of land uses [13], and the number of cita-
tions received by published academic papers [14]. Zipf [15] proposed that city
sizes follow a special form of the hierarchical distribution which is latter named
as the Zipf’s law. Gabaix [16] and Ioannide et al. [17] indicated that the rank-
distribution of US cities follows the Zipf’s law. Zipf’s law was also found to fit
the distribution of US firm sizes and the sales of US manufacturing firms [18,19].
Similar results are also found for European and Japanese firms [20,21,22].

Yet human beings are still lacking understanding about the micro-foundations
of the agglomeration of human activities and resources; quantitative theoretical
models that can properly answer the question of how and why clusters emerge
and prosper need to be formulated. Microscopically, clusters form by experienc-
ing a complex and self-organized process in developmental stages, where business
agents are constantly learning and adapting [23]. It is of interest to examine how
individual agents’ seemingly random and chaotic decisions and interactions as a
whole lead to clusters of firms.

As an extension of Huang and Levinson [10], this research builds an agent-
based model to examine retail location choice on a simplified supply chain net-
work of suppliers, retailers, and consumers. Retailers maximize profits by lo-
cating, which is modeled as a repetitive game. We are interested in the retail
distribution pattern in equilibrium. It should be noted that this study analyzes
a pure model of agglomeration of firms without forms of co-operation and other
inter-organizational linkages. The basic assumptions of this model are: (1) Two
categories of products exist in the market; one retailer only sells one category
of products. (2) Each consumer needs both products. (3) Each consumer buys
all needed products of one category from one retail=er in one trip. (4) Con-
sumers share the same utility function, suggesting that they have the same taste
when patronizing retailers. (5) Suppliers of the same product offer the same unit
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sales price and keep their price and locations fixed at all times. (6) Retailers of
the same product have the same fixed unit sales prices. (7) Retailers’ moving is
costless.

The rest of the paper is organized as follows. Section 2 describes autonomous
players and defines the concepts of cluster and average cluster density to measure
retail spatial patterns. Section 3 depicts and analyzes the simulation results. Sec-
tion 4 performs sensitivity tests on the number of retailers. Section 5 discusses
the principles of retail location choice. Section 6 analyzes the distribution pat-
terns of clothing stores and food stores in Minneapolis–St. Paul in the state of
Minnesota, United States. Finally, Section 7 concludes the paper.

2 The Model

In this section, a multi-agent paradigm is adopted to model a repetitive non-
cooperative game of retail location choice. All players sit on the circle of a finite
number of uniform locations. This section introduces agents in this model: sup-
pliers, retailers, and consumers. Variables and constants used in this research
are listed in Table 1.

2.1 Consumers

The market has two categories of products x and y, which are sold by two kinds
of retailers. Let Rxi indicate retailer i of product x, and Ryj indicate retailer j
of product y. Consumers hope to buy both products with minimum cost, which,
in this research, implies minimum total travel distance. A trip is defined as a
round-trip from home to visit Rxi and Ryj . Trips are assumed not to have fixed
costs; only total distance matters. In the scenario of Wx number of Rxi and Wy

number of Ryj, there are in totalWx ·Wy trip candidates, from which a consumer
chooses the shortest trip.

Let dpi, dpj , and dij respectively denote the shortest distance between con-
sumer p and retailer Rxi, between consumer p and Ryj , and betweenRxi and
Ryj . Since players locate on a circle, it can be easily deduced that dpi, dpj , and
dij are larger than or equal to the half of the circle perimeter. Given retailer Rxi

and retailer Ryj , the shortest trip distance dt for consumer p can be calculated
by the following method: if the summation of dpi, dpj , and dij is larger than or
equal to the perimeter of the circle where retailers are located, the shortest trip
is the perimeter of the circle. Otherwise, the shortest trip distance equals twice
of the largest value of dpi, dpj , and dij .

Consumers are assumed to be homogeneous, sharing the same utility function.
The utility for consumer p to patronize retailer Rxi equals:

Upi =
Wx·Wy∑

t=1

k1 · dβ
t · πti (1)

Where β is expected to be negative because longer travel distance generally
diminishes consumers’ willingness of patronizing. To account for preferences
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Table 1. List of Variables

Variables Description
dpi shortest distance between consumer p and retailer Rxi

dpj shortest distance between consumer p and retailer Ryj

Upi consumer p’s utility of partronizing retailer Rxi

πti dummy variable, equaling 1 if Retailer Rxi is included in trip t
dt total travel distance of trip t
bpi binary variable, which equals 1 if consumer p patronizes retailer Rxi

ρpi probability for consumer p to patronize retailer Rxi

ρpm probability for consumer p to patronize a retailer sitting at locale m
mik shortest distance between retailer Rxi and supplier k of product x
Ωim expected profit for retailer Rxi when locating at m
Πi actual profit of retailer Rxi

σmk shortest distance between supplier k and locale m on the circle
lmk binary variable, which equals 1 if a retailer in location m patronizes supplier k
lik binary variable, which equals 1 if retailer Rxi patronizes supplier k
εi number of retailers in cluster i
τi number of locations in cluster i
ϕn mean cluster density of the distribution pattern of n retailers
Constants Description
k1 a constant in consumers’ uitlity function
θ unit retail sales price of product x
χ unit retail y sales price of product y
λx individual customer’s demand on product x
λy individual customer’s demand on product y
u retailers’ unit shipping cost per product
δ unit sales price of suppliers of x
υ unit sales price of suppliers of y
N number of consumers
K number of suppliers of product x
L number of suppliers of product y
Wx number of retailers of product x
Wy number of retailers of product y
C total number of locales on the circle

associated with factors other than traffic cost (and thus avoid a determinis-
tic model, which is a special case where travel cost dominates), we use a logit
model in which the probability for a consumer to patronize a retailer depends
on travel cost but has a random component. The probability for consumer p to
patronize retailer Rxi is formulated as:

ρpi =
eUpi∑

j∈Wx
e

Upi

j

(2)

Similar formulas can be established for retailer Ryj . It should be noted that
when a consumer’s locale contains both retailers of x and retailers of y, the total
travel distance becomes zero. In reality, there is always some distance between
a consumer’s home and a retail store. Thereby in this case, we set this intra-
zonal distance to be 0.25 of the distance between two adjacent locations on the
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circle, which is a typical empirical value used in regional transportation planning
models.

The Roulette Wheel Selection method is adopted for a consumer to select a
retailer. This approach suggests that a retailer with a larger ρpi for consumer p
has a greater chance to be selected by this consumer. A consumer’s probabilities
of patronizing all retailers comprise his wheel of selection, which is updated
in every round; and a spin of the wheel selects a retailer. The sequence for
consumers to patronize retailers is randomly decided for each round.

2.2 Suppliers

There are two kinds of suppliers which sell product x and product y, who are
evenly distributed on the circle and are co-located. The model assumes that all
suppliers offer the same unit sales price and can always produce enough goods
to meet market demand. Suppliers locations are fixed in all rounds.

2.3 Retailers

Retailers connect suppliers and consumers on supply chains. Retailers’ initial lo-
cations are randomly assigned. In the beginning of each round, retailers evaluate
expected profits of all locations. For example, retailer Rxi’s expected profit in
locale m, Ωm, is calculated as:

Ωm = (
N∑

p=1

λ · ρpm) · [θ −
K∑

k=1

(δ + u · σmk)lmk] (3)

Where
∑N

p=1 λ · ρim represents total expected sales of products in locale m. The
following part in brackets refers to expected profit per product, equaling sales
price minus cost. A retailer’s cost includes the purchasing cost of products from
a supplier and the shipping cost which is proportional to shipping distance and
quantity of products. Here we assume a retailer patronizes the closest supplier.
After evaluating profits of all localities, a retailer moves to the locale that has the
highest expected profit (revenue - cost), given others are geographically fixed at
that time. Each retailer can only move once per round; the sequence for retailers
to move is randomly decided, no matter what products they sell.

After all retailers choose locations, consumers begin to patronize retailers; the
method is introduced in Section 2.1. Retailers’ actual profits are calculated at
the end of one round. A typical formula of retailer Rxi’s actual profit, Πxi, is as
follows:

Πi = (
N∑

p=1

λ · bpi) · [θ −
K∑

k=1

(δ + u ·mik)lik] (4)

Compared with function (3), the main difference is the way total sales amount
is calculated, which in this function equals Rxi’s sales price times actual sales
amount at the end of a round. The actual profit and expected profit are different
for two reasons: First, actual profit is calculated when all retailers have had an
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opportunity to relocate, that is at the end of a round, whereas expected profit
may be estimated before other retailers find new locations. Second, consumers
patronize retailers stochastically.

2.4 Measuring Spatial Distribution

We measure the number of discrete retail clusters and average cluster density
when a game reaches equilibrium. A cluster is defined as an agglomeration of
retailers that are geographically adjacent or in the same locale of the circle.
Cluster density is calculated as the number of retailers in a cluster divided by
the number of locations in the cluster. The mean average cluster density of n
retailers, ϕn, is formulated as:

ϕn =
1
M

M∑
i=1

εi
τi

(5)

where τi is the number of locations in cluster i; εi is the number of retailers in
cluster i; M is the total number of clusters.

3 Experiments and Results

In our first basic experiment, all agents sit on a circle of 100 uniform discrete
locations, where 5000 consumers are evenly distributed on these locations. A
consumer’s demand on product x is 20 and on product y is 10. First, we examine
the scenario of 5 retailers of x, 5 retailers of product y, 5 suppliers of x, and 5
suppliers of y. Table 2 shows the values of the parameters used in this experiment.
A game is believed to have achieved an equilibrium when all retailers stay at
their current locales for three consecutive rounds. Since multiple equilibria may
exist in this game, we test 400 different retail initial location patterns.

Typically a stable pattern emerges after the first round. Our results find five
retail location distribution patterns, which can be grouped into four categories
by the number of clusters (it should be noted that here we consider the geo-
graphical patterns, although each individual retailers’ final location may vary in
each game depending on their initial patterns and the sequence of moving). The

Table 2. Value of parameters in the scenario of 10 retailers and 10 suppliers

Parameters value Parameters value
N 5000 k1 1
C 100 χ 2.5
u 0.08 ($) δ 1.5 ($)
υ 1.0 ($) K 5
θ 3.5 L 5
λx 20 Wx 5
λy 10 Wy 5
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Table 3. Probability distribution of the number of clusters and cluster density for the
case of 10 retailers and 10 suppliers

Number of clusters Probability Cluster density Probability
1 0.861 10 0.741
2 0.128 6 0.120
3 0.011 5 0.117

3.3 0.011
3 0.011

probabilities for different numbers of clusters and cluster densities are shown
in Table 3. The most common pattern is only one cluster, where all retailers
accumulate at a supplier locale. All the retail distribution patterns share two
features: (1) retailers only stay at supplier locales; (2) the same number of re-
tailers of x and retailers of y co-locate, indicating that they constitute pairs. It is
interesting to notice that the evenly distributed pattern of retailers—every one
retailer of x and every one retailer of y double at a supplier locale—does not
appear in our experiments. To further explore its possibility, we purposely set
the initial distribution pattern to be very similar to the evenly distributed one,
the result of which is that the evenly distributed pattern emerges.

It can be summarized that the hierarchical pattern of one cluster is most com-
mon, while the spread-out patterns with a larger number of clusters are very rare,
which is the feature of power-law distribution. According to the definition of power-
law distribution, a quantity x follows a power law if its distribution obeys

p(x) ∝ x−α, (6)

where α is the scaling parameter. The logarithmic scale of p(x) and x have
the form of a linear relationship with slope −α. Figure 1 shows log-log plots of

Fig. 1. Log-log plot showing power-law distributions in the number of clusters for 10
retailers (5 retailers of x and 5 retailers of y), where α = 3.83
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Fig. 2. Log-log plot showing power-law distributions in the number of clusters for the
scenarios of 6, 8, 12, and 18 retailers in total, where the number of retailers of x equals
the number of retailers of y

probability distribution of the number of clusters in our result. The model fit
test confirms our hypothesis of power law; α is estimated to be 3.83 through
maximum likelihood estimation (MLE).

4 Sensitivity Tests on the Number of Retailers

Our sensitivity tests investigate different numbers of retailers. First, presumably
having the same number of retailers of x and retailers of y, we examine the
scenarios with total number of retailers respectively equaling 4, 6, 8, 10, 12,
14, 16, 18, and 20. 100 different retail initial location patterns are examined
for each scenario; other conditions are the same as the first experiment. The
experimental results disclose that the probabilities of the numbers of clusters in
all these cases follow power-law distributions. The pattern of one cluster at a
supplier locale has the highest probability to appear; in addition, each cluster
contains the same number of retailers of x and retailers of y. Figure 2 shows the
probability distribution for the scenarios of 6, 8, 12, 18 retailers.

Second, we also examine the scenarios where the number of retailers of x
and retailers of y are not equal. We set the number of retailers of x to be 5,
and run the number of retailers of y from 4 to 9; each case are tested with 100
different retail initial location patterns. The results, as shown in Figure 3, also
indicate that hierarchical patterns emerge with a high probability. The proba-
bility distributions of the numbers of resultant clusters are all found to well fit
the power-law distribution. Table 4 displays the estimated exponent α for the
scenarios of various numbers of retailers. It is disclosed that controlling for the
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Fig. 3. Log-log plot showing power-law distributions in the number of clusters for the
scenarios where the number of retailers of x equals 5 and the number of retailers of y
respectively equals 4, 6, and 8. When the number of retailers of y equals 6, α = 2.27;
when the number of retailers of y equals 6, α = 4.11; when the number of retailers of
y equals 6, α = 4.03.

Table 4. Estimated exponent α for different numbers of retailers

# of retailers of x # of retailers of y α

5 4 2.27
5 5 3.81
5 6 4.11
5 7 4.58
5 8 4.01
5 9 4.01
6 6 3.59
7 7 3.77
8 8 2.00
9 9 3.10
10 10 3.49

number of retailers of x, as the number of retailers of y increases, the scaling
parameter becomes larger, meaning that the slope of the power-law trend line
gets steeper. Additionally, the values of the scaling parameter in the cases of
different numbers of retailers of x and y tend to be larger than those of the
scenarios with the same number of retailers of x and y.

5 Discussion

Our experiments illustrate some principles for retail location choice in our model:

1. Pairing of retailers of complementary goods. Ceteris paribus, a retailer is
more likely to move to a locale with more retailers of complementary goods.
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2. Staying close to suppliers. Retailers all co-locate with suppliers to reduce
transportation cost.

3. Avoiding direct competition. All else equal, retailers choose places whose
neighborhood has a lower density of retailers of the same product to avoid
direct competition.

If there is only one product in the market, such hierarchical patterns cannot
be stable in that some retailers in a big cluster can easily move to an open
space on the circle to occupy a larger market [10]. In this model, however, since
consumers consider total travel distance of buying both goods, retailers’ location
choice depends not only on their distance to suppliers and consumers, but also
on the locations of retailers of complementary goods. Our results discover that a
retailer does not unilaterally move to a new locale unless it can pair with another
retailer of complementary goods there.

In the central place theory, Christaller [6] claimed that in the areas with
evenly-distributed population and resources, settlements have equidistant spac-
ing between centers of the same order; high-order services are farther away
from low-order services. Yet this research reveals that even in a market of two
equally important products, hierarchical distribution patterns can autonomously
emerge. This comports with the notion of retail districts found in many cities
[9], such as the Kappabashi district of Tokyo specializing in kitchen equipment
(and plastic sushi) along with similar examples of clustered competitors. In this
model, although the even distribution pattern of retailers can occur under cer-
tain circumstances, to acheive this each cluster needs almost the same timing
to emerge, which has a high requirement for retail initial distribution conditions
and the sequence of location choice. Thereby it is much more difficult to emerge
than the hierarchical ones.

6 Retail Geographical Distribution in the Twin Cities

Based on the County Business Patterns (CBP) data from the US Census 2000
database, we further examine the retail geographical distribution patterns in
the Twin Cities. Each zip code area is considered as a cluster. Two categories
of retailers are selected according to the 6-digit NAICS code. One category is
food and beverage stores, including supermarkets and other grocery (except con-
venience) stores (445110) and convenience stores (445120); we believe products
in this category are complementary to each other. The other category is cloth-
ing and clothing accessories stores, which include: mens clothing stores (448110),
womens clothing stores (448120), childrens and infants’ clothing stores (448130),
family clothing stores (448140), other clothing stores (448190), and shoe stores
(448210); the commodities from these stores are also complementary.

Fig.4 presents the cumulative distribution for the number of food and bever-
age store establishments. The distribution fits the power law with an R-square
of 0.94, and the scaling parameter is estimated to be 1.10. Fig. 5 shows the
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Fig. 4. The cumulative distribution for the number of food and beverage stores by zip
code in the Twin Cities, MN in 2000. The scaling parameter is estimated to be 1.10.

Fig. 5. The cumulative distribution for the number of clothing and accessories stores
by zip code in the Twin Cities, MN in 2000. The scaling parameter is estimated to be
0.45.

cumulative distribution for the number of clothing and clothing accessories
stores. Its distribution is power law with a kink in the curve; the MLE method
estimates the scaling parameter to be 0.45. Such findings can be seen as empir-
ical evidence of hierarchical distribution patterns of retailers of complementary
goods.
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7 Conclusions

Geographical clusters have received great attention in recent years, yet the mech-
anism of clustering of business activities has not been fully understood.

This paper proposes an agent-based model to examine retail location choice
in a market of complementary goods. This model considers the impact of both
market demand and transportation cost. Our results find autonomous emergence
of retail clusters; the hierarchical distribution patterns (in particular, the pattern
of only one cluster) appear with a high probability. The probability distributions
of the number of retail clusters follows power laws. It should be noted that this
occurs with only a single mechanism (trip chaining for complementary goods
on the part of the customer), and other mechanisms (such as the desire of cus-
tomers to comparison shop) are not required to produce clusters, but may also
be additional source of clustering behavior. In addition, based on the US Census
data in 2000, we find that the retail distribution patterns of retailers of food
stores and clothing stores by zip code follow power laws.

Retail location choice is a process involving balancing many different factors,
such as distance to suppliers, distance to its complementary goods, and distance
to direct competition. This research discloses that co-locating of retailers of
complementary goods is a striking phenomenon. In addition, retailers settle down
at their supplier locales to minimize transportation cost.

The framework of this model can be extended in the following aspects. Factors
such as price, brand, product quality, word of mouth, and considerations about
scheduling can impact consumers’ choice of retailers. The model can incorporate
mechanism by which retailers can compete by adjusting sales price and quality.
Land price and local wage price also affect retailers’ cost. Another intriguing
future work is to examine this model in the context of a more general grid
network, which requires modifying the rule of calculating travel distance and
transportation cost. Also, it would be of interest to relax the assumption that
one retailer can only sell one category of products; the model will better reflect
the reality if retailers can autonomously decide whether to specialize or expand
their scope.

In empirical studies, it is worthwhile to further consider what the proper
level should be to examine the distribution of retailers. Most studies categorize
industries and plants into politically defined regions such as states, counties,
Metropolitan statistical areas (MSA), and zip code areas. While they can be
meaningful indicators of clusters, clusters that are on the edges of several adja-
cent counties or zip code areas are not properly measured by looking from the
county or zip code level.
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Abstract. According to complexity theory, this paper analyses several charac-
teristics of some present Web2.0 systems, such as Blog, Wiki, SNS and social 
tags. It also summarizes the disadvantages of current information system design 
methods and finally re-designs it based on CAS and DSDM. 
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1   Introduction 

The concept of "Web 2.0" began with a conference brainstorming session between 
O'Reilly and MediaLive International. Dale Dougherty, web pioneer and O'Reilly VP, 
noted that far from having "crashed", the web was more important than ever, with 
exciting new applications and sites popping up with surprising regularity [1]. Though 
there is no common answer to what is Web 2.0, in the next few years the core ideas 
unknowingly and continued to infiltrate into the Internet. Users gradually changed 
from the recipient of information into the producers and disseminators, from the audi-
ence to their own social group who have the right to speak, and gradually shift from 
an individual to a social group with a common concern, the Internet services model 
also gradually change. 

With the idea of Web2.0 widely understanding, and information system evolves 
from low-level to advanced, simple to complex, close to open, and isolated to coop-
erative, The components of information system become more dependent, the coupling 
degree among components gets lower, while the components interact and collaborate 
more flexibly. In a word, information system shows more characters of complex sys-
tem than before. The most prominent ones are web2.0 systems. Therefore, it becomes 
a growing real need that using some theories and methods of related with system 
complexity research to study and design the information system. 

2   CAS Theory 

2.1   The Core of CAS 

The core of CAS theory is that adaptation makes complexity [2]. Complex adaptive 
systems are special cases of complex systems. They are complex in that they are 
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diverse and made up of multiple interconnected elements and adaptive in that they 
have the capacity to change and learn from experience [3]. A Complex Adaptive 
System (CAS) is a dynamic network of many agents (which may represent cells, 
species, individuals, firms, nations) acting in parallel, constantly acting and reacting 
to what the other agents are doing. The control of a CAS tends to be highly dispersed 
and decentralized. If there is to be any coherent behavior in the system, it has to arise 
from competition and cooperation among the agents themselves. The overall behavior 
of the system is the result of a huge number of decisions made every moment by 
many individual agents. The term complex adaptive system (CAS) was coined at the 
interdisciplinary Santa Fe Institute (SFI), by John H. Holland, Murray Gell-Mann and 
others.  

2.2   General Properties 

Despite substantial different systems center on them in detail, CAS share four major 
features [4]: 

1. Parallelism. CAS consists of large numbers of agents that interact by sending 
and receiving signals. Moreover, the agents interact simultaneously, producing large 
numbers of simultaneous signals. 

2. Conditional action. The actions of agents in a CAS usually depend on the signals 
they receive. That is, the agents have an IF/THEN structure: IF [signal vector x is 
present] THEN [execute act y]. The act may itself be a signal, allowing quite compli-
cated feedbacks, or the act may be an overt action in the agent’s environment. 

Interlocking sequences of signal-processing rules become programs that are exe-
cuted in parallel, with all that implies for flexibility and breadth of repertoire. 

3. Modularity. In an agent, groups of rules often combine to act as “subroutines”. 
For example, the agent can react to the current situation by executing a sequence of 
rules. These “subroutines” act as building blocks that can be combined to handle 
novel situations, rather than trying to anticipate each possible situation with a distinct 
rule. Because potentially useful building blocks are tested frequently, in a wide range 
of situations, their usefulness is rapidly confirmed or disconfirmed.  

4. Adaptation and evolution. The agents in a CAS change over time. These changes 
are usually adaptations that improve performance, rather than random variations. 

3   Research on Present Characteristic Web2.0 Systems 

In recent years, thousands of new web information systems appeared on the internet 
which based on the conception of Web2.0. Blog, Wiki, Social Network Service, and 
Social Tags are the four main kinds of Social Software [5] which are recognized as 
applications of Web 2.0. From the view of CAS (Complex Adaptive System) theory, 
Web 2.0 system has characteristics of aggregation, nonlinearity, flows and diversity, 
mechanisms of tagging, internal model and building blocks [6]. These characteristics 
and mechanisms are recognized by Holland [2] as the seven basic points of CAS.  

Different from traditional software and information system, web2.0 systems have 
some typical characters as follows:  
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1. They use more participative-architecture and open-architecture; the most impor-
tant is that people become a part of design of system; 

2. There are plenty of nonlinear and self-organized mechanisms in system, these 
mechanisms can make the system adjust its function and structure continually to adapt 
to the changing environment; 

3. The interactions and inter-operations among these systems become very frequent 
and complex than ordinary ones, the complex relation of the interactions and inter-
operations facilitate a dynamic complex network coming into being, The complex 
network, which is quite similar to ecology network;  

4. Social network analysis has been applied to information system design as em-
bedded algorithms. In these systems, spontaneous cooperation among users allows 
many kinds of social networks to grow up from the bottom. 

According to observation, user’ enthusiasm of creativity started to descend, and the 
interaction among participators is increasing. How can we find the change when we 
design an information system? This problem has been raised in the paper [4]. So in 
the new method of information system design will be concerned, one is that keep the 
enthusiasm of participators, the other is that how to find the rule of system’s adapta-
tion and evolution. And we never deem these types of web2.0 systems as isolated 
ones, they are a whole. 

4   The New Method of Web2.0 Information System Design 

4.1   The Trend of Information System Design and Development 

With the rapid development of information technology, the design and development 
of information systems also took place change time and again. From the evolution and 
development patterns of information systems, they were the earliest single-user, 
stand-alone system (or a host with multiple terminals), then developed the cli-
ent/server model (C/S) systems which were used in the local area network or a closed 
network environment, after that, browser/server (B/S) model systems were used in the 
open environment of the Internet, as well as ,the expansion of the three-tier and multi-
layer structure based on B/S model. Recently, developed to the so-called fat client 
model and decentralized peer-to-peer (P2P) model, information systems were toward 
more personalized, intelligent, distributed and decentralized. We can see from the 
Figure 1. 

 

Fig. 1. The evolution and development of information system 
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4.2   Present Method of Development and Design 

In the software engineering domain, software or information system development 
process is a structure imposed on the development of a software product. Synonyms 
include software life cycle and software process. There are several models for such 
processes, each describing approaches to a variety of tasks or activities that take place 
during the process. 

The best-known and oldest process is the waterfall model, where developers are to 
follow these steps in order: Requirements specification, Design, Construction 
(implementation or coding), Integration, Testing and debugging (validation), 
Installation (deployment), Maintenance. After each step is finished, the process pro-
ceeds to the next step, just as builders don't revise the foundation of a house after the 
framing has been erected.  

Iterative development is a cyclic software development process developed in re-
sponse to the weaknesses of the waterfall model. The basic idea behind iterative en-
hancement is to develop a software system incrementally, allowing the developer to take 
advantage of what was being learned during the development of earlier, incremental, 
deliverable versions of the system. Learning comes from both the development and use 
of the system, where possible. Key steps in the process were to start with a simple im-
plementation of a subset of the software requirements and iteratively enhance the evolv-
ing sequence of versions until the full system is implemented. At each iteration, design 
modifications are made and new functional capabilities are added.  

The traditional approaches of system design have a common feature, it’s top-down, 
according to needs design and analysis system. All of the design, structural order and 
classification are pre-determined by the designer, once the demand changing, it is 
difficult to make rapid and adaptive responding. Designer doesn’t take into account 
that users’ involvement is a key part of information system design. To methodology, 
they are a product of dualism, the relationship of user and system is use and used, with 
the change of requirements, traditional approaches are difficult to adapt themselves.  

Agile development and dynamic systems development method (DSDM) bring us a 
new hope. DSDM is one of a number of agile methods for developing software. It is 
an iterative and incremental approach that emphasizes continuous user involvement. 
Its goal is to deliver software systems on time and on budget while adjusting for 
changing requirements along the development process. There are 9 underlying princi-
ples consisting of four foundations and five starting-points [7]. 

4.3   The Method of Web2.0 Information System Design 

In a paper called “The Dynamic Business Applications Imperative,” John R. Rymer, a 
senior analyst with Forrester, points to a fundamental shortcoming of today’s applica-
tions: Today's applications force people to figure out how to map isolated pools of 
information and functions to their tasks and processes, and they force IT pros to spend 
too much budget to keep up with evolving markets, policies, regulations, and business 
models. IT's primary goal during the next five years should be to invent a new genera-
tion of enterprise software that adapts to the business and its work and evolves with it. 
Forrester calls this new generation Dynamic Business Applications, emphasizing 
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close alignment with business processes and work (design for people) and adaptability 
to business change (build for change). 

In the book of “The Fifth Discipline”, Peter Senge said: From a very early age, we 
are taught to break apart problems, to fragment the world. This apparently makes 
complex tasks and subjects more manageable, but we pay a hidden, enormous price. 
We can no longer see the consequences of our actions; we lose our intrinsic sense of 
connection to a larger whole. When we then try to "see the big picture," we try to 
reassemble the fragments in our minds, to list and organize all the pieces. But, as 
physicist David Bohm says, the task is futile—similar to trying to reassemble the 
fragments of a broken mirror to see a true reflection. Thus, after a while we give up 
trying to see the whole altogether [8]. 

After analyzing the features of present Web2.0 system, the trend of information 
system and the characters of present approaches of development, now we will put 
these fragments together, design a method of Web2.0 information system develop-
ment combined with CAS theory and DSDM. Figure 2. 

 

Fig. 2. The method of Web2.0 information system design 

1. Core dynamic business flow 
According to different circumstances, core business, as an engine of system, must 

be designed the fundamental business and service. Allow users to participate in the 
entire process of dynamic business and applications, in the process of participation 
exert their creativity, encourage them to cooperate with their friends or partners. With 
incentives make their participation more meaningful, and share the joy of success. In 
this way user will maintain long-term enthusiasm for participation. And unlike most 
of the SNS is made only for entertainment with your partners. To reach adaptability of 
system’s business flow, every state is open, and can accept information from internal 
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control and external feedback. Own the adaptability, and system can supply better 
services and applications.  

2. External Feedback 
Based on the theory of CAS, the constitution of a complex adaptive system has 

agent and environment. In the approach of web2.0 information system development 
and design, people serve as an important part; they are not only the creators of sys-
tem’s information, but also the foundation of the self-organization and creators of 
emergence. So user involvement is a prominent character. So-called environment is 
laws, policies and social effects and others. The information will be collected and 
transmitted to compute center of internal control for system’s improvement. At the 
same time, the maintainer will realize dynamic reflection of user’s requirements and 
environment’s change, in order to optimize the program in compute center. 

3. Internal control 
Just agents and environment, we can not get our goal. We need another one, it is 

mechanism. What is mechanism? It is the rule of user’s behavior in the system, there 
is no system can run without regulation. Agent, environment and regulation can create 
complexity, and then the system can evolve. We don’t know where the system will 
go, but we can control the regulation of the system, via these mechanism lead and 
help the evolution of system.  

Compute center. Its main work is to find the rule of system evolution. The rule is 
not permanent, and can change with the external feedback information. Filtering in-
formation, analyze and track record of users’ behavior is the specific ways. Creators’ 
information and behavior record are collected by compute center, and then through 
the calculation of algorithm and statistic analysis get the related data. At this time, 
maintainer of the system will give a report about suggestion of optimizing function  
and the situation of users’ behavior and interests based on external environment and 
related data. Compute center will be optimized by programmer accordance with the 
report. In order to realize better individual service, we record users’ behavior. With 
constantly improved, users also feel more in line with individual needs and preferences. 

Functions optimize. A regulation is a function component, it is needed to realize by 
programmer. The main work of this part is to manage, realize and optimize these 
components based on report of compute center. In order to realize the adaptability of 
the information system, it supplies the interface for the application components which 
used in other systems. Of course, if you are professional user, the system would ac-
cept your own application through API. Anther important work is to optimize the core 
dynamic business flow. 

Mechanism control. According to real requirement, design, add or delete the regu-
lation of information system. If the regulation is good for the evolution or system, we 
will add it, or not.  

Through users’ participation, external feedback, dynamic control and dynamic 
management, new generation information system has its life. The more run, the better 
will be. With the user involvement, information system has the complexity. As de-
signer, only can provide a platform for services and applications, as to how the system 
develop, we can not predict. If only an information system has the characters of com-
plex adaptive system, it has its own evolution; only can we guide its development 
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through the mechanism. So we must do a rapid response when requirement changed 
from users’ involvement information, and gradually improve the mechanism to guide 
the development of the system's evolution. As a single user in the system, even if you 
asked him what good or not, what does not need or not, it is very difficult to get an 
unequivocal answer, because they are not sure. The solution of this problem depends 
on the analysis of the external feedback information. To realize this process, on the 
one hand, directly listen to the suggestions of users, on the other hand, complete 
through statistical analysis and psychological analysis of users’ behavior, it has a big 
different with traditional design of information system which only focuses on tech-
nology. So at the beginning of design, system will be designed the tables to record 
users’ behavior data. After analyzing these data, one is that designer can understand 
the needs of individual users, provide better personalized service in the future; the 
other is that can know group behaviors, improve the quality of service in system. 

5   Conclusions 

In this paper, analyzing the characters of present Web2.0 system, the trend of infor-
mation system development and the situation of traditional design approaches, then 
build a new method of Web2.0 information system development and design based on 
CAS theory and DSDM. In order to realize the convenient management, the whole 
design is divided into three parts, including core dynamic business flow, external 
feedback and internal control, which are dynamically controlled and managed by 
users’ participation and information feedback to make the system work effectively. 
The system may like getting a real life and having an evolution process and finally 
realize the adaptation for users’ personality. That’s the Web2.0 adaptive information 
system we want to get. 
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Abstract. Reconstructing gene network structure from Microarray
time-series data is a basic problem in Systems Biology. In gene regu-
lation networks, the time delays and the combination effects which are
not considered by most existent models are key factors to understand
the genetic regulatory networks. To address these problems, this paper
proposed a fast algorithm to learn initial network structures for gene net-
works from time-series data by employing the Granger causality model
to analyze the time delays and the combination effects for gene regu-
lation. The simulation results on a synthetic network and the ethylene
pathway in Arabidopsis show that the proposed algorithm is a promise
tool for learning network structures from time-series data.

Keywords: partial Granger causality, gene regulatory networks, time
series data, projection pursuit.

1 Introduction

Gene networks controlling how genes are up and down regulated in response to
signals play a key role in the life phenomena [1], such as development, metaboliz-
ability, adaptability, immunity, etc. Earlier, the genetic networks are investigated
by constructing the mathematical model of few genes, and the characteristics of
the biology networks are analyzed through simulation [2]. These approaches work
well in the small scale networks. Nowadays, the invention and application of high-
throughput technologies make it possible to study the genes in the genome scale
enabling the quantitative understanding of large gene networks [3]. For analysis
in the genome scale, it is more suitable to reconstruct the network models of the
genetic regulatory networks from data [4]. Recently, as more and more biology
databases available, reverse engineering cellular networks has become a hot issue
in biology, computer science, as well as mathematics, and the results of these
researches are fruitful [5, 6, 7]. Methods for gene network reconstruction have
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been proposed on the basis of statistical analysis such as Boolean models [8],
differential equation models [9], Beyesian networks [10], and so on.

In recent years, learning the structures of Bayesian networks from massive
data to reconstruct the gene networks from Microarray data attracted many
scholars’ attention [11, 12, 13, 14, 15]. Actually, the data used by Bayesian net-
works is produced by the perturbation experiments which usually knock out a
gene and study the downstream effects, i.e., these data reflect the stationary
status of the gene networks response to a stimulus. However, the use of pertur-
bation experiments is limited due to technical and biological reasons [16]. Time-
series expression data which imply a number of regulatory interactions have been
widely used to study biological systems in many different species [17]. To model
the time-series Microarray data, the dynamic Bayesian network (DBN) which
has been shown to be appropriate for representing complex stochastic non-linear
relationships among multiple random variables has been employed [18].

The initial structure of gene networks plays a key role in the present structure
learning algorithms [19,20,21,22] for DBN, since the learning algorithms usually
start from prior network structures which are constructed by expert according
to the background knowledge, and perform heuristic searches in the space of
directed acyclic graphs to improve the network structure in the light of the in-
formation contained in data. Unfortunately, the complexity of the prior network
structure avoids structure missing, but exponentially increases the computation
complexity of the learning algorithm. Considering the combination effects in
the regulation, one has to do the permutation test m2m−1 times for the gene
network with m genes. Besides, the published learning algorithms of DBN are
almost based on the first order Markov assumption of the variables, but many
researches on the practical data sets challenge this assumption [23,24].

To address these problems, we proposed a learning algorithm for DBN from
Microarray time-series data without the first order Markov assumption. This
algorithm consists of three steps: first, the Granger causality model are em-
ployed for pairs of genes with their time sequence expression data to build an
initial network; second, the false regulations in the initial network are deleted by
partial-Granger causality; third, if necessary, it depends on the practical data,
we could apply the partial-Granger causality to further filter out the false reg-
ulation between genes by computing the combination effects of the conditional
candidate genes. The application results of the proposed algorithm on both the
simulation data and the practical data show that it is a promising method of
dynamical network structure learning.

2 Method

Consider a gene network with n genes, denoted by G = (G1 , G2, · · · , Gn) and
the expression of the genes are jointly stationary. The expression time series with
length T of the genes in this network are available, gi(t) ∈ R+ (i = 1, 2, · · · , n,
t = 1, 2, · · · , T ) is the stochastic time process for each gene. The main aim of this
paper is to reconstruct the structures of the gene networks from the Microarray
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time-series data. Since the most concern of this study is the relationship between
changes of genes, we can assume that EGi(t) = 0 for all i.

2.1 Granger Causality

Assume that each process Gi(t) (i = 1, 2, · · · , n) admits an autoregressive rep-
resentation

Gi(t) =
∞∑

p=1

a(i)
p Gi(t− p) + εi(t), var(εi(t)) = σ2

εi
. (1)

Jointly, they are represented as

Gi(t) =
∞∑

p=1

a(i|j)
p Gi(t− p) +

∞∑
q=1

b(i|j)q Gj(t− q) + εi|j(t), var(εi|j(t)) = σ2
εi|j . (2)

The intensity of causal influence of Gj on Gi can be measured by

FGj→Gi =
σ2

εi

σ2
εi|j

− 1. (3)

If Gi and Gj are independent, then bq are uniformly zero and σεi = σεi|j ; other-
wise, the expression of Gj will be helpful for the prediction of Gi, i.e., σεi > σεi|j .
Hence, it is clear that FGj→Gi = 0 when there is no causal influence from Gj to
Gi, and the greater the value of FGj→Gi is the more strong the causal influence
will be. With the expression data, if the orders in this model (2) are determined
by some criterion (e.g., Akaike Information Criterion, AIC) as Pi and Qj for Gi

and Gj , respectively, the variances can be estimated as follows:

σ̂εi =
1

T − 2Pi

T∑
i=Pi+1

ε̂2i , (4)

σ̂εi|j =
1

T − 2Pi − 2Qj

T∑
i=Pi+Qj+1

ε̂2i|j , (5)

where ε̂i and ε̂i|j are the residuals of models (1) and (2), respectively. Then, we
have

F̂Gj→Gi =
σ̂εi

σ̂εi|j
− 1 ∼ F (2Qj , T − 2Pi − 2Qj). (6)

Given a significance level F1, an F test of the null hypothesis that Gj does not
have causality influence on Gi. Now, the dynamic network structure can be given
below:

M (1) =
(
(m(1)

ij )
)
, (7)

where

m
(1)
ij =

{
1, F̂Gj→Gi > F1;
0, otherwise.

(8)
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2.2 Partial-Granger Causality

The conditional independence confuses pairwise algorithms, for instance, gene
Y is correlated with gene Z when X → Y and X → Z, i.e., given X , Y and
Z are conditional independence. To filter out the fake edges from the learning
structure, the partial-Granger causality (P-G-C) is induced.

When m
(1)
ij = 1 (i �= j, i, j = 1, 2, · · · , n), the conditional independence

between Gi and Gj given Gk will be examined for each k = 1, 2, · · · , n and
k �= i, k �= j. Consider the following models

Gi(t) =
∞∑

p=1

a(i|k)
p Gi(t−p)+

∞∑
q=1

c(i|k)
q Gk(t− q)+εi|k(t), var(εi|k(t)) = σ2

εi|k , (9)

Gi(t) =
∞∑

p=1

a(i|j,k)
p Gi(t−p)+

∞∑
r=1

b(i|j,k)
r Gj(t− r)+

∞∑
q=1

c(i|j,k)
q Gk(t− q)+ εi|j,k(t),

(10)
where

var(εi|j,k(t)) = σ2
εi|j,k

.

Similarly, we assume that the noise terms in these models are white noise, and
the null hypothesis that Gj is conditional independence with Gi given Gk, i.e.,
b
(i|j,k)
r in (10) are uniformly zero, could be tested with the following statistic:

FGj→Gi|Gk
=

σ2
εi|k

σ2
εi|k,j

− 1, (11)

and its estimation with the observation data is similar to (6):

F̂Gj→Gi|Gk
∼ F (2Rj|k, T − 2Pi|k − 2Qk − 2Rj|k), (12)

where Pi|k, Rj|k and Qk are orders given by AIC for Gi, Gj and Gk, respectively.
Given the significant level F2, the F test can be performed to filter out the
fake correlations in M (1) to get the initial dynamical network structure M (2) as
follows:

m
(2)
ij =

{
0, for m(1)

ij = 1 and F̂Gj→Gi|Gk
≤ F2;

m
(1)
ij , otherwise.

(13)

In gene networks, the number of conditional genes is n−2 for each regulation
pair indicated by M (1), i.e., we need to compute the P-G-C n2(n − 2) times in
the worst case. Besides, the combination effect of the conditional genes can not
be exclude in this one by one version of P-G-C. Let the set of the conditional
genes denoted by G(i, j) = G\{Gi, Gj}, and the causality model can be given
below:

Gi(t) =
∞∑

p=1

ai|G(i,j)
p Gi(t− p) +

∑
k �=i,j

∞∑
q=1

c(k)
q Gk(t− q) + εi|G(i,j)(t), (14)
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Gi(t) =
∞∑

p=1

a(i|X(i,j),j)
p Gi(t− p) +

∞∑
r=1

brGj(t− r)

+
∑

k �=i,j

∞∑
q=1

c(k,j)
q Gk(t− q) + εi|G(i,j),j(t). (15)

Generally, it is not practical to perform F test for this model, since the number
of parameters in this model is most likely to be much bigger than the sample
size of the data, i.e., the parameters can not be well estimated with limited
sample size. Next, let’s give a fast algorithm to compute the multivariate partial
Granger causality in a projection pursuit manner.

For Gj → Gi, let Gks ∈ G(i, j)(s = 1, · · · , n− 2), then define

H(t) = I −BT (t)(BT (t)B(t))(−1)B(t), (16)

where
B(t) = (Gk1(t), Gk2 (t), · · · , Gkn−2(t)), t = 1, 2, · · · , T.

Then, the effects of the conditional variables could be excluded from variable
pairs of (Gi, Gj) by

G′
i(t) = H(t)Gi(t), (17)

G′
j(t) = H(t)Gj(t), (18)

and the partial-Granger causality model can be defined as follows:

G′
i(t) =

∞∑
p=1

a(i)
p G′

i(t− p) + εi(t), (19)

G′
i(t) =

∞∑
p=1

a(i|j)
p G′

i(t− p) +
∞∑

q=1

bqG
′
j(t− q) + εi|j(t). (20)

Performing the F test with the statistic

F̂Gj→Gi|G(i,j) ∼ F (2Qj, T − 2Pi − 2Qj), (21)

the network structure M (2′) = (m2′
ij) is established by

m
(2′)
ij =

{
0, for m(1)

ij = 1 and F̂Gj→Gi|G(i,j) < F2′ ;
m

(1)
ij , otherwise.

(22)

Now the multivariate Granger causality needs to be computed for a pair of
regulation genes only once. The steps of the main algorithm of this paper are
described as follows:
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MAIN ALGORITHM

Step 1. Data Centralizing: Gi is replaced by Gi − 1
T

∑T
t=1Gi(t) for i = 1, 2,

· · · , n;
Step 2. G-C analysis: The network M (1) is given by calculating the statistics

F̂Gj→Gi as (6);
Step 3. P-G-C analysis: Univariate P-G-C analysis is performed to build net-

work structure M (2) according to (13);
Step 3′. P-G-C analysis: Multivariate P-G-C analysis is carried out to exclude

false relationships in the network structure (22).

In this algorithm, you can choose to use Step 3 or Step 3′ in your application:
when the prior knowledge about the conditional gene of a pair of regulation genes
is available, Step 3 needs to be run only for the candidate conditional gene; If
no prior information is available or the combination effects is noticeable, Step 3′

is preferred.

3 Experimental Results

3.1 Synthetic Dynamical Networks

We first test our algorithm of structure learning for the synthetic network of
5 genes consisting 5 regulations [25]. As presented on Fig. 1(a), the directed
edges represent the regulations between genes which can also be formulated by
a dynamical system:

x1(t) = 0.95
√

2x1(t− 1)− 0.9025x1(t− 2) + ε1(t),
x2(t) = 0.5x1(t− 2) + ε2(t),
x3(t) = −0.4x1(t− 3) + ε3(t),

x4(t) = −0.5x1(t− 1) + 0.25
√

2x4(t− 1) + 0.25
√

2x5(t− 1) + ε4(t),

x5(t) = −0.25
√

2x4(t− 1) + 0.25
√

2x5(t− 1) + ε5(t).

Without loss of generality, we may set ε1 ∼ N(0, 0.6), ε2 ∼ N(0, 0.5), ε3 ∼
N(0, 0.3), ε4 ∼ N(0, 0.3), ε5 ∼ N(0, 0.6) and, for simplicity, we assume that
∀i �= j, Cov(εi, εj) = 0.

As described in last section, our algorithm learns the network structure from
data by many steps, and thereby the learning results given by Step 2 and Step 3′

are portrayed in Fig. 1(b) and Fig. 1(c), respectively. Fig. 1(b) shows many fake
relationships, such as gene1 → gene5, an indirect casual interaction generated
by gene1 → gene4 together with gene4 → gene5. From Fig. 1(c), we can see that
except for the edge gene4 → gene5 the edges of the original synthetic network
have all be reconstructed from the simulation data, meanwhile no false edge
have been learned from the data. The result presented in Fig. 1 is one of the
results given by the proposed algorithm with threshold values 0.9 and 0.9 with
no repeat, and the length of the time series, i.e., the sample size, generated by
the synthetic network is 500. Clearly, the sample size and the threshold values
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gene 1

gene 2 gene 3 gene 4

 gene 5

(a)

gene 1

gene 2 gene 3

gene 4 gene 5

(b)

gene 1

gene 2 gene 3 gene 4

gene 5

(c)

Fig. 1. The numerical experimental results of our algorithm on the synthetic network.
(a) the original synthetic network; (b) the learned structure by G-C analysis; (c) the
learned structure by Step 3′

of the F -tests, which are key factors for the performance of our algorithm, need
further investigation.

Practically, the sample size are often limited, so the performance of our algo-
rithm, as a function of sample size is also instructive. The sensitivity (SE) and
the specificity (SP) have been employed to quantitatively compare the perfor-
mances of our algorithm over different sample sizes. The SE of an approach to
learn the gene regulations from expression data is a measure of the probability
to detect the regulation by this approach but does not say whether any candi-
date regulation is truly a transcriptional regulation, and it can be computed by
the number of true positives (TP) and the number of true regulations in gene
network (NG) as follows

SE =
TP
NG

× 100%. (23)

The SP measures the accuracy of a given approach, and can be estimated from
the percentage of the predicted regulation of this approach that are present in
the reference gene network by the following equation:
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SP =
TP
NL

× 100%, (24)

where NL stands for the number of edges in the learned network structure. For a
given sample size, the data are iteratively generated from the synthetic network,
and the network structure is learned from these data by our algorithm with
some threshold values. A total of 50 repeated for each experimental setting are
conducted and the averages of the sensitivity and the specificity are computed.
The numerical experimental results are shown in Fig. 2 by our algorithm with
different threshold values vary from 70 to 700. Clearly, no matter which threshold
values are chosen, the SE and the SP totally increase with the sample size.

Note that the results in Fig. 2 also show that the proposed algorithms with dif-
ferent threshold values exhibit different performances. Therefore, the two thresh-
old values, in which one for the F -test in G-C analysis and the other for the F -test
in P-G-C analysis, deserve to be discussed in details. In this paper, we set the
two threshold to be the same value. As the threshold values specify the confi-
dence level of the F -test in the algorithm, the higher value of the threshold will
get higher specificity and lower sensitivity. For a given sample size 90, Fig. 3(a)
shows the box plots for the performance comparison between the proposed meth-
ods with different threshold values ranging from 0.5 to 0.98. The p-values of the
one-way analysis of variance are both 0 for the recall percentage and the preci-
sion percentage given by the proposed algorithms with different threshold values,
which means the effect of threshold values on the performance of our algorithm is
statistically significant. Fig. 3(b) illustrates the average performance level varia-
tion against the threshold value and the threshold value somewhere between 0.7
and 0.8 reaches the balance between sensitivity and specificity.
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Fig. 2. Performance comparison of our methods on the data sets with different sample
sizes
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Fig. 3. Performance comparison of our methods with different threshold values

3.2 Genetic Regulatory Networks

In practice, the gene regulatory networks or the signaling pathways are much
more complex than the synthetic one. For example, the actually interactions
between genes are expected to be nonlinear and noisy instead of the linear in-
teractions in the synthetic network. Therefore, the results given by the proposed
algorithm with gene expression data only provide initial dynamical network
structure of the genetic regulatory networks for further analysis, such as Bayesian
networks. Here, in this paper, we applied our algorithm on the Microarray time-
series data of 7 genes (ETR1, ETR2, ERS1, ERS2, EIN4, CTR1 and MPK6)
related to the detection of ethylene stimulus provided by the functional analy-
sis of regulatory genes involved in Arabidopsis leaf senescence at Warwick HRI,
which have 22 time points in each time series and 16 replicates. Table. 1 lists
the gene catma id 1. Fig. 4 illustrates the results obtained by the proposed al-
gorithm. Since the space is limited, the description details of these genes can be

1 The aim of the Complete Arabidopsis Transcriptome MicroArray (CATMA) project
(http://www.catma.org/) was the design and production of high quality Gene-
specific Sequence Tags (GSTs) covering most Arabidopsis genes.
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Table 1. Gene name and catma id discussed in this paper

Gene Name Catma id
ETR1 At1g66340 CATMA1a55610
ETR2 At3g23150 CATMA3a23140
ERS1 At2g40940 CATMA2a39280
ERS2 At1g04310 CATMA1a03150
EIN4 At3g04580 CATMA3a03560
CTR1 At5g03730 CATMA5a02913
MPK6 At2g43790 CATMA2a42185

ETR1

ETR2

ERS1

ERS2

EIN4

CTR1

MPK6

Fig. 4. Learned network structure by the proposed algorithm

found on the web site of the Complete Arabidopsis Transcriptome MicroArray
(CATMA) project (http://www.catma.org/).

During the past decade, the reference plant Arabidopsis have been well studied
and the ethylene is a gaseous plant hormone involved in many life process [26].
We’ve already known that the ethylene is perceived by a family of five membrane-
associated receptor (ETR1, ETR2, ERS1, ERS2 and EIN4) in Arabidopsis, and
the ethylene binding leads to functional inactivation of the receptors which are
negative regulators of ethylene responses. In the presence of ethylene, CTR1
which is another negative regulator of the pathway loses its ability to repress the
downstream genes. That’s the early events of ethylene perception and signaling.
However, the detailed network structure of these genes needs to be further inves-
tigated, and a MAPK pathway involving MPK6 in Arabidopsis has recently been
proposed in operating downstream of CTR1 as a positive regulator in the path-
way. From the result given by the proposed algorithm, we can see that except for
EIN4 and ERS2 the other ethylene receptors are all have directed relationship
with CTR1. The existence of the directed edge from CTR1 to MPK6 supports
that the MAPK cascade is involved in this pathway.

The coefficients in the partial Granger casuality model have been listed in
Table 2. We set the maximum order for delay to be 5 and the AIC is used to se-
lect the optimal order. On the diagonal, the coefficients are for the autoregulatory
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Table 2. Coefficients given by partial Granger Casuality model

ETR1 ETR2 ERS1 ERS2 EIN4 CTR1 MPK6
ETR1 0.2479 -0.0638 0.4304

-1.0446 -1.1091
ETR2 0.15 0.7018 -0.0798

-0.4192 -0.1611
ERS1 -0.7355 0.1045 -0.0224

1.1327 0.6591
ERS2 -0.1398 0.1535 0.0239 0.1793

0.2747 0.2808
EIN4 0.1822 -0.087 -0.0056

-0.2256 -0.4767
CTR1 -0.4751 0.1063 -0.251

0.4915 0.2538
MPK6 0.243

-0.477

equation (19); and the left coefficients are for the partial Granger casuality equa-
tion (20). For example, the first entry in this table means the autoregulatory
equation for ETR1 is

G′
ETR1(t) = 0.2479G′

ETR1(t− 1) + ε. (25)

We may say it is the positive autoregulation that works behind the expression
behavior of ETR1. However, for MPK6, there is a second order delay, which
makes some confusion:

G′
MPK6(t) = 0.243G′

MPK6(t− 1)− 0.477G′
MPK6(t− 2) + ε. (26)

This can be explained biologically that MPK6 not only has a directly positive
autoregulation but also has some negative regulation which might be works in
some negative loop instead of the directly regulation. Therefore, there will be
a delay in this negative effect, which means that some genes other than the 7
genes we studied here also have great effects on the regulation of MPK6, i.e.,
more genes need to be included in this network for further understanding.

In Table 2, the second entry is the coefficients of the partial Granger model
which describes how ETR1 regulates ETR2 excluding the influence of the other
5 genes. And it can be written as follows:

G′
ETR2(t) = −0.0638G′

ETR2(t− 1)− 1.0446G′
ETR1(t− 1) + ε. (27)

Similarly, the above equation may help us to understand the negative regulation
from ETR1 to ETR2, which indicates that the receptors are not function inde-
pendently. As listed in Table 2, the autoregulation for ETR2 is a positive one,
but in the partial Granger model the first coefficient in (27) is −0.0638, which
represents a negative autoregulation. It can be explained as follows: the autoreg-
ulation coefficients on the diagonal of the result table describe regulations that
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Fig. 5. Reconstructed gene network for the ethylene response pathway in Arabidopsis

include all genes influences. Instead of the effects contributed to by the whole
gene set, the partial Granger causality model excludes the regulation effect on
ETR2 given by the genes other than ETR1. That’s to say, the autoregulation can
not be determined at the current stage. Therefore, the combination effects must
be considered during the reconstruction of genetic regulatory networks, and par-
tial Granger causality model provides us a promise tool to address this problem.
At last, the result shown on Fig. 4 can be redrawn with more details about the
negative or positive regulations between the genes, which is shown in Fig. 5.

4 Conclusion

Reconstructing gene regulatory networks from Microarray time-series data has
been a big challenge in systems biology due to the complex regulatory relation-
ships among genes and the limit of available data. Many algorithms have been
developed to deal with this reverse engineering problem, and most of them need
to start from the initial network structures which affect the sensitivity and speci-
ficity of these algorithms. In this paper, an algorithm for learning structure from
expression time-series data has been proposed by applying the partial Granger
causality model. Instead of the first order Markov assumption, the proposed
algorithm considers the multiple delays of the regulation effects by optimally de-
termining the orders in the model with AIC. The present learning algorithms for
Bayesian networks are embarrassed by the exponential computation complexity.
However, in our algorithm, the combination effects of the candidate conditional
genes need to be computed only once for each pair of regulation genes in the pro-
jection pursuit manner. Despite the linear assumptions inherent in the Granger
causality models, the results reported above indicate that it is a promise tool for
reconstructing gene networks. Therefore, one of the further investigation direc-
tion of this algorithm is its nonlinear extension.
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Abstract. We propose a method for recognition of most important sub-
graphs in collaboration networks. The networks can be described by bi-
partite graphs, where basic elements, named actors, are taking part in
events, organizations or activities, named acts. It is suggested that the
subgraphs can be described by so-called k-cliques, which are defined as
complete subgraphs of two or more vertices. The k-clique act degree is
defined as the number of acts, in which a k-clique takes part. The k-
clique act degree distribution in collaboration networks is investigated
via a simplified model. The analytic treatment on the model leads to
a conclusion that the distribution obeys a so-called shifted power law
P (q) ∝ (q + α)−γ where α and γ are constants. This is a very uneven
distribution. Numerical simulations have been performed, which show
that the model analytic conclusion remains qualitatively correct when
the model is revised to approach the real world evolution situation. Some
empirical investigation results are presented, which support the model
conclusion. We consider the cliques, which take part in the largest num-
ber of acts, as the most important ones. With this understanding we
are able to distinguish some most important cliques in the real world
networks.

Keywords: subgraph, collaboration network, bipartite graph, clique,
shifted power law.

1 Introduction

Complex networks have attracted attentions in recent years [1,2]. Among the
studies, the investigations on social networks become increasingly more attrac-
tive. An obvious feature of social networks is the community structure of the ba-
sic elements (“vertices” or “actors”). Inside communities the connections
(“edges” or “ties” or “arcs”) between actors are much denser than the con-
nections between the communities [3]. This indicates that the active or self-
determining actors get together and form groups. In addition to social networks,
Zhang, Chang, Su, Fu and cooperators suggested considering the networks, in
� Corresponding author.

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 210–219, 2009.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2009



Recognition of Important Subgraphs in Collaboration Networks 211

which the basic elements were not active, however, they might be influenced by
some “manipulators” and showed indirect activity [4-7]. We may call such net-
works “quasi-social”. Examples of quasi-social networks may be mentioned as
transportation networks (with stations as the quasi-actors), language networks
(with languages as the quasi-actors), and other man-made or man-collected sys-
tems.

One of the most interesting questions in social network studies is whether
communities can be divided into some basic subgraphs. The basic subgraphs are
composed of several (2 to k) actors, which are always together in performing a
network function. For example, if a movie actor and an actress always perform
sweet heart couple in many famous movies, the audience thinks them as a fixed
unit. They will strongly unsatisfy if one of them suddenly performs couple with
a different partner. In social networks, the pair of actors can be defined as a
“dyad”, which is “an unordered pair of actors and the arcs that exist between
the two actors in the pair” (Ref. [3], page 510). In this paper we shall only discuss
mutual dyads, in which both of the actors has a directed tie to the other (Ref. [3],
page 511), and use an ordinary un-directed tie to express the two directed ties. A
“triad” is similarly defined as a triple of actors with the ties between them (Ref.
[3], page 559). We also only consider mutual triads where all the three pairs of
actors are connected by un-directed ties. In social networks “a clique is defined
as a maximal complete subgraph of three or more vertices” (Ref. [3], page 254).
If we revise the definition to “a complete subgraph of two or more vertices”, we
can address the mutual dyads as “2-cliques” and mutual triads as “3-cliques”.
We can similarly define “k-cliques”.

Interesting research achievements have been published about social collabo-
ration networks, including Hollywood actor collaboration network and scientist
collaboration network [8-11]. The collaboration networks can be described by
bipartite graphs. In these graphs the vertices can be divided into two sets [3].
One type of the vertices is “actors” taking part in some activities, organizations
or events. The other type of vertices is the activity, organization or event named
“acts”. When we note only the collaboration relationship between actors, we
may project the bi-graph onto the actor-vertices, and obtain a unipartite graph.
In the projected graph each act is represented by a complete subgraph where
edge is connected between every pair of vertices. Each act complete subgraph
can be divided into some smaller complete subgraphs, or cliques. Different act
complete subgraphs may share some cliques. A clique is more important if it
takes part in more acts. The number of vertices in an act complete subgraph is
addressed as “act size” and denoted by T . The number of acts, in which an actor
takes part, is addressed as “act degree” of the actor vertex and denoted by h
[4-7]. Zhang, Chang, Su and Fu and cooperators investigated some quasi-social
collaboration networks [4-7].

In this article we shall concentrate on the recognition of most important
cliques in social and quasi-social collaboration networks. The most important
cliques must take part in the largest number of acts, thus they must show the
largest k-clique act degree (defined as the number of acts, in which the k-clique
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takes part). The k-clique act degree distribution then becomes the most impor-
tant property in the current study. The article will be organized as follows. In
section 2 we shall develop a model describing the evolution of social and quasi-
social collaboration networks in a very ideal and simplified situation. By analysis
of the model we can show the general function form of the k-clique act degree
distribution in the simplified case. For the situations nearer to practical, we shall
show, by some numerical investigation, that the general function form probably
is qualitatively correct. In section 3 we shall present empirical investigation re-
sults in three real world quasi-social collaboration networks as proofs, which
show good agreement with the model conclusion. We also shall recognize most
important 2-cliques and 3-cliques in these real world networks. The empirical
investigation results on eight different real world collaboration networks shall
also be mentioned. In the last section the text will be summarized and some
discussions will be presented.

2 The Model

2.1 The Definition of k-Clique Act Degree

Now we introduce accurate definition of k-clique act degree. In a bipartite graph
the act degree of a 2-clique (a mutual dyad) is defined as Di,j =

∑
m ai,maj,m,

where i, j denotes two different actors, and m denotes an act. ai,m is the element
of the bipartite graph adjacency matrix. It is defined as ai,m = 1 if actor i takes
part in act m (they are connected by a bipartite graph edge); and ai,m = 0
otherwise. Similarly, the act degree of a 3-clique (a mutual triad) is defined
as Tri,j,k =

∑
m aimajmakm, where i, j, k denotes three different actors, m de-

notes an act. One can then write the general definition of k-clique act degree as
qi1,i2,···,ik

=
∑

m ai1,mai2,m · · · aik,m. A k-clique act degree distribution P (q) is
defined as the probability of a k-clique with act degree q, stands for the number
of k-cliques with act degree q in the network [12].

2.2 The Simplified Model

The ideal and simplified situation we consider firstly is that the act size (the
number of vertices in an act), T , is a constant, also, it takes a value, k×n where
n is an integer, so that each act can just include n “legal k-cliques” where k is
a constant. All the vertex actors unite together and form legal k-cliques. There
are just k×N vertex actors in the network therefore every actor is in a legal k-
clique. There is no single vertex remaining in the network. During the evolution
of the network, the legal k-cliques will not disband, and each vertex actor can
only join one of them. The legal k-cliques perform as a fixed unit in the network
evolution. At each time step, a new legal k-clique joins network and select n− 1
old legal k-cliques by certain rule to form a new act. Of course, when a new
act is formed, because all the edges between every pair of vertex actors must
be connected, certainly some “illegal k-cliques”, which share actor vertices with
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legal k-cliques, should appear. However, for the simplified model considered in
this subsection we shall only count the act degree of legal k-cliques.

Firstly we consider the rule of selecting n− 1 old legal k-cliques with a prob-
ability proportional to the k-clique act degree q of each old legal k-clique. This
can be addressed as a “k-clique act-degree linear preference rule”. We can, sim-
ilar to what BA did [1,9], get a conclusion that the legal k-clique act degree
distribution P (q) takes exact power functions.

Secondly, we consider the rule of selecting n− 1 old legal k-cliques randomly.
We can write down, following the references [1,4,5,9], the evolution equation of
the legal k-clique act degree and analytically obtain the conclusion that the legal
k-clique act degree distribution P (q) takes exact exponential functions.

To interpolate between the above two extreme cases [4,5,13,14], we consider
the rule of selecting the n− 1 old legal k-clique randomly with a probability p,
and using legal k-clique act degree linear preference rule with probability 1− p.
Similarly, we have (when t is large)

∂qi
∂t

= p
n− 1
t

+ (1− p) (n− 1)qi
nt

. (1)

This equation can be written as

∂qi
∂ ln(t)

= p
T − k
k

+ (1 − p)T − k
T

qi. (2)

This can be solved to give

qi = Cit
(T−k)(1−p)/T − Tp

k(1− p) , (3)

where Ci is the integration constant, which can be determined using the condi-
tion qi(t = ti) = 1. Let α = Tp/[k(1− p)] and η = T/[(T − k)(1 − p)]. Now we
have

P (qi < q) = P (ti > t(
q + α

1 + α
))−η. (4)

The legal k-clique act degree distribution is then given by

P (q) =
dP (qi < q)

dq
=

η

1 + α
(
q + α

1 + α
)−η−1. (5)

The legal k-clique act degree distribution function is called ”Shifted Power Law”
(SPL) [5]. Now let’s check the limiting case. For p = 0, α = 0 and η = T/(T −k);
it is easy to see that

P (q) ∝ q−
kT−k
T−k . (6)

For p→ 1, α→∞, and η → kα/(T − k),
P (q) ∝ ek(1−q)/(T−k). (7)

So the distribution we obtained for 0 < p < 1 interpolates between the power-law
distribution and the exponential distribution. When the parameter p continu-
ously changes from 0 to 1, P (q) continuously varies from a power-law distribution
to an exponential distribution.
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2.3 The Models Approaching the Real World Network Evolution

In the real world network evolution one usually cannot distinguish the legal
k-cliques and illegal k-cliques, therefore it is unreasonable to ignore the illegal
k-clique act degree. Also, the act size (the number of vertices in an act), T , in
general cannot just take the value k×n therefore the acts may include some “iso-
lated vertices”. In this subsection we shall consider both the situations. However,
the act size, T , will be considered still as a constant since our previous investi-
gation results showed that this simplification could be accepted for many real
world network studies [4,5].

It is difficult to solve the more complex model analytically, we have to discuss
it numerically. The results show that the conclusions are qualitatively the same.
Several figures showing the numerical investigation results for k = 2 have been
already published in Ref. [15]. Some numerical investigations have been done for
k = 3, which show similar results. We can therefore expect a model conclusion
that in collaboration networks 2-clique and 3-clique act degree distribution obeys
SPL functions. Considering the simplified model prediction we believe that at
least in a large potion of real world collaboration networks all the k-clique act
degree distributions obey SPL functions. SPL means a very uneven k-clique act
degree distribution. Only a few k-cliques take part in a lot of acts, they can be
viewed as fixed units and the most important subgraphs in the network. Most
of the k-cliques take part only in a few acts. The vertices in the cliques join
different k-cliques with different partners when perform cooperation function in
different acts. They cannot be thought of as fixed units, neither as important
subgraphs.

3 Empirical Investigations on Some Real World
Collaboration Networks

The above mentioned model analysis and simulations only discuss one fixed
k value although the discussion is rather general for all k. In the real world
collaboration networks, however, many k-cliques (with different k) coexist. If we
could get empirical investigation results, which show that the k-clique act degree
distributions for several values of k obey SPL functions, we can believe that the
model conclusion is correct at least for a large portion of real collaboration
networks. In this section we present such empirical investigations.

3.1 Empirical Investigation on World Language Distribution
Network

World language distribution has been of research interests [16]. We propose a
network description on world language distribution. The actor vertices of the
network are defined as languages. The acts are defined as countries or regions
where the languages are spoken. Two vertices are connected by an edge if they
are coexisting in a common region. The data were downloaded from the fifteenth
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Fig. 1. Left: The cumulative dyad (2-clique) act degree distribution of the language
network; Right: The cumulative triad (3-clique) act degree distribution of the language
network.

edition of Ethnologue [17], published in 2005, which lists 6142 languages and 228
countries plus the 8 regions.

Figure 1 shows that the cumulative dyad (2-clique) act degree distribution
of the language network, which can be described with a power law, P (D′ ≥
D) ∝ D−5.9. With an approximation that the data number is large and quasi-
continuous, one can easily prove that the original dyad act degree distribution
obeys P (D) ∝ D−4.9. This is an extreme case of a SPL distribution. Figure 1
also shows the cumulative triad (3-clique) act degree distribution of the language
network, which can be described with a SPL function, P (Tr′ ≥ Tr) ∝ (Tr +
1)−2.696.

The most important 2-cliques can be listed as: 1) Izora and Mangas (appear
together in 9 regions); 2) Mbulungish and Pular (appear together in 8 regions);
3) Mann and Mbulungish (appear together in 7 regions); 4) Mbulungish and
Bainouk-Gunyu Adobe (appear together in 7 regions); 5) Mann and Pular (ap-
pear together in 7 regions).

The most important 3-cliques can be listed as: Biali, Gude and Majera; Biali,
Gyele and Wawa; Giziga( South), Majera and Mofu( North); Giziga( South),
Majera and Wawa; and Giziga( South), Mofu( North) and Wawa. All these 3-
cliques take part in 3 acts.

3.2 Empirical Investigation on Mixed Drink Network

The acts of mixed drink network are defined as mixed drinks. The actor vertices
are defined as drink ingredients. Two vertices are connected by an edge if they
are coexisting in a common act. The data were downloaded from the website
http://www.drinknation.com, which lists 1501 drink ingredients and 7804 mixed
drinks.

Figure 2 shows the cumulative dyad (2-clique) act degree distribution of the
mixed drink network, which can be described with a SPL, P (D′ ≥ D) ∝
(D + 20)−2.81. Figure 2 also shows the cumulative triad (3-clique) act degree
distribution of the mixed drink network, which can be described with a SPL,
P (Tr′ ≥ Tr) ∝ (Tr + 5)−8.4.
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Fig. 2. Left: The cumulative dyad (2-clique) act degree distribution of the mixed drink
network; Right: The cumulative triad (3-clique) act degree distribution of the mixed
drink network

The most important 2-cliques can be listed as: 1) Vodka and OrangeJuice
(appear together in 273 drinks); 2) OrangeJuice and PineappleJuice (appear
together in 201 drinks); 3) OrangeJuice and Grenadine (appear together in 195
drinks); 4) Vodka and TripleSec (appear together in 191 drinks); 5) Vodka and
GranberryJuice (appear together in 177 drinks).

The most important 3-cliques can be listed as: 1) PineappleJuice, Rum-
dark and Rum; 2) OrangeJuice, PineappleJuice and Grenadine; 3) OrangeJuice,
PineappleJuice and Grenadine; 4) OrangeJuice, Amaretto and SouthernCom-
fort; 5) IrishCreamBaileys, Kahlua and Vodka; 6) Amaretto, SouthernComfort
and SloeGin.

3.3 Empirical Investigation on Information Technology Product
Network in China

The data are downloaded from the websites: http://www.pcpop.com/ and
http://www.it168.com/. In the IT product network the companies are defined
as the actor vertices, and the IT products are defined as the acts. An edge be-
tween two actor vertices represents that the two companies produce at least one
common IT product and thus compete in the market. This network includes 265
IT products and 2121 IT companies.

Figure 3 shows the cumulative dyad (2-clique) act degree distribution of the IT
product network, which can be described with a power law, P (D′ ≥ D) ∝ D−3.7.
Figure 3 also shows the cumulative triad (3-clique) act degree distribution of the
mixed drink network, which can be described with a SPL, P (Tr′ ≥ Tr) ∝
(Tr + 3)−10.2.

The most important 2-cliques can be listed as: 1) BIGBUFFALO (HEDY com-
pany) and MASTER (produce 16 common products); 2) Kangguan ViewTech
Center and Unika (produce 15 common products); 3) SAMSUNG and NEW-
GRAND (produce 14 common products); 4) SAMSUNG and Adobe (produce 13
common products); 5) MASTER and SAMSUNG (produce 13 common
products).

The most important 3-cliques can be listed as: 1) BIGBUFFALO, MASTER
and TESSM (produce 10 common products); 2) BIGBUFFALO, MASTER and
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Fig. 3. Left: The cumulative dyad (2-clique) act degree distribution of the IT prod-
uct network; Right: The cumulative triad (3-clique) act degree distribution of the IT
product network

SAMSUNG (produce 10 common products); 3) BIGBUFFALO, MASTER and
NEWGRAND (produce 9 common products); 4) Kangguan ViewTech Center,
Unika and Oneforall (produce 9 common products); 5) MASTER, SAMSUNG
and NEWGRAND (produce 9 common products).

3.4 Some Other Empirical Investigated Collaboration Networks

We have investigated another 9 collaboration networks. 8 of them also show SPL
2-clique and 3-clique act degree distributions:

(1) The undergraduate elective network of Yangzhou University (YZU) [7]:
Vertices: 121 general support courses, Edge: two vertices are belong to a com-
mon scientific subject, Acts: 78 scientific subjects, Data: provided by University
Academic Affairs office.

(2)TheChineseprofessional training organizationnetwork:Vertices:2674 train-
ing courses, Edge: two vertices are provided by a common training organization,
Acts: 398 training organizations, Data: http://www.ot51.com/, http://www.
00100.cc/, http://philosophy.cass.cn/, and http://www.people.com.cn/ et al..

(3) China mainland movie network [18]: Vertices: 3085 movies, Edge: a com-
mon movie actor performs in these two movies, Acts: 920 movie actors, Data:
http://soft6.com/, http://www.mtime.com/movie/.

(4) 2004 Olympic game network: Vertices: 4496 athletes, Edge: two athletes
take part in a common sports item, Acts: 229 sports items,

Data: http://2004.sina.com.cn/results/summary/.
(5) Traditional Chinese herb prescription formulation network [4,5]: Vertices:

681 herbs, Edge: two herbs included in a prescription, Acts: 1536 prescriptions,
Data: Refs. [19,20].

(6) Beijing bus route network [4,5]: Vertices: 4199 bus stations, Edge: two sta-
tions in a common route, Acts: 1572 bus routes, Data: http://www.bjbus.com/.

(7) The Travel Route Network of China [4,5]: Vertices: 171 scenic spots, Edge:
two scenic spots in a travel route, Acts: 240 routes, Data: http://www.cnta.com/
8-ssls/lyqd.asp.
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(8) Network of Huai-Yang recipes of Chinese cooked food [4,5]: Vertices: 242
foods, Edge: two foods form a dish, Acts: 329 recipes, Data: Ref. [21].

In our empirically investigated networks, the only exception is the Fruit Nutri-
tive Factor Network [22]: Vertices: 45 nutritive factors, Edge: one fruit contains
these two nutritive factors, Acts: 151 fruits, Data: http://www.fumuqin.com/.
Both the 2-clique and 3-clique act degree distributions follow normal distribution
functions.

Therefore our empirical investigations strongly support the model prediction.

4 Conclusion and Discussion

We show, with a very simplified network evolution model, that k-clique act
degree distribution probably always obey SPL functions in collaboration net-
works. Some empirical proofs are presented, which have been obtained in some
real world systems and show SPL 2-clique and 3-clique act degree distributions.
This indicates that small complete subgraphs do widely exist in collaboration
networks, which may include some non-social networks. However, only a few
of them take part in many collaboration acts so that they can be considered
as important basic units of the networks. It is worth noting that some other
real world collaboration networks show k-clique act degree distributions, which
do not obey SPL distribution. The evolution mechanism in these collaboration
networks must be basically different and thus deserves a further investigation.
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Abstract. We study a queueing transition of directed polymer in ran-
dom media with an attractive defect at the center of the one dimensional
substrate. The end to end distance Δx of the polymer follows Δx ∼ t1/z

with z = 3/2, for weak defect strength ε where t is the polymer length.
If ε ≥ εc then the polymer is localized with finite Δx in long t limit.
The transition is related to the queueing phenomena of the asymmetric
simple exclusion process.

Keywords: directed polymer in random media, queueing transition.

1 Introduction

A traffic jam occuring in a bottleneck, or near a road under construction is
a typical example of queueing phenomena. The asymmetric simple exclusion
process (ASEP) [1,2,3,4] have been introduced to explain the relation between
the queueing phenomena and nonequilibrium driven dynamic process. In the
ASEP, most particles jump into a vacant neighboring site in one direction with
hopping probability one, but a selected site of hopping rate r with r < 1 plays
a role of the bottleneck. Many studies have suggested that the critical hopping
rate is one, rc = 1, i.e., the nonzero hopping rate always gives rise to queueing
phenomena [5,6,7,8,9]. However, some recent studies on the ASEP with a slow
bond insist that a queueing transition of a jamming state at rc < 1. The overall
flux passing through the defect site is rarely influenced if the defect strength is
not strong enough [10,11,12,13,14].

The ASEP can be interpreted as surface roughening problem of crystal growth
in the body-centered solid-on-solid interface model [15,16,17] where the height
difference between nearest neighbors is restricted by ±1. An increase (decrease)
of surface height is equivalent to the presence (absence) of a particle in the ASEP.
Both models belongs to the Kardar-Parisi-Zhang (KPZ) [18] universality class
of two dimensional problems.

The directed polymer problem in random media (DPRM) [19,20,21,22] is well
described by the KPZ equation and can be mapped into the ASEP. An attractive
line defect in two-dimensional DPRM is related to the slow bond in the ASEP.
Some arguments on the DPRM have proposed rc = 1 [5,6,7,8,9], for the queueing
transition. If a queueing transition exists at rc < 1 in the ASEP problem, it would
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be interesting to find the critical point and phase transtion in the DPRM. Here,
we study the DPRM with an attractive defect and measure various physical
quantities as a function of in order to observe whether there exist the transition
or not.

The Hamiltonian of DPRM with a defect at x = 0 is

H =
∫
dt

[
γ

(
dx
dt

)2

+ μ(x, t)− εδ(x)

]
, (1)

where x is the d − 1 dimensional transverse vector, t is the polymer length
perpendicular to the substrate, and −εδ(x) means a time-independent defect at
x = 0. There are three competing terms: a bending energy γ forcing the polymer
straight against a transverse bending, the impurity μ(x, t) assigned to each point
(x, t) preferring the polymer to be deformed through the minimum impurities,
and the attractive defect potential at x = 0 making the polymer return to the
origin. The random potential μ(x, t) is a white noise satisfying

〈μ(x, t)μ(x′, t′)〉 = 2Dδ(t− t′)δd−1(x− x′). (2)

The partition function Z(x, t) for the polymer, starting from (0, 0), and ending
at (x, t), can be written as the path integral

Z(x, t) =
∫ (x,t)

(0,0)

Dx′(t′)

× exp

{
− 1
T

∫ t

0

dt′
[
γ

(
dx′

dt′

)2

+ μ(x′, t′)− εδ(x′)

]}
, (3)

where T is temperature.

2 Discrete Model and Numerical Results

At zero temperature, entropy is ignored and the problem in Eq. (1) becomes
much simplified by finding the optimal path and its energy E(x, t) among all
the pathes arriving at (x, t). The initial energy E(x, 0) = 0 is given at t = 0.
A continuous random number between 0 and 1 with uniform distribution is
assigned for the randomness μ(x, t) on a discrete structure. In addition, the
attractive defect potential −ε is given at the center site x = 0.

First we consider a triangular structure. The polymer starts from x = 0 and
its path is restricted by |x(t) − x(t + 1)| = 0 or 1. There is a bending energy γ
against a transverse jump |x(t)− x(t+ 1)| = 1. The minimum energy E(x, t) for
the polymer ending at (x, t) can be obtained recursively [20,21,22]: in d = 1 + 1,

E(x, t + 1) = min{E(x, t) + μ(x, t)− εδx,0,

E(x − 1, t) + μ(x− 1, t) + γ − εδx−1,0, (4)
E(x + 1, t) + μ(x+ 1, t) + γ − εδx+1,0},
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Fig. 1. Δx(ε, t) as a function of t on a discrete triangular structure with ε = 0.00, 0.01,
0.02, 0.03, 0.04, 0.05, · · ·, 0.09 from top to bottom. The guideline has the slope of 2/3.
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Fig. 2. Δxsat(ε) as a function of ε − εc for arbitrary critical values εc = 0.011, 0.016,
0.021, 0.026, and 0.031 from right to left. The most straight line is obtained at εc =
0.021, where Δxsat ∼ (ε − εc)−δ with δ = 3.00.

where min{A,B,C} takes the minimum value amongA, B, and C. We shall write
d = 1 + 1 to indicate that there is one transverse and one longitudinal direction.
Following Eq. (4) the polymer energy at each site is updated in parallel.
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We monitor the end to end distance Δx of the polymer as a function of the
polymer length t. In general it increases with t. Without defect, Δx follows

Δx ∼ t1/z , (5)

with z = 3/2 [23]. The optimal path is affected by the strength of the defect ε.
Its contribution to Δx is negligible as long as ε is smaller than εc as shown in
Fig. 1 where Δx still shows the power law behavior with z = 3/2. For ε > εc,
Δx increases with t and then approaches a finite value Δxsat in long time limit.
Actually Δxsat depends on ε. We assume that Δxsat diverges as ε approaches
εc following a scaling law

Δxsat ∼ (ε− εc)−δ. (6)

The log-log plot of Δxsat against (ε− εc) for various values of εc is given in Fig.
2, where we estimate εc ≈ 0.021 with δ ≈ 3.0.

3 Summary

A directed polymer in random media with an attractive defect in the middle of
one dimensional substrate is studied. The end to end distance Δx of the polymer
is monitored as a function of the polymer length t and ε. We find that there is a
phase transition at εc ≈ 0.021. We measure Δx in a triangular structure to avoid
the finite system size effect. Due to the triangular structure, the simulation is
limited up to tmax ≤ 106 depending on ε. For ε < εc, the contribution of the
defect to Δx is negligible. For ε > εc, Δx becomes finite. This behavior supports
the queueing transition at finite εc [13]. Analytic works and larger simulations
are required to get more accurate values of the critical exponents.
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Abstract. Pollution in metropolitan cities has become a serious prob-
lem, resulting in poor living conditions and serious health problems. Pol-
lution being qualified as a complex system, we propose a multi-agent
approach to model and simulate it, so that we could study, analyze and
predict it better. As in the early stage of the project, we have some suc-
cessful experiments and attempts to integrate the mathematical theory
of Pretopology in the modeling and simulation levels. In addition, these
interesting results shades some light on our future direction.

Keywords: Complex System, Pollution, Pretopology, Multi-Agent Sim-
ulation, Repast Simphony.

1 Introduction

Pollution, as a by product of development and industrialization, is posing threat
to the health of millions of people, environment and ecology. The situation is
even worse in the developing metropolitan cities. The case of Ouagadougou [8], a
young African city, is the topic of Project Mousson [7]. In this project, scientists
and experts from different disciplines (geographers, meteorologists, sociologists,
anthropologists, mathematicians and computer scientists) gather to study and
analyze the air pollution in Ouagadougou, which is a complex system, in order
to build a pollution alarm and alert system.

One of the problem in complex system modeling and simulation is that it
is difficult to model and express the qualitative variables and factors. The ad-
vantage of multi-agent modeling and simulation is being able to integrate these
qualitative information much more easily [9]. Our collaboration with the experts
from different domains may yield a better understanding and modeling of the
system, in turn results a system that can express the pollution in different levels,
and from different angles.

Being in the early stage of modeling, we have conducted some interesting ex-
periments. We have successfully integrated the pretopology method into a clas-
sical heat bugs model to simulate the basic pollution diffusion process. Though
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the model is simple, it has shown some interesting results. Thus, in the following
sections we will discuss the pollution diffusion model based on the classical heat
bugs model, pretopology and pretopology integrated diffusion model.

2 Pollution Diffusion Model and Pretopology

The diffusion process of this simple model is realized according to the heat
diffusion in heat bugs model. However, we integrate the pretopological method
into this diffusion process to have more insights into the diffusion process. The
agents in the model are very primitive, as they just produce pollution into its
environment with its pollution strength. Gradual discussion in the following
subsections shows how pretopology is used in the model and why.

2.1 Diffusion Process in Heat Bugs Model

Heat bugs model [4] is a famous classical multi-agent model that exists as a
example model in various multi-agent simulation toolkits: repast [3], swarm [5],
netlogo [6], to name a few. We take its diffusion process and combine it with
polluter agents instead of heat bugs. And below is a brief description of how the
combination works.

We discretize the space into a two dimensional grid (torus) G(X,Y ), as X
stands for width, and Y for height. Also, we discretize the time into small time
steps ti, while i is from 0 to n. A location in the grid is denoted by its coordinate
c(x, y), at the same time it represents the pollution level at this location. A
polluter agent is denoted by pa, whilst its pollution strength is denoted by s.
Agent location in the grid is determined from the beginning of the simulation
and does not change afterwards. The simulation takes place in the following
steps:

1. Simulation preparation: let all c(i, j) in the G(X,Y ) be 0; Populate the grid
with n polluter agents with pollution strengths s, and randomly scatter them
over it.

2. Let every polluter agent pollutes its location.
3. Diffuse the pollution over the grid.
4. Go to step 2.

Now we will introduce the corresponding pseudo code to the step 3.

Procedure Diffuse ()
Constant
ERate = 0.99; DRate = 1.0;

Var
G2(X,Y) as temporary grid;
c2(x,y) as cells of G2(X,Y);

Begin
For (i:=1 to X)



Pollution Modeling and Simulation with Multi-Agent and Pretopology 227

For (j:=1 to Y)
avg := mooreNeighbourAverage();
c2(i,j) := ERate*(c(i,j)+DRate*(avg-c(i,j)));

End For; //j
End For; //i
copy(G2(X,Y) to G(X,Y));

End Procedure //Diffuse()

In the above code, there are two important constants: evaporation and diffu-
sion rate. Evaporation rate defines how much of the pollution evaporates, while
diffusion rate determines the pollution spread speed. They both are in [0..1].

Fig. 1. Pollution diffusion process at different time steps: from left to right at 40, 100
and 250. G(25,25), EvaporationRate = 0.99, Diffusion Rate = 1.0. A polluter agent
(red dot) is placed at the center of the grid.

Figure 1 shows diffusion results at different time steps in the simulation. Red
color is used to indicate the pollution in the grid. The deeper the color is, the
stronger the pollution is. This means around the polluter agent the pollution is
stronger. Pollution spreads as time passes.

Besides this fact, experiments with different evaporation and diffusion rates
show that by this means different diffusion processes can be achieved.

2.2 The Basic Pretopological Concepts

Developments in hardware technologies facilitate the application of pretopology
theory in real-world scenarios. Recently a pretopology library based on java is
developed to provide ready to use pretopological data types and algorithms [10].
And there are also attempts and suggestions for using pretopology in the complex
system modeling [11] [12] [13]. Our motivation is using pretopological concept
of pseudoclosure to simulate the pollution diffusion, and meanwhile to observer
the evolution of this diffusion process. Here is a brief mathematical introduction
to pretopology.

Let E be a non-empty set and let P(E) designate all of the subsets of E.

Definition 1. A pseudoclosure a(.) is a mapping from P(E) to P(E), which
satisfies following two conditions:
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– a(∅) = ∅ (P1)
– A ⊆ a(A) (P2)

A pretopological space is a pair (E, a), where E is endowed with a pseudoclosure
a(.).

Subset a(A) is called the pseudoclosure of A. As a(a(A)) is not necessarily equal
to a(A), a sequential appliance of pseudoclosure on A can be used to model ex-
pansions: A ⊆ a(A) ⊆ a(a(A))... , for example,as in pollution diffusion. Figure 2
illustrates the pseudoclosure and its expansion process.

Fig. 2. A and sequential pseudoclosure appliance on A

In our model we will use a type VD pretopology space, as defined below.

Definition 2. A VD pretopology space is a pretopology space that satisfies: ∀A,
B, A ⊆ E,B ⊆ E a(A ∪B) = a(A) ∪ a(B) (P3)

The notion of closure is also important in the pretopological space.

Definition 3. A ∈ P (E) is a closure only and only if : A = a(A) (P4)

2.3 Integration of Pretopology into the Model

From the above discussions, one can easily relate the pseudoclosure with expan-
sion of the pollution. Before discussing the pseudoclosure integration , we need to
introduce the definition of pollution cluster. A pollution cluster is a connected
subset of the grid G(X,Y ), whose pollution level is above a threshold, in our
case threshold is 0. This means in the beginning of the simulation, there will be
more pollution clusters. With the diffusion process, pollution clusters merge and
result bigger ones. Given enough polluters, after certain steps in the simulation,
only one pollution cluster will be left in the grid. Now we discuss how we use
pseudoclosure to simulate the pollution diffusion. Here are the steps:

1. Simulation preparation, let every c(i, j) in the G(X,Y ) be 0; Populate the
grid with n polluter agents with pollution strength s, and randomly scat-
ter them over it. Create one pollution cluster for every location that has a
polluter agent.

2. Let every polluter agent pollutes its location.
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3. Calculate the pseudoclosure of every pollution cluster.
4. Merge clusters if they are mergable.
5. Go to step 2.

The pseudo code of step 3 and 4 are as shown below:

Procedure PseudoClosure () //Step 3
Var
PollutionClusterSet: Set;
G2(X,Y) as temporary grid;
c2(x,y) as cells of G2(X,Y);

Begin
For (every pollutionCluster in PollutionClusterSet)

For (every c(i,j) in pollutionCluster) //diffuse
average:=mooreNeighbourAverage();
c2(i,j):=ERate*(c(i,j)+DRate*(average-c(i,j)));

End For;
For (every c(i,j) neighbour of pollutionCluster)

avg:=mooreNeighbourAverage();
c2(i,j):=ERate*(c(i,j)+DRate*(avg-c(i,j)));
If (c2(i,j)>0) Then
Add c2(i,j) to pollutionCluster;

End For;
End For;
copy(G2(X,Y) to G(X,Y));

End Procedure //PseudoClosure()

Procedure MergePollutionClusters () //Step 4
Var
PollutionClusterSet: Set;

Begin
LABEL: DEBUT;
If (sizeof(PollutionClusterSet) > 1)
For (every pc1 in PollutionClusterSet)
For (every pc2 in PollutionClusterSet)

If ((pc1<>pc2)and(pc1,pc2 has common area)) Then
pc1 = merge(pc1,pc2);
remove(pc2, PollutionClusterSet);
goto DEBUT;

End If;
End For;

End Procedure //MergePollutionClusters()

This pretopology integration gives us the advantage of tracking the evolution of
pollution clusters.
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3 Simulation Results

In the simulation, evaporation rate is fixed to 0.99, and diffusion rate is to 1.0.
Our pollution environment is a 200x200 torus grid. We have populated the grid
with 40 to 220 polluter agents in ten runs, adding 20 agents in each subsequent
run. The pollution strength of the agent is fixed to 10.

Fig. 3. Left: visualization of pollution diffusion, showing merging of pollution clusters.
Right: Pollution cluster number plot in ten run.

Figure 3, illustrates our simulation results. On the left, the pollution clusters
are merging to form a single big cluster. So, our question is what kind of con-
ditions trigger the big cluster emergence? The chart on the right answers the
question: big cluster emerges when there are more than 180 polluter agents with
pollution strength 10, or when the polluter agent density is higher than 0.45%.
When pollution strength is set to 5 and 20, the emergence has occurred with
0.9% and 0.25% of polluter agent density. This strongly indicates the emergence
occurs when the overall pollution amount given off at every time step reaches a
point, in the case this example, roughly around 1800 per time step.

We are now able to observer the diffusion process in the terms of pollution
clusters, thanks to pretopology integration. That is why we obtained results that
show there is a link between emergence of a single cluster and overall pollution
amount. Though at this level, we are not able to validate simulation results, we
hope that in the future to validate the results using the data available from the
Project Mousson.

The model is developed with Repast Simphony [3], which considerably de-
creased the development time, eased the visualization [1] and analysis steps [2].

4 Conclusion

Though a simple one, the model paves the road for the more complex and
complete pollution simulation system. This also shows a successful pretopology
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integration into simulation, and its usefulness in the complex system modeling
and analysis.

Our work does not stop here. Our goal in the near future is to keep collaborates
with other experts from different domains, and complete the model in a gradual
manner: integration of GIS, real world agents, complex environment, etc. In the
long run, through collaboration and gradual development, we aim a simulation
system that is usable in the real world scenarios.
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Abstract. Complex systems scientists cannot by themselves perform experi-
ments on complex socio-technical systems. The best they can do is to perform 
experiments alongside policy makers who are constantly engaged in experi-
ments as they design and manage the systems the systems for which they are re-
sponsible. In this context the nature of prediction in the implementation of real 
systems is much more complicated than it is in traditional science. The goals 
identified by policymakers change through time, and this is usually managed 
through the design and management processes. The combination of policy and 
design is the opportunity – the only opportunity – for complex systems scien-
tists to engage and to be allowed to be involved in in-vivo experiments in large 
socio-technical systems. In turn this opens up new methodological approaches 
and questions for the science of complex systems. 

Keywords: Complex Systems, Policy, Design, Management, Prediction. 

1   Introduction 

The science of complex systems differs from traditional science in many respects. 
One of the most important is that complex systems scientists cannot perform active 
experiments on many of the systems they study. For example, a scientist cannot de-
cide to build a bridge to test predictions of traffic flows, a scientist cannot implement 
a stay-at-home policy to investigate the consequent impact on an epidemic, a scientist 
cannot implement a radical energy policy to investigate its impact on climate change, 
and a scientist cannot declare war or take measures to keep the peace. Initiating 
change assumes purpose and a view on how future systems ought to be (Simon, 
1969). In democracies deciding what ought to be is the prerogative of policymakers, 
not scientists. 

Large complex socio-technical systems have strong political dimensions, and 
changing them often involves huge resources and complicated planning procedures 
with delivery through many agents. Most policies are experiments with unpredictable 
outcomes, but they are generally not treated as scientific experiments and not instru-
mented. Put simply, only policy makers have the mandate and the money to conduct 
experiments on large complex socio-technical systems. 
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The best that experimental scientists can do is to align themselves with policy 
makers, ensuring that the scientific basis of policy is sound and persuading the policy 
makers to tolerate the collection of data for scientific purposes. This is necessary but 
not sufficient for scientific experiments, since the whole nature of scientific prediction 
has to be rethought for complex systems.  

2   Performing Experiments on Complex Socio-technical Systems 

Complex systems scientists are seeking new methods of understanding how systems 
might evolve from current states to future states. Experiment generally involves putting 
a system in a particular state, making an intervention and observing the consequences. 
These may or may not support hypotheses on the consequences of the intervention. 
Since only policy makers can legitimately and practically make interventions, the best 
that complex systems scientists can do is make precise the desired future state(s) of the 
system (what policy says it ought to be), make precise which system states might 
evolve, and suggest interventions that may best achieve the desired state(s): “tell us 
what the target is and we’ll tell you how to hit it”. 

 
 
 
 
 
 

Fig. 1. Experiments: predicting that given interventions will result in future system states 

This is illustrated in Figure 1. Somehow the system must be represented. For com-
plex systems such as a cancer or a city this representation cannot just be a few words 
or symbols. The representation will be complicated and generally have many levels 
with many relationships and numbers characterizing particular states. Characterizing 
the system as it is now and how it ought to be in the future involves complicated data 
structures holding a lot of data and computing state transitions and trajectories from 
these data at many scales. 

The idea of a policy-oriented prediction is that if one makes an intervention one 
‘kicks’ the system off its current trajectory onto another trajectory that will hit the 
target. Let s0 be the state of system at now, time zero, and st be the state of the system 
at time t. Suppose the system is governed by transition dynamics with f: s0 → st. Let 
kNULL be the null kick meaning that one does nothing to the system. Then let us write f: 
(s0, kNULL) → st,NULL to mean the transition dynamics of the system when no interven-
tion is made. Let us write f: (s0, ki) → s0,i,t to mean the state of the system at time t 
when intervention ki is applied to the system in state s0 at time t0. 

The cooperation between scientists and policy makers assumes that the former 
know something about the dynamics of the system that the latter find useful. It is 
assumed that scientists can bring to bear better ways of representing that states of 
systems, st, their transition dynamics, f, and that this enables predictions to be made 

   Intervention kick 

current state now                                target state at t 



234 J. Johnson 

on the consequences of any particular policy kick, ki. It also assumes that scientists 
are practical, proposing data structures that enable data collection or, more often, use 
of data that already exists. Also the transition dynamics must be computable. Policy 
makers are not interested in abstract predictions from scientists that do not give pre-
cise statements of what might be. 

Paraphrasing the argument so far, scientists cannot do in-vivo experiments on most 
complex socio-technical systems. Generally they have neither the mandate nor the 
money to make interventions in large complex systems. Therefore the best they can 
do is sit alongside policy makers who do have the mandate and the money to make 
interventions. The best that a scientist can do is persuade policy makers that they 
know how to predict the outcome of any particular policy intervention, and possibly 
suggest particular interventions that the policy makers might find helpful. 

3   Prediction and Control in Complex Systems 

As an example of prediction, consider an ancient warship. The captain’s policy is that 
an enemy ship ought to be hit by a cannon ball. Assuming the scientist will take the 
commission, their job is to suggest a way of setting up the cannon in a way that can be 
predicted to hit the target ship when fired. 

 
 
 
 
 
 
 
 
 
 

Fig. 2. Policy is subject to many forces from many external sources 

For complex socio-technical systems the reality is much more complicated that this 
since no-one can control all their aspects. In Figure 2 it is supposed that the original 
policy kick sends the system on a trajectory towards the goal, but legislation knocks it 
off course. For example, the policy of one Government department can be knocked 
off course by policy changes made by another department, e.g. planning regulations 
may become more severe, or fiscal rules may change. Figure 2 shows intervention 
kicks to put the system back on course towards the goal, but being knocked off trajec-
tory by an external financial force, such as the severe global financial crisis emanating 
from the USA in 2007 and 2008. Again interventions attempt to put the systems back 
on track, and but other extreme events knock it off trajectory from the goal. 

Traditional science assumes that the laboratory can be separated from its environ-
ment. Let S be the system under investigation and U the universal system. Then let the 
environment, E, be defined to be E = U – S. Thus anything not in the system is by 
definition in the environment. Traditional science progressed by being able to isolate 

$ 
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S in the laboratory with E having negligible effect. For example, Galileo did not have 
to worry about bank rate or the weather when studying motion down an inclined 
plane. Often E does not have much effect on complex systems when they are behav-
ing normally. The problem with complex systems is that they are subject to extreme 
event when they do not behave normally, and the occurrence of extreme events is 
itself normal. Understanding the nature of extreme events and the interaction and 
coevolution between systems and environment is part of the challenge in complex 
systems science. 

To continue our earlier example, the cannon may be on a ship in the middle of a 
storm, with huge waves tossing it about. Or the regulations may change so that can-
non must be fired in a different way. Or the cost of powder may change meaning that 
less can be used. Or a wheel may have fallen off the gun carriage. Predicting how the 
target might be hit becomes much more difficult as the system and its environment 
change. Figure 2 is much closer to feedback control than open-ended prediction. The 
former is essential in real systems while the latter is almost unattainable in complex 
social technical systems. Thus whole concept of prediction has to change relative to 
traditional science. 

4   Prediction Fans and Prediction Horizons 

Figure 2 is a simplification, since the outcome of any particular intervention kick may 
not be unique. In other words, an intervention may have a number of outcomes as 
illustrated in Figure 3. Thus the possible future states of systems fan out towards a 
prediction horizon beyond which predictions are meaningless. For example, what will 
the bank rate be ten years from today? Or how many cars will there be in a hundred 
years time?  As the clock ticks the horizon moves forward, allowing some predictions 
to become meaningful and even useful. 

 

t0

prediction
  horizon

 

t0

t1

prediction
horizon  

(a) Future trajectories fans out from 
the present 

(b) The horizon moves forward with time 

Fig. 3. Predictions in complex socio-technical systems fan out and have horizons 
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To continue the example of the cannon and target, the analogy now is that the tar-
get ship is over the horizon and part of the prediction becomes knowing when, if ever, 
it will become visible and what to do until it comes in range. 

5   Prediction and Policy in Multilevel Systems 

The story gets even more complicated. Most complex systems have many levels, from 
micro-level to macro-level. When one speaks of an intervention, it may matter at what 
level the intervention occurs. For example, national novernments can make interven-
tions by changing laws or making funds available for their objectives. They cannot 
intervene at the level of the individual person, as some agencies can at a much more 
disaggregate level. Generally national governments do not build particular schools, 
this is done by intermediate level administrations. Whatever the level of an interven-
tion, it is possible that its consequences will be felt at higher and lowest levels of 
aggregation. 

 

Fig. 4. Predicting the consequences of a kick to a multilevel system, k:St → St+Δt k.  

To continue the analogy of the cannon, it might be that to fire the cannon requires 
the permission of the admiral and the captains of all the other ships, and that this per-
mission depends on the detailed states of all the other ships and the configuration of 
the fleet, etc. Alongside all this are considerations of the cost of gunpowder and the 
lurching of the ship in the gale, and the possible position of the target beyond the 
horizon. No longer is the prediction the application of the theory of mechanics and the 
solution of a few equations calculated for a small data set. Now the prediction in-
volves the interactions of many heterogeneous subsystems with transition dynamics 
dependent on large heterogeneous data sets that may be difficult to collect and very 
demanding to compute. 

Thus every dot in Figure 3 represents the state of a multilevel system, and every ar-
row represents the transformation from one multilevel system state to another, as 
illustrated in Figure 4. Thus we have to image Figures 1 and 2 with branching, and 
each of the nodes in those diagrams representing complicated multilevel system rep-
resentations.  

Policy makers ‘kick’ their systems by making interventions at all levels and manage 
the consequences as best they can (Figure 4). What can complex systems scientists say 
about this? What does it mean to make a scientific prediction in these circumstances? 
Does it include the consequences at all levels? 

The idea of the scientist using predictive methods to advise the policy maker how 
to achieve their goals is getting very complicated. But there is one final twist:  
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6   The Goalposts Move! 

In the case of the cannon, it is as if the target ship changes, or the target becomes 
assisting rather than destroying the ship, because a more beneficial target emerges 
from the process of trying to hit the original target. 

Consider policy makers identifying and trying to solve problems. There is the nor-
mative aspect that the system ought to be better, and there is the practical aspect of 
what could make it better. Such situations invariably have many competing dimen-
sions. Ideally they would all be optimized, but usually the constraints compete with 
each other for any given solution. They have to be satisficed, meaning an acceptable 
compromise must be found. Sometimes the problem of creating the system that ought 
to be is over-constrained and there is no solution. For progress to be made, one or 
more constraint must be relaxed. Changing the constraints leads to a different prob-
lem. To be useful, any prediction made by a complex systems scientist must address 
the problem as it exists now, not as it was previously. 

7   Design and Management 

By now we have entered the world of design which is well known to policy makers. It 
will be argued that the design and management of real systems is the in-vivo labora-
tory of complex systems science. 

Figure 5 shows a simple diagram of the way people solve practical problems. On 
the left is the process of establishing what is required, which comes from those who 
make policy. On the right is the generate-evaluate cycle that characterises the design 
process. In this cycle designers generate new systems and evaluate them against the 
requirements. If the new system satisfies all the requirements it is a ‘solution’ to the 
design problem, and the process passes to implementation. If the proposed system 
does not satisfy the requirements then alternative systems are generated themselves to 
be tested against requirements. 

The design cycle is a spiral process in time, since the design rarely returns to a previ-
ous state. The reason is that the designer learns about the problem during each iteration 
around the cycle. Each time a potential solution is generated the designer is making 
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Fig. 5. The simplified requirements-generate-evaluate model of the design process 
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hypotheses as to what the parts of the system might and how they might fit together. 
Each time the potential solution is evaluated these hypotheses are reviewed and possibly 
tested. Each time a potential solution is rejected the designer learns something new 
about the system. 

Anyone who has been involved in a large complicated project will recognise the 
process of ‘working up’ the definition of the project, and will be familiar with the in-
terplay between constraints and possible ways forward. Policy makers know this from 
experience. Many scientists experience a similar process in their own projects. In this 
paper we are not just saying that the messy business of managing projects is necessary 
to administer science, we are saying that engaging in messy design and management 
projects is science, as far as complex socio-technical systems are concerned. Design 
and management are intimately tied up with the emerging new scientific method, with 
data collection, with prediction, and any possibility of testing predictions using new 
statistical methods. 

The argument is that complex systems scientists cannot do experiments on large 
socio-technical systems but must align themselves with policy makers (who do ex-
periments all the time). Policy makers execute their experiments through the design 
process which is a systematic way of allowing a coevolution between what ought to 
be and what can be.  

This process involves many predictions at many levels, and the process of making 
predictions evolves with the requirements and proposed solutions. 

8   Prediction and Testing Predictions in-vivo 

Arising from the previous discussion, many kinds of predictions that can be made about 
complex systems. Let the experimental multilevel system be written as (B, M, H), where 
B is the relational backcloth of the system and M is the class of mappings representing 
the traffic of system activity over the backcloth. We write B = BN  ⊕ BN+1 ⊕ BN+2 … ⊕ 
BN+L where BN+j is the relational backcloth of the system at level N+j, which can be 
represented by networks and hypernetworks. The mappings on the backcloth can be 
written M = MN  ⊕ MN+1 … ⊕ MN+L where MN+i = {mN+i, j | mN+i,j : BN+i → Z} where Z is 
a number system such as the real or rational numbers1. H is a class of mappings that 
aggregate the mappings MN+i over the backcloth, hij: MN+i → MN+j. 

 
Simple Type-I predictions: changes in mappings 

Type-I-1, Fixed Level.  k: (MN+i (BN+i ), t ) → (MN+i (BN+i), t + Δt) 
Type-I-2, Inter-Level.   k: ( hij MN+i (BN+i),  t ) → (MN+j (BN+j, t + Δt) 
 

Simple Type-II predictions: changes in relational backcloth 
Type II-1, Fixed Level. k: (BN+i, t) → (BN+i, t + Δt) 
Type II-2, Inter-Level k: (BN+i, t) → (BN+j, t + Δt) 

                                                           
1 It can be shown that any system can be written this way, where the levels are relationally 

defined by parts and wholes (Type-α aggregation) and classification (Type-β aggregation) 
(Johnson, 2008). 
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These predictions correspond to a single arrow in Figure 1. They include time se-
ries predictions as the some of the simplest examples of Type I-1 predictions, where 
the future value of a mapping on a fixed backcloth is determined by its previous val-
ues. Type I-2 mappings include the aggregation of numbers over the levels of a fixed 
backcloth, such as the cost of building a system from components bottom-up, or the 
top-down distribution of resource. The employment of a new person is an example of 
a Type II-1 change. The impact that new person might have on the team is an example 
of a Type II-2 change. 

 
Simple Stochastic Predictions 
Both Type-I and Type-II predictions can be stochastic. This corresponds to putting 
transition probabilities on the arrows in Figure 3. For complex systems the fans may 
spread out very rapidly, meaning that the transition probabilities rapidly become small 
so that they may carry no useful information. But they may do. 

 
Compound Predictions: multi-kick control 
As Figure 2 suggests, the reality of keeping a system on a trajectory that will hit a given 
goal requires constant monitoring of the systems state, and constantly making new pre-
dictions on which to base new kicks to keep the system on trajectory to the target. In 
engineering systems feedback control is achieved by a few sensors and, usually, a few 
fixed equations that are used to compute changes to the control action (e.g. applying 
more or less power to the actuators). In such systems one does not predict that any par-
ticular control action will ensure that the system hits the target, but one can predict that 
the multi-kick control regime will ensure that the system will hit the target. 

For complex socio-technical systems this means the empirical scientist must propose 
a control regime which combines Type-I and Type-II predictions across multilevel 
systems. To my knowledge no complex systems experiment has ever been conducted in 
these terms. 

The reason for this is probably because complex systems are not designed and im-
plemented in this way. The evolution of the control system occurs during the design 
process, which is not widely seen as part of the scientific method, even though this 
view is well known in design theory (e.g. Herbert Simon, Ross Ashby). 

9   Design Predictions 

As we have seen, design is the ultimate test of prediction since it requires an under-
standing of the system dynamics of the specification-design process. On the UK Em-
bracing Complexity in Design project (Johnson, et al, 2007) it emerged that 

 
    •   designing complex systems requires a scientific understanding of their dynamics 
    •   design processes can be complex, e.g. manufacturing processes, supply chains 
    •   the environment of design can be complex , e.g. regulation, fashion, economy 
    •   design is a complex collaborative cognitive process 

 
Complex systems scientists can contribute to the design and implementation of 

complex systems by providing system models allowing simple predictions to be 
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made. To implement systems requires an understanding of the processes involved, 
since these play an important role in the selection of the target(s) at any time.  

There are no quantitative models of complex systems prediction that take into ac-
count the environment within which systems are design, but many descriptive models 
of the design process. 

Design as a complex collaborative process involves iterating around the coevolu-
tionary cycles of Figure 5. Usually the ‘client’ occupies the left part of the diagram, 
deciding what they want and don’t want, and what they like or don’t like. Here the 
client is shown as policy makers – the people that have the mandate to decide what 
ought to be and the money to commission its design and implementation. 

Design is characterised by juggling constraints and making compromises, from the 
sketch stage all the way through to the blueprint and implementation. Even when new 
systems are being constructed constraints may change as new problems are discov-
ered. The design process implicitly involves designing the management of the sys-
tems when it has been built. 

From conception to delivery and day-to-day performance, the design process in-
volves predictions of many kinds at many levels. This is the opportunity – the only 
opportunity – for complex systems scientists to engage and to be allowed to be in-
volved in in-vivo experiments. 

10   The New Statistics 

As presented here, prediction in policy and design is much more complicated than in 
conventional experiments, which are generally contrived to be as simple as possible. 
What can it mean to test a prediction in this context? Certainly conventional statistical 
techniques can be applied to local predictions, but how can the ‘correctness’ of the 
design process be tested in a rigorous statistical way? Of the many complications, 
what does it mean to make a prediction of a multilevel systems? In physics we are 
content that the gas laws give highly reliable predictions at the macrolevel, while the 
states of individuals are unknowable at the microlevel. In complex socio-technical 
systems the behaviour of individuals at the microlevel can have massive effects at 
meso and macro levels. This suggests that isolated single-level predictions will not do 
for complex systems, and that statistical tests will themselves have to be multilevel. 

Conventional statistical methods were not developed for the kind of large complex 
multilevel systems discussed in this paper. For example, in the UK the major North-
South M1 Motorway has been redeveloped considerably over the last few years, in-
creasing the number of lanes in each direction to four, redesigning many intersections, 
and replacing a number of bridges. Such a project involves hundreds if not thousands 
of interacting predictions. What methods could be developed for testing any or all of 
those predictions? The discussion in this paper suggests that there is a completely new 
approach to statistical analysis waiting to be discovered and developed. 

11   Conclusion 

It has been argued that complex systems scientists cannot by themselves perform  
experiments on complex socio-technical systems, and that the best they can do is to 
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perform experiments alongside policy makers who are constantly undertaking large 
and small experiments. In this context it has been shown that the nature of prediction 
in the implementation of real systems is much more complicated than it is in traditional 
science. In particular, the goals identified by policymakers change through time, and 
this is usually managed through the design and management processes. It is suggested 
that the combination of policy and design is the opportunity – the only opportunity – 
for complex systems scientists to be involved in in-vivo experiments. In turn this opens 
up the need for new methodological and statistical approaches for the science of com-
plex systems. 
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Abstract. We study the nonequilibrium phenomena of a coupled ac-
tive rotator model in complex networks. From a numerical Langevin
simulation, we find the peculiar phase transition not only on globally
connected network but also on other complex networks and reveal the
corresponding phase diagram. In this model, two phases — stationary
and quasi-periodic moving phases — are observed, in which microscopic
dynamics are thoroughly investigated. We extend our study to the non-
identical oscillators and the more heterogeneous degree distribution of
complex networks.

Keywords: active rotator model, phase transitions, complex networks.

1 Introduction

Various coupled oscillatory systems in nature have been known to exhibit many
interesting behaviors including synchronization. Collective synchronization has
attracted much interest due to the beauty of simultaneousness and the sponta-
neous emergence in such phenomena as the synchronous flashing of fireflies, the
chorusing of crickets, and the clapping of hands after an astonishing orchestral
performance [1]. In order to understand such synchronized behaviors, nonlinear
coupled oscillators have been studied extensively with various models. Among
them, the Kuramoto model is one of the most studied models due to its simplicity
and analytical tractability [2,3]. The Kuramoto model has been extended with
many variations for applications in diverse systems [3]. One natural extension is
to add external fields, which implies the external current applied to a neuron to
describe an excitable systems. This is also known to be an active rotator model
when each oscillator has the constant natural frequency [3,4].

Most studies of the active rotator model have assumed that all oscillators are
connected to each other, i.e., globally connected network, or sometimes 2 and 3-
dimensional regular lattice is used [4,5,6]. However, such a type of interaction has
a limitation when applied to most real systems. Therefore we need to consider
such nontrivial connectivity and extend the study of synchronization to complex
networks. Thus, in the present paper, we report our study of active rotator model
in complex networks.
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2 Model System

The dynamics of N coupled limit-cycle oscillators having the phase {φi(t)|i =
1, 2, . . . , N} is described by the set of equations

dφi

dt
= ωi − b sinφi − K

〈k〉
N∑

j=1

aij sin(φi − φj) + ηi(t). (1)

The first term ωi represents the natural frequency of the ith oscillator, which is
assumed the random normal distribution having the correlation 〈ωiωj〉 = σ2δij
with the variance σ2 and the mean 〈ωi〉 = ω0. The second and third terms
indicate the pinning force and the coupling between the oscillators respectively;
the coupling strength K is set to be a positive one (K > 0), so the interacting
oscillators favor their phase difference minimized. The adjacency matrix element
aij = 1(0) if oscillators i and j are connected (disconnected), and 〈k〉 denotes
the mean degree given by

∑
i ki/N , where the degree ki =

∑
j aij . In the last

term of Eq. (1), ηi(t) is the Gaussian white noise with properties 〈ηi(t)〉 =
0, 〈ηi(t)ηj(t′)〉 = 2Dδ(t− t′)δij .

When all oscillators are connected to each other, i.e., aij = 1 for all i �= j,
and b = 0, D = 0, the model corresponds to the original Kuramoto model [2].
If all oscillators are identical and b = 0, it describes the thermodynamic system
of classical XY spins, where D plays role of the temperature of the spin sys-
tems [6]. When all oscillators have the same frequency, we call the system as
active rotators.

Collective phase synchronization is conveniently described by the order pa-
rameter defined by

r(t)eiθ(t) ≡ 1
N

N∑
j=1

eiφj(t), (2)

where r > 0 implies emergence of the phase synchronization. Then we take the
time average of r(t) such as r ≡ r(t) = (2/T )

∑T
t=T/2+1 r(t), where the over

line represents the time averaging and we set T to enough large number after
confirming the state passes over the transient period. In the case of the original
Kuramoto model, the time averaged r delivers most information since r(t) sat-
urates to a value r. However, active rotators do not always go to the stationary
phase but show periodic behavior. Therefore, Shinomoto et al. [4] introduced
another order parameter σ and a kind of fluctuation measure χ̃ defined by

σeiϕ ≡ r(t)eiθ(t) =
2
T

T∑
t=T/2+1

r(t)eiθ(t), (3)

χ̃ ≡ N · |r(t)eiθ(t) − σeiϕ|2. (4)

One can easily show that χ̃ is equivalent to N · [r2(t)− σ2], which measures the
difference between r and σ.
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In order to investigate phase transition, we have performed a numerical sim-
ulation of Eq. (1). We use the second-order Runge-Kutta method [7] with dis-
crete time step Δt = 0.01. For given b and D, we get the total simulation time
T = 2 × 104 steps so the first 104 steps are discarded as a transient period to
achieve steady state and 104 steps are used to compute the order parameters.

3 Phase Transition in Active Rotator Model

First of all, we fix the natural frequency ωi = 1 for all i in order to study
the active rotator model on Erdös-Rényi random networks [8]. To generate the
random network, we visit each node and connect to other nodes with the prob-
ability p = 〈k〉/(N − 1), where we fix 〈k〉 = 5 for convenience. Then we perform
a numerical simulation on the Eq. (1), and investigate phase transition.

Figure 1 shows the phase diagram with K = 5. When D = 0, the active
rotators show a transition at b = 1, which corresponds to the natural frequency
ω = 1. For b > 1, the system becomes a steady state and rotators are fixed to
specific angle, otherwise rotators are synchronized and move periodically. And
when b = 0, Eq. (1) becomes simply coupled identical oscillators without any
external fields. As D increases, the order parameter r becomes smaller since the
noise disturbs the oscillators to be synchronized. Finally, the system becomes
a desynchronized state at D = 2.5, which corresponds to the half of coupling
strength K/2. This transition point D = K/2 well agrees with the result of glob-
ally coupling case and overall features of phase diagram are not much different
from the mean-field expectation.

Fig. 1. Phase diagram for the random network with fixed ωi = 1 for every node i and
K = 5 (left). When b and D is small enough, the active rotator behaves periodic motion.
However, the active rotator goes to the stationary phase if the external field strength
b or noise strength D gets strong. On the right: Order parameter behavior for b = 1.1.
When the noise amplitude is small, oscillators fixed to the external field potential.
However, if noise becomes a proper level, oscillators show the periodic motion. For the
strong noise, each oscillator scatters and overall behavior shows stationary state.
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Fig. 2. Three phase states for b = 1.1. From the phase diagram, we observe the behav-
iors of order parameter at the three different points. The label A, B, and C correspond
with the three points in Fig. 1.

Noise doesn’t always make synchronization bad. For instance, when b = 1.1,
since the rotator natural frequency ω is smaller than the external fields strength,
rotators cannot overcome the external field and stay at a fixed point if the
coupling and noise are very weak. However, if the coupling is strong enough and
moderate strength of noises are added, the rotators shows a periodic motion.
First several oscillators excited by noises try to overcome the external potential
and these oscillators pull other oscillators to upward. Average phase gradually
moves up to the peak of the potential and then slides down fast. This transition
is shown in the left panel of Fig. 1. After D = 0.5 the system shows a periodic
phase, then it becomes a stationary state again above D = 1.5. These three
different phases are shown in Fig. 2. The label A, B, and C corresponds to that of
Fig. 1. As shown in the middle panels in Fig. 2, the average angle θ rotates quasi-
periodically, which means oscillators are rotating together. Therefore, the order
parameter σ becomes small since σ is calculated from averaging over complex
order parameters including phase information also. Each different phases cancel
each other. In this reason, we can find the transition points by observing the
difference between order parameters r and σ or the divergent behaviors of the
susceptibility χ̃.

We extend this study to the non-identical oscillators, i.e. oscillators having
the natural frequency distribution [5], and the complex networks having more
heterogeneous degree distribution such as scale-free networks [9]. As a primary
result, we observe that the area of phase diagram is enlarged as networks’ degree
distribution becomes more heterogeneous. And if oscillators have the natural
frequency distribution, the dynamics become more complicated since oscillators
make several clusters which have a similar effective frequency.
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4 Summary and Remarks

We study the phase transition of the active rotator model on random net-
works by performing a numerical Langevin simulation. For a specific external
field strength, we observe the peculiar phase transition as increasing the noise
strength. Even the external field strength is stronger than driving natural fre-
quency, noise-induced coupled oscillators show a periodic rotations, which is also
observed in that of globally coupled case. In this model we observe and visu-
alize two different phases, stationary and quasi-periodic phases. Even though
the connectivity of random network is local and sparser than all-to-all globally
connected network, the overall behavior of oscillators are similar with that of
on global network since mean-field approximation works in the case of random
networks. We extend this work to the scale-free networks, which have more het-
erogeneous degree distribution, and the nonidentical oscillators having natural
frequency distribution. These variations would show richer dynamics with var-
ious applications. This work was supported by KOSEF through the grant No.
R17-2007-073-01001-0 and R01-2007-000-20084-0 (H.H).
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Abstract. Thanks to the Internet and the World Wide Web, we live in
a world of many possibilities we can choose from thousands of movies,
millions of books, and billions of web pages. Far exceeding our personal
processing capacity, this excessive freedom of choice calls for automated
ways to find the relevant information. As a result, the field of information
filtering is very active and rich with unanswered challenges. In this short
paper, I will give a brief introduction on the design of recommender sys-
tems, which recommend objects to users based on the historical records of
users’ activities. A diffusion-based recommendation algorithm, as well as
two improved algorithms are investigated. Numerical results on a bench-
mark data set have demonstrated the advantages in algorithmic accuracy.

Keywords: Infophysics, Personal Recommendation, Bipartite Networks,
User-Object Networks, Diffusion.

1 Introduction

The last few years have witnessed an explosion of information that the exponen-
tial growth of the Internet and World Wide Web confronts us with an informa-
tion overload: We face too much data and sources to be able to find out those
most relevant for us. Indeed, we have to make choices from thousands of movies,
millions of books, billions of web pages, and so on. Evaluating all these alterna-
tives by ourselves is not feasible at all. As a consequence, an urgent problem is
how to automatically find out the relevant objects for us, namely information
filtering. A landmark for information filtering is the use of search engine, by
which users could find the relevant web pages with the help of properly chosen
keywords. However, the search engine has three essential disadvantages. First,
it does not take into account personalization and returns the same results for
people with far different habits. Therefore, if a user’s habits are different from
the mainstream, even with some right keywords, it is hard for him to find out
what he likes from the countless searching results. Secondly, the search engine is
a tool helping users to find out the web pages at least containing some content
known to them. Many web pages, having potentialities to match a user’s tastes,
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are, however, completely out of his horizon. In a word, the search engine is only
helpful to find what you know instead of what you like, since you may have no
idea of the latter. Thirdly, some tastes, such as the feelings of music and poem,
can not be expressed by keywords, even language. The search engine, based on
keyword matching, will lose its effectiveness in those cases.

To our knowledge, the most promising way to efficiently filter the overload
information is to automatically provide personal recommendations based on the
historical record of a user’s activities [1,2]. For example, Amazon.com uses one’s
purchase record to recommend books, AdaptiveInfo.com uses one’s reading his-
tory to recommend news, and Recipefinder.com uses one’s stated interests to
recommend restaurants. In a web-based serving system, a recommendation en-
gine could improve loyalty by creating a value-added relationship between the
site and the user. Actually, the more a user uses the recommendation engine –
teaching it what he wants – the more loyal he is to the site. Recommendation
engines also improve cross-sell for E-commerce systems by suggesting additional
products for the customer to purchase. For example, the statistical investigation
by VentureBeat.com shows that the recommendation engine in Amazon.com con-
tributes about 35% of sales. Motivated by its significance in economy and society,
the design of an efficient recommendation algorithm becomes a joint focus from
engineering science to marketing practice, from mathematical analysis to physics
community. Various kinds of recommendation algorithms have been proposed,
including collaborative filtering [3], content-based analysis [4], spectral analysis
[5], iteratively self-consistent refinement [6], principle component analysis [7],
and so on.

In this short paper, I will introduce a diffusion-based algorithm for personal
recommendation in bipartite user-object networks. Numerical results on a bench-
mark data set have demonstrated its advantage in algorithmic accuracy. Two
improved algorithms are also introduced, which perform even better.

2 Diffusion-Based Algorithm

A recommendation system consists of users and objects, and each user has col-
lected some objects. Denoting the object set as O = {o1, o2, · · · , on} and the
user set as U = {u1, u2, · · · , um}, the recommendation system can be fully de-
scribed by a bipartite user-object network with n + m nodes, where an object
is connected with a user if and only if this object has been collected by this
user. Connection between two users or two objects is not allowed. A Reasonable
assumption is that the objects a user has collected are what he likes, and a rec-
ommendation algorithm aims at predicting his personal opinions (to what extent
he likes or hate them) on those objects he has not yet collected. That is to say,
given a target user, a recommendation algorithm should provide an ordered list
of all the objects having not been collected by this user. Those objects in the
top of this list are recommended to this user.

Based on the bipartite user-object network, an object-object network can be
constructed, where each node represents an object, and two objects are connected
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if and only if they have been collected simultaneously by at least one user. We
assume a certain amount of resource (i.e., recommendation power) is associated
with each object, and the weight wij represents the proportion of the resource oj

would like to distribute to oi. For example, in the book-selling system, the weight
wij contributes to the strength of recommending the book oi to a customer
provided he has already bought the book oj . The weight wij can be determined
following a network-based diffusion process [8,9] where each object distributes its
initial resource equally to all the users who have collected it, and then each user
sends back what he has received equally to all the objects he has collected. For
a general user-object network, the weighted projection onto the object-object
network reads [9]:

wij =
1

k(oj)

m∑
l=1

ailajl

k(ul)
, (1)

where k(oj) =
∑n

i=1 aji and k(ul) =
∑m

i=1 ail denote the degrees of object oj

and user ul, and {ail} is the n×m adjacent matrix of the bipartite user-object
network.

For a given user ui, we assign some resource (i.e., recommendation power)
on those objects already been collected by ui. In the simplest case, the initial
resource vector f can be set as

fj = aji. (2)

That is to say, if the object oj has been collected by ui, then its initial resource is
unit, otherwise it is zero. After the resource-allocation process, the final resource
vector is

f ′ = W f . (3)

Accordingly, all ui’s uncollected objects oj (1 ≤ j ≤ n, aji = 0) are sorted in the
descending order of f ′j, and those objects with highest values of final resource
are recommended.

To test the algorithmic accuracy, we use a benchmark data-set, namely Movie-
Lens. The data consists of 1682 movies (objects) and 943 users, and users vote
movies using discrete ratings 1-5. We therefore applied a coarse-graining method
similar to that used in Ref. [10]: a movie has been collected by a user if and only
if the giving rating is at least 3 (i.e. the user at least likes this movie). The
original data contains 105 ratings, 85.25% of which are ≥ 3, thus after coarse
gaining the data contains 85250 user-object pairs. To test the recommendation
algorithms, the data set is randomly divided into two parts: The training set
contains 90% of the data, and the remaining 10% of data constitutes the probe.
The training set is treated as known information, while no information in the
probe set is allowed to be used for prediction.

A recommendation algorithm should provide each user with an ordered queue
of all its uncollected objects. For an arbitrary user ui, if the relation ui− oj is in
the probe set (according to the training set, oj is an uncollected object for ui),
we measure the position of oj in the ordered queue. For example, if there are 1000



250 T. Zhou

uncollected movies for ui, and oj is the 10th from the top, we say the position
of oj is 10/1000, denoted by rij = 0.01. Since the probe entries are actually
collected by users, a good algorithm is expected to give high recommendations
to them, thus leading to small r. Therefore, the mean value of the position
value 〈r〉 (called ranking score, which approximately equals one minus the area
under the receiver operating characteristic (ROC) curve [11]), averaged over all
the entries in the probe, can be used to evaluate the algorithmic accuracy: the
smaller the ranking score, the higher the algorithmic accuracy, and vice verse.
The average values of ranking scores over 10 independent runs (one run here
means an independently random division of data set) are 0.106, 0.122, and 0.140
for the present algorithm, the collaborative filtering1, and the global ranking
method2, respectively. Clearly, the present diffusion-based algorithm performs
the best.

3 Two Improved Algorithms

3.1 Diffusion-Based Algorithm with Tunable Initial
Recommendation Power

Consider the initial resource located on object oi as its assigned recommendation
power. In the whole recommendation process, the total power given to oi is
pi =

∑
j f

j
i , where the superscript j runs over all the users uj . In the above

mentioned algorithm, the total power of oi is pi =
∑

j f
j
i =

∑
j aij = k(oi). That

is to say, the total recommendation power assigned to an object is proportional
to its degree, thus the impact of high-degree objects (e.g., popular movies) is
enhanced. Although it already has a good algorithmic accuracy, this uniform
configuration may be oversimplified, and depressing the impact of high-degree
objects in an appropriate way could, perhaps, further improve the accuracy.
Motivated by this, we propose a more complicated distribution of initial resource
to replace Eq. (2):

f i
j = ajik

β(oj), (4)

where β is a tunable parameter. Compared with the original case, β = 0, a
positive β strengthens the influence of large-degree objects, while a negative β
weakens the influence of large-degree objects. In particular, the case β = −1
corresponds to an identical allocation of recommendation power (pi = 1) for
each object oi.

1 The collaborative filtering is based on measuring the similarity between users.
For two users ui and uj , their similarity can be simply determined by sij =∑n

l=1 alialj/min{k(ui), k(uj)}. For any user-object pair ui − oj , if ui has not yet
collected oj (i.e., aji = 0), the predicted score, vij (to what extent ui likes oj), is
given as vij =

∑m
l=1,l�=i sliajl/

∑m
l=1,l�=i sli. For any user ui, all the nonzero vij with

aji = 0 are sorted in descending order, and those objects in the top are recommended.
2 The global ranking method sorts all the objects in the descending order of degree

and recommends those with highest degrees.
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Fig. 1. (Color online) The ranking score 〈r〉 vs. β. The optimal β, corresponding to
the minimal 〈r〉 ≈ 0.098, is βopt ≈ −0.8. All the data points shown in the main plot is
obtained by averaging over five independent runs with different data-set divisions. The
inset shows the numerical results of every separate run, where each curve represents
one random division of data-set. After Ref. [12].

Ref. [12] reported the algorithmic accuracy as a function of β. As shown in
Fig. 1, the curve has a clear minimum around β = −0.8. Compared with the
uniform case, the ranking score can be further reduced by 9% at the optimal
value. It is indeed a nice improvement for recommendation algorithms. Note that
βopt is close to -1, which indicates that the more homogeneous distribution of
recommendation power among objects may lead to a more accurate prediction.

3.2 Redundant-Eliminated Algorithm

In the diffusion-based algorithm mentioned in Section 2, for any user ui, the
recommendation value of an uncollected object oj is contributed by all ui’s
collected object, as

f ′j =
∑

l

wjlali. (5)

Those contributions, wjlali, may result from the similarities in same attributes,
thus lead to heavy redundance. Generally speaking, if the correlation between oi

and ok and the correlation between oj and ok contain some redundance to each
other, then the two-step correlation between oi and ok, as well as that between oj

and ok should be strong. Accordingly, subtracting the higher order correlations
in an appropriate way could, perhaps, further improve the algorithmic accuracy.
Motivated by this idea, we replace Eq. (5) by

f ′ = (W + aW 2)f , (6)
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where a is a free parameter. When a = 0, it degenerates to the algorithm in
Section 2. If the present analysis is reasonable, the algorithm with a certain
negative a could outperforms the case with a = 0.

Figure 2 reports the algorithmic accuracy, measured by the ranking score, as
a function of a, which has a clear minimum around a = −0.75. Compared with
the case in Section 2 (i.e., a = 0), the ranking score can be further reduced
by 23% at the optimal value. This result strongly supports our analysis. It is
worthwhile to emphasize that, 23% is indeed a great improvement for recommen-
dation algorithms. The ultra accuracy of the present method, even far beyond
our expectation, indicates a great significance in potential applications.

Fig. 2. The ranking score 〈r〉 vs. a. The main plot shows the numerical results of
five independent runs, where each run corresponds to a random division of data set.
The relation between 〈r〉 and a is very stable, and the fluctuation induced by the
randomness in data division can be neglected. The curve shown in the inset is obtained
by averaging over those five independent runs. The optimal a, corresponding to the
minimal 〈r〉 ≈ 0.0822, is aopt ≈ −0.75.

4 Conclusion

In this short paper, I introduced a diffusion-based personal recommendation
algorithm, which performs obviously better than the commonly used collabora-
tive filtering and global ranking method. In addition, I discussed two improved
algorithms with remarkably higher accuracies. The former one has the same
computation complexity as the original diffusion-based algorithm, while the lat-
ter one is ultra accurate. Those advantages are of significance in potentially real
applications.
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Abstract. The urban public transport network (UPTN) in Nanjing is
characterized by a complex network with topological pedestals. The em-
pirical data indicates that it is a small-world network. Under malicious
attack to the high connectivity nodes of the network, the average path-
length will increase 2.5 times, the reliability and traffic capacity of the
UPTN will greatly decline, and the travel expenditure will distinctively
increase. The topological significance of stations and routes are redefined
to help assess the small-world property of UPTNs, so as to improve city
transportation. It is also found that if the urban rail transit, such as
metro, is introduced to the UPTN, then the topological diameter of the
network is reduced, and its structure is optimized.

Keywords: complex network, network topology, public transport sys-
tem, urban rail transit.

1 Introduction

One of the common challenges that urban cities are confronted with is traffic
congestion. According to the 2005 annual report on the development of urban
road traffic of Nanjing, the average waiting time of citizens in Nanjing City at
a bus station is 5.80 min, which is the longest time since 1999. Most of roads in
Nanjing are almost saturated with traffic flow. On the other hand, the passenger
volume of 2005 in the public transportation is less than that of 2003, the year
when China suffered from SARS outbreaks. Facing the increasingly serious traf-
fic problem, one needs a new approach to analyze the characteristics of urban
public traffic systems (UPTS) from new perspective, so as to deal with the traffic
problem in practice; a complex network approach fits to this requirement [1,2,3].
The UPTS is a complex system consisting of thousands of vehicles and passen-
gers, and its performance is directly related to the topological structure of the
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network [4,6,5,7,8,9,10,11]. However, contrasting with the similar findings of the
small-world and scale-free properties in other complex networks [1,3], the recent
studies of 14 major cities of the world [12] have shown the diversity in statistical
and topological properties of UPTNs due to diverging historical evolutions and
other external factors such as wartime destruction and political constraints. In
this paper, we analyze the characteristics of the UPTN in Nanjing from the novel
perspective of topology.

2 Statistic Parameters of Network Topology

In order to quantitatively describe the characteristics of the topological structure
of networks, a series of characteristic parameters have been introduced into net-
work analyses [3], such as node degree k, degree distribution P (k), node strength,
s, distribution of nodes’ strength, p(s), characteristic path length, L, clustering
coefficient, C, and betweenness centrality, BC.

2.1 Node Degree and Degree Distribution

The degree of a node, k, means that this node is connected with k edges. In the
case of UPTNs, it can be described as “a bus station has k neighbor stations”.
Here, two stations are defined as neighbor only if one station is the successor
of the other in the series serviced by a route. One of the important statistical
attributes is the distribution of node degree, for not all nodes have the same
number of incident edges. The distribution of nodes’ degree can be depicted by
density distribution function, p(k), (or cumulative distribution function, P (k) =∫∞

k
p(ξ)dξ ), which represents the probability that a randomly selected node

in a network has k neighbor nodes, and is also equivalent to the ratio of the
number of the nodes with degree k in the network to the total number of nodes
of the network. In a scale-free network, both p(k) and P (k) take power law
function forms with respect to node degree. In a UPTN, the distribution of node
degree has much impact on the accessibility of the public traffic system. Carefully
analyzing the degree distribution in a UPTN and figuring out which function
form it satisfies can contribute to understanding the topological characteristics
of the UPTN. In the case of weighted networks, another meaningful parameter of
topological characteristics is the strength of a node, which is defined as the sum
of the weight of all its neighbor nodes, i.e. si =

∑
j∈Vi

ωij . Here, ωij denotes the
weight of the link from node i to its neighbor node j. In a UPTN, the strength
of a node can be described as the total frequency with which different bus routes
serve the bus station.

2.2 Characteristic Path Length

Characteristic path length, L, is defined as the average value of all shortest
path lengths over all pairs of nodes in a network; it is a characteristic parameter
describing the distance between two arbitrary nodes in a whole sense. In a UPTN,
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it reflects the average number of bus stations one may traverse from one place
to another place using the UPTS. It is straight forward that the smaller L the
more convenience one travels by bus and the better accessibility the public traffic
network has.

2.3 Clustering Coefficient

Assuming that node i has ki neighbor nodes, there may exist at most C2
ki

edges
among ki nodes; in fact, there are only t edges among them, so the clustering
coefficient Ci of node i , Ci = t/C2

ki
= 2t/ki(ki − 1). The clustering coefficient

of the whole network, C, is the average of the clustering coefficients over all the
nodes in the network, namely, C =

∑n
i=1 Ci/n . The clustering coefficient of a

network describes the local clustering characteristics of the network, i.e. measures
the tendency that nodes in the network form cliques. In a UPTN, it reflects the
local connectivity and intensive degree of public traffic routes. The larger the C,
the higher the local connectivity, and the more intensive the urban public traffic
routes. It ensures that there will be little impact on the accessibility between
any other directly connected stations when a certain bus station is congested.
Therefore it contributes to the robustness of public traffic networks.

2.4 Betweenness

Node betweenness reflects the centrality of a node in a network. It can be used to
identify the hub nodes in a network. Much information and many other resource
flows from a node must traverse these hub nodes to rapidest reach other nodes
through shortest paths. The betweenness centrality of node i, denoted by BCi,
can be obtained by counting the sum of the fraction of shortest paths between
all pairs of nodes passing through node i in the network. In a UPTN, the be-
tweenness of a node reflects the capability that this bus station acts as transfer
station. In this paper, aforementioned network topological statistic parameters
will be adopted as major criteria to investigate the topological characteristics
and its evolution of the UPTN.

3 Statistic and Topological Properties of the UPTN

3.1 The Construction of UPTNs

The bus station network is defined in a natural way with nodes representing
bus stations, such as A and B, and if there is at less one route passing through
A and B without any other stations between them, then the two stations are
linked. If there are multiple links between A and B, then the number of these
routes is assigned to the link (edge) between node A and node B as its weight.
Obviously the modeled network is a directed weight network, which depicts the
fundamental topological characteristics of UPTNs. Using its basic topological
parameters such as average shortest path, shortest path distribution, degree
distribution etc, one can study the topological property of the network. For the
case study of Nanjing, the UPTN is modeled in this way. This network consists
of 224 routes and 1542 stations [13](Fig.1).
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Fig. 1. The topologic structure of the UPTN in Nanjing

3.2 Small World Property Testament

To describe the small world property of the complex networks, Watts et al. [1]
introduced two characteristic parameters: characteristic path length (L) and
clustering coefficient (C). The small world property is mathematically charac-
terized by the average shortest path length that depends at most logarithmically
on the network size n and the clustering coefficient in such a way that

C � Crandom ∼< k > /n (1)

L� Lrandom ∼ lnn/ ln < k > (2)

where, < k > is the average degree over all nodes in the network, and n is the
total number of nodes. The results of the average degree < k >, characteristic
path length L, and clustering coefficient C of the UPTN in Nanjing are listed
in Table 1( Lrandom and Crandom in Table 1 are the characteristic path length
and clustering coefficient of the corresponding random network with same size,
respectively).

Table 1. Topological statistical parameters of the UPTN in Nanjing

n < k > L Lrandom C Crandom

1542 5.856 17.00 4.15 0.111 0.0038

From Table 1, C/Crandom ∼ 29.25 and L/Lrandom ∼ 4.10 indicate the small-
world property of the network. Therefore it can be concluded that the UPTN in
Nanjing is a small-world network.
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3.3 Scale-Free Property Testament

Many empirical studies show that most of the real networks display a power
law shaped degree distribution, and the power law function curve decreases rela-
tively slow, which results in existence of nodes with large degree. Networks whose
degree distribution obeys a power-law form are called as scale-free networks.
Barabási and Albert [2] attributed the self-organization of real systems into the
scale-free structure to two major factors: growth and preferential linking. Scale-
free networks often have the small-world property as well. However, according to
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Fig. 4. Log-log scale plot of the strength cumulative distribution of the UPTN in
Nanjing

our empirical data of the UPTN in Nanjing, not all the degree distribution and
the strength distribution have a typical power law form. The degree distribution
(Fig. 2) more likely takes an exponential form, while the strength distribution
takes a certain form in between a power law form and an exponential one. The
nodes whose strengths are less than 50 seem to take an exponential distribution
(Fig. 3), while the nodes with a larger strength appear to take a power law dis-
tribution (Fig. 4); which is consistent with some research reports by other schol-
ars [12,14], who have also found that the degree distributions of UPTNs in some
cities such as Berlin, Hamburg, Moscow, Hong Kong, Beijing do not take a power
law form. Obviously, the finite-size and spatial constraint of the UPTN are two
major factors which hinder the formation of the scale-free property. On the other
hand, one can see from Fig. 3. and Fig. 4. that the fat-tail distribution results in
the coexistence of a few hub nodes and a larger number of poor connected nodes.

4 Effectiveness Analysis of the UPTN Based on
Topological Statistics

4.1 Improvement of City Transportation by Enhancing the
Small-World Property of UPTN

A few of shortcuts should be built between critical nodes, which may shorten the
average path length and improve the reliability of the whole network. To do this,
one shall first identify the critical nodes in the network. One possible way is to
identify these critical nodes according to the role that nodes play in topological
structure. It is known that node degree reflects the total number of a given
station’s connections, while BC represents the capability that the station acts
as a transfer station. The two parameters are both the important characteristic
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parameters measuring the importance a node has in topological structure. To
integrate the description of the two properties, the geometric mean of the two
parameters denoted as SI, is applied to describe the topological importance of a
node, where, SI =

√
K · BC. According to this evaluation index, the sequencing

analysis of the topological significance of 1542 stations in the UPTN in Nanjing
is performed, with the first 10 critical nodes listed in Table 2.

Table 2. First 10 topologic significance stations in Nanjing UPTN

Station Chalukou Xinzhuang Zhongyang men Nanjing railway station Huamugongsi

SI value 1.26 × 10−2 1.21 × 10−2 1.19 × 10−2 0.91 × 10−2 0.87 × 10−2

Station Hedingqiao Yuhuatai Gongjiaozong gongsi Changlelu Xinjiekou

SI value 0.79 × 10−2 0.76 × 10−2 0.75 × 10−2 0.74 × 10−2 0.69 × 10−2

Aiming to improve the traffic capability between the main city and new
towns of Nanjing, the Xincheng bus company offers a No.101 bus service, which
starts from Dongshanzongzhan, passes through Jingfashichang, Dajiedongzhan,
Xinyilu, Chengzhong, Zhushanlu, Fuqianlu, Gongxiaoshangxia, Wuyihuayuan,
Hedingqiao, Shijiali, Chalukou, Yanhuihongcun, and ends at Zhonghuamennei.
According to the company’s estimation, bus route No.101 will run efficiently. In
our analysis (Table 2), Chalukou, Hedingqiao, and Zhonghuamennei rank the
first, sixth, fifteenth place in the significance index of 1542 stations, respectively,
which provides the theoretic basis for running this route. In the light of station
significance index, one can define the significance index of a route, LI, by the
average of SI over all stations of the route. Assuming that a route hasm stations
and the significance index of node i is SIi , then the significance index of the
route is LI =

∑m
i=1 SIi/m.

4.2 Robustness and Vulnerability Analysis of UPTNs

Small-world networks have a common feature that they are robust against ran-
dom attacks, yet vulnerable to malicious attacks. The robustness (vulnerability)
of a network can be measured to find out whether the network will still con-
nected after some of nodes have been deleted. Owing to the inequality of the
role that different nodes in a network play, a few of critical nodes play a key
role in the running of the whole network; which makes the network to be highly
vulnerable when these nodes are attacked deliberately. That is to say, if only
those small amount of nodes (not more than 5%) with largest connectivity are
halted or become congested, which may cause the entire network fail to work. So
the small-world scale-free property brings about the advantage of effectiveness
and fast communication of the network, but might result in the quick spread
of congestion as well. For this reason, we should attach much attention to the
construction of the key stations from the following aspects: protecting key nodes
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and attaching much importance to “long-range link”. Protecting the transport
capability of key stations is able to enhance the transfer capability of the whole
network as well as to prevent traffic jam from spreading quickly. As learned
from the study on small-world networks research, a few shortcuts will shorten
the average distance L significantly, which improves the transit capability of
the network. This has been demonstrated by the example of Nanjing Xincheng
bus company’s bus route No.101 operation. To assess the robustness of Nanjing
UPTN, all the stations have been sequenced by their node degree and between-
ness (BC), respectively. After the removal of the 1% stations with the largest
degree and betweenness, and the 1% randomly selected stations separately, the
average degree < k >, characteristic path length L, clustering coefficient C, and
other topological characteristic parameters are recalculated with the results from
both cases listed in Table 3.

Table 3. Changes in characteristic parameters of Nanjing UPTN after the removal of
1% stations

Type of removal 1% largest degree 1% largest BC 1% random selected No removal
< k > 5.452 5.633 5.774 5.856

L 42.8959 40.3965 26.5748 17.0056
Lrandom 4.32 4.24 4.18 4.15

C 0.0973 0.1053 0.1078 0.111
Crandom 0.00357 0.00278 0.00378 0.00380

It can be learned from the Table 3 that the small-world property of the net-
work do not change in whatever way one delete the 1% stations. However, under
the deliberate attacks the average path length increases 2.5 times relative to
the original one, which suggests that the reliability and transit capacity of the
network are heavily declined and the travel cost of citizens will increase remark-
ably. In comparison, change in the average path length due to the removal of 1%
randomly selected vertexes is much less than that caused by malicious attacks.
This is accordant with the robustness and vulnerability of small-world networks.

5 Synergetic Relation between Urban Rail Transit and
UPTN

Urban rapid rail transit systems enjoy the advantage of large volume, high speed,
less pollution and energy consumption. Vigorously development of urban rail
transit has a great significance in mitigating the congestion of urban transporta-
tion and in improving urban atmosphere environment. Meanwhile, rail transit
promotes the optimization of the spatial structure, and quickens the communi-
cation between the city center and sub-centers of a city as well.
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Fig. 5. Map of Nanjing Metro Line 1 and 2 (source:www.urbanrail.net)

Table 4. Changes in characteristic parameters of Nanjing UPTN before and after the
joint of Metro Line 1 and 2 (R is the diameter of the network, i.e. the longest one of
all shortest paths in the network)

Traffic mode Normal bus Bus and Metro Line 1 Bus and Metro Line1,2
< k > 5.856 5.869 5.885

L 17.00 16.59 16.59
R∗ 56 53 53

Lrandom 4.15 4.14 4.14
C 0.111 0.111 0.111

Crandom 0.0038 0.00278 0.00378

In the case of Nanjing rail transit system, Nanjing Metro Line 1 runs across
main city from north to south, while Line 2 traverses main city from east to
west, which effectively shortens the spatiotemporal distance between main city
and three new towns (Xianlin, Hexi, Jiangning). This conclusion can be verified
by the analysis of the diameter of Nanjing UPTN. Table 4 demonstrates the
variation of the topological characteristics of the UPTN before and after the
joint of the rail transits.

It can be seen from Table 4 that despite of the long length of the two Metro
Lines the small-world property of the network is strengthened after their joint.
Not only the average path length L but also the network diameter R reduce as
well. The latter is more suggestive of that the spatiotemporal distances between
the center and sub-centers of the city have been optimized effectively.
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6 Conclusion

Topological structure of the UPTN determines the connectivity and accessibility
of public transportation service in such a kind of complex networks. Therefore, it
is meaningful to study the topological feature such as the small-world and scale-
free properties of the networks. The case study of the UPTN in Nanjing shows
that it does have such properties. Meanwhile, it is demonstrated theoretically
and practically that the “long-range link” of a network system takes a very
important role in enhancing the accessibility of the public transportation. It
should be mentioned that the development of urban rail transit shortens the
topological diameter of the whole network, which contributes to optimization of
city’s spatial structure and communication between the center and sub-centers of
the city. The complex network model can be used to analyze dynamic behaviors
of urban public transport systems, and furthermore to forecast and control the
systems, therefore it may possess engineering meaning and potential application
value.
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Abstract. The causal states of computational mechanics define the
minimal sufficient (prescient) memory for a given stationary stochas-
tic process. They induce the ε-machine which is a hidden Markov model
(HMM) generating the process. The ε-machine is, however, not the min-
imal generative HMM and minimal internal state entropy of a generative
HMM is a tighter upper bound for excess entropy than provided by statis-
tical complexity. We propose a notion of prediction that does not require
sufficiency. The corresponding models can be substantially smaller than
the ε-machine and are closely related to generative HMMs.

Keywords: hidden Markov models, HMM, computational mechanics,
causal states, ε-machine, prediction.

1 Introduction

Computational mechanics is a theory developed by Crutchfield, Young, Shalizi
and others ([1,2]). It tackles the problem of building predictive models of sta-
tionary stochastic processes1 and finding the minimal such model. This problem
is solved by the so-called ε-machine which operates on the causal states. Al-
though the ε-machine is a hidden Markov model (HMM) and minimal under the
assumptions of computational mechanics, it is (in general) distinct from and can
be much larger than the minimal HMM capable of generating the process. In the
literature, this distinction is not always clear. Also, minimal entropy of a gen-
erative HMM provides a tighter upper bound for excess entropy than statistical
complexity does (see Example 7).

In the present paper, we compare and highlight the difference between the ap-
proach of computational mechanics, which is based on the fundamental concept
of sufficient statistics, and the construction of the minimal generative HMM. We
propose a notion of predictive model that is weaker than sufficiency and thereby
allows for smaller models. More specifically, we require our models to be able to
generate a prediction of the future that follows the same conditional distribu-
tion as the real future (Section 4). It turns out that if a process is generated by

1 Extensions to spatio-temporal systems exist, but we do not consider them here.

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 265–276, 2009.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2009
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an HMM, the minimal predictive model in our sense cannot be larger than the
original HMM. We have already presented main idea and results of the present
paper in [3]. Therefore, we omit the proofs of the propositions in this less tech-
nical review; they can be found in the appendix of [3]. Complementary to [3], we
discuss the relation between excess entropy, statistical complexity and the size
of generative HMMs (Corollary 6 and Example 7).

2 Sufficient Statistics and Causal States

Consider a stationary stochastic process X� = (. . . , X−1, X0, X1, . . .) on a dis-
crete alphabet D. We interpret X−�0 as the observed past and X� as the future,
which we want to predict. Not all information of X−�0 is necessary for predict-
ing X�. Therefore, one tries to compress the relevant information in a memory
variable M , which assumes values in a set M of memory states, via a memory
kernel (transition probability) mem. This is illustrated as

X−�0
��

mem
�������������� X�

M

Sometimes, we call both the memory variable M and the memory kernel mem
simply memory. No confusion arises, as one determines the other. For technical
simplicity, we restrict to countable M, although this restriction is not necessary
(see the appendix of [3]).

The usual approach in computational mechanics is to consider the special
case of deterministic functions instead of memory kernels mem, but recently an
extension to stochastic maps has been considered by Still and Crutchfield ([4]).
We adopt this extension and do not require mem to be deterministic, allowing
for a stochastic assignment. That is

mem : D−�0 → P(M) measurable,

where P(M) denotes the set of probability measures on M. Note that M is embed-
ded in P(M) via Dirac measures and thus a (measurable) deterministic memory
function f : D−�0 → M induces a memory kernel memf (x−�0) = δf(x−�0), where
δm is the Dirac measure in m. In general, mem reduces the information about
the future, which is expressed by the following inequality:

I(M : X�) ≤ I(X−�0 : X�) =: E(X�).

where I denotes the mutual information between two random variables2 and
E is the excess entropy, an important complexity measure also known as ef-
fective measure complexity and predictive information ([5,6]). In computational

2 X−�0 and X� are not discrete-valued. Their mutual information is defined by the
limit I(X−�0 : X�) := supn,m I(X[−n,0] : X[1,m]) = limn→∞ I(X[−n,0] : X[1,n]).
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mechanics, one requires that the memory preserves all information about the
future. This property is called prescient ([2]) and formalized by

I(M : X�) = E(X�). (1)

It is this central requirement that ensures minimality of causal states (Proposi-
tion 1) and ε-machine while ruling out smaller hidden Markov models. We will
relax it in Section 4 to a different notion of “predictive”. Requirement (1) is
equivalent to conditional independence of past and future given the memory:

X−�0 ⊥⊥ X� |M.
Using the language of statistics, we say that such a memory is sufficient for the
future, or simply that M is a sufficient memory. Sufficient memories are the
candidates for predictive models proposed by computational mechanics. It is nat-
ural to ask how big a sufficient memory has to be and how to obtain a minimal
one. There are mainly two possibilities to measure the size of a memory: cardinal-
ity |M| of the set of memory states and Shannon entropy H(M) of the memory
variable. Both notions of size, however, yield the same notion of minimality and
the unique solution is given by the causal states, which are constructed in the
following way: We identify two history trajectories, x−�0 , x̂−�0 ∈ D−�0 , if they
induce the same conditional probability on the future, i.e.

x−�0 ∼ x̂−�0 :⇔ P (X� | X−�0 = x−�0) = P (X� | X−�0 = x̂−�0) .
3

The causal state C(x−�0 ) of x−�0 is its equivalence class,

C(x−�0) := { x̂−�0 | x−�0 ∼ x̂−�0 },
and the function C defines a deterministic sufficient memory (see [2]).4 Its set of
memory states is the set of causal states,5

MC := Im(C) =
{

C(x−�0)
∣∣ x−�0 ∈ D−�0

}
,

and the memory kernel memC is defined by memC(x−�0 ) = δC(x−�0), the Dirac
measure in the corresponding causal state. It is well-known that the set MC of
causal states is the minimal prescient partition of D−�0 . Consequently, memC

is the minimal sufficient deterministic memory. This property easily extends to
the non-deterministic case:

Proposition 1 (minimality of causal states). Any sufficient memory with
set M of memory states and memory variable M satisfies

|M| ≥ |MC| and H(M) ≥ H(MC).
3 P (X | Y = y) = P (X | Y = ŷ) means that P (X ∈ B | Y = y) = P (X ∈ B | Y = ŷ)

for every measurable set (event) B.
4 We fix a regular version of conditional probability P (X� | X−�0). Therefore, the

function C is measurable and the causal states are measurable subsets of D−�0 .
5 In general, MC need not be countable. Here, we restrict to processes with a countable

number of causal states. For the more general case, see the appendix of [3].
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Due to the minimality of the causal states, their entropy

CC(X�) := H(MC)

is an important complexity measure called statistical complexity. It is evident
from (1) that statistical complexity is lower bounded by excess entropy.

A memory kernel mem does not only induce a (random) memory state M =
M0 at time zero, but a whole stationary process M� of memory states. The
conditional distribution of M� is computed as

P (M[0,T ] = m[0,T ] | X� = x�) =
T∏

k=0

mem(x]−∞,k]; mk), T ∈ �0,

where we use the notation [0, T ] for the discrete interval { 0, . . . , T } andM[0,T ] =
m[0,T ] for M0 = m0, . . . ,MT = mT . Note that the process M� of a sufficient
memory need not be Markovian. However, the memory process of the minimal
sufficient memory, i.e. the process of causal states, is always Markovian ([2]).

3 Hidden Markov Models (HMMs) and ε-Machine

Sufficient memories, such as given by the causal states, contain all information
about the future that is available in the past. How do we actually extract this
information and justify the term “model” for sufficient memories? In compu-
tational mechanics, the ε-machine describes the mechanism of prediction. It is
defined as a stochastic output automaton, i.e. a “machine” with the following
components: It has a set S of internal states and is initialized by one of these
states according to some initial probability distribution μ ∈ P(S). We assume S
to be countable for technical simplicity. At each time step t, depending on the
current internal state St, an output symbol Yt+1 from the finite alphabet D and
a new internal state St+1 are (stochastically) generated. This is modeled by a
joint transition probability gen from the internal states to output symbols and
internal states:

gen : S → P(D× S).

Thus the pair (gen, μ) of generating mechanism and initial distribution induces
processes S�0 , Y�0 of internal states and output symbols. The situation is illus-
trated as

S0
��

���
��

��
��

S1
��

����
��

��
� S2 ···· ST−1

��

����
���

�� ST

Y1 Y2 ···· YT−1 YT

The joint distribution of internal- and output process is computed according to

P (S[0,T ] = s[0,T ], Y[1,T ] = y[1,T ]) = μ(s0)
T∏

k=1

gen(sk−1; yk, sk), T ∈ � .6

6 gen(s; y, ŝ) denotes the probability of the pair (y, ŝ) w.r.t. the measure gen(s).
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Stochastic automata are also widely known as edge-emitting hidden Markov mod-
els.7 We use this terminology, but for brevity we call the pair (gen, μ) hidden
Markov model (HMM ) and always mean edge-emitting HMM.

If the initial distribution μ is gen-invariant, i.e. if

μ(s) =
∑

ŝ∈S, d∈D

μ(ŝ) gen(ŝ; d, s) ∀s ∈ S,

then the processes S�0 and Y�0 are (jointly) stationary and uniquely extended
to processes S� and Y� respectively. We then call the HMM stationary. Because
our aim is to investigate given processes X� with time set �, we assume in
this section that μ is gen-invariant. If the law of the output process Y� of a
stationary HMM (gen, μ) coincides with the law of the given process X�, the
HMM is a generative model for the process of interest: we can easily simulate and
investigate statistical properties of X� by means of the HMM. We call such an
HMM generative. A generative HMM is a possibility, how the processX� might
have been produced, although it is of course highly non-unique. The question
about a minimal generative HMM suggests itself. With “minimal” we either
mean minimal cardinality |S| of the set of internal states or minimal entropy
H(μ) = H(S0) of the invariant initial distribution. Unlike in the situation of
sufficient memories, these two notions do not coincide (see Example 7).

Finding the minimal generative HMM is intrinsically difficult,8 but every suf-
ficient memory M induces an HMM, thus providing an upper bound. In general,
the process of internal states of the associated HMM cannot have the same dis-
tribution as the process M� of memory states, because the latter process need
not be Markovian. The (first order) Markov approximation of the joint process
(M�, X�), however, yields the desired HMM:

Proposition 2 (sufficient memories induce generative HMMs). Let
mem be a sufficient memory kernel and M� its process of memory states. Then
a generative HMM is given by S := M, μ(s) := P (M0 = s) and

gen(s; d, ŝ) := P (X1 = d, M1 = ŝ |M0 = s).

Example 3 (ε-machine). If we take the causal states as sufficient memory, the
HMM (genC, μC) constructed in Proposition 2 is the ε-machine of computational
mechanics. As the process of causal states is already Markovian, the ε-machine
fully describes the (statistics of the) time evolution of the causal states. ♦
The causal states provide the minimal sufficient memory and induce the ε-
machine. But is the latter also the minimal generative HMM? In general, the
answer is “no”. The ε-machine may be arbitrarily much bigger than the minimal
HMM. It can be infinite or even uncountable, while there is a generative HMM
7 “Edge-emitting” means that in visualizations as transition graphs the output sym-

bols appear as edge labels.
8 A geometric condition for minimality in terms of cardinality was specified by Heller

in [7], but no constructive algorithm is known to us.
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0 1

1|p

0|p

0|1 − 2p 1|1 − 2p1|p 0|p

Fig. 1. Transition graph of the generator defined by (2). Circled nodes are internal
states and edges are transitions, labeled with output symbol x and transition proba-
bility q as “x|q”.

with only two internal states. This was already mentioned by Crutchfield in [8],
but not everyone who applies computational mechanics seems to be aware of the
fact. In the following, we give an example of this phenomenon.

Example 4 (uncountable ε-machine). We define the observable process X�
by a stationary HMM with D := S := { 0, 1 }. It is clear that there is a generative
HMM with two internal states, namely the original one. Nevertheless, the number
of causal states (and thus the ε-machine) turns out to be uncountable. The
initial distribution μ of the HMM is the uniform distribution. With a parameter
0 < p < 1

4 , we define the generator by

gen(s; x, ŝ) :=

⎧⎪⎨⎪⎩
1− 2p, if ŝ = x = s

p, if x �= s

0, otherwise
. (2)

See Figure 1 for an illustration of the transition graph. It is easy to check that
μ is gen-invariant. One can show (see [3]) that the conditional probability for
the internal state given a finite history behaves as follows: There exist intervals
In(x[−n,0]), disjoint for fixed n, such that

P (S0 = 1 | X[−n,0] = x[−n,0]) ∈ In(x[−n,0])

and the intervals are nested for increasing n, i.e.

In+1(x[−n−1,0]) ⊂ In(x[−n,0]).

Note that P (S0 | X−�0) = limn→∞ P (S0 | X[−n,0]) (a.s.) and that histories
inducing different expectations on S0 also induce different expectations on X�.
Consequently, every causal state contains at most two (infinite) histories.9 ♦
9 This is true for the canonical version of conditional probability P (X� | X−�0 =

x−�0) = limn→∞
∑1

s=0 P (S0 = s | X[−n,0] = x[−n,0])P (X� | S0 = s). Note that
this limit always (not only a.s.) exists. Other choices may produce identifications on
sets of measure zero, but still lead to uncountably many causal states.
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0 1

1| 1
2
(1 − ε)

0| 1
2
(1 − ε)

0| 1
2
(1 + ε) 1| 1

2
(1 + ε)

Fig. 2. ε-machine for a “nearly i.i.d.” Markov process

Analogously to statistical complexity, one can consider the minimal internal-
state entropy of a generative HMM:

Definition 5. Let X� be a stationary process. We call the quantity

Chmm(X�) := inf
(gen,μ)

H(μ),

where the infimum is taken over all generative HMMs, generative complexity.

For any generative HMM, Y−�0 → S0 → Y� is a Markov chain and I(Y−�0 :
Y�) = I(X−�0 : X�). Therefore, the internal state entropy H(μ) = H(S0) is
lower-bounded by the excess entropy. Together with Proposition 2 we obtain

Corollary 6. E(X�) ≤ Chmm(X�) ≤ CC(X�)

The following example demonstrates that for some processes both inequalities in
Corollary 6 are strict. It also illustrates that HMMs with minimal entropy need
not have the minimal number of internal states.

Example 7. Let D := { 0, 1 } and consider the stationary Markov process Xε
�

defined by

P (Xε
0 = d) := 1

2 and P (Xε
n+1 = d̂ | Xε

n = d) :=

{
1
2 (1 + ε), if d = d̂
1
2 (1 − ε), if d �= d̂

.

Xε
�

is a disturbed i.i.d. process with disturbance of magnitude ε towards a con-
stant process: For ε = 0, it is i.i.d. and for ε = 1 it is constantly 0 or 1, each with
equal probability. For 0 < ε ≤ 1, there are two causal states which correspond to
the last observed symbol. The ε-machine is visualised in Figure 2 and statistical
complexity is given by

CC(Xε
�
) = H(Xε

0) = ln(2),

regardless how small the parameter ε is. At ε = 0, ε �→ CC(Xε
�
) has a disconti-

nuity and assumes the value 0. The excess entropy behaves differently: at ε = 1
and ε = 0 it coincides with statistical complexity, but it is continuous in ε and
behaves like 1

2ε
2 for small ε. It can easily be calculated:

E(Xε
�
) = I(Xε

1 : Xε
0) = 1

2

(
(1 + ε) ln(1 + ε) + (1 − ε) ln(1− ε)).

Now we show that for sufficiently small ε > 0, the generative complexity is
strictly greater than excess entropy and strictly smaller than statistical com-
plexity, i.e. E(Xε

�
) < Chmm(Xε

�
) < CC(Xε

�
).
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0|1 − ε
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0| 1−ε
2

1| 1−ε
2

Fig. 3. HMM for the same Markov process as in Figure 2. The internal state entropy
is lower, as node 2 carries nearly all weight: με(2) = 1 − ε.

It is clear that no HMM can do with less than two internal states, but we can
construct an HMM with lower internal state entropy on three states. The idea
is to have one state corresponding to the i.i.d. process and getting most of the
invariant measure when ε is small. The other two states correspond to the distur-
bances towards constantly 0 and 1 respectively. More precisely, let S := { 0, 1, 2 }
and consider the stationary HMM given by the generator visualized in Figure 3

together with the invariant initial distribution με(s) =

{
1− ε, if s = 2
ε
2 , if s ∈ { 0, 1 } .

It is straightforward to verify that this HMM indeed generates Xε
�
. The internal

state entropy is given by

H(με) = −(1− ε) ln(1− ε)− ε ln( ε
2 ) ε→0−→ 0.

Thus it is smaller than CC(X�) for sufficiently small ε. On the other hand, any
generative HMM has to take the “disturbance of magnitude ε” into account: It
is easy to see that no single internal state can get greater invariant measure than
1− ε

2 . Thus the generative complexity is lower bounded as follows:

Chmm(Xε
�
) ≥ L := −(1− ε

2 ) ln(1− ε
2 )− ε

2 ln( ε
2 ) ≥ − ε

2 ln( ε
2 ).

This bound converges to zero slower than linearly in ε. Consequently, for suffi-
ciently small ε, excess entropy cannot be achieved or approximated by entropies
of generative HMMs. The different entropies are plotted in Figure 4. ♦

4 Predictive Interpretation of HMMs

We have seen that there can be a huge discrepancy between minimal sufficient
memory and minimal generative HMM. The requirement of sufficiency is based
on a certain understanding of “prediction”. Here, we propose an alternative,
weaker notion of prediction that allows for a predictive interpretation of all
HMMs.

We model prediction by two steps: First the past X−�0 is processed by a
memory kernel mem, like in Section 2 but without the sufficiency assumption.
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Fig. 4. Internal state entropy of the HMM of Figure 3, statistical complexity, excess
entropy and the lower bound L for the generative complexity are plotted against the
parameter ε. For ε = 0, all values are 0 and for ε = 1, all values are ln(2).
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Fig. 5. The process of generating Y� as prediction of X�. The dotted lines symbolize
that X� may have arbitrary dependencies and need not be Markovian.

Then the actual prediction is done by generating a predicted future Y�. To this
end we assume a generator gen, which uses the set of memory states as internal
states and is initialized by the random memory state M0 produced by mem.
Thus gen, or rather the (non-invariant) HMM

(
gen,mem(X−�0)

)
, generates the

prediction Y� as in Section 3. The situation is illustrated as

X−�0
��

mem ���������
X�

M0
gen′

�� Y�

where gen′ is the kernel from M = S to D� obtained by iterating gen and pro-
jecting to the output. Figure 5 shows the situation in more detail. The resulting
joint conditional distribution is given by
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P (S[0,T ] = s[0,T ], Y[1,T ] = y[1,T ] | X−�0 = x−�0 )

= mem(x−�0 ; s0)
T∏

k=1

gen(sk−1; yk, sk), T ∈ �.

Due to the intrinsic stochasticity, we cannot expect the prediction Y� and the
actual future X� to coincide. But we require that the distributions, conditioned
on the known past X−�0 , are identical. This is the best one can possibly do and
means that actual and predicted future cannot be distinguished statistically,
based on the observed past.

Definition 8. The pair (mem, gen) is called predictive model of X� if
mem : D−�0 → P(M) is measurable, gen : M → P(D × M), and the process
Y� generated by the HMM

(
gen,mem(X−�0)

)
satisfies

P (Y� | X−�0) = P (X� | X−�0) a.s.

A memory kernel mem (resp. generator gen) is called predictive if there exists
a generator gen (resp. memory mem) such that (mem, gen) is a predictive model.

If mem is a sufficient memory kernel and gen the associated generator constructed
in Proposition 2, it is straightforward to see that (mem, gen) is a predictive model.
Thus we obtain:

Proposition 9. Sufficient memory kernels are predictive.

One could say that a predictive memory is sufficient for prediction. Then, how-
ever, sufficiency for prediction does not imply sufficiency in the sense of statistics.
In fact, predictive memories can be much smaller than any sufficient memory:
Assume any generative HMM (gen, μ). We know from Example 4 that for cer-
tain processes the number of internal states can be substantially smaller than the
number of causal states. But now we show that gen is predictive, i.e. the HMM
induces a predictive model and thus in particular a predictive memory kernel
mem. Of course mem is in general not sufficient but has only as few memory
states as the generative HMM.

Proposition 10 (generative HMMs are predictive). Let (gen, μ) be a gen-
erative HMM. Then gen is predictive, i.e. there is a memory kernel mem, such
that (mem, gen) is a predictive model. More specifically, we can choose

mem(x−�0 ) := P (S0 | Y−�0 = x−�0 ).

If (genC, μC) is the ε-machine, then the memory kernel mem constructed in
Proposition 10 recovers the causal state projection, i.e. mem = memC. In partic-
ular, this memory mem is deterministic. Of course, for general generative HMM,
the associated memory need not be deterministic. Even more, it cannot be de-
terministic whenever the HMM is smaller than the corresponding ε-machine: In
the following proposition we see that determinism implies sufficiency.
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Proposition 11 (determinism implies sufficiency). If mem is a predic-
tive memory kernel and deterministic, i.e. mem = memf for some measur-
able f : D−�0 → M, then mem is sufficient. In particular, |M| ≥ |MC| and
H(M) ≥ H(MC).

5 Summary and Discussion

There are two aspects of prediction: a memory which compresses the past to a
set of memory states (such as the causal states) and an encoding of the mecha-
nism of prediction (such as the ε-machine). Looking at the memory part, suffi-
ciency is a natural requirement, which leads to minimality of causal states and
ε-machine. Sufficiency is the central assumption of computational mechanics. It
has to be stressed, however, that the ε-machine is not the minimal generative
hidden Markov model. Analogously to statistical complexity CC(X�), we defined
generative complexity Chmm(X�) as size in terms of entropy of the minimal gen-
erative HMM and obtained that E(X�) ≤ Chmm(X�) ≤ CC(X�), where E(X�)
is the excess entropy. Furthermore, we gave an example, where both inequalities
are strict. We proposed a different notion of “predictive” and compared it to
the sufficiency requirement used in computational mechanics. According to our
notion, it has to be possible to generate a prediction Y� for the future with the
same statistical properties as the real future X�, conditioned on the observed
past, i.e. P (Y� | X−�0) = P (X� | X−�0). It turned out that predictive in this
sense is strictly weaker than sufficient and that any generative HMM can be
interpreted as predictive in our sense.

Extending the model class from sufficient to predictive includes models that
are substantially smaller than the ε-machine. At the same time, it preserves
a notion of predictive power which we consider quite natural. Nevertheless,
we have to point out two drawbacks of our approach: Firstly, constructing a
minimal HMM is intrinsically difficult, whereas efficient algorithms are avail-
able for the construction of the ε-machine from data. Secondly, and conceptu-
ally more important, the memory state is no longer a complete substitute for
the past. Given a sufficient memory, the complete conditional future distribu-
tion that corresponds to an observation x−�0 is encoded in a single memory
state m ∈ M. On the other hand, assume that we have observed a particular
past x−�0 and want to use a predictive model for sampling the conditional fu-
ture distribution several times. We first choose a memory state m according
to mem(x−�0) and then initialize gen with m for generating a prediction y�.
We repeat this sampling procedure and obtain the correct future distribution
P (Y� | X−�0 = x−�0) = P (X� | X−�0 = x−�0). But if we “forget” the history
state x−�0 and, instead of sampling new m’s according to mem(x−�0 ), initialize
gen always with the same m, the resulting distribution of Y� can be different
from P (X� | X−�0 = x−�0 ). Thus, we have to memorize the distribution (the
information state) mem(x−�0 ) of the initial memory states m. It is easy to show
that the number of these information states is lower bounded by the number
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of causal states, because the map from history to information state defines a
predictive deterministic memory, which is sufficient according to Proposition 11.

Currently, we do not know which of the two notions of prediction is more
natural in which situations, and further steps towards revealing and comparing
operational aspects of prediction are subject of our research.
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Abstract. Exploring biological meaning from microarray data is very important 
but remains a great challenge. Here, we developed three new statistics: linear 
combination test, quadratic test and de-correlation test to identify differentially 
expressed pathways from gene expression profile. We apply our statistics to 
two rheumatoid arthritis datasets. Notably, our results reveal three significant 
pathways and 275 genes in common in two datasets. The pathways we found 
are meaningful to uncover the disease mechanisms of rheumatoid arthritis, 
which implies that our statistics are a powerful tool in functional analysis of 
gene expression data. 

Keywords: microarray, pathway, linear combination test, quadratic test, de-
correlation test, rheumatoid arthritis. 

1   Introduction 

Understanding biological implication of gene expression profiles is important but 
challenging. A popular approach to gene expression data analysis is to identify a 
number of differentially expressed genes. Although such approach is useful for un-
covering principles underlying biological processes, it has at least two limitations. 
First of all, in many cases, after Bonferroni correction, only a few individual genes 
may meet the threshold for statistical significance, because the relevant biological 
effects are modest relative to the noise inherent to the microarray technology. Second, 
one may be left with a long list of statistically significant genes without any unifying 
biological theme. Genes carry out their functions via intricate pathways of reactions 
and interactions. Pathways are sets of genes that act together to achieve certain cellu-
lar or physiologic functions. Prioritizing pathways relevant to a particular phenotype 
can help researchers to focus on the subset of most relevant genes, and generate fur-
ther biological hypotheses. Genes belonging to the same pathway often exhibit subtle, 
coordinated changes in their expressions. Alternative to using a gene as a unit for 
analyzing expression profiles is to take a pathway as a unit for gene expression data 
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analysis. Gene Set Enrichment Analysis (GSEA) which was developed by examining 
the overall differences in expression patterns between predefined gene sets and the 
whole gene list on the array is a useful tool for perform-ing pathway analysis [1]. 
Most methods for GSEA assume that the expressions of the genes within a pathway 
are independent [2,3]. However, in reality, the expressions of the genes within a 
pathway are correlated. Ignoring correlation among genes within a pathway may lead 
to misleading results. 

Purpose of this paper is to develop statistics for GSEA which take correlations 
among gene expression into account. To accomplish this goal, we first investigated 
correlations among genes within the pathway and find that correlations among genes 
cannot be ignored. This motives us to develop three novel statistics which are able to 
combine dependent P-values of genes within the pathway. Finally, we apply the de-
veloped statistics to two rheumatoid arthritis gene expression datasets. Our method 
revealed pathways involved in rheumatoid arthritis disease, some of which have been 
independently validated by other microarray studies and by in vivo functional studies. 

2   Methods 

A pathway-based differential expression analysis is to use a pathway as the basic unit 
of analysis. Instead of testing differential expression of single gene between normal 
and abnormal tissues, pathway-based differential expression analysis is to jointly test 
for differential expressions of all genes within the pathway. Formally, suppose that 
there are k genes in the pathway. The null hypothesis for testing differential expres-
sion of the ith gene in the pathway is represented by: 

00 : iiiH θθ =  (1) 

where iθ  denotes the parameter, e. g., the difference of expression value between 

cases and controls. Then, the null hypothesis for testing differential expression of a 
pathway between normal and abnormal tissues is defined as testing for the combined 
null hypothesis: 

.,: ,...,2,100 kiii iH == θθ  (2) 

The alternative hypothesis is defined as 0: iiiaH θθ ≠ , for at least one gene. 

In this report, we will focus on combining individual differential expression tests 
of genes. We developed methods for combining dependent P-values which take corre-
lations among gene expressions into account. 

Let An  be the number of affected tissues and Gn  be the number of normal tissues. 

There are k genes in the pathway, define the mean expressions of i-th gene in cases 
and controls, respectively, as: 

∑ =
= n xX A

A j ijni
1

1  and  ∑ =
= n yY G

G j ijni
1

1  (3) 
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ijx is the expression level of gene I from the j-th abnormal tissue, and ijy is the 

expression level of the gene I from the j-th normal tissue. Let 
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then the sampling covariance matrix of the genes in the pathway defined as: 
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R is the correlation matrix of the genes in the pathway. 
The statistic for testing differential expression of gene i is defined as: 
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iT  follows a student distribution with degree freedom 2−+ GA nn . Denote its 

cumulative distribution  by )( iTF . Define the transformation as: 

))((1
ii TFz −Φ=  (8) 

where Φ  is a standard normal cumulative distribution and ( )1,0~ Nzi . 

We define three statistics for testing differential expression of a pathway. Let 
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(1) Linear Combination Test: 
The first test statistic is linear combination test, which is defined as: 

ReT

T

L
e

Ze
T =  (10) 

LT follows a standard normal distribution. 

(2) Quadratic Test 
The second statistic is based on the quadratic form of Z and defined as: 

ZRZT T
Q

1−=  (11) 

QT  is asymptotically distributed as a central 2
)(kχ  distribution, where k is the 

number of genes in the pathway. 
(3) Decorrelation Test 

We decompose the matrix R as TCCR = and let [ ]TkTTT ...1= , and de-

fine the de-correlated statistics T
kWWTCW ],,[ 1

1 == − , which are 

asymptotically distributed as a vector of independent standard normal vari-
ables. For each iW , we calculate its P-value iP . Define the statistic: 

∑
=

−=
k

i
iD PT

1

log2  (12) 

DT  follows a 2
)2( kχ distribution, where k is the number of genes in the path-

way. 

3   Results 

3.1   Data Filtering and Statistical Analysis 

We chose two gene expression datasets of rheumatoid arthritis by two standards:  
1) case-control study: both rheumatoid arthritis patients and health controls are in-
cluded;  and 2) More than 45 samples are included. Datasets I was downloaded from 
Gene Expression Omnibus [4]. It contains 46 samples composed of 35 cases and 11 
controls, using Affymetrix GeneChip Human Genome U95 Set HG-U95A array on 
which including 8685 genes [5]. Since it is one color DNA chip, we use the abstract 
intensity value for calculation. Datasets II is downloaded from Stanford MicroArray 
Database [6], which is composed of 35 cases and 15 controls, totally 14337 genes. As 
it is a two-color cDNA array, we extracted the log2 rations of gene expression values 
for our analysis [7]. 7434 genes shared between the two arrays. Gene represented 
more than once on the microarrays were averaged. The differential expression of  
the gene was tested by Mann-Whitney Test as the distribution of gene expression  
is unknown. Total 2069 genes in dataset I, 2003 genes in dataset II and 275 genes  
in both datasets showed mild differential expression with P-value < 0.05. However, 
after Bonferroni correction for multiple tests (P < 5.75705E-06 for dataset I and  
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Table 1. Significant differentially expressed genes in rheumatoid arthritis studies 

 P-value Number of genes 

Dataset I <0.05 2069 
 <5.75705E-6* 7 
Dataset II <0.05 2003 
 <3.48748E-6* 0 
Combined 2 datasets <0.05 275 
 <6.72585E-6* 0 

      * indicates Bonferroni correction was applied to adjust for multiple test corrections. 

 
P < 3.48748E-06 for dataset II), 7 genes were significant in dataset I but none gene 
was significant in dataset II. 

3.2   Pathway Analysis 

Since number of significantly differentially expressed genes identified were not large 
enough to explore disease mechanisms. Genes belonging to the same pathway often 
exhibit subtle, coordinated changes in the expression profile. Pathway analysis can 
detect genes which conferred small disease risk individually, but whose joint actions 
can be implicated in the development of disease. In this paper, we collected pathways 
of human and studied with 501 of them included more than 2 genes, 202 from KEGG 
[8] and 299 from BioCarta [9] (updated until Dec 2008). The three statistics: linear 
combination test, quadratic test, de-correlation test were used to identify the  differen-
tially expressed pathways. 

3.2.1   Correlation Structure 
To examine whether correlation among genes in a pathway can be ignored or not, for 
example we calculate the correlation among genes in the Expression Role of PPAR-
gamma Coactivators in Obesity and Thermogenesis pathway (biocarta591) which 
were shown in Table 2. We can see that the correlations between the genes were quite 
large and cannot be ignored. 

Table 2. Correlations among 6 genes within Biocarta591 in dataset I (upper triangular) and 
dataset II (lower triangular). Absolute value list as below: 

 CREBBP EP300 LPL RXRA NCOA1 NCOA2 

CREBBP 1 0.541728 0.099420 0. 278448 0.266486 0.225759 

EP300 0.751867 1 0.005371 0.349918 0.165928 0.112575 

LPL 0.446183 0.362063 1 0.239493 0.063079 0.121320 

RXRA 0.552236 0.560826 0.477218 1 0.157935 0.077518 

NCOA1 0.576320 0.618891 0.174420 0.486905 1 0.111558 

NCOA2 0.493967 0.658855 0.129232 0.236496 0.461819 1 
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To investigate how the correlations among genes affect the P-values, we present Ta-
ble 3 to summarize P-values for testing differential expression of the pathway by com-
bining independent P-values and dependent P-values. Independent P-values was got by 
replacing the correlation coefficient matrix R with identity matrix I. From Table 3, we 
can see that the P-value for testing pathway by combining independent P-values is much 
smaller than that by combining dependent P-values. This indicates that the statistic by 
combining independent P-values of genes may have high false positive rates. Thus we 
conclude that correlations have big impacts on the P-values of the statistics for testing 
differential expressions of the pathways and thus cannot be ignored. 

Table 3. P-values of the pathways using linear combination of independent and dependent  
P-values of genes within pathways 

 independent dependent 

Pathway name 
K

Ze
T

T

=  
P-value 

ReT

T

L
e

Ze
T =  

P-value 

Five pathways in dataset II 

Glycolysis / Gluconeogenesis -4.75595 1.98E-06 -1.85403 0.063734 

Citrate cycle (TCA cycle) -1.12204 0.261844 -0.42385 0.671678 

Pentose phosphate pathway -4.56911 4.90E-06 -2.28524 0.022299 
Pentose and glucuronate  

interconversions 
-1.41608 0.156753 -1.05021 0.29362 

Fructose and mannose metabolism -4.98735 6.12E-07 -2.00286 0.045192 

Five significant pathways in dataset II 

Cell Communication -11.3023 0 -5.05448 4.32E-07 

C21-Steroid hormone metabolism -4.17168 3.02E-05 -4.57937 4.66E-06 

Complement Pathway pathway -6.78801 1.14E-11 -4.39731 1.10E-05 

Complement and coagulation cascades -10.5662 0 -4.2202 2.44E-05 

Lectin Induced Complement Pathway -4.47688 7.57E-06 -4.05495 5.01E-05 

3.2.2   Application to Rheumatoid Arthritis in Two Datasets 
The proposed statistics were applied to two RA gene expression datasets. Table 4 
showed the P-values of Dentatorubropallidoluysian atrophy (DRPLA) (hsa05050) and 
genes in the pathway. To evaluate the performance of the proposed statistics for test-
ing differential expressions of the pathway, we also listed the P-value of the TAPPA 
method for comparison [3]. See supplementary Tables 3 for another pathway with 
more genes. 

Table 5 listed pathways with both P-values < 0.01 which were obtained by novel 
linear combination test (LCT) in pathway-based gene expression studies of rheuma-
toid arthritis. We found three pathways showing significance in the two gene expres-
sion datasets. Obviously, these pathways are involved in inflammatory process. See 
supplementary Tables 2 for more pathways with P-values < 0.05. 



 New Statistics for Testing Differential Expression of Pathways 283 

Table 4. P-values of genes in Dentatorubropallidoluysian atrophy (hsa05050) 

Dataset I Dataset II 
Method P-value Method P-value 

LCT 5.76E-04 LCT 0.001985 
QT 1.39E-09 QT 1.52E-04 
DT 9.27E-10 DT 2.57E-04 

TAPPA 0.347244 TAPPA 0.006951 
Gene P-value Gene P-value 
ATN1 0.273753 ATN1 0.002935 

BAIAP2 0.511389 BAIAP2 0.024157 
CASP1 0.00022 CASP1 0.147013 
CASP3 0.562305 CASP3 0.60399 
CASP8 0.652234 CASP7 0.439692 
GAPDH 0.334194 INS 0.215546 

INSR 0.202407 INSR 0.50486 
ITCH 0.231124 ITCH 0.294672 

MAGI1 0.708848 MAGI1 0.248591 
MAGI2 0.388306 MAGI2 0.223494 
RERE 0.000894 RERE 0.799462 
WWP1 0.00044 WWP1 0.200264 
WWP2 0.000179 WWP2 0.379637 

 

Table 5. Three Pathways with P-values < 0.01 in rheumatoid arthritis studies obtained by novel 
linear combination test (LCT) 

  Dataset I Dataset II 

Pathway name Gene#1 Gene#2 P-value Gene#3 P-value 
Dentatorubropallidoluysian 

atrophy (DRPLA) 
15 13 0.000576 13 0.001985 

Axon guidance 128 95 0.000710 106 0.008328 

Tetrachloroethene degradation 3  2 0.001051 3 0.000479 
 

Gene#1, Gene#2, Gene#3 mean in the specific pathway, the total number of genes, the number 
of genes contained in dataset I and the number of genes contained in dataset II. 

4   Discussion 

Despite great success in microarray technology, traditional strategies for gene expres-
sion analysis have focused on identifying individual genes that exhibit differences in 
expressions between abnormal and normal samples. Although useful, single gene 
differential expression analysis will miss many genes with moderate genetic effects 
and fail to detect biological processes which play an important role in disease devel-
opment. To overcome these limitations, several pathway-based data analysis methods 
have been proposed for gene expression data analysis[10-14]. However, most statisti-
cal methods for GSEA have ignored correlations among the genes in the pathway. 
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To investigate whether correlations exist among the genes in the pathway and if 
there are, whether the correlations have impact on the results of pathway differential 
expression analysis, we calculated correlations among genes in the pathway and test 
statistics without consideration of the correlations among genes using real RA gene 
expression datasets. We found that the correlations among the genes in the pathway 
were quite large and cannot be ignored when we design test statistics. 

In this report, we proposed new statistics for GSEA which take correlations among 
the genes in the pathway into account. The newly developed statistics were applied to 
two RA gene expression datasets. We found three common pathways in two datasets 
which are significantly different between case and control samples. Our results were 
not very consistent with other published literatures due to the following rea-
sons[5,7,15-17]: 1) Sample sizes in both two datasets are very small. 2) The patients 
with different rheumatoid arthritis subtypes may fall ill by different disease mecha-
nisms thus we find different related pathways instead of shared common pathways. 
Dataset I includes 35 patients, 25 of which are polyarticular rheumatoid arthritis and 
10 are pauciarticular rheumatoid arthritis. There are gene expression differences in 
two RA subtypes. Dataset II also contains two rheumatoid arthritis subtypes signature 
by IFN-induced gene. 3) Different microarray platform definitely would affect the 
results. One-color affymetrix DNA chip use the abstract intensity value while two-
color cDNA chip get the log2 ratio of intensity value of test sample by reference sam-
ple. The different design principle in two microarray platform causes noise and vari-
ances of results. The merits of our statistic should be further validated in more trusted 
datasets. 

Although in most cases QT and DT are much powerful than the LCT method, the 
QT and DT methods are not reliable due to singularity of the correlation matrix of the 
expressions of the genes in the pathway. In the future, we need to design a strategy to 
ensure that the correlation matrices of the gene expressions are positive definite. 
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Abstract. We study the coevolution process in the Axelrod’s model
with the consideration of agents’ abilities to access to the information.
With a parameter to control the ability of communication, we observe
two kinds of phase transitions both for cultural domains and network
fragments, respectively. With the simulation results, we find the rela-
tionship between the critical value and the controlled parameter. The
results indicate that the powerful ability to access to the information
benefits the dissemination of culture in the system.

Keywords: Self-organized systems, Complex systems, Dynamics of so-
cial systems.

1 Introduction

During the last few years, a great deal of efforts have been devoted to the study
of social phenomena and social behaviors, such as opinion formation, rumors,
disease propagation. In [1], Axelrod proposed one model to describe the dissem-
ination of culture among interacting agents in a society system. With this model
it generates a global convergence to a single culture state.

Since the Axelrod model has been proposed, The behavior of this model has
been much studied in static networks [3,4], such as the effect of the network
structure [5], noise [6], mass media [7,8] and cultural threshold [9,10]. Recently,
the study of the relationship between the networks’ topologies and the dynamical
behavior on them has led to a deep understanding, and showed that the topology
of the network or the interaction between agents is not static in time. Therefore,
it is emergent to integrate the new framework of the coevolution of network
structures and state dynamics [11,12,13,14,15,16].

In this work we investigate the influence of communication ability on the
coevolution of agents’ interactions and state dynamics in the Axelrod’s model.
Agents can interact with their neighbors who share common features with them
or construct new contacts with others. The candidate agents can be chosen within
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the limited spatial space due to the constraints of transportation condition,
technology factor or the limited information sources. With simulations we show
that the system can display two kinds of phase transitions, that is, cultural
domains and network fragments, respectively. The results indicate that the more
powerful the ability to access to the information, the better the ordered phase
can be observed.

The rest of the paper is organized as follows. In Sec. 2, we briefly introduce the
Axelrod’s model and the coevolution process by taking into account the space
constraints. In Sec. 3, we show the results on the effects of the spatial constraint
on the dissimilation of culture. In Sec. 4, we conclude our results and give a brief
discussion.

2 The Model

Assume a system with N agents at the sites of a square lattice L × L without
periodical condition is given, the state Si of node i is defined as a vector of F
components σi = (σi1, ...σiF ) representing cultural features such as language,
music, and sports. Each component σif represents the preference for each cul-
ture feature. Initially for each node i, σif is randomly assigned from the set
{0, 1, ..., q − 1} with equal probability 1/q. The time-discrete dynamics evolves
by iterating the following steps.

(1) Select a node i and one of its neighbors j randomly. Let cij represent the
number of common features shared by i and j, denoted by cij =

∑
k δσik,σjk

.
(2) Interaction. If cij = 0 or cij = F , nothing happens; otherwise if 0 < cij <

F , i and j interact with probability cij/F . The interaction means that one of i’s
feature σif , if σif �= σjf , then set σif = σjf [1].

Step (1) and (2) are the basic process of the Axelrod’s model and by Step (2)
agents become more similar. With the repeat of the above process a frozen state
can often be reached, where the node’s status does not change anymore. That
is, neighboring sites have an overlap equal to F or 0. The relative size of the
largest component of agents sharing the same culture features S/N is a measure
of the cultural diversity.

In the following we consider the coevolution process that agents search new
contacts with common features to interact with access to the information.

(3) Rewiring. If cij = 0, agent i will break the link with j and look for new
contacts. Agents within the geographical distance α × L can be the candidate
nodes, where α ∈ [1/L,

√
2], and no multiple connections are allowed. Candidates

sharing common features with i will be given priorities to be chosen. If there
are no nodes sharing common features with i, i will connect with a candidate
randomly.

The parameter α can be described as agents’ abilities of communication con-
strained by the spatial space and technology factors.
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3 Simulation Results

We will measure the ordered parameter, the size of the giant component with
the same cultural features Smax divided by N for the described model and the
Axelrod’s model, respectively.

In Fig. 1, we first display Smax/N versus q for different values of α. The curve
for α = 0 corresponds to the results in the Axelrod’s model. It is shown that
there exists a phase transition for each curve and the critical value qc increases
with α, which means that the powerful ability to obtain the information favors
the homocultural state. The critical value qc can be evaluated by verifying the
point at which Smax/N achieves the maximal variance. In the inset of Fig. 1,
we show the critical value of qc versus α in a more careful way. It clearly shows
that with the increase of α, more agents can be ideal candidates to interact
and it becomes possible to find compatible ones to interact, which leads to the
homocultural state, and a higher qc can be achieved.

In the rewiring process, agents will find new contacts and rewire with them,
which will induce the broken of the network into several parts and make the size
of the giant component for the network structure denoted by S

′
max also reduce,

see Fig. 2. However, if q is very large, since most of the agents do not share any
common cultural features and they cannot interact with each other to become
more similar. In this case, the rewiring process governs the dynamics and the
network reconnects again, which leads to a higher value of S

′
max again, see Fig. 2.

We can see that for each α, S
′
max/N first decreases to the lowest value and

then sharply increases to approach to the state where almost all the nodes are
connected. In order to discover the exact value of q∗, we analyze the number of
components for cultural domains and network fragments, denoted by g with black
and red curves in Fig. 3. For q < q∗, the number of groups for cultural domains
and network fragments coincide with each other and agents in the same network
component possess the same cultural traits. However, when q > q∗, cultural
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Fig. 1. (Color online) The ordered parameter Smax/N for cultural domains versus q
for α = 0.0, 0.15, 0.35, 1.41 (from left to right). α = 0 corresponds to the case of the
Axelrod’s model. The inset shows the critical value qc versus α.
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Fig. 3. (Color online) The ordered parameter g/N for network fragments (red) and
cultural domains (black) versus q for α = 0.15, 0.35 and 1.41. The inset shows the
critical value q∗, at which the network fragments and cultural domains do not coincide,
versus α.

traits and network components do not coincide anymore and the number of
groups for cultural domains increases while the number of groups for network
fragments decreases. In other words, each component possesses several cultural
states. The inset in Fig. 3 shows the exact value of q∗ versus α. We find that q∗

grows with α until most of compatible pairs have been found.

4 Conclusion and Discussion

In this work, we studied the coevolution of agents’ interactions and the update
of status in the Axelrod’s model by tuning agents’ abilities to access to the in-
formation. With the increase of the parameter, the model shows two kinds of
phase transitions both for the cultural domains and the network components.
The numerical results indicate that the critical value qc for cultural domains
increases with the controlled parameter α soon and then does not change much
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anymore. This phenomena can also be observed for q∗ for the network compo-
nents. It indicates that the powerful ability to access to the information benefits
the dissemination of culture in the system.

The study of coevolution of network structure and nodes’ states is still at
the beginning. In this work, for simplicity, we assume that all agents’ abilities
to access to information is the same, which is not related with the network
topology or nodes’ positions. Other extensions to consider different abilities to
access to the information, such as depending on agent’s connectivity may bring
more interesting results.
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Abstract. We propose to construct a joint channel-network coding (knosswn as 
Random Linear Coding) scheme based on improved turbo codes for the 
distributed storage in wireless communication network with k data nodes, s 
storage nodes (k<s) and a data collector. This framework extends the classical 
distributed storage with erasure channel to AWGN and fading channel scenario. 
We investigate the throughput performance of the Joint Channel-Network 
Coding (JCNC) system benefits from network coding, compared with that of 
system without network coding based only on store and forward (S-F) 
approach. Another helpful parameter: node degree (L) indicates how many 
storage nodes one data packet should fall onto. L characterizes the en/decoding 
complexity of the system. Moreover, this proposed framework can be extended 
to ad-hoc and sensor network easily.  

Keywords: Joint Channel-Network Coding(JCNC), Distributed Storage, Wireless 
networks. 

1   Introduction 

Network coding [1] is a recent field in information theory that breaks with this 
assumption: instead of simply forwarding data, nodes may recombine several input 
packets into one output packets. This coding method can cope with the condition that 
source nodes disappear or inactive, which is the biggest trouble in the distributed 
communication. In this essay, we bring forward the scheme of distributed storage, 
where data packets generated by distributed sources are channel-coded first and sent 
to storage nodes through AWGN or Rayleigh channel, and then combined through 
network coding and saved at the storage nodes. System maintenance requirements and 
throughput can be significantly improved while adopting the integrity of stored 
information. 

One of the key processes in distributed network storage is how to reconstruct the k 
data packets from any k out of s storage nodes, which is essentially the erasure 
channel coding problem [2]. Many codes used in this scenario have been investigated 
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on erasure channels. Erasure codes have been introduced in distributed storage in the 
OceanStore project [3]. In [4] the authors provide a random linear coding with a 
centralized server for distributed storage. Recently, fountain codes, like LT-code [5] 
and Raptor code [6], have been researched in distributed communication. All the 
codes introduced above work well for distributed storage in erasure channel. 
However, the coding structure introduced in this work can be used in wireless 
broadcast channel, like Gaussian or fading channel. We approximate a digital fountain 
basing turbo coding [7] [8] to broadcast source data and adopt random network 
coding to collect the data. Simulation results show that system with joint channel-
network coding (JCNC) outperforms the system with only channel or erasure coding. 
It is the redundancy contained in the transmission of the relay on the storage nodes 
with JCNC that brings the throughput improvement. 

The main innovations and contributions of this paper: we approximate a digital 
fountain based on turbo code, so the designed distributed storage system can be applied 
in Gaussian or fading channel instead of only in traditional erasure channel. Digital 
fountain breaks the tradition that the collector always receives a sequent stream of data 
packets, instead, the data source can product limitless encoding packets in digital 
fountain pattern. The simulation results show that the throughput of the system is greatly 
enhanced. It is network coding that brings the gratifying improvement. In addition, the 
optimal query intervals for the collector with different simulation conditions are 
provided in this paper, which reduces the total communication overhead greatly. 

This paper is organized as follows: Related work about distributed network storage 
is discussed in section 2. We present the theory background, system model and 
assumption in section 3. Section 4 provides the simulation results and performance 
analysis. Finally, in section V we draw the conclusion of this work and discuss the 
future work. 

2   Background and Related Work 

2.1   Distributed Storage System 

Distributed storage covers many key technologies about communication, e.g. file 
distribution, data replication and collection, distributed transaction mechanism, dis-
tributed timing and coordination, network security. Nowadays, the research about 
distributed network storage in the internet-based application and services is relatively 
interesting and mature. However, distributed media across wide areas and distributed 
network storage in wireless environment, e.g. sensor and ad-hoc network, pose an 
interesting challenge for present distributed technologies. 

It is may be pretty to view distributed architecture as an idea, not just a technology. 
The book [9] gives a number of complex tradeoffs to be considered when managing 
the delivery, storage and collection of distributed data, which can not easily be 
duplicated at different sites. 

2.2   Reed-Solomon (RS) Code 

As a typical erasure code, RS code is one of Maximum Distance Separate (MDS) 
codes. The distinct advantage for RS code over simply replicating codes is that any d 
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out of the s encoded fragments (storage nodes) suffices to recover the original d data 
fragments. In practice, however, decoding of RS code becomes expensive even 
infeasible in the network with large-scale nodes, just because the inverse matrix of 
generation matrix is required for the encoding. Standard algorithms for decoding RS 
code require exponential time. Maybe RS code is suitable on the condition that small 
blocks of data need to be encoded. Hard decoding is practically a fatal limitation for 
RS code applying to distributed network storage where the network scale is usually 
large or dynamic. 

2.3   Low Density Parity Check (LDPC) Code 

Low Density Parity Check (LDPC) LDPC (Low Density Parity Check) was proposed 
as an alternative with random construction [10], a random matrix with large weight. 
LDPC code relies on a parity check matrix based on bipartite graphs with the data 
nodes on the left and storage nodes on the right. Linear equations are produced 
between data blocks and coding blocks. The encoding and decoding is extremely fast 
[11]. However, since the LDPC codes are not MDS codes, coding blocks are required 
to reconstruct the original blocks. The overhead of application to distributed storage is 
too large. So LDPC structure needs to be modified for information distributed 
applications [10] [12]. 

2.4   Fountain Code 

Fountain code was put forward by M.Luby in 1998. It was not until 2002 that was the 
feasible coding method raised. LT codes [5] and Raptor codes [6] are classical 
fountain codes in practice. The encoding of LT-code is XOR operation on d 
information symbols selected randomly according to the predetermined degree 
distribution of encoding symbol. For Raptor code, the M original blocks are 
preencoded into M' symbols firstly, and then only a successive function of M' suffice 
to recover the original information. 

Compared to the limitation of slow encoding and decoding over large block sizes, 
fountain code breaks the source data into small blocks of packets and encodes over 
these blocks. The main idea of fountain code is that the encoding symbols can be 
transmitted limitlessly. An additional encoding block will be retransmitted when the 
receiver doesn’t receive the given symbol correctly, which eliminates the need for 
retransmission dramatically. The key feature of fountain code is that the receiver can 
reconstruct the original data from any d out of s encoding blocks (the original data is 
break into d blocks and encoded into s blocks). From above discussion, fountain code 
can be well applied in distributed network environment, e.g. internet, satellite 
networks and wireless sensor or ad-hoc networks. 

2.5   Network Coding 

The capacity of information stream from end to end in communication networks is 
determinate by the mini-cut of network digraph. However, traditional Store-Forward  
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(SF) scheme cannot reach the up-bound of maxflow-mincut theorem raised by 
Shannon. In 2000, Ahlswede.R and Li.S-Y.R brought forward the idea of network 
coding: routers can combine different information flows via encoding instead of only 
storing, thus available network resource can be maximum utilized. 

The key feature of network coding is that the receiver encodes what it has received 
and then forwards the coding packets. There are two main benefits of this approach: 
potential throughput improvements and a high degree of robustness. For the server, 
the original data (d blocks) can be decoded as long as the rank of decoding matrix 
reaches d. The network decoding will be faster when the data nodes get more 
dispersed, so network coding is being paid much attention and applied to distributed 
network communication. Fast en/decoding and improvement on throughput promote 
the application and research of network coding recently, e.g. multicast capacity, 
cooperation communication, mesh network and sensor network. 

3   System Model and Realization 

3.1   System Model and Assumption 

There are k data nodes, s (s>k) storage nodes with limited memory and one collector 
in our system shown in Figure.1. We assume one data node generates only one data 
packet and the data packets are sent to storage nodes independently. One data packet 
is sent to L storage nodes (selected randomly) uniformly at one time. We emphasize 
the parameter L and simulate the measurable value with different d (data nodes) and s 
(storage nodes). L, so-called data node degree, represents the number of edges in 
Figure.1, which influences the sparsity of the encoding matrix S and decoding 
complexity directly. 

Before sent to storage nodes through AWGN or Rayleigh channel, channel coding 
is operated on the source data. In this work, we approximate a digital fountain based 
on turbo code. Thus the encoding message can be sent to the storage nodes limitlessly 
until the collector retrieves the original data. 

The storage nodes play the role of channel decoding, re-encoding (network coding 
on storage nodes) and saving devices. We assume one storage node has the same 
limited memory as one data node. The storage nodes decode the message received 
from data nodes firstly. Only if decoded correctly, the message will be saved. When 
more than one packet is decoded correctly, they will be compressed into one packet 
via network coding. 

The data collector queries the storage nodes at an interval and reconstructs the 
original data. The collector is assumed to have enough memory and power for 
decoding the k original data packets. We define the system throughput: k/n, where n 
is the number of storage nodes the collector needs to query for reconstructing the 
original k data blocks. It is assumed that the collector can retrieve the data from any k 
storage nodes, which is the critical feature and design criteria for distributed storage 
system, from the moment that k/n reaches 1. So many important parameters in our  
 

 



 Joint Channel-Network Coding (JCNC) for Distributed Storage in Wireless Network 295 

 

Fig. 1. System model: d data nodes, s storage nodes and 1 collector which can be set anywhere 
of the network 

system are simulated at the condition k/n=1. We calculate the value of k/n whenever 
the rank of decoding matrix G' gets full. Network decoding at one SNR will be 
operated until k/n reaches 1. Also, the whole times of decoding matrix G' getting full 
before k/n reaches 1 is defined as the system communication time or source data 
reconstruction time (expressed as Time in section 4), representing the communica-
tion efficiency of the system. 

3.2   System Realization 

The main task in distributed storage system is that the k source data packets are saved 
in a redundant way in the s storage nodes and the collector can retrieve the original 
data by querying any k storage nodes in its vicinity. The channel encoding data 
packets fall into storage nodes randomly and random network coding (will be detailed 
in next section) is operated on the storage nodes. 

In this wireless distributed network storage system, turbo coding with good BER 
performance is operated on the source data through AWGN or fading channel. On the 
storage nodes, the channel coding packets will be channel-decoded firstly. If more 
than one packet has been decoded correctly by the storage nodes, the packets will be 
network encoded, not simple saving and forwarding (SF). 

We assume that information is transmitted as vectors of bits which are of length u, 
represented as elements in the finite field F (2u). In this paper we consider random  
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linear coding for transmission and compression of information in general multi-source 
multicast networks. The linear combination of packets is random network coding over 
a finite field F (2u). One Storage node may receive several packets from data nodes. 
The coefficients of the polynomial generated at one storage node are selected from 0 
to 2u -1 randomly. 

Any storage node S can be illustrated as Figure.2 [13]. For a linear approach, S j on 
a link j is a linear combination of processes Xi generated at node v = tail (j) and 
signals Di on incoming links. 

 
Fig. 2. Illustration of linear coding at a storage node 

The decoding can be presented as: 

 
(1) 

As long as d (the number of source nodes) linear combinations are received, the 
source signal will be retrieved theoretically. Based on the random linear coding/decoding 
theory, this paper provides JCNC approach for wireless distributed scenario and analyses 
its performance. 

Correspondingly, the row vectors of generation matrix G
k*n

 are random and 

independent absolutely and the data vector is D
1*k

. Nonzero Element in storage 

encoding vector S
1*n

 represents the edge connecting data and storage nodes of the 

bipartite graph in Figure.1. This just shows the key property of our design: random 
and decentralized code structure. 

 

(2) 

To retrieve the k data packets, it is clear that successful decoding requires a full 
rank matrix G'

k*k
 from G

k*n
.The value of n will plus 1 when the collector queries 

data from one storage node to another. However, that of k plus 1 only when the 
rank of G' rises. 

 



 Joint Channel-Network Coding (JCNC) for Distributed Storage in Wireless Network 297 

The realization process is described in figure 3, 

 

Fig. 3. Simulation flow chart: It shows the method of how to get the throughout of the System 

4   Performance Evaluation 

In this section, we provide the simulation results and analyze improvement 
performance of our scheme. 

4.1   Throughput (k/n) 

In this joint channel and network coding (JCNC) scheme, the performance of channel 
coding affects the whole capacity of system. So the average collector throughput (k/n) 
at several Eb/N0 is shown in Figure 4 and Figure 5, for AWGN channel and Rayleigh 
channel respectively. 

Throughput of system with joint channel and network coding (JCNC) is compared 
with that of system without network coding (only fountain-channel coding). In the 
system with only channel coding (CC), every storage node saves only one packet. If 
one packet is decoded correctly and saved, the storage node will not accept new 
packet until next query. The count of n in only channel coding (CC) system is the 
same as JCNC system. However, the value of k plus 1 only when the channel 
decoding correctly (according to BER as shown in section 3.) and the number of 
packet is not repeated with that of former. 

Distinctly from the simulation results, the throughput of JCNC is largely improved 
at the same SNR, which just benefits from the network coding. The throughput  
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Fig. 4. Throughput of the system JCNC in AWGN Channel, compared with system CC. L=1, 
k/s=10%. 

 

Fig. 5. Throughput of the system JCNC in Rayleigh Channel, compared with system CC. L=1, 
k/s=10%. 

doesn’t reach 0.5 even at high SNR (AWGN: Eb/N0= 0; Rayleigh: Eb/N0=15). 
Moreover, the throughput is related partially with the performance of BER as 
interpreted in section 3. And the BER is greatly improved as Eb/N0 rises as a result of 
channel coding. So it is clearly that the throughput gets better with the higher Eb/N0. 

4.2   Node Degree (L) 

As discussed in section 3, the cost and time delay of data query is minimal when k/n 
reaches 1. Moreover, some key parameters, the system overhead, query delay and  
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en/decoding complexity, mainly relates with source node degree L. Emphasizing the 
effects of L in the system, we provide the simulation results at ideal channel condition 
(AWGN: Eb/N0=1dB, Rayleigh: Eb/N0=12dB). 

 

Fig. 6. Time of data reconstruction with different node degree (L) in AWGN Channel 

 

Fig. 7. Time of data reconstruction with different node degree (L) in Rayleigh Channel 
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Both Figure.6 and Figure.7 present the time of data reconstruction at the collector 
versus L with different network (k/s=10% and k/s=30%). Communication time 
decreases sharply with value of L rises from 1 to 4. However, the time of retrieving 
original data decreases much slowly, even remains constant, with L (L>5) rising. In 
addition, performance of Time in network with k/s=30% is better than network with 
k/s=10%. 

As discussed in section 3, the cost and time delay of data query is minimal when 
k/n reaches 1. Moreover, some key parameters, the system overhead, query delay and 
en/decoding complexity, mainly relates with source node degree L. Emphasizing the 
effects of L in the system, we provide the simulation results at ideal channel 
condition. (AWGN: Eb/N0=1dB, Rayleigh: Eb/N0=12dB) 

5   Conclusion and Future Work 

We introduced the JCNC distributed storage in wireless network based on digital 
fountain turbo coding and network coding. The scheme extends the classical 
distributed storage with erasure channel to AWGN and fading channel. Simulation 
results confirm the improvement on system throughput. We provide another helpful 
parameter: source data node degree, which have guiding significance in practice. 
Finding effective algorithm to optimize d, s, L and time jointly and extending the 
system to ad-hoc or sensor network remain as future work. 
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Abstract. In this study, we propose a nonlinear hybrid dynamical sys-
tem to describe the concentrations of extracellular and intracellular sub-
stances in the process of bio-dissimilation of glycerol to 1,3-propanediol.
An invariance principle is established for the hybrid dynamical system.
At the same time, we state and prove new stability criteria for the non-
linear hybrid system. These results provide less conservative stability
conditions for hybrid system as compared to classical results in the liter-
ature and allow us to characterize the invariance of a class of nonlinear
hybrid dynamical systems.

Keywords: invariance, hybrid system, microbial fermentation.

1 Introduction

1,3-propanediol(1,3-PD) possesses potential applications on a large commercial
scale, especially as a monomer of polyesters or polyurethanes, its microbial pro-
duction is recently paid attention to in the world for its low cost, high production
and no pollution, etc. [1]. Among all kinds of microbial production of 1,3-PD,
dissimilation of glycerol to 1,3-PD by Klebsiella pneumoniae has been widely
investigated since 1980s due to its high productivity [2,3]. The experimental in-
vestigations showed that the fermentation of glycerol by K. pneumoniae is a
complex bioprocess, since the microbial growth is subjected to multiple inhibi-
tions of substrate and products. The researches about the fermentation include
the quantitative description of the cell growth kinetics of multiple-inhibitions,
the metabolic overflow kinetics of substrate consumption and product formation
in continuous cultures, feeding strategy of glycerol in fed-batch culture, and so
on [4]. In these researches on fed-batch culture, all numerical results are based
on the continuous dynamical models and there exist big errors between compu-
tational and experimental results. In fact, there exist impulsive phenomena in
fed-batch culture, so the process characterized by continuous models is not fit
for the actual process any longer. In order to characterize the actual process, the
impulsive differential equations are applied to the fed-batch fermentation [5].

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 302–309, 2009.
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The parameters in continuous system are not fit for the impulsive system, so
parameter identification is necessary. Usually, ranges of parameters change in
the neighborhood of initial values during the identification process. But we can’t
ensure the system is stable under the given ranges of parameters. Thus, stability
of the system becomes a fundamental issue in system analysis and design, that
is necessary for system identification and optimal control.

This paper is organized as follows. In section 2, we formulate the problem
of impulsive system. In Section 3, an invariance principle is established for the
hybrid dynamical system. At the same time, we state and prove new stability
criteria for the nonlinear hybrid system. These results provide less conservative
stability conditions for hybrid system as compared to classical results in the
literature.

2 Hybrid Nonlinear Dynamical System

In this paper, we consider the effects of some enzymatic catalyses on substrates
and products within cells. In this way, the computational load can be reduced
greatly.

Based on [6], the hybrid nonlinear dynamical system S(l, i) concerning enzy-
matic catalyses and transports of glycerol and 1,3-PD can be described as{

ẋ(t) = f(x(t), l, i, v(l), q(i)), t ∈ [t0, tf ],
x(t0) = x0, (l, i) ∈ L×G, (1)

where x(t) ∈ Rk
+ is the state variable with k components of the ith dynam-

ical system, f : Rk
+ × L × G × Dc × Ds(i) → Rk is the rate of reactions,

L = {1, 2, · · · , l} is the serial number set of experiments. v(l) = (D(l), cs0(l))T ∈
Dc(l) ⊂ R2

+, Dc(l) is the admissible set of dilution rate and initial glycerol con-
centration in lth experiment. G = {1, 2, · · · , g} is the serial number set of possible
metabolic pathways, and g is the total number of possible metabolic pathways.
q(i) = (ki,1, ki,2, · · · , ki,ds(i))T ∈ Ds(i) is the kinetic parameter vector in the ith
dynamical system, ds(i) is the total number of kinetic parameters. Since each
component of the state variable x(t) represents a certain substance concentra-
tion, there exists a nonempty bounded closed regionWa ⊂ Rk

+ such that solution
x(t; v(l), q(i)) of S(l, i) is in Wa. In addition, Dc(l) and Ds(i), (l, i) ∈ L×G, are
nonempty bounded closed sets.

Because the relationships among substrates, intracellular substances and en-
zymes haven’t been fully determined in experiments, the metabolic pathways
have 72 possible cases according to mechanism analysis. That is, in the above
model the total number (g) of metabolic pathways is 72. For simplicity, we only
discuss system S(1, 1) corresponding to the first experiment and the first case.
Other models have properties similar to those of S(1, 1). S(1, 1) is expressed as
follows.
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẋ1 = (μ−D)x1

ẋ2 = D(cs0 − x2)− p2x1

ẋ3 = k1(x8 − x3)x1 −Dx3

ẋ4 = p4x1 −Dx4

ẋ5 = p5x1 −Dx5

ẋ6 = 1
k2

(k3
x2

x2+k4
+ k5(x2 − x6)− p2)− μx6

ẋ7 = k6u1
x6

k∗
m1(1+

x7
k7

)+x6
− k8u2

x7
k∗

m2+x7(1+
x7
k9

)
− μx7

ẋ8 = k8u2
x7

k∗
m2+x7(1+

x7
k9

)
− k10(x8 − x3)− μx8

(2)

In (2), D and cs0 are the dilution rate and the initial glycerol concentration
of the first experiment. k∗m1, k

∗
m2 are given constants. The specific growth rate

of cells μ, specific consumption rate of substrate p2, specific formation rates of
products pi, i = 4, 5, and ui, i = 1, 2, are expressed as follows.

μ = μm
x2

x2 + k∗s

5∏
i=2

(1− xi

x∗i
), (3)

p2 = m2 +
μ

Y2
+Δ2

x2

x2 + k∗2
, (4)

p4 = m4 + μY4 +Δ4
x2

x2 + k∗4
, (5)

p5 = p2(
c1

b1 +Dx2
+

c2
b2 +Dx2

), (6)

u1 = k11 + k12μ+ k13
x2

x2 + k14
, (7)

u2 = k15 + k16μ+ k17
x2

x2 + k18
. (8)

In (3)-(8), μm, k
∗
s , k

∗
2 , k

∗
4 , Δ2, Δ4,m2,m4, ci, bi(i = 1, 2) are given constants,

respectively. Moreover, x∗i (i = 1, 2, · · · , 5) are given critical concentrations. q =
(k1, k2, · · · , k18) ∈ Ds(1) ⊂ R18 is the parameter vector in the first case.

According to the transport mechanisms of glycerol and 1,3-PD across cell
membrane, we assume that

(A1) The absolute values of differences between intracellular and extracellular
concentrations of glycerol and 1,3-PD have upper bounds M1 and M2, respec-
tively.

Under assumption (A1), we can easily obtain the following properties of sys-
tem (1).

Property 1. For any pair (l, i) ∈ L ×G, v(l) ∈ Dc(l) and q(i) ∈ Ds(i), function
f(x(t), l, i, v(l), q(i)) satisfies that f ∈ C([t0, tf ];Rk) and f is locally Lipschitz
continuous in x on Rk

+.

Property 2. For any pair (l, i) ∈ L ×G, v(l) ∈ Dc(l) and q(i) ∈ Ds(i), function
f(x(t), l, i, v(l), q(i)) satisfies linear growth condition, i.e., there exist positive
constants α, β > 0 such that
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‖f(x(t), l, i, v(l), q(i))‖ ≤ α+ β‖x(t)‖, ∀ t ∈ [t0, tf ],

where ‖ · ‖ is Eulcidean norm.

Proof. For f(x(t), 1, 1, v(1), q(1)) the linear growth condition is satisfied as the
following proof. For any x(t) ∈ Rk

+, v(1) ∈ Dc(1) and q(1) ∈ Ds(1), we know
that

|f1(x(t), 1, 1, v(1), q(1))| ≤ (|μm|+ |D(1)|)|x1|.
Letting L1 = |μm|+ |D|, we obtain that |f1(x(t), 1, 1, v(1), q(1))| ≤ L1‖x‖.

Furthermore, let L2 = max{|D|, |m2|+ |μm||Y2|+ |Δ2|}. Since

|f2(x(t), 1, 1, v(1), q(1))| ≤ |D||cs0|+ |D||x2|+ (|m2|+ |μm||Y2|+ |Δ2|)|x1|,
we must conclude that |f2(x(t), 1, 1, v(1), q(1))| ≤ |D||Cs0|+ L2‖x‖.

Let L3 = max{ |k1||M2|, |D|}. Then

|f3(x(t), 1, 1, v(1), q)| ≤ |k1,1||M2||x1|+ |D(1)||x3|,
and we have that |f3(x(t), 1, 1, v(1), q(1))| ≤ L3‖x‖.

Set L4 = max{|m4|+ |μm||Y3|+ |Δ3|, |D(1)|}. Since

|f4(x(t), 1, 1, v(1), q)| ≤ (|m4|+ |μm||Y3|+ |Δ3|)|x1|+ |D||x4|,
we obtain that |f4(x(t), 1, 1, v(1), q(1))| ≤ L4‖x‖.

Let L5 = max{(|m2|+ |μm||Y2|+ |Δ2|)(| c1
b1
|+ | c2

b2
|), |D(1)|}. Since

|f5(x(t), 1, 1, v(1), q(1))| ≤ (|q2|(|c1
b1
|+ |c2

b2
|))|x1|+ |D(1)||x5|,

we obtain that |f5(x(t), 1, 1, v(1), q(1))| ≤ L5‖x‖.
Let L6 = |k5

k2
|+ |μm|. Since

|f6(x(t), 1, 1, v(1), q(1))| ≤ |kk5

k2
||x2|+ (|k5

k2
|+ |μm|)|x6|+ (| q2

k2
|+ |k3

k2
|),

we obtain that |f6(x(t), 1, 1, v(1), q(1))| ≤ L6‖x‖+ (| q2
k2
|+ |k3

k2
|).

Let L7 = |μm|. So

|f7(x(t), 1, 1, v(1), q(1))| ≤ |k6||u1|+ |k8||u2|+ |μm||x7|,
and we see that |f7(x(t), 1, 1, v(1), q(1))| ≤ L7‖x‖+ |k6||u1|+ |k8||u2|.

Let L8 = |k9|+ |μm|. Then

|f8(x(t), 1, 1, v(1), q(1))| ≤ L8‖x‖+ |k8||u2|.

Let β =
√

2
2 max{L1, · · · , L8} and α =

√
2

2 max{|D(1)||cs0(1)|, |k8|(|k15| +
|k16||μm| + |k17|) + |k6|(|k11| + |k12||μm| + |k13|), |m2|+|μm||Y2|+|Δ2|

|k2| + |k3
k2
|}. In

view of the boundedness of Dc(1) and Ds(1), we must conclude that

‖f(x(t), 1, 1, v(1), q(1))‖ ≤ α+ β‖x(t)‖, ∀ t ∈ [t0, tf ].
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In the same way, it can be proved that for any (l, i) ∈ L×G and q ∈ Ds(i) the
function f(x(t), l, i, v(l), q(i)) defined in (1) satisfies linear growth condition.

Property 3. For any pair (l, i) ∈ L × G, v(l) ∈ Dc(l) and q(i) ∈ Ds(i), system
(1) has a unique solution, denoted by x(t; v(l), q(i)). Furthermore, x(t; v(l), q(i))
is continuous with respect to q(i).

Proof. Since f is continuous with respect to q(i) ∈ Ds(i), it follows from Prop-
erty 1 and Property 2 that system (2) has a unique solution x(t; v(l), q(i)). In
addition, x(t; v(l), q(i)) is continuous in q on Ds(i) in term of the theory of
continuous dependence of solution to differential equations on parameters.

3 Stability Criteria

In this section, an invariance principle is established for the hybrid dynamical
system. At the same time, we state and prove new stability criteria for the non-
linear hybrid system. These results provide less conservative stability conditions
for hybrid system as compared to classical results in the literature.

Definition 1. A function V (t, x) is said to be
(i) decrescent if there exists a function a : R+ → R+ such that

V (t, x) ≤ a(‖x‖), (t, x) ∈ R+ × s(ρ).

(ii) positive definite if there exists a continuous function b : R+ → R+ such
that

b(‖x‖) ≤ V (t, x), (t, x) ∈ R+ × s(ρ)
V (t, 0) ≡ 0, t ∈ R+.

Lemma 1. [7] Assume that
(i) V ∈ ∑

, there exist λk ∈ R and a continuous function ck : R+ → R+ such
that

D+V (t, x) ≤ λk

Δtk
ck(V (t, x)), (t, x) ∈ (tk−1, tk)× s(ρ);

(ii) there exist vk ∈ R and a continuous function dk : R+ → R+ such that

V (t+k , x+ Ik(x)) ≤ V (tk, x) + vkdk(V (tk, x)), x ∈ s(ρ);

(iii) λk + vk ≤ 0, for s ∈ (0, ρ), ck(s) ≤ dk(s) if vk < 0 and ck(s) ≥ dk(s) if
uk < 0.
Then system (1) is stable. Suppose further that

(iv) V (t, x) is decrescent and for any η > 0, there exists a σ > 0 such that

s+ |vk|dk(s) < η, ∀s ∈ (0, σ), k = 1, 2, · · ·

Then system (1) is uniformly stable.
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Theorem 1. The dynamical system (2) is impulsive stable if parameters in sys-

tem (2) satisfy that
b1
c1

+
b2
c2
< 1 and 1 +

1
Y2

(a+ 1) + Y3 + Y4 > 0.

Proof. Define Lyapunov function

V (x) =
1
2
(x1 − x2)2 + x1x3 + x1x4 + x1x5, (9)

Then V (x) is positive definite, decrescent. Along solutions of (4), we have

D+V (x) =
∂

∂x
V (x) · f(x) = (x1 − x2 + x3 + x4 + x5)μx1

−q2x1(x2 − x1) + q3x
2
1 + q4x

2
1 + q5x

2
1

Let a =
b1
c1

+
b2
c2

in expressing q5. Since a < 1, 1 +
1
Y2

(a+ 1) + Y3 + Y4 > 0, and

Δix2

x2 + ki
, i = 2, 3, 4, is increasing about x2, we have

D+V (x) ≤ [(a+ 1)m2 +m3 +m4 + (1 +
1
Y2

(a+ 1) + Y3 + Y4)μm

+(a+ 1)
Δ2x

∗
2

x∗2 + k2
+

Δ3x
∗
2

x∗2 + k3
+

Δ4x
∗
2

x∗2 + k4
]x2

1

+μmx1x2 + μmx1x3 + μmx1x4 + μmx1x5

Let λ0 = (a+1)m2 +m3 +m4 +(1+
1
Y2

(a+1)+Y3 +Y4)μm +
Δ3x

∗
2

x∗2 + k3
+

Δ4x
∗
2

x∗2 + k4

and λ∗ = max{2λ0, μm}, thus by (6)

D+V (x) ≤ λ∗V (x) (10)

This implies, by the definition of Ii(x(ti)), that

V (x + Ii(x)) = V (x1(1− ui), cui + x2(1− ui), x3(1− ui),
x4(1− ui), x5(1− ui))

= (1 − ui)2V (x) − cui(1− ui)x1 +
1
2
c2ui + cuix2(1− ui) (11)

Hence V ∈ ∑
, let λi = Δtiλ

∗, ck(s) = s, the Condition (i) of Lemma 1 are
satisfied from (7).

There are two cases to consider for Condition (ii) of Lemma 1.

Case 1. x1 < x2. Choose ui that satisfies ui ≤ 2x1 − 2x2 − c
2x1 − 2x2

, which implies,

in view of (8), that

V (x+ Ii(x)) ≤ V (x) − ui(2− ui)V (x) (12)

Case 2. For x1 ≥ x2, we can also choose the controllable variable ui such that
(9) is satisfied.
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Let vi = −ui(2 − ui), dk(s) = s, the Condition (ii) of Lemma 1 is satisfied
from (9).

We can also choose the controllable variable ui such that ui ≥ 1−√1− λ∗Δti,
when λi + vi = Δtiλ

∗ − ui(2 − ui) ≤ 0, we get ci(s) = di(s) if vi < 0. Thus
Condition (iii) of Lemma 1 is satisfied. Hence system (5) is impulsive stable by
Lemma 1.

Theorem 2. Under the conditions of Theorem 1, system (2) is uniformly sta-
ble.

Proof. From Definition 1, the function V (x) of Theorem 1 is decrescent and
s+ |vi|di(s) = s+ ui(2− ui)s. Let σ = η/2, we have

s+ |vi|di(s) ≤ 2s < η.

This implies that the condition (iv) of Lemma 1 is satisfied, and the system (5)
is uniformly stable.

4 Conclusion

The conditions of parameters are given by Theorem 1 in the paper. Under these
conditions, the parameter identification is realized for the fermentation process.
Numerical simulation shows that the impulsive dynamical system presented in
this paper can characterize the process of 1,3-propanediol production by fer-
mentation. We conclude that the impulsive system is more fit for formulating
fed-batch fermentations.

Acknowledgements

This work was supported by the College Project of Research in Inner Mongolia
(grant no.NJZY07012) and 513 Program’ Project of Inner Mongolia University.

References

1. Biebl, H., Menzel, K., Zeng, A., Deckwer, W.: Microbial production of 1,3-
propanediol. Appl. Microbiol. Biotechnol. 52, 297–298 (1999)

2. Xiu, Z., Song, B., Wang, Z., Sun, L., Feng, E., Zeng, A.: Optimization of biodis-
similation of glycerol to 1,3-propanediol by klebsiella pneumoniae in one-stage and
two-stage anaerobic cultures. Biochemical Engineering Journal 19, 189–197 (2004)

3. Zeng, A., Rose, A., Biebl, H., Tag, C., Guenzel, B., Deckewer, W.: Multiple product
inhibition and growth modeling of Clostridium butyricum and Klebsiella pneumo-
niae. Biotechnol. Bioeng. 44, 902–911 (1994)

4. Reimann, A., Biebl, H.: Production of 1,3-propanediol by clostridium butyricum
DSM5431 and product tolerant mutants in fedbatch culture, feeding strategy for
glycerol and ammonium. Biotechol Lett. 18, 827–832 (1996)



Invariance of the Hybrid System in Microbial Fermentation 309

5. Caixia, G., Kezan, L., Enmin, F., Zhilong, X.: Nonlinear impulsive system of fed-
batch culture in fermentative production and its properties. Chaos Solitons and
Fractals 28(1), 271–277 (2006)

6. Enmin, F., Chongyang, L., Zhaohua, G., Yaqin, S.: Identification of Intracellular Ki-
netic Parameters in Continuous Bioconversion of Glycerol by Klebsiella pneumoniae.
In: The Second International Symposium, OSB 2008, Lijiang, China, Proceedings,
vol. 37, pp. 93–100 (2008)

7. Xinzhi, L., Yanqun, L., Lay, T.K.: Stability Analysis of Impulsive Control System,
Mathematical and Computer Modeling. Mathematical and Computer Modeling 37,
1357–1370 (2003)



J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 310 – 319, 2009. 
© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2009 

Is Self-organization a Rational Expectation? 
A Critical Review of Complexity and Emergence 

Heinz Luediger 

IMST GmbH, Information and Communication Systems 
C.F. Gaußstraße 2, Kamp-Lintfort, Germany 

luediger@imst.de 

Abstract. Over decades and under varying names the study of biology-inspired 
algorithms applied to non-living systems has been the subject of a small and 
somewhat exotic research community. Only the recent coincidence of a 
growing inability to master the design, development and operation of increas-
ingly intertwined systems and processes, and an accelerated trend towards a 
naïve if not romanticizing view of nature in the sciences, has led to the adoption 
of biology-inspired algorithmic research by a wider range of sciences. Adaptive 
systems, as we apparently observe in nature, are meanwhile viewed as a 
promising way out of the complexity trap and, propelled by a long list of ‘self’ 
catchwords, complexity research has become an influential stream in the 
science community. This paper presents four provocative theses that cast doubt 
on the strategic potential of complexity research and the viability of large scale 
deployment of biology-inspired algorithms in an expectation driven world.  

Keywords: complexity, emergence, mind, biology-inspired engineering, per-
ception, knowledge, reductionism, holism. 

“To gaze implies more than to look at – it signifies a 
psychological relationship of power, in which the gazer is 

superior to the object of gaze.” 

Jonathan E. Schroeder 

1   Introduction 

The difficulty of the subject starts with the absence of a positive definition of what 
complexity research is, and more critical, what problem it wants to solve when it talks 
about self-organisation. Most, if not all involved in its research, would agree that it is 
anti-reductionist by nature, which implies that it does not conform to the structures 
and methodologies of ‘conventional’ science. Likewise its proponents would agree 
that ‘conventional’ science cannot possibly explain the processes far off the thermal 
equilibrium, characterized by abundance of multitude and a tendency to produce some 
strange kind of order. The reason for failure is assigned to its very methodology of 
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breaking structures into well behaved and understood elements before reassembling 
the parts, which cumulatively equate to the whole. The reductive methodology indeed 
becomes cumbersome, questionable and eventually useless when the phenomena 
under study cannot be sufficiently isolated from the environment they are embedded 
in, e.g. the local weather, traffic jams, the immune system or certain aspects of a next 
generation ICT system. Not even the solar system, the ultimate instance of 
reductionist clockworks, can be predicted (in the very long run) by the knowledge 
conventional science brought about. The bleak prophecy concerning its limits is thus 
not unjustified. 

The methodology of complexity research rests on a holistic view of the world and a 
qualitative difference between the whole and the sum of its parts is generally accepted 
by its advocates. What appears to be the perfect balance of natural and in particular 
biological processes is interpreted as the result of a yet undiscovered distributed 
control scheme. Since nature is believed to be a system with built-in self-organisation 
and sustainability, the yet undiscovered mechanisms governing this intricate balance 
have become a major target of complexity research. Emergence1, the perplexing effect 
occurring when cause and effect of a supposedly integral process are observed in 
different domains of experience2, has become its earmark and universal solution 
likewise, while indicating the limits of conventional science and engineering. A novel 
kind of (soft) knowledge is proclaimed to be its result, but what this realistically 
means remains entirely obscure. Little more can be added to a generic description of 
complexity research because, like other holistic movements, it has neither developed 
rigorous semantics nor a quantitative framework. In this setting, where technological 
progress is challenged by complexity, and complexity research by the absence of 
semantics, it may be informative to see what complexity research potentially has in 
store for us. The following four theses are meant to re-initiate a fundamental debate 
about complexity research. The often and for good reason voiced reproach of 
immunization, as e.g. generally and specifically expressed in [2], requires the 
‘complexity’ issue to be discussed on neutral ground; the degree of semantic 
consistency of complexity research, i.e. the degree to which we understand what we 
mean when we talk about complexity, is the only practical measure that currently can 
be applied to judge its goals, methods and results.  

2   Self-organization and Expectation Are Incompatible in Principle 

The ‘self’ qualities we believe to find in nature are the causally unintelligible effects 
of non-conservatory, undirected and unpredictable processes3. The occasionally 
beautiful patterns they create are easily misinterpreted as an engineered or learnt 
order, whereas they are a suffering and identity-sacrificing response to changing 
conditions in essence. The absence of stable identity and predictability make those 
processes incompatible with expectation-based individual and societal pursuit. 

                                                           
1 A broad discussion and extensive bibliography concerning emergence can be found in [1]. 
2 E.g. in significantly different dimensions of time, space, aggregation or through different 

modalities.  
3 The assigned non-qualities are only placeholders for the ‘nothing’ we know about naturalistic 

processes when viewed through the spectacles of the ‘precise’ sciences.  
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The roots of complexity research go back to the fifties of the last century, but only 
the recent societal unfolding of a romanticizing view of nature enabled the 
concentration of substantial efforts on the study of the processes ‘used’ by nature to 
create, develop and control its forms and processes. The difficulty of the subject has 
been unequivocally admitted at any time - and may yet have been underestimated in 
its full extent. Today, the majority of complexity research efforts are clearly directed 
at its commercial exploitation, i.e. at attempting to solve real world problems, for 
which next to emergence another monster lies in wait - purpose.   

When we desire to make use of the processes that appear to self-arrange the 
complex interplay of the biosphere, it often goes unnoticed that we insinuate that they 
have been purposefully created or learnt, namely with the effect of having those ‘self’ 
qualities. Purpose and deliberate learning, however, are the domains of humans, 
possibly with few exceptions. They are the expression of human will to influence the 
future so as to make expectations more probable. Thus, what we observe in the 
biosphere is neither an instance of an engineered or controlled order nor a symbiotic 
equilibrium of ‘interests’ for the welfare of its ‘parts’, but rather a non-recurrent status 
quo that reflects the unique transitional balance of multiple mutual influences which 
is passé before it can become lawful. This status quo is neither special nor superior to 
any other as there is no distinguished or expected realization. On this background, 
biological processes cannot be explained but being predominately reactions or 
unconditional adaptations to changes in the environment they are inextricably 
entangled in. They react to changing conditions whereby producing change that 
causes other processes to react and so forth ad infinitum. The apparently distributed 
self-control of biological processes actually is a spirit-, direction- and endless chain 
reaction of volatile identities, rather than a locally orchestrated coexistence of 
systems4. The response to condition on the one hand and expectation on the other is 
what separates biological processes from machines, reaction from function and 
complex phenomena from actual systems. In a conscious world, explicit expectations 
translate into functional requirements that are prior to the system and to be observed 
over long periods of time and under a wide range of conditions. The ratio of the 
number of forbidden and granted states of such systems is near infinite - in opposition 
to the living world, where ‘anything goes’ seems to be the maxim.  

Our systems and infrastructures require continuous maintenance to prevent them 
from falling victim to entropy, whereas the biosphere appears to be the animated 
equivalent of entropy and for this reason transformative but hardly destroyable. Life 
is, by all standards, extremely likely! It survived extreme climates, the impact of 
asteroids, gigantic volcano explosions and would almost certainly continue to exist 
after a nuclear disaster. The forms and functions developing in the wake of such a 

                                                           
4 The strength of Darwin’s theory of evolution is in its Kantian epistemic conception as it 

intrinsically prohibits a look behind the mirror where the concepts of the mind are getting 
embraced by paradox. The ‘blind watchmaker’ (R. Dawkins) is a suitable metaphor not only 
at the level of the content of the theory but also at the level of its coming into the world. This 
higher level ‘blind watchmaker’ is the mind. Its raw material and touchstone are an 
independent and incorruptible yet unknowable reality external to our minds, against which it 
tests ‘intelligent designs’ like the theory of evolution. This is why the whole is indeed much 
more than the sum of parts - it contains a big deal of human ingenuity.  
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disaster might, however, exceed our power of imagination. For biological processes 
any environment is a sufficient environment and any realization is a ‘good’ realization 
since nothing, except some kind of replication, needs to be preserved, and if it isn’t - 
who cares!? The secret of nature’s ‘sustainability’ is the absence of expectation. This 
very absence, however, is why nature’s ‘sustainability’ is only apparent. When 
evolution turns a nose into a trunk or larvae convert into butterfly, there is nothing 
‘sustainability’ corresponds to - except nature’s metamorphic survivability. Biological 
processes and purposefully engineered systems represent incompatible extremes, for 
expectation impairs survivability as ‘self-organization’ undermines purpose.  

3   Complexity and Emergence Are No Objects of Natural Science  

A US military observer summarized: ‘…in our view, complexity is a result and not a 
cause of confusion…5’. Indeed, complexity and paradox arise when a theory, model 
or notion is applied beyond its frame of applicability. They can therefore be 
interpreted as the result of our asking unfit questions, i.e. questions that have no 
answers under the current scientific paradigm(s). Emergence is the ultimate warning 
bell indicating that we are transgressing a frame of applicability. Complexity and 
emergence are neither natural phenomena nor potential causes that can be 
researched; they are the fabric of a plurality of mutually independent domains of 
perception shining through the appearances when we confuse our ideas of the world 
with the world itself. 
 

In many decades and despite increasing efforts cybernetics, catastrophe, chaos and 
complexity research have not produced the expected answers, except that complex or 
chaotic behavior can result from simple interaction of aggregates of simple elements. 
Rather they have remained at a narrative, gathering and complexity (re)producing 
level. The chronic lack of a theoretical and quantitative framework is a strong 
indicator for ‘asking wrong questions’. Complexity research is often motivated by the 
experience of emergence that corresponds to the amazement befalling us when, for 
instance, we realize that there is nothing of what makes water in hydrogen and 
oxygen. Water, as we know it, refers to something that is and always has been part of 
our lives. It is visible, tangible and can be smelled and heard under certain 
circumstances. In other words, ‘water’ can be experienced via our natural senses and 
its basic qualities, e.g. its fluidity at high and solidity at low temperatures, have been 
derived from the interaction of what we call water with those senses. When, however, 
we talk about H2O, we talk about a mental construct that nobody ever has experienced 
naturally. We obtain knowledge about this artificial domain through the use of a 
compound of real and virtual prostheses, the latter being logic and mathematics 
whereas electronic amplifiers, particle accelerators and powerful microscopes are 
examples of real prostheses. The effects of instrumentation in the sciences are 
discussed in [3]. What Giere calls ‘scientific perspectivism’, a selective, partial and 
not necessary view of the world is exemplary illustrated with regard to color vision as 
a human investigative activity that cannot produce absolute knowledge, not even as an 

                                                           
5 ‘Complexity: a cognitive barrier to defense system acquisition management’ Acquisition 

Review Quarterly,  Winter 2001, George H. Perino. 
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ideal. He consequently takes the step Kant and Popper denied [4] - in holding that 
human knowledge, despite its speculative nature, asymptotically may converge 
toward true knowledge - and makes clear why we cannot transcend our role of 
observers ‘however much some may aspire to a God’s-eye view of the universe’. 
While this step does in no way simplify the enterprise of science, it may yet provide 
novel insight into its origin, use and limitations as well as into the immense 
responsibility science carries.  

While biology is and has developed as a science that roots very much in the world 
of our natural senses and hence language, physics developed its own prosthetic senses 
and accordingly emancipated from natural language. On this background, the attempt 
to superimpose, relate or interchange the knowledge of two (or several) scientific 
disciplines, as often operated in interdisciplinary complexity research, appears 
surprising. Biology and physics, for instance, under the current paradigms, exist as 
independent sciences because their objects of study are complementary, ‘orthogonal’ 
or mutually exclusive projections of the same world. As ‘red’, ‘dissonant’ and ‘soft’ 
uniquely correspond to visual, acoustic and tactile experiences, and have only 
figurative meaning beyond, the abstract concepts of physics become meaningless 
when we try to relate them to the naturalistic forms and processes dealt with by 
biology and vice versa. The ultimate disparateness of apperception through the 
various natural and artificial senses may well represent the insurmountable cliffs we 
call emergence, i.e. disconnected clusters of aesthetic or semantic coherence. They 
can be interpreted as the effect of an evolutionary orthogonalisation of our sensual 
and semantic theories of the world making experience and talk about the experienced 
possible in the first place by categorically structuring and ordering our senses and 
theories such, that, contrary to the very paradigm of complexity research, not 
everything is connected to everything. As there is nothing of smell in vision there is 
nothing of physics in biology6. Complexity research and its networking paradigm 
agitate these ordering schemes - and harvest complexity. 

4   ‘Complex’ Knowledge Is Logically and Economically Unviable 

Complexity research cannot escape the paradox of attempting to understand the 
‘whole’ on the basis of its very opposite, i.e. on the basis of notions and concepts that 
have been stripped off the ‘wholeness’ in the process of reduction. It therefore has no 
operational ground to stand on and tries to pull itself out of the water at its own hair. 
Also its claim to aim at a radically novel kind of knowledge is not convincing, for it 
would assume revolutionary changes to brain structures genetically bestowed to us.  

 

There are trillions of trees on this planet of which no two are identical. And yet, the 
notion ‘tree’ and the associated concept ‘tree’, that goes with it, allow us to talk about 
trees without pointing at or making reference to each or any of them. This is the 

                                                           
6 Which does not mean that there are no physical effects in living beings, it means that the 

world is open to multiple views, each ideally expanding an orthogonal set of categories and 
therefore adding a ‘pure’ dimension of experience. Intra-categorical consistency (knowledge), 
however, is at the expense of the meaninglessness of inter-categorical questions.  
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process of reduction - or abstraction from the particular. In a creative-deductive7 feed-
back loop it integrates a range of phenomena which from a certain point of 
observation exhibit symmetries and thus invariant properties. Before notion and 
concept ‘tree’ were created in the early history of mankind, ‘trees’ did not exist! The 
advantage of this reduction is sheer immeasurable as it allows, in conjunction with 
other abstractions, to manipulate ‘trees’ in a mental process8 before actually carrying 
out or having carried out a manipulation with a high rate of success, because unfit 
manipulations can be a priori dropped9. We can in fact teach others how to 
successfully solve classes of problems without the involved things being in reach or 
sight, or even exactly known. What is conveyed in the process is knowledge. Without 
abstraction from the particular, which is synonymous for abstraction from the whole, 
knowledge is impossible for economic reasons. In sharp contrast, the know-how we 
acquire via plain observation and imitation or trial and error cannot be integrated with 
other knowledge for the reason of absent semantics. Compared to knowledge, know-
how is a useful blind alley. The vast number of such blind alleys we are facing today, 
i.e. the increasing algorithmic determination of the actions we (and machines) take, is 
a major source of complexity, for they are semantically unrelated, not deducible and 
thus incomprehensible.  

As powerful the process of reduction is, it inevitably comes at the expense of the 
loss of individuality and hence wholeness. Knowledge is the result of selective and 
‘theory-laden’ observation [5]. Like facts, it appears to be discrete (by notion) and 
possible only at the necessary renunciation of other potential knowledge, as ultimately 
suggested by the uncertainty principle of quantum mechanics. That quantum-
mechanics’ renunciation is not the effect of under-determination is discussed in [6, 7]. 
Knowledge of the world, involving more than one of a set of ‘orthogonal’ notions at a 
time (e.g. particle and wave, matter and life, etc.), appears to become blurred, because 
it cannot be consistently thought10. The particle-wave example shows that asking 
certain questions is literally unreasonable, but also that the quest for better knowledge 
is rationally justified as it is the sense-variant semantic illustration of the experience 
of an underlying stratum the true nature of which is independent of and unobservable 
by the ideas of the mind. This view naturally explains the anti-absolute argument of 
pessimistic induction, which describes the historical succession of successful but 
incompatible theories which once were believed true but eventually proved wrong. 

                                                           
7 Kant posited that a ‘saltus’ of the mind is needed as the first step towards scientific progress. 

Popper generalized the idea and made the principle, that nothing can be observed without a 
genetically/logically leading hypothesis the central point of his theory of speculative 
knowledge (see annex). 

8 In this process imagination deals with semantic systems where the system (the whole) is 
logically and temporally leading. It is utterly impossible to envision a system bottom-up from 
(its) parts. The parts of the simplistic system bicycle, dropped over virgin tribes land would 
likely be used for fishing, hunting, child play or be declared cult but not get assembled, leave 
alone used as a bicycle.  

9 The effects of biological evolution on mankind ceased long ago in response to the much 
higher efficiency of  the predictive qualities of the mind. 

10 A thing cannot possibly be e.g. particle and wave at the same time given the classical 
(archaic) concepts we associate with particle and wave. 
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The tree in front of us is a much more complex phenomenon than the notion ‘tree’ 
can convey. Actually it is unique. Complexity research deliberately drives at the 
investigation of unique (holistic) phenomena and thus at the reversal of the process of 
reduction. The inevitable result is inflation, for the methodological arrow now points 
from the universal to the particular. Our apparatus of thinking though is based on the 
finite resource brain and on a categorical and hence reductive scheme of perception for 
economic reasons. It appears that human knowledge exists in a corridor between 
holistic inflation and reductive renunciation. We can comprehend only those discrete 
and restricted aspects which we can talk about in an economic and semantically 
consistent manner, those which can be explained without the need of being 
demonstrated, pointed at or made reference to. The pathway of the (yet) un-understood 
to conscience is not through the logic and semantic centers of reasoning but through 
the less strictly censored boulevards of emotion and impression. The latter, having 
served generations of scientists as the motivation to understand, i.e. make semantic, 
has now been declared the original subject of complexity research. Its dilemma 
ironically is that any knowledge it would produce would need to be reductive, because 
it necessarily would need to be semantic. In order to rescue its holistic claim, 
complexity research evades its ‘Copenhagen Convention11’ at all costs and instead 
markets the promise of a radically new kind of knowledge while, however, suppressing 
the unpleasant implication that it would require a novel brain.  

If knowledge is out of reach of complexity research, what can realistically be 
expected its output to be? For weakly complex systems, which are ‘systems’ with a 
potentially knowable state space, the answer is anti-know-how. In fact, we, not the 
‘system’, will successively learn how not to do it, since such ‘systems’ will provide 
services at the expense of continued ex post elimination of their undesirable states. 
Once all undesirable ‘system’ states have been eliminated, or equivalently, once those 
‘systems’ behave according to expectation, they will emulate conventional systems 
via the inefficient process of state exclusion, and thus become void of any ‘self’ 
quality for their then severely restricted state space is no longer containing a sufficient 
number of ‘solutions’ to cope with the ‘unexpected’. For truly complex ‘systems’, 
having (near) unrestricted state space, the answer is simple: Nothing can be expected 
from ‘systems’ serving no expectation - by definition. In practice a third world 
between expectation-less ‘self-organization’ (nature) and predetermined functionality 
(man-made systems) may be illusionary. One might argue that humans are an 
example of something amid the extremes. The argument appears convincing but is 
nonetheless false; we cannot recycle the concepts of the mind (e.g. molecules, cells, 
neurons, agents, self-organization etc.) in an explication how these very concepts 
organize their originator - the mind. What we are ourselves does not figure among the 
concepts framed by the mind and therefore the argument is wrong. 

5   Real Reduction of Complexity Is a Semantic Program 

Processes, that are highly individual and do not underlie laws which are significantly 
less individual than the processes in question, are useless in trying to estimate the 

                                                           
11 The Copenhagen Convention, i.e. Bohr’s principle of complementarity, made quantum 

mechanics empirically relevant because it implies that quantum experiments are consistently 
describable in classical terms involving either ‘particle’ or ‘wave’.  
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future. Human culture is largely based on the ability to estimate the future by use of a 
superior, semantics-based process called reasoning, capable of manipulating virtual 
objects and processes before releasing them to the world. Reasoning, however, needs 
notions which complexity research denies. ‘Experience without notions is blind’  
(I. Kant). 

Despite the high promise of biology-inspired ‘self’- research it remains essentially 
unsatisfactory from a methodological point of view. Operationally it is fundamentalist 
empiricism for the reason of its self-elected detachment from the wealth of ‘conven-
tional’ theoretical knowledge and its procedures of acquisition and dissemination. It is 
industrious with collecting (and increasingly producing) wonderful patterns and 
strange attractors of which we don’t know what they correspond to. A microscopic 
turn of the wheel of the tap will cause a dramatic change of its dripping pattern - 
sufficient to catalogue another strange attractor. The activities of complexity research 
have in common that the encountered effects cannot be communicated but by 
describing the structure of the ‘machine’ or its algorithmic elements, i.e. the parts of 
complexity research relating to conventional science. But the very patterns they 
produce are not intelligible and render range and qualitative degree of the correlation 
of objectives and effects undeterminable, thus making complexity research 
incommunicado.  

This muteness breaks the knowledge chain, the way we administer and accumulate 
knowledge. Conventional knowledge can be made the object of operations; it can be 
compared, transposed, permuted, integrated, and tested, for it has become knowledge 
(and a societal good) only after having become semantic. Moreover, the totality of 
knowledge or parts thereof can be abstracted from in the attempt to achieve a higher 
economy of reasoning that, if successful, builds theories over theories and represents 
the ultimate reduction of complexity. Following Kant, the forces behind this process 
are the regulative ideas of the unity of mind and the unity of reason. The regulative 
idea of unity also underlies the reflexive level of perception, provoking the integration 
of experience to highest degree possible. The foundation of this process are coherent 
and consistent models and theories. The importance of semantic consistency, enabling 
the concept of ‘information is what creates information’, is stressed by von 
Weizsäcker throughout [7]. In the absence of this precondition complexity research is 
highly divergent and means a different thing to anyone involved in or observing its 
investigation12. What currently remains for its proponents and opponents is a 
philosophical-methodological debate: The promise of radically new knowledge versus 
the threat of irrationalism when semantics are sacrificed and the particular is favored 
over the universal.  

6   Conclusions 

Emergence has always fascinated scientists but has remained a baffling riddle 
throughout the centuries. It appears to coincide with structures of apperception and 
                                                           
12 Some branches of complexity research try to escape its muteness by developing hierarchies of 

‘systems’ and rudimentary semantics. The notions they create do, however, not interface with 
traditional experience in any point, such that they remain without meaning. ‘Notions without 
experience are void’ (I. Kant). 
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reasoning rather than physical phenomena or causes. Complexity arises when we ask 
questions that have no answers under the current scientific paradigms, i.e. questions 
exceeding current linguistic potentiality. The history of science has shown that 
scientific paradigms are not eternal. But it has also shown that their transformation 
goes with dramatic changes in the meaning of apparently well established notions of 
apparently well established sciences, which are the shock waves of a major reduction 
of complexity corresponding to scientific progress. The inflationary methodology of 
complexity research makes it no candidate to trigger the next scientific 
transformation. Rather it may further the erosion of coherent and consistent 
communication in the sciences and the society.  
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Appendix: Thoughts about Reductionism 

There is evidence from various directions that reductionism is not merely a 
philosophical preference we can hold at liberty. Similar to the fact that we are not at 
free will to map our everyday experiences into other than the system of space, time and 
causality, we may not be at free will to acquire (anticipative) knowledge through other 
than reductive methods of reasoning. If so, reductionism represents the condition of the 
possibility of knowledge, i.e. denotes an intrinsic principle of the brain-mind complex. 
It would then serve a fundamental purpose which in the widest sense could be 
described as being of economical nature. The physical interpretation of this purpose is 
associated with the limited resource brain (memory and its organisation), which 
requires schemes that reduce the infinite number of world states to a set of rules 
relating objects and subjects in time. The second, psychological, interpretation is that 
reductionism is the observable effect of the mind’s most distinguished enterprise to 
rescue its unity. Like physical systems involving feed-back loops need to be tightly 
controlled to avoid chaotic and other undesirable behaviour, the reflexive mind is in 
constant danger of falling apart. Panic and horror are the transient effects when the 
unity of the mind is severely challenged, i.e. when our role as rational observers of the 
world is at stake. Psychological studies speak of the ‘Stalinistic Methods’ of the brain 
to prevent this happen and forgery of inter-subjective reality to surprising degrees has 
been reported. What is ‘the unity of the mind’? It is its singular point of view (as a 
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regulative idea rather than an achievable state) from where the world makes sense, 
from where it appears causal, coherent and consistent, or in brief - explainable. 
Explanations on the one hand need words while on the other hand an increasing 
number of words imply an exploding quantity of possible relations between these 
words (and hence meanings), such that a check of the consistency of an explanation 
quickly becomes difficult or even impossible. Ockham’s razor is appealing to us 
because it is a condition of the possibility of verifying the consistency of a statement 
about the world. This is when reductionism may get involved as a method of 
theoretical verification by condensing the astronomical number of states of natural 
processes to a workable set of hypothetical entities and attributes, i.e. a system, which 
ideally represents all possible states of selected observable processes under well 
defined conditions. These conditions are reductions themselves and therefore 
reductionism presents the world-as-such by way of analogy rather than by way of 
convergence toward an absolute reality, which explains the paradox of factual 
scientific progress (in the natural sciences) in a succession of mutually exclusive 
theories as disconnected domains of stringent semantic coherence. 

In section four the procedural elements of the reductive method have been briefly 
mentioned. According to Kant they consist of two fundamentally different steps that 
give rise to the world as we know it. First, a ‘saltus’ of the mind’ is needed, 
corresponding to the fact that the novel is not deducible from current knowledge. It 
appears to represent its findings in phenomenal space for further elaboration by 
semantic processes. This first step is tentative and kind of art rather than kind of 
science. In a second step, the analytic capabilities of the mind come into play by trying 
to deduce and assess what flows from the ‘saltus’. The reductive method thus creates 
causal wholes by a joint effort of the powers of imagination, logical deduction and 
inference, while the famous ‘breaking into parts’13 is absent in the process. If it were 
not, the absurdity would occur that the knowledge of the novel would be a necessary 
condition for its subsequent derivation in the Cartesian process of ‘breaking it into 
parts’.  

For the novel cannot be legitimated by experience, it is unlikely that ‘truth’ in the 
sense of ‘conformance with experience’ - as generally accepted in the sciences - is a 
critical concept in the logical assessment of the ‘saltus’. The fact that nevertheless 
empirically valid theories can be the outcome of a purely mental process suggests that 
the involved mechanisms and in particular the role of our senses are not well 
understood14. At the same time, if the reductive scientific method is linked to an 
aesthetic-semantic process instead of a semantic-empirical methodology, it is not 
unreasonable to assume that its outputs are potentially furnished with validity prior to 
any empirical test. Otherwise the reductive method would not be of great value in 
obtaining and securing the unity of the mind. The most delicate process in the world 
may in fact require more sophisticated means than corporeal trial and error to establish 
multiple, mutually orthogonal and therefore non-conflicting world perspectives.  

                                                           
13 Descartes mentions in several places [see Bernard Williams, ‘Descartes’, p.15] that i) his 

‘method’ is not obligatory and ii) the Discours de la Méthode is not adequately explaining it.  
14 Einstein’s statement that ’…only the theory determines what can be observed’ may set the 

framework for a better  understanding of our world perceptions.  
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Abstract. Online Social Networks (OSN) are experiencing an explosive
growth rate and are becoming an increasingly important part of people’s
lives. There is an increasing desire to aid online users in identifying poten-
tial friends, interesting groups, and compelling products to users. These
networks have offered researchers almost total access to large corpora of
data. An interesting goal in utilizing this data is to analyze user profiles
and identify how similar subsets of users are. The current techniques for
comparing users are limited as they require common terms to be shared
by users. We present a simple and novel extension to a word-comparison
algorithm [6], entitled Inter-Profile Similarity (IPS), which allows com-
parison of short text phrases even if they share no common terms. The
output of IPS is simply a scalar value in [0, 1], with 1 denoting complete
similarity and 0 the opposite. Therefore it is easy to understand and can
provide a total ordering of users. We, first, evaluated the effectiveness of
IPS with a user-study, and then applied it to datasets from Facebook and
Orkut verifying and extending earlier results. We show that IPS yields
both a larger range for the similarity value and obtains a higher value
than intersection-based mechanisms. Both IPS and the output from the
analysis of the two OSN should help to predict and classify social links,
make recommendations, and annotate friends relations for social network
analysis.

Keywords: Online Social Network, Semantic Analysis, Profile Similar-
ity, Natural Language Processing.

1 Introduction

Online Social Networks (OSN) are experiencing an explosive growth rate and
are becoming an increasingly important part of people’s lives. There is an in-
creasing desire to aid users in identifying potential friends, interesting groups,
and compelling products. Furthermore, these networks have offered researchers
almost total access to large corpora of data. An interesting goal in utilizing this
data is to analyze user profiles and identify how similar subsets of users are.
The current techniques for comparing users are limited as they require common
terms to be shared.
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In this paper, we devise a simple, novel method which extends [6] to com-
pare short-text snippets using Natural Language Processing (NLP). Inter-Profile
Similarity (IPS) provides an application-independent mechanism to give a total
ordering according to the similarity value. This algorithm requires no extra work
from the user and provides a comparison of profiles1, which OSN already have
user’s input. To our knowledge, this paper is the first to provide an NLP style
similarity analysis on social network graph.

The benefits of using NLP to compare the similarity of users are twofold:
(1) different words that possess the same meaning will be correctly identified,
and (2) the number of terms in common decreases as the size of the vocabulary
increases. As an example in [8] the authors show a difference between immediate
friends and a random non-friend, but looking at the mean similarity, there is
not a large difference between the two groups. Using an algorithm which utilizes
NLP, e.g. IPS, should aid researchers in quickly evaluating the similarity of
users despite there existing a large vocabulary set. We show that IPS yields
both a larger range for the similarity values and obtains higher values than the
intersection-based approaches.

IPS lends itself to many practical applications in OSN e.g.: (1) product rec-
ommendations to users based on their profiles, (2) personalizing the ordering of
search results based on their profiles, and (3) building communities by recom-
mending groups to users who based on their profiles. Sites such as Netflix and
Amazon recommend items that they believe the user would enjoy given their
prior history, but these algorithms are done in a closed fashion and are not di-
rectly compatible. Secondly, when executing searches for potential friends one is
generally interested more in people similar to them. Therefore, it is preferable
to provide a total ordering utilizing the user’s similarity to the people in the
result-set. Some current OSN already do this, but in a rather simplistic manner,
such as utilizing the group and affiliation information of the users. Finally, being
able to quickly find communities with people whom share interests with the user
is an impoerant part of OSN.

The core of all of above problems is identifying “similar” users, whether it
be due to their history of movie ratings, history of items bought, or activi-
ties/interests in common. IPS provides a common front-end to identify similar
users utilizing their profiles which already exist in OSN. Once this is accom-
plished, all of the above problems can be solved.

We evaluated the effectiveness of IPS with a user-study and found that IPS’s
ordering is closely aligned to what users expect. We also applied IPS to Facebook
and Orkut and were able to verify and extend earlier results. We showed, in
agreement with [9], that there is a trend of decreasing similarity with increasing
distance, and, further, showed that there was no significant between same gender
and opposite gender neighbor similarities. Both IPS and the analysis of the two
OSN should help to predict and classify social links, make recommendations,
annotate friends relations for social network analysis.

1 Where a profile is considered to be a set of short phrases, e.g. “play basketball”,
“read book”.
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The remainder of the paper is organized as follows: in Section 2 we describe
the related work, in Section 3 we formalize the limitations of using the current
approaches and introduce the IPS algorithm, then in Section 4 we provide the
details and results of a user-study of IPS, next in Section 5 we apply IPS to
analyze datasets from Facebook and Orkut, finally in Section 6 we note future
work and present our conclusions.

2 Related Work

OSN have grown very rapidly and have become a popular mechanism for dis-
covering (and rediscovering) friends and relationships [12]. For example, in its
January 2004 debut, Orkut had over 50,000 communities, but by May, 2005
had over 1,500,000. Many OSNs now have members numbering in the tens-of-
millions, and users are increasingly using them as a recommendation and commu-
nity building application. Efficient and well-ordered search results are essential
to the discovery of new friends in OSN.

There are a number of existing algorithms that provide the similarity of pro-
files (see [11] for a good survey), but there is no existing approach that utilizes
NLP. Current similarity measure used in profile comparisons, documents clus-
tering and search result presentations tend to be based on word intersection
[2,3,4]. In [8], the similarity amongst neighboring nodes were compared to values
of a node picked at a random in the network. It is interesting to note that the
maximum intersection of any two users was below 0.16, which should intuitively
imply that users are not related although they might be more related when
comparing the semantic meaning of their image tags. User profiles tend to be
short snippets and word-intersection algorithms might not achieve satisfactory
results due to lack of common words [5]. The approach in [5] treats each snippet
as queries, obtains documents related their snippets, and then compare these
returned documents using a word/phrase intersection similarity measure such as
cosine [3].

IPS extends [6], which provides a word-comparison algorithm using context-
vectors in WordNet [10]. WordNet is a lexical dictionary that also has a hierarchy
amongst the words. Words which have different meanings (or parts of speech)
are designated by senses. The IPS similarity measure uses NLP, which allow a
more flexible measure of similarity.

3 IPS Algorithm

In this section, first we analytically show why the use of a simpler algorithm
which utilizes intersection will not provide good results. Then we present the
IPS algorithm and describe its complexity, benefits and limitations.

3.1 Why Not Intersection?

The most obvious problem with intersection is that it requires both users to
choose the same keyword. To help illustrate the issue, we will walk through a
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simple example to show the expected number of items in the intersection of two
equally sized sets. We assume the keywords are chosen from a universe U of
cardinality N , and are numbered {1, . . . , N} in order of decreasing popularity.
We assume that the keyword popularity follows a Zipf distribution2, i.e. the
probability of drawing the kth most popular item is Pr(k) def= Ck−1, where C is a
normalizing constant. We also assume keywords are chosen independently; this
is not generally the case, e.g. if “JPOP” is drawn it is more likely “Ai Otsuka”
will be drawn even if it is not a popular keyword overall, but this assumption
makes the analysis much easier. Furthermore, we assume that the user profiles
are all the same size3.

We now consider the expected number of items in common amongst two sets
of items picked from U. Our derivation uses Wallenius’ Multivariate Noncen-
tral Hypergeometric Distribution [1], as each keyword has different weight and
keywords from A and B are picked without replacement from U:

E[|A ∩B|] =
N∑

k=1

1 · Pr(k ∈ A ∧ k ∈ B) =
N∑

k=1

[Pr(k ∈ A)]2

=
N∑

k=1

[∑
x∈χ

∫ 1

0

N∏
j=1

(
1− twj/D

)xj

︸ ︷︷ ︸
Pr(k∈A|x), from WMNHD

dt

︸ ︷︷ ︸
Pr(k∈A)

]2

(1)

where χ is the set of vectors of length N such that xk = 1 and
∑

j xj = |A|, wj is
the weight of the jth item in U and D = w ·(1−xi). Note that for any fixed |A|4:

lim
N→∞

E[|A ∩B|] = 0

In Figure 1, we simulated E[|A ∩ B|] where we drew |A| items from the N
(number of keys in the universe) possible for various |A| and |N |. The simulation
shows that the intersection of E[|A ∩ B|] is very low with increasing N and
decreasing |A|.

3.2 IPS

The entirety of the IPS algorithm is shown in Algorithm (1). The main compo-
nent of IPS is the ProfileSimilarity on line 1. This function takes two profiles
A and B (each consisting of a set of phrases) and outputs a similarity value
between 0 and 1. The phrases consist of a small set of words and, in general,

2 This assumption is backed up by many studies on Peer-to-Peer (P2P) and our own
studies into Facebook and Orkut.

3 It is trivial to extend the probabilities to cover the case where they are not.
4 This approaches 0 at a rate of log(N), so one could in theory multiply by log(N) to

achieve a stable value, although calculating N would be extremely cumbersome.
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Fig. 1. Simulated E[|A ∩ B|] for various |A| and varying N

are not full sentences; instead they are generally short-text snippets describing
some activity or interest. In simplest terms, ProfileSimilarity repeatedly finds
the maximally similar items from A and B and removes them until either A
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or B is empty; then returns the average similarity value. This function utilizes
PhraseSimilarity to compare phrases.

In PhraseSimilarity (line 9), the short-text snippets A and B need to be
compared. This requires two functions from [6]: (1) WSD, and (2) SIMILARITY.
Word Sense Disambiguation (WSD) is a common problem encountered in NLP—
it consists of taking a sentence and identifying the sense, i.e. the part of speech
(e.g. noun, adjective, verb) and the meaning, of each word. The second operation
SIMILARITY provides the similarity of two words given their senses. We do not
go into the details of the algorithm and refer the reader to [6] for a detailed
explanation.

Now that the two external functions have been described we detail the eval-
uation of the phrase-similarity. To begin with, each phrase is broken into its
sets for each of its parts of speech (line 14). Then, for each part of speech, the
maximally similar words from A and B are found and removed until there are
no more words in the part of speech. Once all parts of speech have been com-
pared any remaining words are compared without regard to the part of speech;
this is done for two reasons: (1) WSD is not a perfect algorithm and will some-
times incorrectly identify a word, and (2) some phrases do not share any parts of
speech (e.g. “eat” and “JPOP”), but it is still desirable to know their similarity.
Once all the parts of speech and leftover words have been compared a weighted
average is returned wherein more weight is placed on nouns than verbs.

3.3 Benefits and Limitation

In this section we discuss some of the benefits and current limitations of the IPS
system.

The benefits are:

– Identify similar concepts despite being expressed with different
words. Previous intersection-based methods do not scale due to the enor-
mity of most languages. Employing IPS overcomes this fundamental limita-
tion.

– Provides a total ordering over any set of users with regard to a
querier. This is useful in many applications from data mining to recom-
mendation systems, and IPS provides a simple common interface for doing
so.

– Handles phrases of varying length by ignoring words that do not
match. Phrases of differing lengths are fairly common, and IPS handles
them by comparing the most similar words first and ignore the rest. For
example: let A = “play basketball” and B = “basketball”, then IPS will
report these users with a high similarity value.

The limitations are:

– Ignores negation. Phrases or sentences with negated weight such as “do
not like basketball” are ignored to avoid confusion to algorithm computation.
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– The left-over words for phrases of varying length may be impor-
tant. To handle sentences of varying lengths IPS simply ignores the leftover
words, this may not be the most appropriate course of action.

All of the limitations are currently future work and should be addressed in later
iterations of IPS.

4 IPS User Study

To evaluate the effectiveness of IPS, we conducted a user-study5 While IPS out-
puts a number between 0 and 1, it is very difficult to evaluate the “correctness”
of this number, e.g. it is hard for a user to state that “basketball” and “volley-
ball” are 0.75 similar. To reduce the user’s burden, we asked the users to order
a set of phrases, and then compared this ordering with IPS’ ordering.

4.1 User-Study Description

The user-study consisted of three sections: (1) word similarity, (2) phrase similar-
ity, and (3) profile similarity. Each section presented the user with a base word,
phrase, or profile and then three other words, phrases, or profiles to order with
respect to the base word, phrase, or profile. The user-study was implemented
as an online interface using JavaScript to allow the users to visually order the
words, phrases, or profiles.

The words, phrases, or profiles are in bold and the remaining words, phrases,
and profiles are ordered according to IPS’ value (shown in parenthesis). In the
actual user study, these values were hidden from the user and were presented in
a random order.

An example of the word similarity questions asked in the questionnaire is:

basketball: (1) volleyball (0.99), (2) soccer (0.61), (3) California (0.35)
The number in parenthesis is determined by IPS and not presented to the user.

An example of the phrase similarity questions asked is:
play soccer: (1) play football (0.82), (2) watch football (0.52), (3) water garden
(0.27).

An example of the profile similarity questions asked is:
educated partner, read book, has patience, stable job, good salary,
play sports, enjoy travel, enjoy movie: (1) educated and well read, stable
job and finance, nice salary, play sports,watch movies, has patience (0.66) (2)
read book, watch movies, go to church, good job, hang out with friends, good
dresser (0.58); (3) party and drink, listen to music, dining at fancy restaurant,
shopping online, go to concert (0.37);

4.2 Analysis

We had 30 users complete the survey. Overall, the mode of the user responses
always matched IPS’ ordering. Also, 98% of the users were within one transpo-
sition from IPS’ ordering, and 79% of the user’s orderings agreed with IPS.
5 Available at:
http://wwwcsif.cs.ucdavis.edu/%7Elu/similarity/examples/test.html

http://wwwcsif.cs.ucdavis.edu/%7Elu/similarity/examples/test.html
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To evaluate the each individual questions, we numbered the possible responses
according to a gray-code wherein IPS’ ordering was in the center. A gray-code
has the property that neighboring codes contain only a single transposition,
which allows us to consider how close the response was to IPS. For example, if
IPS stated the order was bac then we would use the ordering {cab, cba, bca, bac,
abc, acb} so IPS’ output appears at position 4 and each item has only a single
transposition between each of its neighbors.

We now present the confidence intervals for each question in each section using
a z value chosen for 0.01 confidence, and provide some statistical observations.

For the word similarity, 68% of the user’s orderings completely agreed with
IPS’ ordering, and 97% of the users made at most one transposition from IPS’
ordering. The aggregate of word similarity section yielded μword ∈ [3.98, 4.28],
where the correcting ordering was numbered 4.

For the phrase similarity 87% of the user’s orderings completely agreed with
IPS’ ordering, and 99% of the users made at most one transposition from IPS’
ordering. The aggregate of word similarity section yielded μphrase ∈ [3.92, 4.06],
where the correcting ordering was numbered 4.

Finally, for the profile similarity 74% of the user’s orderings completely
agreed with IPS’ ordering, and 96% of the users made at most one trans-
position from IPS’ ordering. The aggregate of word similarity section yielded
μprofile ∈ [3.91, 4.27], where the correcting ordering was numbered 4.

In all cases the confidence interval is much smaller than 1 (the minimum
transposition distance). This in conjunction with the fact that 98% of the re-
sponses were within one transposition distance shows that IPS does a good job
of providing orderings that would be consistent with what a user would expect.

5 Applying IPS in an OSN Study

We applied IPS to evaluate two popular social networks: Facebook and Orkut.
We show how similarity correlated with topological distance with various sub-
grouping; part of this is validating the results from [9] using NLP instead of the
intersection based approach they utilized and part is extending said work with
flow inside affiliations and across genders. Our emphasis is to show that IPS
provides more logical results for similarity values than prior work and to aid in
developing a deeper insight into OSN growth. As such, we also show how IPS
compares with the standard L1 intersection method.

5.1 Data Overview

The overall statistics of the two networks are shown in Table 1. We refer im-
plicitly to this table throughout Section 5.1. Facebook allows users to describe
themselves in a number of different categories; however, we concentrate only on
the following categories: (1) activities, (2) interests, (3) gender, and (4) networks
(affiliations). To help ensure clarity throughout the paper we will refer to the
networks category as affiliations. Using the affiliations, users are able to restrict
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Table 1. Overall Statistics

Attribute Facebook Orkut
Vertices 1265 15329
Edges 7827 61738
Average degree 12.4 8.1
Average number of keywords 5.17 29.5
Average number of words per keyword 5.2 1.99
Fraction of the network within 4 hops 74.4% 32.9%

the set of people that can view their profile, the default policy is that only those
in the same affiliation or are immediate friends may view each others profiles. As
a result crawling a large sample users in Facebook is considerably harder (hence
the smaller graph size).

Similarly, in Orkut we concentrate on the following categories: (1) activities,
(2) passions, (3) sex, and (4) communities. We chose to focus on these few cat-
egories as they generally use terms that exist in the dictionary (versus, e.g.,
Movies). Communities and affiliations were not compared using NLP, but in-
stead used L1 intersection as the choices were from a fixed set with no semantic
meaning to the keys. Furthermore, these categories allow cross-network com-
parison to ensure trends are consistent. For the NLP similarity comparison, we
created rings for distances between 1 and 4, so we also present the fraction of
the graphs that this covers.

5.2 Semantic Analysis

We now turn to investigate the similarity of users using IPS. We are primar-
ily interested in how similarity between pairs of users changes with increasing
topological distance. To compute these similarity distributions for every node
in the network, we constructed the ring of nodes at a distance 1, then those
at a distance 2 but not at a distance of 1 and so on until distance 4. For each
set of nodes in the ring we applied the similarity algorithm to get the pairwise
similarity with varying distances.

Figures 2(a) and 2(b) shows the average profile similarity versus topological
distance and also compares IPS with intersection. Both IPS and intersection
show a trend of decreasing similarity with increasing distance, which agrees with
[9]. IPS provides much higher similarity values than intersection. Note that the
affiliations (communities) was compared using intersection as the values were
chosen from a fixed vocabulary set with no semantic meaning in the identifiers.

Figures 2(c) and 2(d) shows the CDF (Pr(X ≤ x)) of IPS similarity distri-
bution at different distances, ball of 1, 2, 3 and 4 (where ball of 1 means all
the nodes 1-hop away, ball of 2 means all the nodes 2-hop away and not 1-hop
away, and so on). Given a similarity value, say 0.4, the CDF of ball 2, 3, 4 are all
closer to 1 than the CDF of ball 1 (for Facebook, it is around 0.83, for Orkut, it
is around, 0.86. This shows neighboring nodes tend to have a higher similarity
value than non-neighboring nodes.
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Fig. 2. Similarity comparisons over all profiles using Facebook and Orkut data
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Fig. 3. IPS Similarity comparisons in affiliations, activities, and interests/passions us-
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Fig. 4. Gender Similarity comparisons
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Finally, Figures 2(e) and 2(f) shows the similarity density distribution using
IPS and intersection for the ball of 1. The dashed lines indicate the range which
encompasses 80% of the similarity values. Two observations can be made: (1)
The intersection method produces lower similarity values (centered at 0.2) than
IPS (centered at 0.3). (2) The Intersection method produces a small range of
similarity values (80% of similarity values are between [0.1, 0.3], where as IPS
produces larger range of similarity values (80% of similarity values are between
[0.1, 0.45]. This means that IPS gives better similarity measures as the similarity
values are less clustered and more meaningful to be interpreted.

One issue with doing analysis on the data is that there is dependence between
data points; as an example consider that A and B are very similar as are B and
C then the similarity of A and C is likely to also be high—it is not independent
of the first two measurements. The bootstrap is a useful tool for data analysis
arising in nonstandard situations, such as the correlated-data setting we have
here [13,14].

Next, in Figures 3(a)–3(f) we investigate how similarity changes with increas-
ing distance per category using IPS. In all cases the difference of means shows
a trend towards closer pairs being more similar.

Next, we investigated the difference in means between males and females at
distance 1 using IPS. Figures 4(a)–4(f) show the CDF for each of the Face-
book and Orkut categories. In almost all cases the difference of means is almost
perfectly symmetric around zero indicating it is likely there is not any mean-
ingful difference. Interests and communities were an exception showing a trend
towards same-gender having a slightly higher mean. As there was no consistent
trend across networks, it lends doubt that there is any meaningful difference
between the similarities amongst genders.

Finally, we investigated if there was any correlation between geographic dis-
tance and similarity. Due to space limitations we do not display the graph nor
the means, but we did not see any significant correlation between geographic
distance and similarity.

6 Conclusions and Future Work

We have presented IPS, a simple and novel extension to WordNet [6] can be
used to evaluate the similarity of words, phrases and profiles. The total ordering
produced agrees strongly with what a user expects, as verified through our user-
study. IPS can be utilized in many existing applications to provide a simple,
application-independent ordering of users based solely on existing profile data.
We, also, applied IPS to evaluate both Facebook and Orkut graphs, which were
geographically diverse, and obtained many pieces of data.

IPS has a few shortcomings as described in Section 3.3. In the future more
study into better mechanisms to address these and optimizing IPS would be
important. With the power of IPS, we also want to investigate how network
properties change over time and see if similarity helps to explains why OSN
growth exceeds the prediction by preferential attachment [7].
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Abstract. We study the problem of optimizing traffic in decentralized
transportation networks, where the cost of a link depends on its conges-
tion. If users of a transportation network are permitted to choose their
own routes, they generally try to minimize their personal travel time. In
the absence of centralized coordination, such a behavior can be ineffi-
cient for society and even for each individual user. This inefficiency can
be quantified by the “price of anarchy”, the ratio of the suboptimal total
cost to the socially optimal cost. Here we study the price of anarchy in
multi-commodity networks, (i.e., networks where traffic simultaneously
flows between different origins and destinations).

Keywords: flow optimization, transportation network, Nash equilib-
rium, multi-commodity flow.

The past few years have witnessed dramatic advances in finding, understand-
ing, and characterizing complex networks [1,2]. One frontier for scientists is now
to understand dynamic processes on networks such as the flow of matter or
information in technological or social networks, vehicles traveling in transporta-
tion networks, electricity exchanged through the power grid, and the spread of
diseases in biological networks [3,4,5,6]. If users of a network can decide freely
which paths they take, then it is important to understand the users’ behaviors
and their interactions in order to optimally design the network and control the
flows [7,8]. If the users’ paths do not interfere with each other, users with even
a small amount of local information are able to navigate on the network almost
as efficiently as if they possessed global knowledge [9]. However, if the users’ de-
cisions are mutually dependent, the flow can in reality still be far from optimal
even if all individuals have complete information about the network and other
users’ behaviors [10].

Consider, for instance, the simple network depicted in Fig. 1 [11]. Suppose
that there is a constant flow of travellers F between the nodes s and t which
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s t

a

b

la (fa) =10

lb (fb) = fb

Fig. 1. Schematic depiction of a simple network with an origin s and a destination t.
If 10 users travel from s to t, the flows are fSO

a = fSO
b = 5 in the social optimum and

fNE
a = 0 and fNE

b = 10 in the Nash equilibrium.

are connected by two different types of links: a short but narrow bridge a where
the effective speed becomes slower as more cars travel on it, and a long but
broad multi-lane freeway b where delays due to congestion are negligible. Suppose
further that the delay on link a is proportional to the flow, la(fa) = fa, while
the delay on b is flow-independent, lb(fb) = 10, where fa(b) is the flow on link
a(b). The total time spent by all users is given by the “cost function” C(fa) =
la(fa) · fa + lb(fb) · fb where the flow on b is equal to fb = F − fa. The socially
optimal flow fSO

a(b) is defined as the minimum of C. If, for instance, the total flow
F = 10, it can be easily calculated that fSO

a = fSO
b = 5 and C = 75.

On the other hand, every user on link b could reduce his delay from 10 to 6
by switching paths, which poses a social dilemma: as individuals, users would
like to reduce their own delays, but this reduction comes at an additional cost
to the entire group. In our example, as long as la is not equal to lb, there will
be an incentive for the users experiencing longer delays to shift to another link
and finally flows reach a Nash equilibrium fNE

a(b), where no single user can make
any individual gain by changing his own strategy unilaterally. All users take the
link a at the total cost of C = 100. The price of anarchy (POA) is defined as
the ratio of the total cost of the Nash equilibrium to the total cost of the social
optimum [12],

POA =
∑

z lz(f
NE
z ) · fNE

z∑
z lz(fSO

z ) · fSO
z

, (1)

where, for a general network, the sums are over all links. This ratio indicates the
relative inefficiency of the decentralized system; in our simple example
POA=100/75 = 1.33.

There have been a number of theoretical studies about the POA (see [11] and
references therein). Recently, we published calculations of the POA in real trans-
portation networks [13]. Like most previous studies, we based our analysis on
flows with a single origin and a single destination. This approach was motivated
by analogies to electric circuits where even multiple current sources or sinks can
be mapped onto a network with a single origin-destination pair by connecting
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A3A1

A2

F/c

F/c

F/c

F/c

A4

A5

An

Fig. 2. Schematic depiction of a multi-commodity flow in a one-dimensional lattice with
n nodes and a periodic boundary. Each node is connected to its six nearest neighbors
and each commodity is assigned a flow F/c where c is the number of commodities. In
the figure, red and blue cars symbolize different commodities. Origins and destinations
of different commodities are not interchangeable. For example, red cars starting at
node An are bound for A3. A1 is a closer destination, but it is not a destination for
red cars.

all sources (sinks) to a fictitious auxiliary source (sink) and solving for the opti-
mal and equilibrium flows. In other words, an electric current can flow to any of
the sinks present in the network. However, if the flows are constrained to move
from specific sources to specific destinations, the situation becomes more com-
plicated [14]. Unfortunately, flows in human transportation networks or in the
Internet fall in this class of so-called “multi-commodity flows”. An important
question for future research is whether the POA is affected by the number of
commodities c.

In order to develop some intuition, we have studied the effect of multiple com-
modities in regular one-dimensional lattices (Fig. 2). All the networks contain
100 nodes; each node is connected to its nearest, next-nearest, and second-next-
nearest neighbors, and periodic boundaries are applied (i.e., the lattice has the
topology of a circle). Every link between nodes i and j has a delay of the form
lij = aijfij + bij , where aij = aji is a random integer equal to 1, 2, or 3, and
bij = bji between 1 and 100. The coefficient aij denotes how steeply the delay
on the link increases with the flow present on i→ j. The constant bij implies a
given delay regardless of congestion. The delays depend only on the total flows
fij =

∑c
k=1 fij,k, where fij,k is the flow of commodity k on the link i → j and

c is the number of commodities. We then randomly choose c origins sk and des-
tinations tk (k = 1, . . . , c), among the nodes. For each commodity, origin and
destination must be distinct, i.e., sk �= tk, but the origin or destination of one
commodity may be the origin or destination of another commodity. To each
commodity we assign a traffic flow F/c, i.e., all commodities transport an equal
share of the total traffic volume F . Every commodity is permitted to split its
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Fig. 3. The price of anarchy in regular lattices with multiple random sources and sinks
(“multi-commodity flows”) averaged over 100 to 400 networks. Each pair contributes
equally to F .

flow on different paths from sk to tk. We then calculate the multi-commodity
POA

POA =

∑
link i → j

[
lij

(∑
k f

NE
ij,k

)
·
(∑

k f
NE
ij,k

)]
∑

link i → j

[
lij

(∑
k f

SO
ij,k

)
·
(∑

k f
SO
ij,k

)] , (2)

with the straightforward Frank-Wolfe algorithm [15].
The results, averaged over 100 to 400 random instances of such networks, are

shown in Fig. 3. Our preliminary results indicate that the POA as a function of
F is a unimodal curve for all c, but the values depend on c: the peak becomes
broader and shifts to higher values as c increases. We currently hypothesize that
it is possible to collapse the POA for all c to a universal scaling function f(F ).
Unfortunately, the quality of our data is not yet sufficient to test this hypothesis.
The convergence of the Frank-Wolfe algorithm is too slow to extend our calcula-
tions to c� 1. We are currently redesigning our code to implement the PARTAN
algorithm of Ref. [16] which should significantly reduce the computation time.
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Abstract. The study of community networks has attracted consider-
able attention recently. In this paper, we propose an evolving community
network model based on local events, the addition of new nodes intra-
community and new links intra- or inter-community. Employing growth
and preferential attachment mechanisms, we generate the network with
a generalized power-law distribution of nodes’ degrees. Furthermore, we
study epidemic spreading in the resulting network by the simple SIS
model to understand the influence of the network structure on the dy-
namics. We find that the existence of communities in networks causes the
critical behavior of the spreading dynamics and keeps epidemics endemic.

Keywords: complex networks, community networks, SIS model.

1 Introduction

Complex networks, evolved from the Erdös-Rényi random graph [1], are powerful
models for describing many complex systems in biology, sociology, and technol-
ogy [2]. In the past decade, the explosion of the general interest in the structure
and the evolution of most real-world networks is mainly reflected in two striking
characteristics. One is the small-world property [3], which suggests that a net-
work has a highly degree of clustering like regular networks and a small average
distance among any two nodes similar to random networks. The small-world phe-
nomenon has been successfully described by network models with some degree of
randomness [3,4]. The other is the scale-free behavior [5], which means a power-
law distribution of connectivity, P (k) ∼ k−γ , where P (k) is the probability that
a node in the network has k connections to other nodes and γ is a positive real
number determined by the given network. The origin of the scale-free behavior
has been traced back to two mechanisms that are observed in many systems,
growing and preferential attachment [5,6].

Recently, with the progress of research in networks, many other statistical
characteristics of networks appeared on the stage. Of particular renown is the so-
called “community”(or “modularity”). That is to say, a network is composed of
many clusters of nodes, where the nodes in the same cluster are highly connected,
while there are few links among the nodes belonging to different clusters. For
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instance, groups are formed in scientific collaboration networks [7]. Also, it has
been found that dynamical processes on networks are affected by community
structures, such as tendencies spread well within communities [8] and diffusion
between different communities is slow [9].

In the study of community networks, most research has been directed in two
distinct directions. On the one hand, attention has been paid to designing algo-
rithms for detecting community structures in real networks. A pioneering method
was made by Girvan and Newman [7], who introduced a quantitative measure
for the quality of a partition of a network into communities. Later, a number
of algorithms have been proposed in order to find a good optimization with the
least computational cost. The fastest available procedures use greedy techniques
[10] and extremal optimization [11], which are capable of detecting communi-
ties in large networks. On the other hand, research has focused on modeling of
networks with community structures. In Ref. [12], a static social network was
introduced where individuals belong to groups that in turn belong to groups
of groups and so on. In Ref. [13], a networked seceder model was suggested to
illustrate group formation in social networks. In Ref. [14], a growing bipartite
network for social communities with group structures was proposed. Each of
those models is constructed based on one aspect of reality.

In this paper, we introduce a network model with communities that gives
a realistic description of local events [15,16,17]. The model incorporates three
processes, the addition of new nodes intra-community and new links intra- or
inter-community. Using growing and preferential attachment mechanisms, we
generate the community network with a good right-skewed distribution of nodes’
degrees, which has been observed in many social systems. Then, we investigate
the standard SIS model on the generated network. We notice a great influence of
the community structure on the epidemic dynamics over such complex networks.

2 Network Model

The Barabási-Albert network [5] only describes a particular type of evolving
networks, the addition of new nodes preferential connecting to the nodes already
present in the network. Systems in the real world, however, are much richer. For
example, in friendship networks, a person usually makes friends with people
belonging to different communities besides the community he belongs to. To
give a realistic description of the network construction like that, we introduce a
growing model of community networks based on local events, the addition of new
nodes intra-community and new links intra- or inter-community. The proposed
model is defined as follows.

We start with M (≥ 2) isolated communities and each community consists of
a small number n of isolated nodes. At each time step, we perform one of the
following three operations.

(i) With probability p we add a new node in a randomly chosen community.
Here the randomly chosen means that the community is selected according to the
uniform distribution. The new node is only connected to one node that already
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presented in the selected community. We denote it as the uth commnuity. The
probability that node i in community u will be selected is proportional to its
intra-community degree ∏

(kintra
i ) =

kintra
u,i + 1∑

j(k
intra
u,j + 1)

, (1)

where the sum runs over nodes in community u and kintra
u,i is the intra-community

degree of node i in community u.
(ii) With probability q we add a new link in a randomly chosen community.

For this we randomly select a node in a randomly chosen community u as the
starting point of the new link. The other end of the link is selected in the same
community with the probability given by Eq. (1).

(iii) With probability r (= 1− p− q) we add a new link between two commu-
nities. For this we randomly select a node in a randomly chosen community u
as the starting point of the new link. The other end i of the link selected in the
other community v is proportional to its inter-community degree∏

(kinter
i ) =

kinter
v,i + 1∑

v �=u;j(k
inter
v,j + 1)

, (2)

where the sum runs over nodes in all communities except for community u and
kinter

v,i is the inter-community degree of node i in community v.
After t time steps, this scheme generates a network of Mn+ pt nodes and t

links. The parameters p, q, and r control the network structure. In the case of
small r, the generated network will have a strong community structure. Notice
that whatever process is chosen at each time step, only one link is added to the
system (duplicate and self-connected edges are forbidden), however, this is not
essential. We choose link probabilities

∏
(kintra

i ) and
∏

(kinter
i ) to be proportional

to kintra
i + 1 and kinter

i + 1, respectively, such that there is a nonzero possibility
of isolated nodes acquiring new links.

3 Degree Distribution

In our community network, the degree of a node consists of two parts, the intra-
community degree and the inter-community degree. Increase in the node’s con-
nectivity can be divided into two processes, the increases of the intra-community
degree and the inter-community degree. In each process, we assume that kintra

i

and kinter
i change continuously, and the probabilities

∏
(kintra

i ) and
∏

(kinter
i )

can be interpreted as the rates at which kintra
i and kinter

i change, respectively.
Thus, the operations (i)-(iii) all contribute to ki, each being incorporated in the
continuum theory as follows.

(i) Addition of a new node in a randomly chosen community with probabil-
ity p:

∂kintra
u,i

∂t
= p

1
M

kintra
u,i + 1∑

j(k
intra
u,j + 1)

. (3)



342 X.-J. Xu et al.

(ii) Addition of a new link in a randomly chosen community with probability q:

∂kintra
u,i

∂t
= q[

1
N

+
1
M

kintra
u,i + 1∑

j(k
intra
u,j + 1)

], (4)

where N is the number of total nodes. The first term on the right-hand side (rhs)
corresponds to the random selection of one end of the new link, while the second
term on the rhs reflects the preferential attachment (Eq. (1)) used to select the
other end of the link.

(iii) Addition of a new links between two communities with probability r :

∂kinter
v,i

∂t
= r[

1
N

+ (1− 1
M

)
kinter

v,i + 1∑
v �=u;j(k

inter
v,j + 1)

]. (5)

The first term on the rhs represents the random selection of one end of the new
link, while the second term on the rhs considers the preferential attachment (Eq.
(2)) used to select the other end of the link in the other community.

Combing the contribution of above processes, we have

∂kintra
u,i

∂t
=
p+ q

M

kintra
u,i + 1∑

j(k
intra
u,j + 1)

+
q

N
, (6)

∂kinter
v,i

∂t
=

r

N
+ r

M − 1
M

kinter
v,i + 1∑

v �=u;j(k
inter
v,j + 1)

, (7)

with ∑
j

(kintra
u,j + 1) =

∑
j

kintra
u,j +

N

M

= 2t(p
1
M

+ q
1
M

) +
Mn+ pt

M

=
3p+ 2q
M

t+ n,∑
v �=u;j

(kinter
v,j + 1) =

∑
v �=u;j

kinter
v,j +N(1− 1

M
)

= 2tr
M − 1
M

+ (Mn+ pt)
M − 1
M

=
(2− p− 2q)(M − 1)

M
t+ (M − 1)n.

We can simplify Eqs. (6) and (7) for large t, and get

∂kintra
u,i

∂t
≈ p+ q

3p+ 2q
(kintra

u,i + 1)
t

+
q

pt
, (8)

∂kinter
v,i

∂t
≈ 1− p− q

2− p− 2q
(kinter

v,i + 1)
t

+
1− p− q

pt
. (9)
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The boundary conditions of the intra-community degree and the inter-community
degree at initial time ts can be estimated in the sense of mathematical expecta-
tions, kintra

u,i (ts) = p+ q and kinter
v,i (ts) = r, respectively. So we write the solutions

of Eqs. (8) and (9)

kintra
u,i (t) =

p3 + p2 + 2p2q + 4pq + pq2 + 2q2

p(p+ q)
(
t

ts
)

p+q
3p+2q

− p2 + 4pq + 2q2

p(p+ q)
, (10)

kinter
v,i (t) =

2− 2q − pq + p− p2
p

(
t

ts
)

1−p−q
2−p−2q

− 2− 2q
p

. (11)

In random networks, the degree distribution can be calculated by

P (k) =
1
t

t∑
i=1

δ(ki(t)− k), (12)

which gives

P (kintra) =
3p2 + 2pq

p2 + 2q2 + 4pq + 2p2q + pq2 + p3

×
[
p2 + 4pq + 2q2 + (p2 + pq)kintra

p2 + 2q2 + 4pq + 2p2q + pq2 + p3

]−(3+ p
p+q )

, (13)

P (kinter) =
2p− 2pq − p2

2− p− 4q − 2p2 + 2q2 + 2p2q + pq2 + p3

×
[

2− 2q + pkinter

2 + p− 2q − pq − p2
]−(3+ p

1−p−q )

. (14)

Thus, the degree distribution of our network obeys a generalized power-law form

P (k) ∼ [A(p, q)k +B(p, q)]−γ(p,q). (15)

In Fig. 1 we present numerical results of distributions of the intra-community
degree, the inter-community degree, and the total degree of nodes in log-log scale.
The experimental network is generated by the proposed scheme with N = 105,
M = 10, n = 5, p = 0.4, and q = 0.4, respectively. The distributions of the
intra-community degree and the inter-community degree, shown in Figs. 1(a)
and 1(b), agree with analytical results of Eqs. (13) and (14), respectively. The
small deviations between computer simulations and analytical solutions at both
ends of the distributions appears to be the mathematical approximation of the
boundary conditions and the finite size effect due to the relatively small network
size used in the simulations. According to the evolving rule of our network,
nodes with larger intra- (or inter-) degree have higher probabilities to gain new
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Fig. 1. (Color online) Log-log representation of distributions of intra-community degree
(a), inter-community degree (b), and total degree (c) of nodes. All the simulation results
(squares) display good right-skewed distributions. The circles in (a) and (b) denote
analytical results predicted by Eqs. (13) and (14), respectively. The solid line in (c) is
guide to the eye with power-law decay exponent γ = 3. The experiment network has a
total number of nodes N = 105 with parameters M = 10, n = 5, p = 0.4, and q = 0.4,
respectively.
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Fig. 2. (Color online) The degree distribution of econophysicists (squares) of an econo-
physics scientific collaboration network [19]. The circles correspond to computer simu-
lations of our model with parameters M = 10, n = 2, p = 0.4, and q = 0.4, respectively.

links, then the usual degree preferential attachment is reasonably kept. This
means that the right-skewed character of the network, such as the node’s total
degree, will retain. As shown in Fig. 1(c), the total degree distribution of nodes
is well expected showing a good right-skewed character, which is reasonably in
agreement with the condition of many realistic systems [18].

To illustrate the predictive power, we also compare the numerical result of
our network with the statistics of an econophysics collaboration network. In the
econophysics collaboration network, each node represents one scientist. If two
scientists have collaborated one or more papers, they would be connected by
an edge. Zhang et al. took the largest connected component of this network,
which includes 271 nodes and 371 edges, and provided the best division, i.e.,
M = 10 [19]. In Fig. 2 we plot the degree distribution of econophysicists of the
econophysics collaboration network which is fitted by computer simulations of
our network starting with 10 communities. To gain p and q, we fit the connec-
tivity distribution P (k) obtained from this collaboration network with Eq. (15),
obtaining a good overlap for p = 0.75 and q = 0.15 (Fig. 2).

4 Epidemic Spreading

In the consequent study of complex networks, an important topic is to inspect
the effect of their topologies on dynamical behaviors and evolutionary processes.
Of particular importance is the spread of infectious diseases, which has attracted
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increasing attention from scientific communities in both theoretical and exper-
imental investigations [20]. It is easy to foresee that a good understanding and
accurate characterization of epidemic dynamics over complex networks can pro-
vide immediate benefits to a large number of practical problems such as computer
virus propagation and prevention, cascading failures of power grids, spreading of
rumors and public opinions, etc. Motivated by this observation, some fundamen-
tal works have been done regarding an unified mathematical theory of disease
spreading over complex networks [21,22,23], which have triggered a large number
of following works to study epidemic models on different networks [24,25,26,27]
as well as corresponding immunization strategies [28,29,30,31].

There are several classical epidemiological models taking into account different
characteristics of disease transmission. A typical one is the SIS model. This
model is defined on a network, where nodes represent individuals or groups of
individuals and edges represent social contacts or relations among them. In the
SIS model, an individual is described by a single dynamical variable having one
of the two states: susceptible and infected. A susceptible individual at time t
will be changed to the infected state at time t + 1, with the transmission rate
ν > 0, if it is connected to an infected individuals. An infected individual at
time t will be changed back to the susceptible state again at time t + 1, with
the transmission rate δ > 0, due to immunity or medical treatment. Here, an
effective spreading rate is defined to be λ = ν/δ and, without loss of generality,
one may assume δ = 1 since it only affects the definition of the time scale of
epidemic propagation.

In present work, we have performed Monte-Carlo (MC) simulations of the
SIS model with synchronously updating after the network has been constructed.
The two courses, the evolution of the network and the epidemic dynamics, are
independent. Initially, the number of randomly infected nodes is 1 percent of the
size of the network. After appropriate relaxation times, the systems stabilize in
a steady state. Simulations were averaged over 10 different starting configura-
tions, performed on 10 different realizations of the network. Given a network,
an important observable is the prevalence ρ, which is the time average of the
fraction of infected individuals in steady states.

Figures 3(a) and 3(b) depict the steady density of infected nodes ρ vs the
spreading rate λ and its reciprocal, respectively. Four epidemic plots are pre-
sented in Fig. 3(a). Here we choose p = q in simulations, just as an illustration
of the influence of the local events on the dynamics. One can easily notice a drop
of the epidemic prevalence as p and q become larger. In addition, the critical be-
havior of the dynamics is implied by Fig. 3(b), namely, there is a transition from
the epidemic state to the endemic one as the network gets more modular. This
is different from the results obtained in Balabási-Albert scale-free networks, al-
though the connectivity of our community network displays a similar power-law
decay. Only in cases that the addition of links among groups are equal to or
larger than that inside groups, i.e., the networks are reduced to typical growing
scale-free networks, can the disease show the feature of the absence of the thresh-
old. To describe the critical behavior in detail, we plot the epidemic threshold
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Fig. 3. (Color online) Density of infected nodes ρ vs λ (a) and 1/λ (b) for different
local events. The trend of the network modularity enhances the critical value of the
spreading rate. (c) The epidemic threshold λc in the p? q plane. Parameters of the
underlying networks are the same as in Fig. 1.
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λc in the p − q plane in Fig. 3(c). We observe the absence of the threshold in
regions about p ≤ 0.35 and q ≤ 0.7. While the addition of links intra-community
is larger than that inter-community (in the regions of large p or q), we find that
λc > 0. It can be easily understood. For community networks with large p or q,
the infection will be confined within the groups where the initially infected seeds
are chosen because the number of links among groups is much smaller than that
inside the groups. Thus the existence of communities in networks will suppress
spreading.

5 Conclusions

Networks with community structures underlie many natural and artificial sys-
tems. It is becoming essential to model and study this kind topological feature.
We presented a simplified mechanism for networks organized in communities,
which corresponds to local events during the system growth. The generated net-
work is highly clustered and has a good right-skewed distribution of connectivity,
which have been found very common in most realistic systems. Furthermore, we
investigated the spreading process of infectious diseases in the community net-
work by using the SIS model and observed the containment of modular structures
to epidemic propagation. That is to say, the network is robust to diseases when
connections inside communities has an overwhelming majority than that among
communities. This might contribute to understanding realistic epidemics with
critical behavior even the underline structures are scale free.

The present paper only suggests a simple way for generating community net-
works. The shape of the resulting network is deterministic in some extent. It
is more interesting to model the evolution of communities, especially the self
organization (or emergence) of communities in the natural world [32], which is
left to future work.
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Abstract. Complex communication networks, more particular Mobile
Ad Hoc Networks (MANET) and Pocket Switched Networks (PSN), rely
on short range radio and device mobility to transfer data across the net-
work. These kind of mobile networks contain duality in nature: they are
radio networks at the same time also human networks, and hence knowl-
edge from social networks can be also applicable here. In this paper,
we demonstrate how identifying social communities can significantly im-
prove the forwarding efficiencies in term of delivery ratio and delivery
cost. We verify our hypothesis using data from five human mobility ex-
periments and test on two application scenarios, asynchronous messaging
and publish/subscribe service.

Keywords: Pocket Switched Networks, Human Mobility, Community,
Social Network, Asynchronous Messaging, Publis/Subscribe.

1 Introduction

We envision a future in which a multitude of devices carried by people are
dynamically networked, forming Pocket Switched Networks (PSN) [1]: a type of
Delay Tolerant Network (DTN) [2] for such environments. A PSN uses contact
opportunities to allow humans to communicate without network infrastructure.

An efficient data forwarding mechanism over the temporal graph of the
PSN [3] is required that copes with dynamic network topology by human mo-
bility, and repeated disconnection and re-wiring. We believe the traditional ap-
proach of building and updating routing tables is not cost effective for a PSN,
since mobility patterns are often unpredictable and topology changes can be
rapid. Rather than exchanging much control traffic to create unreliable rout-
ing structures, we search for characteristics of the network that are less volatile
than mobility. A PSN is formed by people, and the social relationships among
people may prove to be a more stable network structure. Unicast and multicast
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“routes” in this system are emergent properties of the community structure and
community interests, respectively. Thus, such a social backbone can be used for
better forwarding decisions.

Community is an important attribute of PSNs. Cooperation binds, but also
divides human society into communities. Human society is structured. For an
ecological community, the idea of correlated interaction means that an organism
of a given type is more likely to interact with another organism of the same
type than with a randomly chosen member of the population [4]. This corre-
lated interaction concept also applies to human, so we can exploit this kind of
community information to select forwarding paths. We believe identifying so-
cial communities can help to choose next relays for particular destinations, and
hence reduce the number of unwanted traffic generated (delivery cost).

In this paper, we use five experimental datasets, which cover a rich diversity of
environments from busy metropolitan city to quite university town, with an ex-
perimental period from several days to almost one year, to verify our hypothesis
that identifying social communities can help to improve forwarding efficiency. We
evaluate our results on both single-point communication and multi-point commu-
nication to make a more general conclusion. For these two kinds of communica-
tion, we use more particularly the asynchronous messaging and publish/subscribe
applications.

2 Experimental Datasets

In this paper, we use four experimental datasets gathered by the Haggle Project 1

over two years, referred to as Infocom05, HongKong, Cambridge, and Infocom06 ;
one dataset from the MIT Reality Mining Project [5], referred to as Reality.
Previously, the characteristics of these datasets such as inter-contact and contact
distribution have been explored in several studies [6] [1] [7], to which we refer
the reader for further background information. We believe these five datasets
cover a rich diversity of environments from busy metropolitan city (HongKong)
to quite university town (Cambridge), with an experimental period from several
days (Infocom06 ) to almost one year (Reality). Datasets from cellular operators,
for example the one used by Gonzalez et al. [8], can be much larger in scale but
lack of peer-to-peer proximity logging of neighbor devices, hence can not be used
for evaluation of PSN applications.

– In Infocom05, the devices were distributed to approximately fifty students
attending the Infocom student workshop. Participants belong to different
social communities (depending on their country of origin, research topic,
etc.). However, they all attended the same event for 4 consecutive days and
most of them stayed in the same hotel and attended the same sections (note,
though, that Infocom is a multi-track conference).

– In Hong-Kong, the people carrying the wireless devices were chosen inde-
pendently in a Hong-Kong bar, to avoid any particular social relationship

1 http://www.haggleproject.org
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Table 1. Characteristics of the five experimental data sets

Experimental data set Infocom05 Hong-Kong Cambridge Infocom06 Reality
Device iMote iMote iMote iMote Phone

Network type Bluetooth Bluetooth Bluetooth Bluetooth Bluetooth
Duration (days) 3 5 11 3 246

Granularity (seconds) 120 120 600 120 300
Number of Experimental Devices 41 37 54 98 97

Number of internal contacts 22,459 560 10,873 191,336 54,667
Average # Contacts/pair/day 4.6 0.084 0.345 6.7 0.024

between them. These people have been invited to come back to the same bar
after a week. They are unlikely to see each other during the experiment.

– In Cambridge, the iMotes were distributed mainly to two groups of students
from University of Cambridge Computer Laboratory, specifically undergrad-
uate year1 and year2 students, and also some PhD and Masters students.
This dataset covers 11 days.

– In Infocom06, the scenario was very similar to Infocom05 except that the
scale is larger, with 80 participants. Participants were selected so that 34
out of 80 form 4 subgroups by academic affiliations.

– In Reality, 100 smart phones were deployed to students and staff at MIT
over a period of 9 months. These phones were running software that logged
contacts with other Bluetooth enabled devices by doing Bluetooth device
discovery every five minutes.

The five experiments are summarised in Table 1.

3 Communities in the Mobility Traces

A social network consists of a set of people forming socially meaningful rela-
tionships, where prominent patterns or information flow are observed. In PSN,
social networks could map to computer networks since people carry the computer
devices. In this section, we implement and apply Newman’s weighted network
analysis (WNA) for our data analysis [9].

For each community partitioning of a network, one can compute the corre-
sponding modularity value using the following definition of modularity (Q):

Q =
∑
vw

[
Avw

2m
− kvkw

(2m)2

]
δ(cv, cw) (1)

where Avw is the value of the weight of the edge between vertices v and w, if
such an edge exists, and 0 otherwise; the δ-function δ(i, j) is 1 if i = j and 0
otherwise; m = 1

2

∑
vw Avw; kv is the degree of vertex v defined as

∑
w Avw; and

ci denotes the community of which vertex i belongs to. Therefore the term in
the formula

∑
vw Avw

2m δ(cv, cw) is equal to
∑

vw Avwδ(cv,cw)∑
vw Avw

, which is the fraction
of the edges that fall within communities. Modularity is defined as the difference
between this fraction and, the fraction of the edges that would be expected to
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Table 2. Communities detected from the four datasets

Dataset Info06 Camb Reality HK

Qmax 0.2280 0.4227 0.5682 0.6439

Max. Community Size 13 18 23 139

No. Communities 4 2 8 19

Avg. Community Size 8.000 16.500 9.875 45.684

No. Community Nodes 32 33 73 868

Total No. of Nodes 78 36 97 868

fall within the communities if the edges were assigned randomly but keeping
the degrees of the vertices unchanged. The algorithm is essentially a genetic
algorithm, using the modularity as the measurement of fitness. Instead of testing
on some mutations of the current best solutions, it enumerates all possible merges
of any two communities in the current solution, evaluates the relative fitness of
the resulting merges, and chooses the best solution as the seed for the next
iteration.

Table 2 summarises the communities detected by applying WNA on the four
datasets. According to Newman [9], nonzero Q values indicate deviations from
randomness; values around 0.3 or more usually indicate good divisions. For the
Infocom06 case, the Qmax value is low; this indicates that the community par-
tition is not very good in this case. This also agrees with the fact that in a
conference the community boundary becomes blurred. For the Reality case, the
Q value is high; this reflects the more diverse campus environment. For the Cam-
bridge data, the two groups spound by WNA is exactly matched the two groups
(1st year and 2nd year) of students selected for the experiment.

4 Single-Point Communication

Here we propose the BUBBLE algorithm, with the intention of bringing in a con-
cise concept of community into PSN forwarding to achieve significant improve-
ment of forwarding efficiency. BUBBLE combines the knowledge of community
structure with the knowledge of node centrality to make forwarding decisions.
There are two intuitions behind this algorithm. Firstly, people have varying roles
and popularities in society, and these should be true also in the network – the
first part of the forwarding strategy is to forward messages to nodes which are
more popular than the current node. Secondly, people form communities in their
social lives, and this should also be observed in the network layer – hence the
second part of the forwarding strategy is to identify the members of destina-
tion communities, and to use them as relays. Together, we call this BUBBLE
forwarding. For this algorithm, we make two assumptions:

– Each node belongs to at least one community. Here we allow single node
communities to exist.

– Each node has a global ranking (i.e.global centrality [10]) across the whole
system, and also a local ranking within its local community. It may also
belong to multiple communities and hence may have multiple local rankings.
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Fig. 1. Illustration of the BUBBLE algorithm

Forwarding is carried out as follows. If a node has a message destined for another
node, this node first bubbles the message up the hierarchical ranking tree using
the global ranking, until it reaches a node which is in the same community as
the destination node. Then the local ranking system is used instead of the global
ranking, and the message continues to bubble up through the local ranking tree
until the destination is reached or the message expires. This method does not
require every node to know the ranking of all other nodes in the system, but
just to be able to compare ranking with the node encountered, and to push
the message using a greedy approach. In order to reduce cost, we also require
that whenever a message is delivered to the community, the original carrier
can delete this message from its buffer to prevent further dissemination. This
assumes that the community member can deliver this message. We call this
algorithm BUBBLE, using the metaphor of bubble for a community.

The forwarding process fits our intuition and is taken from real life experi-
ences. First you try to forward the message via surrounding people more popular
than you, and then you bubble it up to well-known popular people in the wider-
community, such as a postman. When the postman meets a member of the
destination community, the message will be passed to that community. The first
community member who receives the message will try to identify more popular
members within the community, and bubble the message up again within the
local hierarchy, until the message reaches a very popular member, or the desti-
nation itself, or the message expires. Figure 1 illustrates the BUBBLE algorithm.

5 Multi-point Communication

Creating an overlay for message dissemination has been a popular technique
for multi-point communication. Below, we describe a brief discussion of existing
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approaches in MANETs along gossip based approaches. This discussion leads to
our proposal: Socio-Aware Overlay.

State maintenance requires control traffic, which could be expensive to op-
erate, while a stateless approach could also be expensive if using event flood-
ing. Stateful approaches suffer under frequent topology changes, and stateless
approaches are more suitable for topology change and the partitioning and iso-
lation of nodes. Thus, dealing with mobility and partitioning of networks shows
that the basis of event dissemination mechanisms should be epidemic. The basic
gossip dissemination sends each message to a randomly chosen group of nodes.
This approach operates in a decentralised fashion and is robust against node and
network link failures. Cluster-based protocols partition a wireless network into
several disjoint and equally sized regions, and select a cluster head in each region
to operate message exchange. Protocols with clustering techniques include Ge-
oGRID [11] and Obstacle-Free Single-Destination Geocasting Protocol (OFSGP).
Socio-Aware Overlay takes a clustering-based approach and a membership of the
group is dynamically detected through community detection process rather than
implicitly defined as the set of nodes within a certain area in geographical or
physical casting.

Structured overlays assign identifiers to nodes and control the identifiers of
neighbours in overlay networks and the keys of the objects they store. This is ef-
fective since lookups can be done with costO(logN); this is better than a flooding
approach. However, the characteristics of MANETs require a significant amount
of traffic to maintain the overlay links. Thus, strict layering may not work.

In [12], a structured P2P overlay network is used for a publish-subscribe sys-
tem. Subscriptions are mapped to keys and sent to a rendezvous node. There is
some optimisation such as bundled notification dissemination. The performance
of this approach depends on the real mapping between the overlay network and
the underlying network topology.

We propose multi-point event dissemination using an overlay constructed by
closeness centrality nodes in communities. Detected communities are well con-
nected implying that socially they share the same interests with high chances.
Thus, similar subscriptions may coexist within the same community. The fun-
damental idea of this approach is instead of artificially constructing an overlay
based on various contexts (e.g. location, group mobility), the existing structure
is detected and mapped to the function. Thus, this approach strongly depends on
the dynamic community detection mechanisms. A crucial factor is how good the
community detection mechanism is. The current simple detection algorithm de-
tects approximately 60% of communities compared to the centralised approach.
We are adding messaging passing at a certain temporal point to improve the
community detection.

We currently choose a closeness centrality node for the broker node as the
closeness centrality imply the best visibility in the community. Thus, once this
node gets the message, delivery to any member of the community has high relia-
bility. Because of the characteristics of human networks (i.e. scale-free networks),
many nodes within a community are tightly connected and multiple closeness
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centrality nodes can coexist. This is an advantage to balance the workload of bro-
kers and will be the subject of future work to add a load balancing mechanism.
We are also investigating other criteria to select the broker node, which is work
in progress. Subscription propagation occurs as part of gossipping, thus, it does
not cause any extra cost. The proposed multi-point communication takes ad-
vantage of PSNs, where various communication methods can be used to control
delay in DTNs.

Communication between brokers can have two modes: Unicast and Direct.
Unicast is based on the underlying unicast algorithms. Thus, it could end up
epidemic routing. Direct provides more direct communication mechanism such as
WiFi access points or GPRS Direct approach gives accelerated message delivery
with some cost. When Unicast is used for the communication between broker
nodes, the average hop count follows the distance of the pair nodes (i.e. 1.6 hops
for MIT Reality mining trace). Using the betweenness centrality, where a node
has dual visibility from and to communities will improve the hop counts, and we
are investigating this extension.

6 Results and Evaluations

In this section, we show the results for both single-point and multi-point com-
munication, using asynchronous messaging and publish/subscribe service as the
specific applications.

6.1 Single-Point Communication

In order to evaluate different forwarding algorithms, we use a discrete event
simulator called HaggleSim. The original trace files are divided into discrete
sequential contact events, and they are fed into the emulator as inputs. For
every discrete encounter event, the emulator makes a forwarding decision based
on the forwarding algorithm under study.
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For each emulation in this paper, 1000 messages are created, uniformly sourced
between all node pairs. Each emulation is repeated 20 times with different ran-
dom seeds for statistical confidence. For all the emulations we have conducted
for this work, we have measured the following metrics and for all the metrics,
we compute the 95th percentile using t-distribution.

Delivery ratio: The proportion of messages that have been delivered out of the
total unique messages created.
Delivery cost: The total number of messages (include duplicates) transmitted
across the air. To normalize this, we divide it by the total number of unique
messages created.

We compare our algorithms against the following five benchmark algorithms.

WAIT: Hold on to a message until the sender encounters the recipient directly,
which represents the lower bound for delivery and cost.
FLOOD: Messages are flooded throughout the entire system, which represents
the upper bound for delivery and cost.
MCP: Multiple-Copy-Multiple-Hop. Multiple Copies are sent subject to a time-
to-live hop count limit on the propagation of messages. This is a controlled
flooding strategy.
LABEL: A social based forwarding algorithm introduced by Hui et al. [13].
Messages are only forwarded to the nodes in the same community (i.e.with the
same label) as the destination.
PROPHET: A standard non-oblivious benchmark that has been evaluated
against several previous works [14]. It calculates the delivery predictability at
each node for each destination by using history of encounters and transitivity. A
message is forwarded to a node if it has higher delivery predictability than the
current node for that particular destination.

In this paper, we only show the Reality dataset as an example due to the
limit of space. To evaluate the forwarding algorithm, we extract a 3 week session
during term time from the whole 9 month dataset. Emulations were run over
this dataset with uniformly generated traffic. There is a total 8 groups within
the whole dataset. We observed that within each individual group, the node
centralities demonstrate diversity similar to the Cambridge case.

From Figure 3(a) and Figure 3(b), we can see that of course flooding achieves
the best for delivery ratio, but the cost is 2.5 times that of MCP, and 5 times
that of BUBBLE. BUBBLE is very close in performance to MCP in the multiple-
group case as well, and even outperforms it when the time TTL of the messages
is allowed to be larger than 2 weeks. However, the cost is only 50% that of MCP.

Regarding LABEL forwarding, we can observe from Figure 3 that LABEL only
achieves around 55% of the delivery ratio of the MCP strategy and only 45% of
the flooding delivery although the cost is also much lower. However it is not an
ideal scenario for LABEL. In this environment, people do not mix as well as in a
conference [13]. A person in one group may not meet members in another group
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(a) (b)

Fig. 3. Comparisons of several algorithms on Reality dataset, all groups

so often, waiting to meet a member of the destination group before transmitting
is not effective.

In order to further justify the significance of social based forwarding, we
also compare BUBBLE with a benchmark ‘non-oblivious’ forwarding algorithm,
PROPHET[14]. PROPHET uses the history of encounters and transitivity to cal-
culate the probability that a node can deliver a message to a particular desti-
nation. Since it has been evaluated against other algorithms before and has the
same contact-based nature as BUBBLE (i.e. do not need location information),
it is a good target to compare with BUBBLE.

PROPHET has four parameters. We use the default PROPHET parameters
as recommended in [14]. However, one parameter that should be noted is the
time elapsed unit used to age the contact probabilities. The appropriate time
unit used differs depending on the application and the expected delays in the
network. Here, we age the contact probabilities at every new contact. In a real
application, this would be a more practical approach since we do not want to
continuously run a thread to monitor each node entry in the table and age them
separately at different time.

Figure 4 (a) and (b) shows the comparison of the delivery ratio and delivery
cost of BUBBLE and PROPHET. Here, for the delivery cost, we only count the

(a) (b)

Fig. 4. Comparisons of BUBBLE and PROPHET on Reality dataset
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number of copies created in the system for each message as we have done before
for the comparison with the ‘oblivious’ algorithms. We did not count the control
traffic created by PROPHET for exchanging routing table during each encounter,
which can be huge if the system is large (PROPHET uses flat addressing for each
node and its routing table contains entry for each known node). We can see that
most of the time, BUBBLE achieves a similar delivery ratio to PROPHET, but
with only half of the cost.

Considering that BUBBLE does not need to keep and update an routing table
for each node pairs, the improvement is significant. Similar significant improve-
ments by using BUBBLE are also observed in other datasets, these demonstrate
the generality of the BUBBLE algorithm, but because of page limit, we can not
include the results here.

6.2 Multi-point Communication

For validation and evaluation of the proposed approach, we use a discrete event
emulator to replay the connectivity traces. The original trace files are divided into
discrete sequential contact events and fed into the emulator as inputs. Although
the current subscription model is simply topic-based, content-based filtering can
be operated in the broker nodes. In the experiments, ten topics are predefined.
Randomly selected nodes create 20 to 100 unique subscriptions, and 200 to 1000
publications unless stated otherwise. The message creation times are uniformly
distributed throughout the experimental duration. The experiment is performed
with MIT (100 devices) traces. Table 3 summarises the results of the Socio-Aware
Overlay approach. The second column (Average hops) is hop counts per publi-
cation. The experiment with the MIT trace shows around 1.3 hops regardless of
the scale of publication/subscription. The average pair distance of the network
is 1.6 hops, which indicates that the Socio-Aware Overlay approach performs
better than flooding to every subscriber by epidemic approach. The total hop
count in the entire operation is shown in the final column (Total Hops). A pure
epidemic approach results in larger hop counts. In the experiments, communi-
cation between brokers is assumed to use direct methods such as access-point
WiFi or GPRS. This approach does not need to wait for the next contact with
devices to communicate. Thus, if communication between brokers uses unicast
or an epidemic approach, Average hops will increase. In the experiments, a group
of brokers are used instead of a single broker in the community. This requires

Table 3. Event Dissemination with Socio-Aware Overlay

# Pub/Sub Average Hops Contact to Sub Pub to Sub Latency Undelivered Total Hops
1000/100 1.28 5.6 units 631.6 units 5.26 mins 261(26%) 6431
500/50 1.34 4.6 units 828.5 units 6.90 mins 242(48%) 1373
200/20 1.32 4.3 units 831.4 units 6.93 mins 115(58%) 204

1000/100C 1.35 2.7 units 449.4 units 3.75 mins 33(3%) -
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further work for balancing network work load of brokers and increasing reliability
by replication of brokers.

Each publication has three stages during the simulation: (i) a publication is
created at time unit (A), (ii) a publisher contacts the other devices to inject its
publication to the network at time unit (B), and (iii) the publication is delivered
to the subscriber at time unit (C). The timeline of a publication’s life is depicted
below:

A: Publication Created
B: Publisher � First Node Contact
C: Subscriber Received Publication

A B C

The third column (Contact to Sub) indicates C − B in the number of time
units. The fourth column (Pub to Sub) shows that total duration of publishing
(C −A). A single time unit has a duration of 0.5 seconds, and Latency indicates
the approximate latency in minutes. Thus, C−A and C−B are indicators of the
latency of publications. C −B is much smaller than C −A and C −A ≈ B−A.
On average, it takes over 3 days to get a first contact from when a publication
is ready. However, the majority of nodes gets much shorter waiting time until
getting a first contact (see Fig. 5). Once the publication is passed to the contacted
device, in a few minutes subscribers will receive a publication.

Fig. 5 depicts the distribution of values C − A in three different settings of
publication and subscription. The result shows a power law distribution indi-
cating that most event dissemination has short durations. Fig. 6 depicts the
distribution of values C − B from publisher’s and subscriber’s aspects from an
experiment with 1000 publications and 100 subscriptions. Certain subscribers
(e.g. 70-80) have higher durations, which has various reasons such as that these
nodes are away from the centrality nodes in the community (i.e. more than single
hop distance), or these nodes may not be part of the community despite them
being detected. This will require further investigation.
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The value of Undelivered indicates the reliability of delivery. The ratio varies
from 26% to 58% in 3 settings. The result shown in the last row of Table 3
has the same setting as the first row except publishers and subscribers are in
the same communities. When both publishers and subscribers are in the same
communities, the Undelivered ratio decreases significantly to 3%. In the real
world, this may happen frequently as shared interest often creates communities.

Fig. 7 depicts a comparison of two different settings of publishers and sub-
scribers. MixCommunity indicates publishers and subscribers are spread across
different communities and WithinCommunity indicates 90% of both subscribers
and publishers of the same topics reside within the same community. Fig. 7a
depicts hop counts from publishers to subscribers and shows that topic sharing
within communities gives higher reliability with delivery of events in fewer hops.
Fig. 7b depicts the distribution of the latency of publications (C − A). Mix-
Community shows high value of latency of the few nodes. Fig. 7b fundamentally
presents a power law distribution indicating that the majority of nodes have low
latency.

7 Conclusion

We have shown empirically that identifying social communities enhances com-
munication efficiency for complex mobile networks for both single-point com-
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munication and multi-point communication. Social information can be further
explored to provide better applications, for example a city-wide Pocket Switched
Network, community-based media sharing application, and social-tagging meta-
data system for information searching. We are devoting two projects 2 to further
characterise and understand social networks, and utilize this knowledge to de-
velop more novel applications.
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Abstract. Hypernetworks generalise the concept of a relation between two 
things to relations between many things. The notion of relational simplex 
generalises the concept of network edge to relations between many elements. 
Relational simplices have multi-dimensional connectivity related to hyper-
graphs and the Galois lattice of maximally connected sets of elements. This 
structure acts as a kind of backcloth for the dynamic system traffic represented 
by numerical mappings, where the topology of the backcloth constrains the 
dynamics of the traffic. Simplices provide a way of defining multilevel 
structure. This relates to system time measured by the formation of simplices as 
system events. Multilevel hypernetworks are classes of sets of relational 
simplices that represent the system backcloth and the traffic of systems activity 
it supports. Hypernetworks provide a significant generalisation of network 
theory, enabling the integration of relational structure, logic, and topological 
and analytic dynamics. They provide structures that are likely to be necessary if 
not sufficient for a science of complex multilevel socio-technical systems.  

Keywords: Complex Systems, Hypernetworks, Networks, Simplex, Simplicial 
Complex, Backcloth, Traffic, Multilevel Systems, Dynamics. 

1   Introduction 

Hypernetwork generalise the concept of a relation between two things to relations 
between many things. The higher dimensional analogues of the network edge are the 
triangle, the tetrahedron, the pentahedron, and so on (Figure 1). Thus n-ary relations 
can be represented by polyhedra in multidimensional space. Polyhedra provide a 
multidimensional generalisation of one-dimensional network edges. 

An n-ary relation R between n elements, x1, x2, .., xn is defined by a proposition PR 
where it is assumed that PR(x1, x2, .., xn) is well formed and there is a practical 
procedure for deciding whether or not PR(x1, x2, .., xn) is true. 

Binary relations yield the usual network edge, written (a, b), where a is related to b 
under the relation R if and only if there is a proposition PR with PR(a, b) = True. The 
graphical representation of networks uses small solid circles called vertices to 
represent the elements and lines between the vertices to represent relationship. These 
lines are called edges or links. Generally PR(a, b) ≠  PR(b, a) and (a, b) ≠  (b, a), and 
the edges of networks are said to be oriented. (a, b) is oriented from a to b. Oriented 
edges are often represented by arrows.  
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Fig. 1. Polyhedra generalise the concept of binary related to pairs to n-ary relations 

Links and arrows are very powerful for representing things in complex systems. 
Links show that a and b are related in some way, and arrows can represent ideas such 
as flow, transformation, and entailment between the vertices a and b. 

 

 

Fig. 2. Network with oriented edges can represent flow and transformations 

 
 
 
 
 
 
 
 
 
 
 
 
 

(a) The price-style hat network is ambiguous             (b) real networks have heterogeneous links 

Fig. 3. In complex systems the relational structure must be explicit 
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The notation of conventional network theory leaves R implicit in the representation 
of edges as (a, b).  In complex systems there are generally many relations between 
many sets, and it is common for there to be many relations between elements. For 
example, two hats may be related by being the same style and costing the same. Thus 
Rstyle(a, b) = True is not the same as Rcost(a, b) = True. To draw the link (a, b) leaves 
ambiguity as to which relation holds, and the best that can be reconstructed from the 
notation is that Rstyle(a, b) = True or Rcost(a, b) = True. 

To overcome this problem we use the explicit relation notation 〈a, b; R〉 to show 
that R(a, b) = True. Then 〈a, b; Rstyle〉 ≠ 〈a, b;Rcost〉 is clear from the notation. 

Let X0, X1, …, Xn be sets. In the usual way let the Cartesian product of these sets 
be defined as ∏i Xi  =  X0 × X1 × … ×  Xn = { 〈x0, x1, .., xn〉 | for all xi belongs to Xi for 
all i = 0, …, n }. The ordered set of elements, 〈x0, x1, .., xn〉 is called an abstract n-
simplex. Such a simplex can be represented by a polyhedron on n-dimensional space. 
Simplices are the natural generalisation of network edges.  

A relational simplex, 〈x0, x1, .., xn; R〉 is said to exist if the is proposition PR such 
that PR 〈x0, x1, .., xn〉 is well formed and there is an operational procedure to decide 
whether or not PR 〈x0, x1, .., xn〉 = True. This can be extended by the definition of 
temporal relational simplex 〈x0, x1, .., xn; R; t〉 where PR 〈x0, x1, .., xn〉 is observed to be 
true at time t. This generalises: let  〈x0, x1, .., xn; R; T〉 mean that  PR 〈x0, x1, .., xn〉 is 
observed to be true for all times t in T where T is an interval of time, or a set of 
intervals of time. 

When relational propositions are defined on the same simplex, it is natural to 
define the wedge operation on two simplices, e.g. 〈a, b; Rstyle〉 ∧ 〈a, b;Rcost〉 = 〈a, b; 
Rstyle ∧ Rcost〉, where Rstyle ∧ Rcost(a, b) = True if and only if Rstyle (a, b) = True and 
Rcost(a, b). The vee operation is defined for disjunction in a similar way, Rstyle ∨ 
Rcost(a, b) = True if and only if Rstyle (a, b) = True or Rcost(a, b). 

In general we use the notation X to represent sequences of vertices such as x0,  
x1, .., xn. Then the notation 〈 X; R; T 〉 provides a way of combining relational 
structure, logic, and time, all of which are necessary if not sufficient for a science of 
complex systems. 

2   Simplicial Complexes, Connectivity and Q-Analysis 

The concept of hypernetwork introduced in this paper has its origins in the work of R. 
H. Atkin in the nineteen seventies (Atkin 1974(a), 1977, 1981). Atkin had observed 
that the topological space-time structure of physics constrains the dynamics, and 
demonstrated that many phenomena can be summarised by the Law of the trivial 
cocycle (Atkin, 1972). As early as 1968 Atkin and his coworkers suggested the 
simplex as a model for relationships:  

“To examine the idea of connectivity in more detail consider, for example, a 
collection of people and the sociological roles which they are said to be playing. Let 
the role-set be denoted by Y and let it contain a finite number of roles Y1 , Y2, . . ; 
similarly let there be a finite number of persons X1, X2, . . . in the collection of 
people X. An individual person X1 plays, say, roles Y1 , Y2 ,Y3 and a second person 
X2 plays the roles Y2 Y3,Y4,Y5.  
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We now define an abstract p-simplex to be a subset of Y containing (p + 1) roles 
provided that there is at least one individual who plays all these roles. Thus the 2-
simplex (Y1 Y2 Y3) exists since X1 plays the three roles represented therein, so also 
do the 3-simplex (Y2 Y3 Y4 Y5), the 0-simplex (Y5), and many others. The two 
simplices (Y1 Y2 Y3) and (Y2 Y3 Y4 Y5) are clearly joined by the 1-simplex (Y2 
Y3) – which is referred to as a face of both the 2- and 3-simplices. The collection of 
all such simplices actually forms a complex K(Y) which has the property that a 
person is represented by one of its simplices together with all the faces of that 
simplex. We may note that two people who play the same roles are indistinguishable 
in this model. 

If we use the language which has historical connections with geometry we would 
refer to X1 as an abstract closed triangle, whilst X2 would be an abstract closed 
tetrahedron: in general, with respect to this particular role-set Y, we would observe a 
person X as an abstract closed polyhedron. All such polyhedra are connected (if at all) 
by faces (which are also polyhedra) which are common – the whole structure, or 
complex, therefore exhibits a connectivity which possesses a natural classification in 
terms of the dimensionality of the various polyhedra and their common faces. This 
connectivity seems to be a natural expression of the possibility of communication 
among the persons in the structure.  

Thus our persons X1 and X2 can communicate with each other because they have a 
connection via their common simplices (Y2 Y3), (Y2) and (Y3). This connection 
exhibits the fact that X1 “sees” X2 via the common faces of their separate polyhedra. 
On the other hand X2 has many faces (15 in all, if we include the whole tetrahedron) 
any one of which might serve as a connecting face between himself and someone 
else.” (Atkin et al, 1968). 

 

 
(a) 0-near                                             (b) 1-near                                     (c) 2-near 

  

(d) σ1 is 0-connected to σ5                                                     (e) σ1 is 1-connected to σ4   

Fig. 4. q-nearness and q-connectivity 

Let σp = 〈x0, x1, .., xp〉 be an abstract p-simplex with vertices x0, x1, .., xp. The 
simplex σq = 〈x’0, x’1, .., x’q〉 is a q-dimensional face, or q-face, of σp if and only if 
every vertex of σq is also a vertex of σp, i.e.σq is a face of σp if and only if {x0, x1, .., 
xq} ⊆ {x0, x1, .., xp}. Let σp = 〈x0, x1, .., xp〉 and σp’ = 〈x’0, x’1, .., x’p’〉 be two abstract 
simplices. Their shared face is defined as σp ∩ σp’ = σp’’ = 〈x”0, x”1, .., x”p”〉 where  
{ x”0, x”1, .., x”p”} = { x0, x1, .., xp } ∩ { x’0, x’1, .., x’p’}. 
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In algebraic topology a set of simplices with all its faces is called a simplicial 
complex. Atkin defined two simplices to be q-near if they shared a q-dimensional 
face, and he defined two simplices to be q-connected if there was a chain of pairwise 
q-near simplices between them. 

Technically, q-connectivity is the transitive closure of the q-nearness relations, and 
is an equivalence relation on a set of simplices with dimension q or greater. As such it 
partitions those simplices into equivalence classes of q-connected components. Atkin 
defined a listing of those components and related statistics to be a Q-analysis. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. A Q-analysis 

Again using ideas from algebraic topology, Atkin defined a discrete analogue of 
homotopy that he called pseudo-homotopy, or shomotpty. Intuitively, two closed 
loops on a surface are homotopic if they can be continuously defined into each other. 
Loops cannot be continuously deformed across holes, e.g. the torus has different 
homotopy to the sphere, and the homotopy properties of a simplicial complex relate to 
its topological structure. 

hub

(a) all simplices are 2-near            (b) all simplices are 2-near          (c) a star-hub configuration  

Fig. 6. Star-hub configurations 
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This work highlighted the need to discriminate between the configurations shown 
in Figures 6 (a) and 6(b), where all the simplices are q-near to each other, but one 
configuration has a hole while the other does not. This leads to the definition of the 
star-hub configuration shown in Figure 6(c) (Johnson (1983). 

3   Hypergraphs, Galois Connections, Maximal Rectangles,  
Star-Hubs 

Most binary relations hold between different sets, A and B, giving rise to bipartite 
networks such as that shown in Figure 7(a) with the elements of A arranged in a line, 
the elements of B arranged in a line, and lines drawn between a and b when a is  
R-related to B. 

A hypergraph is a set A with a class of its subsets. Let σR(a) = { b | a is R-related to 
b}. For any A’ ⊆ A let σR(A’) = { b | a is R-related to b for all a belong to A’}. Then 
let HA(B, R) = {σR (A’) | for all A’ ⊆ A} and HB(A, R) = {σR (B’) | for all B’ ⊆ B}. 
These are hypergraphs, as illustrated in Figure 7(b). 

HA(B, R)            HB(A, R) 
A                       B 

a1

a2

a3

b1

b2

b3

b4

b5

b6

R

a1

a2

a3

b1

b2

b3

b4

b5

b6

b7b7

(a) the bipartite network of R                                                         (b) the hypergraphs of R 

{a1, a2, a3}

{a1, a2} {b2, b3}       {a2, a3} {b4, b5}    

{a1} {b1, b2, b3}   {a2} {b2, b3,b4, b5}   {a3} {b4, b5,b6, b7} 

{b1, b2, b3, b4, b5,b6, b7}    

R      b1   b2   b3   b4  b5  b6   b7

a1      1    1        0    0    0    0 1

a2      0    1    1    1        0    0 1

a3      0    0    0    1    1    1    1 

(c) maximal rectangles                                                                (d) the Galois lattice of R  

Fig. 7. Bipartite network, hypergraphs and Galois lattice for a relation R between sets A and B 
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It can be shown that Then HA(B, R) and HB(A, R) are in one-to-one correspondence. 
Intuitively the subsets of A and B are paired as A’↔B’ so that every member of A’ is 
R-related to every member of B’. A’ and B’ are maximal in the sense that no element 
outside A’ is related to all the elements of B’, and no element outside B’ is related to 
all the elements of A’. If the relation R is represented by an incidence matrix with 
entry mij = 1 if ai R bj and equals zero otherwise, then the rows and columns can be 
arranged to show the A’↔B’ pairs as blocks of ones in so-called maximal rectangles. 
For example, Figure 7(c) shows the two maximal rectangles corresponding to the 
pairs{a1, a2}↔{b2, b3} and {a2, a3}↔{b4, b5}. This one-to-one correspondence is 
called a Galois connection and the pairs sets can be arranged as a Galois lattice 
(Barbut and Monjardet, 1970) as shown in Figure 7(d). 

4   Relational Simplices and Multilevel Hypernetworks 

The ideas sketched in the previous section are essentially set-theoretic. Hypernet-
works enrich this set-theoretic approach by making a distinction between sets and 
structured sets, and this enables a powerful approach to representing the dynamics of 
complex multilevel systems. 

The main idea is that imposing an n-ary relation on a set of elements creates an 
object at a higher level in the representation. This is illustrated below by the three 
blocks a, b, and c being assembled by the relation R  into a structure, R: {a, b, c } → 
〈a,  b,  c ; R 〉, that is given the name arch. If the elements of the structure exist at, say, 
Level N then the structured object can be said to exist at a higher level, say Level N+1. 
In this case the higher level structure has an emergent property not possessed by its 
elements, namely there is a gap between the assembled blocks. 

As another example, consider assembling sets of road segments to form paths 
between origins and destinations, as illustrated in Figure 9. For the origin-destination 
pair A and A’ the set of roads r1, r2 and r3 can be assembled into a path, 〈r1, r2,  r3; RAA’〉,  
 

a c

b “gap”

a       b      c 

a,  b,  c ; R

R

a       b      c 

arch

RR

ca b

                  (a)                                                          (b)                                                    (c)  

Fig. 8.  n-ary relations map objects to higher levels of representation  
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r1   r2  r3  r4  r5   r6  r7   r8  r9 s9

AA’               BB’             CC’ 
r9

r5

r4

r3

r2

r1

C’A’

r6

r7

r8

B’C

B

A

(a) AA’, BB’ and CC’ define paths in the networks         (b) the paths as structured sets of roads  

Fig. 9. Links assembled to routes in a road network 

enabling vehicles to travel from A to A’. The fact that this path is a structure and not a 
set can be seen from the necessity for the assembly relation to order the roads as r1 
followed by r3 (not r2) followed by r2. The simplices 〈r1, r2, r3; RAA’〉 and 〈r3, r4,  r5, r6, 
r7; RBB’〉 are connected through the vertex 〈r3〉 and this is where their traffic interacts, 
with AA’ traffic delaying BB’ traffic and vice-versa. 

5   Backcloth and Traffic 

Networks allow a distinction to be made between relatively static infrastructure such 
as a road or computer network and relatively dynamics flows such as vehicles or 
information on that infrastructure. Generally the infrastructure is relational while the 
flows are numerical. Atkin suggested the metaphor of a structural backcloth 
supporting a traffic of flows measured by numbers. For example, the flow of vehicles 
through a road network is traffic on the relatively fixed infrastructure of roads. The 
term can be generalised to mappings related to the flows, such as the travel time on a 
road network.  

Traffic can exist at many levels across a system, and aggregates over the relational 
structure. For example, the travel time on the path chosen between the origin and 
destination, 〈r1, r2,  r3; RAA’〉,  is the sum of the travel times on the individual roads as 
vertices, as shown in Figure 10(a). Sometimes the relations themselves carry numerical 
traffic, e.g..in Figure 10(b) the cost of the arch is the sum of the cost of its components  
 

b

c

R

a c

b

€(c)
€(R)

€(b)
€(a)

€(total)

ar1

AA’ 

r2

r3 t3

total travel time 

t2

t1

(a) travel time traffic                                                  (b) cost traffic for assembling the arch  

Fig. 10. Mappings as traffic on multidimensional structure 
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Fig. 11. Aggregating traffic over the backcloth in multilevel systems 

plus the assembly cost. It could include other costs such as tax and profit, with a non-
linear relationship between lower and higher level traffic. 

Figure 11 illustrates the bottom-up aggregation of traffic in a multilevel system, 
with micro-level traffic aggregating into meso-level traffic, and meso-level traffic 
aggregating into macro-level traffic. Generally there is both bottom-up and top-down 
interaction between traffic at all levels. For example, an overall price could be set for 
a project at a high level of representation, and this price would have a top-down 
influence on the lower level traffic. 

A multilevel hypernetwork is any class of sets of relational simplices with sets of 
mapping on the simplices and their faces. In other words multilevel hypernetworks 
provide a means for representing the backcloth and the traffic of multilevel systems. 

6   Hierarchical Cones in Heterarchical Systems 

Given an n-ary relation such as R:{x0, x1, x2 } → 〈x0, x1, x2 ; R 〉, the imposition of the 
relation creates a new object 〈x0, x1, x2 ; R 〉. When modelling complex systems it is 
common to give this new structure a name, say y. For example, the blocks were 
assembled into an arch. We extend the notation for representing simplices to say that 
〈x0, x1, x2 ; y; R 〉 is a hierarchical cone. The set of components {x0, x1, x2} is called 
the base of the cone, and the name y is called its apex. The we say that the 
components and the name exist at different levels, Level(xi) < Level(y) for all xi. This 
gives an absolute criterion for multilevel discrimination in complex systems. The 
whole assembly cannot be a component of a component. For example, the carburettor 
may be part of the car, but the car is not part of the carburettor. Similarly a brick may 
be part of the house but the house is not part of the brick. 

Suppose a set of components X is assembled into many named things collected 
together in the set Y. Then there is a relation between the higher level elements in Y 
and the lower level elements in X. For example, Figure 12 shows the top down 
relationship between the roads and the paths that pass through them. In this case we 
have the ‘interesting’ cones 〈r3 ; AA’, BB’; Rdown〉 and 〈r6 ; BB’, CC’; Rdown〉, where 
the meaning of Rdown is discussed below. 
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r1   r2  r3  r4  r5   r6  r7      r8  r9

AA’               BB’                CC’ 

                   (a) bottom-up cones                                             (c) top-down cones 

r1     r2  r3  r4  r5 r6  r7       r8  r9

AA’               BB’          CC’ 
Level N+1

Level N

 

Fig. 12. Bottom-up and top-down hierarchical cones 

The relation RAA’ assembles roads into a path between A and A’, and the relation 
RBB’ assembled roads into a path between B and B’. What does it mean to write 

 〈r1, r2, r3; AA’; RAA’〉 ∩  〈r3, r4,  r5, r6, r7; BB’; RBB’〉    =    〈r3; AA’, BB’, Rdown〉 

or more generally 

 〈 X; y; R〉  ∩  〈X’; y’; R’〉  ∩  〈X”; y”; R”〉  =  〈X  ∩ X’ ∩ X”; y, y’, y”; R ⊕ R’ ⊕ R” 〉 

as the combination of cones? The expression R ⊕ R’ ⊕ R” concerns the combination 
of bottom-up n-ary relations to form new top down relations whose meaning depends 
on context. It can be noted that X  ∩ X’ ∩ X” ↔ {y, y’, y”} is a Galois pair in which 
all the Xs are related to all the ys. The answer to the questions of what it means to 
write 〈r3; AA’, BB’, Rdown〉 is that the paths between AA’ and BB’ share the vertex 
write 〈r3〉. 

7   Q-Transmission 

In almost all systems the topological structure of the backcloth constrains the traffic 
dynamics. This is obviously the case in electrical networks where components are 
connected together in ways decided by the designer to achieve specified electrical 
flows. Change the topology, as with a short circuit, and dramatically different 
behaviour can emerge. 

As a simple example consider the road network in Figure 9. This can be 
represented as three connected simplices as shown in Figure 13. Suppose that there is 
a large increase in travel demand between A and A’ resulting in higher traffic flows 
along the path 〈r1, r2, r3; RAA’〉. Then the traffic on 〈r3〉 will be heavier than usual, 
acting a barrier to the traffic on BB’. After 〈r3〉  the BB’ traffic will be less. This 
lighter traffic on BB’ means there will be lighter traffic than usual on 〈r7〉 resulting in 
freer flow traffic on 〈r7, r8, r9; RCC’〉 and reduced CC’ travel times. In this case the 
dynamic behaviour on 〈r1, r2, r3; RAA’〉 is transmitted to 〈r7, r8, r9; RCC’〉, even though 
the two path simplices share no road links. In other words, for the dynamics of one 
part of the system to affect the dynamics of another part of the system it is sufficient 
that they are connected by a chain of connected. 

In this case just sharing a single vertex was sufficient for transmission to occur.  
In general the more highly connected the simplices, the greater is the magnitude  
of transmission. It can be hypothesised that some processes need two simplices to be  
 

def 
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r1

r2

r3

r4

r5

r6
r7

r8

r9

large increase in traffic on r1, r2, r3; RAA’

light traffic on r3  resulting in free 
flow traffic on  r7, r8, r9; RCC’  and 
reduced CC’ travel times  

congestion on r3  resulting in obstruction 
to traffic on  r3, r4, r5, r6, r7; RBB’

 

Fig. 13. Transmission of dynamics between connected simplices 

q-near for one to affect the other. In this case the q-connectivity of the backcloth 
constrains what are called the q-transmission dynamics of the system. In many cases 
simply being connected is sufficient for transmission to occur. 

8   Time and Structural Events 

Apart from giving a way to represent multilevel structure, simplices give a way of 
measuring time as system events. Consider the arch in Figure 8 where there is a 
transition from a state in which the arch is not built to a state where the arch is built, 
R: {a, b, c } → 〈a,  b,  c ; R 〉. The moment that the simplex 〈a,  b,  c ; R 〉 comes into 
being marks what Atkin (1981) called an event. Events in physical space-time are 
usually measured by physical systems such as pendulums or oscillating crystals. 
These may or may not be synchronised with events in system time. For example, it 
may be planned to open the bridge to traffic on 1st June, but if it is not complete it will 
not be opened. The defining event for opening the bridge is when it is finished, .i.e. 
after the many polyhedral events that define the bridge existing in a safe form. 

Matching system time to clock time lies at the heart of much design and 
management. Human beings consume resource in clock time – we eat periodically in 
clock time, are paid in clock time, pay rent in clock time, and so on. This has to be 
resolved against system time when human beings are involved creating system events. 
In large complex systems there are events at every level on different time scales. 

Much mathematical modelling has focussed on formulae relating numerical 
properties of systems. More recently it has become widely acknowledged that the 
underlying network topology plays a large role in the dynamics of systems. But it is 
necessary to go beyond this to consider the evolution of the networks and how the 
relations change. Put simply, when does a link appear and disappear in a network? 
What causes links to form or to break? 

This relates to the possibility of making predictions in complex systems science. 
Predictions can be classified as 

Simple Type-I predictions: changes in mappings 
Type-I-1, Single level  
Type-I-2, Multiple level 
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Simple Type-II predictions: changes in relational backcloth 
Type II-1, Single Level 
Type II-2, Multiple Level 

The combination of types I-2 and II-2 is the norm for complex socio-technical 
systems, and this presents a big challenge in that hypernetworks may help to meet. 

9   Conclusions 

This paper has briefly introduced the notion of relational simplex which generalises 
the concept of network edge to relations between many elements. Relational simplices 
have higher dimensional connectivity related to hypergraphs and the Galois lattice of 
maximally connected sets of elements. This structure acts as a kind of backcloth for 
the dynamic system traffic represented by numerical mappings, where the topology of 
the backcloth constrains the dynamics of the traffic. Simplices provide a way of 
defining multilevel structure, where this relates to system time measured by the 
formation of simplices as system events. Multilevel hypernetworks are classes of sets 
of relational simplices that represent the system backcloth and support the traffic of 
systems activity. Hypernetworks provide a significant generalisation of network 
theory and provide structures that are likely to be necessary if not sufficient for a 
science of complex multilevel socio-technical systems. 
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Abstract. This paper considers the synchronization in complex net-
works with coupling delays, whose topologies could be be symmetric
and asymmetric. Differing from most works on the synchronization in
complex networks with coupling delays, this paper only uses a positively-
defined function, which is definitely not a Krasovskii-Lyapunov function,
to analyze the synchronization criteria. Further, we can derive novel but
less restrictive synchronization criteria than those resulting from the
Krasovskii-Lyapunov theory. Theoretical analysis and numerical simu-
lations fully verify the main results.

Keywords: complex networks, synchronization, matrix measure.

1 Introduction

Recently, the dynamics of complex networks has been extensively investigated,
with special emphasis on the interplay between the overall topology and the
local dynamics of coupled nodes. As a typical kind of dynamics, the synchro-
nization in complex networks has been a research topic [1-17]. In 1998, Pecora
and Carroll proposed the master stability function (MSF) based method to study
the synchronization in networks [5]. The Lyapunov’s direct method can be also
used to study the synchronization in networks by constructing a Lyapunov func-
tion, which decreases along trajectories and gives analytical criteria for local and
global synchronization [6-9,11,12].

Due to the finite speeds of transmission and spreading as well as traffic con-
gestions, a signal or influence traveling through a complex network is often as-
sociated with time delays, and this is very common in biological and physical
networks. Complex networks with coupling delays have recently attracted atten-
tion in many fields. From works [12,15-17], the Krasovskii-Lyapunov theory [18]
is a useful and powerful tool to discuss the synchronization in networks with cou-
pling delays. According to this kind of theory, some sufficient delay-independent
and delay-independent conditions are given to ensure synchronization in net-
works with coupling delays. However, synchronization criteria resulting from
the Krasovskii-Lyapunov theory may be too strict since they require that the
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derivative of a positively-defined Krasovskii-Lyapunov function is non-positive
for all time [12,15-17].

Without using the Krasovskii-Lyapunov theory, this paper tries to derive less
restrictive criteria for the synchronization in complex networks with coupling
delays. Differing from most works on the synchronization in complex networks
with coupling delays, this paper only uses a positively-defined function, which
is definitely not a Krasovskii-Lyapunov function, to analyze the synchroniza-
tion. We can derive novel but less restrictive synchronization criteria than those
resulting from the Krasovskii-Lyapunov theory. The idea in this paper can be
applied to complex networks with symmetric and asymmetric topologies.

The rest of this paper is organized as follows. A complex network model with
coupling delays is presented, and some preliminaries are introduced in Section 2.
In Section 3, we give one novel synchronization criterion for complex networks
with symmetric topology. The synchronization criterion in complex networks
with asymmetric topology is considered in Section 4. Numerical simulations are
illustrated to show the effectiveness of the proposed synchronization criteria in
Section 5. The last Section draws our conclusion.

2 A Complex Network Model and Necessary
Preliminaries

Consider a complex network consisting of N nodes in the following form

ẋi(t) = f(xi(t)) +
∑
j �=i

gijΓ (xj(t− τ) − xi(t− τ)) (1)

for 1 ≤ i ≤ N , where xi(t) = (xi1(t), . . . , xin(t))T is the state vector of node i,
τ > 0 is the time delay, the initial states for states xi(t) are xi0 = ψi0(t), t ∈
[−τ, 0], Γ = diag{r1, · · · , rn} with ri being 0 or 1 is the inner coupling matrix,
and f : Rn → Rn is a smooth vector-valued function. Matrix G = (gij)N×N is
the outer coupling matrix representing the topology of networks, and its elements
are chosen as follows: if nodes i and j are connected, gij = gji �= 0; otherwise

gij = gji = 0 , and the diagonal elements are defined by gii = −
N∑

j=1,j �=i

gij .

Network (1) is said to be in a synchronized manifold Ξ: {x1(t) = · · · =
xN (t) = s(t)} if lim

t→∞(xi(t) − s(t)) = 0 for 1 ≤ i ≤ N , where s(t) is a solution

of an isolated node, denoted by ṡ(t) = f(s(t)). In this paper, suppose that s(t)
is an orbitally stable solution of the isolated node, and the Jacobian matrix
J(t) = Df(s(t)) satisfies that dJ(t)

dt = Df(s(t))
dt is bounded for all time.

In this paper our main results are based on the concept of matrix measure
and one lemma with respect to the stability of time-delayed equations.

Definition 1: The matrix measure of a complex square matrix C = (cij) is
defined as follows [20]:

μ·(C) = lim
ε→0+

||In + εC|| − 1
ε

(2)

in which || · || is a matrix norm, and In is the identity matrix.
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When ||C||1 = maxj

n∑
i=1

|cij |, ||C||2 = [λmax(CTC)]1/2 and ||C||∞ =

maxi

n∑
j=1

|cij |, we obtain μ1(C) = maxj{Re(cjj) +
∑n

i=1,i�=j |cij |}, μ2(C) =

1
2λmax(C∗ + C), and μ∞ = maxi{Re(cii) +

∑n
j=1,j �=i |cij |} respectively, where

C∗ is the complex conjugate transpose of a complex matrix.

Lemma 1 [21,22]: Consider the following time-delayed equations

ẋ(t) = Ax(t) +Bx(t− τ), x(t) = φ(t), t ∈ [−h, 0] (3)

where A,B ∈ Rn×n, φ(t) is a continuous vector-valued initial function. Eq.(3)
is asymptotically stable i.o.d (independent of delay) if and only if, for any given
positive definite hermitian matrix Q(z), ∀|z| = 1, the solution of P (z) of the
complex Lyapunov matrix equation

A∗(z)P (z) + P (z)A(z) = −Q(z), |z| = 1 (4)

is also a positive definite hermitian matrix, where A(z) = A + zB, |z| = 1, z =
exp(jw), w ∈ [0, 2π], j =

√−1.
Lemma 1 can be viewed as the asymptotical stability condition of a generalized

linear system described by [22]

ẏ(t) = A(z)y(t), |z| = 1 (5)

3 Synchronization in Complex Networks with Symmetric
Topology

We first give a fundamental lemma for the network (1) with symmetric topology.

Lemma 2: For network (1) with symmetric topology, assume the outer coupling
matrix G is a nonnegative diffusively coupled matrix, and can be irreducible and
diagonalized. The manifold Ξ is asymptotically stable, if the following N − 1
systems are asymptotically stable:

ẇi(t) = J(t)wi(t) + λiΓwi(t− τ), 2 ≤ i ≤ N (6)

where λi are nonzero eigenvalues of G.
Proof: Since G is a nonnegative diffusively coupled matrix, G has zero-sum

rows and nonnegative off-diagonal elements. In addition, 0 is one eigenvalue of
multiplicity 1, and there exists a nonsingular matrix Φ = (φ1, · · · , φN ) such that
GTφk = λkφk for 1 ≤ k ≤ N , where 0 = λ1 > λ2 ≥ · · · ≥ λN [9]. After a similar
procedure [6,7,9,13-15], the manifold Ξ is asymptotically stable if the N − 1
linear systems (6) are asymptotically stable. � 
From works [12,15-17], the Krasovskii-Lyapunov theory is very useful and power-
ful to analyze the stability of Eq. (6). Generally speaking, a Krasovskii-Lyapunov
function can be chosen as

V i(t) = wi(t)TPwi(t) + μ

∫ t

t−τ

wi(α)TQwi(α)dα (7)
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where P = PT > 0, Q = QT > 0, and μ > 0 is an arbitrary positive parameter.
The main purpose of the Krasovskii-Lyapunov theory is to find the condition
for the negativeness of dV i(t)

dt when the error wi(t) is not zero. In this paper,
differing from most results with respect to the Krasovskii-Lyapunov theory, we
only use a positively-defined function

Vi(t) = wi(t)TPwi(t) (8)

to analyze the stability of Eq. (6). Our aim in this paper is to make lim
t→∞Vi(t) = 0,

which also leads to lim
t→∞wi(t) = 0.

In order to do so, we first introduce a segmentation strategy for Eq. (6). For
the time interval [t0, ∞), we segment it into [t0, ∞) =

⋃
j≥0

[tj , tj+1), where τ0 > 0

is sufficiently small, j is an integer, tj+1 = tj + τ0, and τ is a multiple of τ0. If
τ0 is sufficiently small, the isolated dynamics s(t) can be approximated by s(tj)
within the interval [tj , tj+1), which further results in the approximation of J(t)
by J(tj). Therefore, within the interval [tj , tj+1), Eq. (6) can be approximated
by

ẇi(t) = J(tj)wi + λiΓwi(t− τ), 2 ≤ i ≤ N (9)

For the approximation system (9), we have the following result.

Theorem 1: Eq. (9) is asymptotically stable for the sample time τ0, if there
exists a symmetric positive definite matrix P = MTM ∈ Rn×n, ||M || �= 0, such
that∫ ∞

t0

[μθ(MJ(tj)M−1 +M−TJ(tj)TMT ) + (
k2

ς
+ ς) + 2|λi|]dt = −∞ (10)

where μθ is one of μ1, μ2, μ∞, ς and k are two sufficiently small positive con-
stants.

Proof: Along with the solution of system (9), we get V̇i(t) =
wi(t)T [PJ(tj)+J(tj)TP ]wi(t)+2λiw

T
i (t)PΓwi(t−τ). The second term satisfies

2λiwi(t)TPΓwi(t−τ) ≤ 2|λi|·||Mwi(t)||·||MΓwi(t−τ)|| ≤ |λi|·[Vi(t)+Vi(t−τ)].
Hence we obtain V̇i(t) ≤ wi(t)TMT [MJ(tj)M−1 + M−TJ(tj)TMT ]Mwi(t) +
|λi| · [Vi(t) + Vi(t − τ)]. Inspired by the concept of matrix measure (2), we get
V̇i(t) ≤ (μθ(MJ(tj)M−1 +M−TJ(tj)TMT ) + |λi|)Vi(t) + |λi|Vi(t− τ). Hence

Vi(t) ≤ exp(
∫ t

t0
(μθ(MJ(tj)M−1 +M−TJ(tj)TMT ) + |λi|)dα)Vi(0)

+
∫ t

t0
exp(

∫ t

ϑ
(μθ(MJ(tj)M−1 +M−TJ(tj)TMT ) + |λi|)dα)|λi|Vi(ϑ− τ)dϑ

From the comparison theorem [19], the solution Vi(t) satisfies

Vi(t) ≤ Γi(t) (11)

where Γi(t) is the maximal solution of Γi(t) = exp(
∫ t

t0
(μθ(MJ(tj)M−1 +

M−TJ(tj)TMT )+|λi|)dα)Vi(0)+
∫ t

t0
exp(

∫ t

ϑ
(μθ(MJ(tj)M−1+M−TJ(tj)TMT )+

|λi|)dα)|λi|Γi(ϑ− τ)dϑ, or equivalently,
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dΓi(t)
dt

= (μθ(MJ(tj)M−1 +M−TJ(tj)TMT ) + |λi|)Γi(t) + |λi|Γi(t− τ) (12)

with the same initial condition Vi(0). From Lemma 1, within the interval [tj ,
tj+1), the stability of Eq. (12) is equivalent to the stability of

dΓ ′
i (t)
dt

= [μθ(MJ(tj)M−1 +M−TJ(tj)TMT ) + |λi|+ ϑ|λi|]Γ ′
i (t) (13)

where ϑ = exp(jθ), θ ∈ [0, 2π], j =
√−1. Since the relationship that ||exp[(E+

ϑF )t]|| ≤ exp[μ(E + ϑF )t] ≤ exp[μ(E) + ||F ||)t] for E,F ∈ Rn×n and ∀ |ϑ| = 1
(please refer to Ref. [25] and Lemma 2 in Ref. [26]), we get

||Γ ′
i (t)|| = ||exp(

∫ t

tj
[μθ(MJ(tj)M−1 +M−TJ(tj)TMT ) + |λi|+ ϑ|λi|]ds) · · ·

×exp(
∫ t1

t0
[μθ(MJ(t0)M−1 +M−TJ(t0)TMT ) + |λi|+ ϑ|λi||]ds)Vi(0)||

≤ exp(
∫ t

tj−1
[μθ(MJ(tj)M−1 +M−TJ(tj)TMT ) + 2|λi|]ds) · · ·

×exp(
∫ t1

t0
[μθ(MJ(t0)M−1 +M−TJ(t0)TMT ) + 2|λi|]ds)Vi(0)

= exp(
∫ t

t0
[μθ(MJ(tj)M−1 +M−TJ(tj)TMT ) + 2|λi|]ds)Vi(0)

(14)
when t ∈ [tj , tj+1). Fromcondition (10),

∫∞
t0

[μθ(MJ(tj)M−1+M−TJ(tj)TMT )+
2|λi|]dt = −∞ holds. Hence we get lim

t→∞Γ ′
i (t) = 0, which means lim

t→∞Γi(t) = 0

and lim
t→∞Vi(t) = 0. This implies that the approximation system (9) can be asymp-

totically stable. � 
Note that there exists the term of k2

ς + ς in condition (10), and this can be
approximatively zero if we choose two sufficiently small constants k and ς. In the
following we show that this term is very useful for dealing with the approximation
error between Eq. (6) and Eq. (9). From Theorem 1, we know that condition (10)
only ensures the stability of Eq. (9), but it cannot ensure the stability of Eq. (6).
Now we consider the stability condition for Eq. (6).

Theorem 2: Eq. (6) is asymptotically stable, if there exists a symmetric positive
definite matrix P = MTM ∈ Rn×n, ||M || �= 0, such that∫ ∞

t0

[μθ(MJ(t)M−1 +M−TJ(t)TMT ) + (
k2

ς
+ ς) + 2|λi|]dt = −∞ (15)

Proof: Obviously, the following relationships hold:∫ t

t0
[μθ(MJ(t)M−1 +M−TJ(t)TMT ) + (k2

ς + ς) + 2|λi|]dt
= lim

τ0→0
{∑n−1

j≥0

∫ tj+1

tj
[μθ(MJ(tj)M−1 +M−TJ(tj)TMT ) + (k2

ς + ς) + 2|λi|]dt
+

∫ t

tn
[μθ(MJ(tn)M−1 +M−TJ(tn)TMT ) + (k2

ς + ς) + 2|λi|]dt}
= lim

τ0→0

∫ t

t0
[μθ(MJ(tj)M−1 +M−TJ(tj)TMT ) + (k2

ς + ς) + 2|λi|]dϑ

when t ∈ [tn, tn+1), and∫∞
t0

[μθ(MJ(t)M−1 +M−TJ(t)TMT ) + (k2

ς + ς) + 2|λi|]dt
= lim

τ0→0

∫∞
t0

[μθ(MJ(tj)M−1 +M−TJ(tj)TMT ) + (k2

ς + ς) + 2|λi|]dt
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This implies that, for arbitrary small positive constant ε, there exists a constant
δ1 > 0 such that

| ∫∞
t0

[μθ(MJ(t)M−1 +M−TJ(t)TMT ) + (k2

ς + ς) + 2|λi|]dt
− ∫∞

t0
[μθ(MJ(tj)M−1 +M−TJ(tj)TMT ) + (k2

ς + ς) + 2|λi|]dt| < ε

(16)
if 0 < τ0 < δ1. From Eq. (14), we have

lim
t→∞

||Γ ′
i (t)||≤exp(

∫ ∞
t0

[μθ(MJ(tj)M−1 + M−T J(tj)T MT ) + ( k2

ς
+ ς) + 2|λi|]dt(Vi(0)

≤ exp(
∫ ∞

t0
[μθ(MJ(t)M−1 + M−T J(t)T MT ) + ( k2

ς
+ ς) + 2|λi|]dt)(exp(ε)Vi(0)

(17)
It means that condition (15) can be also one sufficient condition for the asymp-
totical stability of Eq. (9) if the sample time τ0 satisfies 0 < τ0 < δ1.

Now we prove the stability of Eq. (6) if condition (15) is satisfied. For Eq. (6),
if the sample time τ0 is sufficiently small, we obtain

ẇi(t) = J(tj)wi(t) + λiΓwi(t− τ) +O(t, tj , τ0)wi(t) (18)

where O(t, tj , τ0) = J(t) − J(tj). Since O(t, tj , τ0) = dJ(tj)
dt (t − tj) and the as-

sumption that dJ(tj)
dt is bounded for all time, we obtain lim

τ0→0
||O(t, tj , τ0)|| = 0.

Therefore, for the constant k, there exists a constant δ2 satisfying δ1 > δ2 > 0
such that −kIn < O(t, tj , τ0) < kIn for 0 < τ0 < δ2. From the function Vi(t)
given by Eq. (8), we get V̇i(t) ≤ wi(t)TMT [MJ(tj)M−1 + M−TJ(tj)TMT +
(k2

ς + ς)]Mwi(t) + |λi| · [Vi(t) + Vi(t− τ)] since 2wT
i (t)OT (t, tj , τ0)MTMwi(t) ≤

(k2

ς + ς)wi(t)TMTMwi(t). Similar to the proof procedure in Theorem 1, we con-
clude that lim

t→∞Vi(t) = 0 if condition (10) is satisfied for 0 < τ0 < δ2. This means

that Eq. (18), namely Eq. (6), is asymptotically stable for 0 < τ0 < δ2 provided
that condition (10) holds. Further, from Ineqs. (16,17), we conclude that condi-
tion (15) is also a sufficient condition for the stability of Eq. (6). � 
We have several remarks.

Remark 1: From Ref. [15], the stability of Eq. (6) can be analyzed by the
Krasovskii-Lyapunov function (7), and a general condition is PJ(t) + JT (t)P +
Q+λ2

Nc
2PAQ−1ATP < 0 for all time t. Let P = MTM with ||M || �= 0, and we

get MJ(t)M−1+M−TJT (t)MT < −M−TQM−1−λ2
Nc

2MAQ−1ATMT < 0 for
all time. Obviously, this is too strict for all time, and this can not be applied to
the case where MJ(t)M−1 + M−TJT (t)MT is larger than zero during certain
time intervals. In this paper condition (15) does not require the condition that
MJ(t)M−1 +M−TJT (t)MT < 0 for all time. In this sense condition (15) is less

restrictive than Theorem 2 in Ref. [15]. For the case of s(t) = (1/N)
N∑

k=1

xk(t),

we can also give one less restrictive condition for synchronization in network (1)
with coupling delays than Theorem 1 in Ref. [17].

Remark 2: Based on the above idea, we can consider the case where the inner
coupling Γ (t) = diag{r1(t), · · · , rN (t)} is continuously time-varying. If Γ (t) is
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independent of the node dynamics xi(t), the stability of the synchronized state is
equivalent to the stability of the linear systems ẇi(t) = J(t)wi(t)+λiΓ (t)wi(t−τ)
for 2 ≤ i ≤ N . Similar to Theorems 1 and 2, one sufficient stability condition is
given as follows∫ ∞

t0

[μθ(MJ(t)M−1+M−TJ(t)TMT )+(
k2

ς
+ς)+|λi|(1+

||MΓ (t)||2
λmin(MTM)

)]dt = −∞
(19)

where P = MTM ∈ Rn×n, ||M || �= 0, is a n-dimensional symmetric positive
definite matrix, and λmin(MTM) is the minimum eigenvalue of matrix MTM .

Remark 3: We can also consider the case where a coupling delay occurs when
the signals from each of the nodes are transmitted to interconnected nodes.
In this case the dynamics of the network is given by ẋi(t) = f(xi(t)) +
c
∑
j �=i

gijΓ (xj(t− τ)− xi(t)) where c is the coupling strength. Let gi =
∑
j �=i

gij .

Under the condition of g1 = g2 = · · · = gN = g, the synchronized state is given
by ṡ(t) = f(s(t)) + cgΓ (s(t− τ)− s(t)). From Ref. [16], the stability of the syn-
chronized state x1(t) = · · · = xN (t) = s(t) can be transformed into the stability
of the following linear systems d

dt (ϕ(t)) = (J(t)−cgΓ )ϕ(t)+c(λi+g)Γϕ(t−τ) for
2 ≤ i ≤ N . Similar to Theorems 1 and 2, we can obtain the following sufficient
synchronization condition∫∞

t0
[μθ(M(J(t)− cgΓ )M−1 +M−T (J(t) − cgΓ )TMT ) + (k2

ς + ς)
+2|c(λi + g)|]dt = −∞ (20)

where P = MTM , ||M || �= 0, is a n-dimensional symmetric positive definite ma-
trix. Compared with Theorem 1 in Ref. [16], condition (20) is also less restrictive.

Remark 4: Now we extend the procedure in Theorems 1 and 2 to the stability
of the n-dimensional time-varying linear systems

ẋ(t) = A(t)x(t) +B(t)x(t − τ) (21)

where A(t) and B(t) are continuously time-varying, and are independent of the
dynamics x(t). Similar to Theorems 1 and 2, we can obtain one asymptotical
stability condition∫∞

t0
[μθ(M(A(t)M−1 +M−TA(t)MT ) + (k2

ς + ς) + (1 + ||MB(t)||2
λmin(MT M)

)]dt = −∞
(22)

where P = MTM , ||M || �= 0, is a n-dimensional symmetric positive definite
matrix. Similar to the analysis in Remark 1, condition (22) is less restrictive
than conditions from the Krasovskii-Lyapunov theory.

4 Synchronization in Complex Networks with
Asymmetric Topology

If the topology in network (1) is symmetric, criteria (10,15) are not be appli-
cable since eigenvalues of G may have the non-zero imaginary part. Hence we
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further analyze the synchronization criteria for complex networks with asym-
metric topology. Note that the procedure developed in this section can be also
applied to networks with symmetric topology.

Network (1) can be rewritten in an equivalent form

Ẋ(t) = F (X(t)) + (G⊗ Γ )X(t− τ) (23)

where ‘⊗’ is the Kronecker product, F (X(t)) = (f(x1(t))T , · · · , f(xN (t))T )T ,
and X(t) = (xT

1 (t), · · · , xT
N (t))T . By choosing a suitable continuously time-

varying matrix K(t) ∈ Rn×n, Eq. (23) is equivalent to the following system

Ẋ(t) = F ′(X(t))− (IN ⊗K(t))X(t) + (G⊗ Γ )X(t− τ) (24)

where F ′(X(t)) = ((f(x1(t)) +K(t)x1(t))T , · · · , (f(xN (t)) +K(t)xN (t))T )T .
Let ηj(t) = xj+1(t)−x1(t) for 1 ≤ j ≤ N−1, and η(t) = (ηT

1 (t), · · · , ηT
N−1(t))

T .
Then we get

η̇(t) = F̄ (X(t))− (IN−1 ⊗K(t))η(t) + (SG ⊗ Γ )η(t− τ) (25)

where F̄ (X(t)) = ((f(x2(t))+K(t)x2(t)−f(x1(t))−K(t)x1(t))T , · · · , (f(xN (t))+
K(t)xN (t)− f(x1(t))−K(t)x1(t))T )T , and SG is described by

SG =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

−g12 −
∑
j �=2

g2j g23 − g13 · · · g2N − g1N

g32 − g12 −g13 −
∑
j �=3

g3j · · · g3N − g1N

...
...

. . .
...

gN2 − g12 gN3 − g13 · · · −g1N − ∑
j �=N

gNj

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(26)

The above procedure can be seen in Refs. [10,14]. The procedure given by
Eqs. (25,26) is very useful for dealing with the synchronization in networks with-
out coupling delays, and the derived synchronization criteria are less restrictive
than many exiting synchronization criteria [14]. In this paper we also utilize the
procedure to consider the synchronization in networks with coupling delays.

Suppose that the feedback gain K(t) is not affected by the node dynamics
xi(t). Applying the segmentation strategy developed in the previous section,
Eq. (25) can be approximated by the following system

η̇(t) = F̄ (X(t))− (IN−1 ⊗K(tj))η(t) + (SG ⊗ Γ )η(t− τ) (27)

within the interval [tj , tj+1). Further, stability conditions for Eqs. (25,27) are
stated as follows:

Theorem 3: Let K(t) be a suitable feedback gain such that f(x(t)) +K(t)x(t)
is V -uniformly decreasing for a symmetric positive definite matrix V ∈ Rn×n.
Eq. (27) is asymptotically stable if there exists a positive definite matrix U =
diag(u1, · · · , uN−1) such that∫ +∞

0 [μθ(−M(IN−1 ⊗K(tj))M−1 −M−T (IN−1 ⊗K(tj))TMT )
+(k2

ς + ς) + (1 + ||M(SG⊗Γ2)||
λmin(MT M) )− c0u0

λmax(MT M) ]dt = −∞ (28)
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where U ⊗ V = MTM , M ∈ Rn(N−1)×n(N−1) is nonsingular, u0 = min{u1, · · · ,
uN−1}, c0 is a positive constant, and λmax stands for the maximal eigenvalue of
MTM .

Proof: We choose a positively-defined function V0(t) = ηT (t)(U ⊗ V )η(t). Hence
its derivative along with the trajectory of Eq. (27) is V̇0(t)=2ηT (t)(U⊗V )F̄ (X(t))
+ 2ηT (t)(U ⊗ V )(SG ⊗ Γ )η(t− τ) + ηT (t)((U ⊗ V )(−(IN−1 ⊗K(tj))− (IN−1 ⊗
K(tj))T (U⊗V ))η(t). From the V -uniformly decreasing property of f+K [11,12],

the first term is of the form 2ηT (t)(U ⊗ V )F̄ (X(t)) ≤ −c0
N∑

j=2

uj−1||xj − x1||2 ≤
− c0u0

λmax(MT M)V0(t). The second term satisfies 2ηT (t)(U ⊗ V )(SG ⊗ Γ )η(t− τ) ≤
V0(t) + ||M(SG⊗Γ )||

λmin(MT M) V0(t − τ). The third term satisfies ηT (t)((U ⊗ V )(−IN−1 ⊗
K(tj))−(IN−1⊗K(tj))T (U⊗V ))η(t)≤μθ(−M(IN−1⊗K(tj))M−1−M−T (IN−1⊗
K(tj))TMT )V0(t). Similar to the proof of Theorem 1, condition (28) is a suffi-
cient stability condition for the approximation system (27). � 
Theorem 4: Assume that K(t) and V satisfy Theorem 3. Eq. (25) is asymp-
totically stable if there exists a positive definite matrix U = diag(u1, · · · , uN−1)
such that∫ +∞

0 [μθ(−M(IN−1 ⊗K(t))M−1 −M−T (IN−1 ⊗K(t))TMT )
+(k2

ς + ς) + (1 + ||M(SG⊗Γ2)||
λmin(MT M) )− c0u0

λmax(MT M) ]dt = −∞ (29)

where U ⊗ V = MTM , ||M || �= 0, u0 = min{u1, · · · , uN−1}, c0 is a positive
constant, and λmax stands for the maximal eigenvalue of MTM .

Proof: This can be easily by the procedure in Theorems 1, 2 and 3. � 
Remark 5: Theorems 3 and 4 do not require the linearization strategy (please see
Eq.(6)). Moreover, conditions (28,29) can be regarded as global synchronization
criteria. If the feedback gain matrix K(t) is chosen as a constant matrix K0,
similar to the proof procedure in Theorem 3, we get V̇0(t) ≤ (μθ(−M(IN−1 ⊗
K0))M−1−M−T (IN−1⊗K0)TMT )+1− c0u0

λmax(MT M) )V0(t)+
||M(SG⊗Γ )||
λmin(MT M) V0(t−τ).

From Lemma 1 and Ref. [23], one sufficient stability condition for the case of the
time-invariant feedback gain K0 is

(μθ(−M(IN−1 ⊗K0))M−1 −M−T (IN−1 ⊗K0)TMT )+
1− c0u0

λmax(MT M) ) + ||M(SG⊗Γ )||
λmin(MT M) < 0 (30)

Remark 6: The idea in Theorems 3 and 4 can be also extended to the synchro-
nization in networks, whose topology G(t) is time-varying. Let G(t) = (gij(t))
have the same definition as matrix G in the network (1) at the t instant. Suppose
that the topology G(t) is continuously time-varying, and it is not affected by the
node dynamics xi(t). Inspired by Theorems 3 and 4, we also obtain one sufficient
synchronization condition



Less Restrictive Synchronization Criteria in Complex Networks 385

∫ +∞
0 [μθ(−M(IN−1 ⊗K(t))M−1 −M−T (IN−1 ⊗K(t))TMT )

+(k2

ς + ς) + (1 + ||M(SG(t)⊗Γ2)||
λmin(MT M) )− c0u0

λmax(MT M) ]dt = −∞ (31)

where SG(t) has the same structure as Eq. (26) at the t instant.

Remark 7: We further consider the synchronization in the network given by

ẋi(t)=f(xi(t))+
∑
j �=i

gij(t)Γ1(xj(t)− xi(t))+
∑
j �=i

gτ,ij(t)Γ2(xj(t− τ)− xi(t− τ))
(32)

where Γi (i = 1, 2) are the inner coupling matrices. Let G(t) = (gij(t)) and
Gτ (t) = (gτ,ij(t)) have same definition as matrix G in the network (1) at the t
instant. Similar to Theorems 3 and 4, one sufficient synchronization condition
for network (32) is∫ +∞

0 [μθ(M(SG(t)⊗ Γ1 − IN−1 ⊗K(t))M−1

+M−T (SG(t)⊗ Γ1 − IN−1 ⊗K(t))TMT )
+(k2

ς + ς) + (1 + ||M(SGτ (t)⊗Γ2)||
λmin(MT M) )− c0u0

λmax(MT M) ]dt = −∞
(33)

Further, Theorem 4 can be also generalized to network (32) with continuous
time-varying inner coupling matrices Γ1(t) and Γ2(t). From Eq. (2) in the work
[12], one necessary condition for the synchronization in network (32) is (U ⊗
V )(G(t)⊗ Γ1(t)− In ⊗K) ≤ 0 for all time. Similar to the above discussion, this
condition is too strict, and condition (33) for the coupling matrices Γ1(t) and
Γ2(t) is less restrictive.

5 Numerical Simulations

In this section we verify the effectiveness of the proposed synchronization criteria
by using a three-dimensional system as a node in network (1). Each individual
node is described by ẋ1(t) = (−1 + 1.5sin(t))x1(t), ẋ2(t) = −3x2(t), ẋ3(t) =
−3x3(t). Further, its Jacobian is J(t) = diag{−1 + 1.5sin(t), −3, −3}. To begin
with, we prove the stability of the above system at its zero solution. From the
proofs of Theorems 1 and 2, the stability condition for the isolated node is∫∞

t0
[μ1(J(t) + J(t)T ) + (k2

ς + ς)]dt = −∞ for M = I3, and arbitrary small

positive constants ς and k. If we choose k2

ς + ς = 1,
∫∞

t0
[μ1(J(t)+J(t)T )+1]dt =∫∞

t0
[−2+3sin(t)+1]dt =

∫∞
t0

[−1]dt+
∫∞
t0

[3sin(t)]dt = −∞. Therefore the isolated
node can be asymptotically stable at its zero solution.

In this section the star-type coupled network is chosen to be the simulated
network. In this network, only one node is a center node with degree N − 1, and
all the other nodes with degree 1 are connected to this center node. Suppose
that all nodes are connected by their first states, namely Γ = diag{1, 0, 0}. In
this case the coupling matrix is
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G = c

⎡⎢⎢⎢⎣
−1 · · · 0 1
...

. . .
...

...
0 · · · −1 1
1 · · · 1 −(N − 1)

⎤⎥⎥⎥⎦
where c is a positive constant coupling. Let the number of nodes N = 10 and
c = 0.08. Obviously, two different nonzero eigenvalues of G are λ1 = −0.08 and
λ2 = −0.8. From Theorems 1 and 2, the synchronization condition for arbitrary
delay time τ is

∫∞
t0

[μ1(J(t) + J(t)T ) + (k2

ς + ς) + |λi|]dt = −∞, which can
be easily verified by the the above analysis. Simulations results with respect
to three states x1(t) (the dashed lines), x2(t) (the solid lines), and x3(t) (the
dashdot lines) are plotted in Figure 1 for the delayed time τ = 2. From this
figure, the network can be asymptotically stabilized at the zero solution of the
isolated node. Since μ1(J(t) + J(t)T ) = −2 + 3sin(t) are larger than zero during
certain time intervals, the Krasovskii-Lyapunov theory can not be successfully
used to analyze the stability of the network.

0 10 20 30 40 50
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2

0

2
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6

t

Fig. 1. The history curves of states xi(t) (i = 1, 2, 3)

6 Conclusion

In this paper we propose some novel synchronization criteria in complex net-
works with coupling delays, in which the topologies in networks can be sym-
metric and asymmetric. Compared with synchronization criteria resulting from
the Krasovskii-Lyapunov theory, the proposed synchronization criteria are less
restrictive.
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Abstract. Understanding the complexity of the cellular machinery rep-
resents a grand challenge in molecular biology. To contribute to the de-
convolution of this complexity, a novel inference algorithm based on linear
ordinary differential equations is proposed, based on high-throughput gene
expression data. The algorithm can infer (i) gene-gene interactions from
steady state expression profilesAND (ii)mode-of-action of the components
that can trigger changes in the system. Results demonstrate that the pro-
posedalgorithmcan identify both informationwithhighperformances, thus
overcoming the limitation of current algorithms that can infer reliably only
one.

Keywords: gene network, gene expression, reverse engineering, Ordi-
nary Differential Equations (ODE), compound mode-of-action.

1 Introduction

Thanks to the fast moving and recent advancements in technology, our society is
assisting to an unprecedent high-throughput production of information coming
from a variety of areas of human activity. This comprises, but is not limited
to, economic, social and biological data. In particular, we focus our attention
on biomolecular data. To deconvolute the structure underlying such data, cross
fertilization from diverse areas of research, and notably the introduction of exact
sciences in the realm of biology, has been a fundamental requirement to mine the
complex interaction that explains the data we observe. However, the task is far
from completed, and although economical, sociological and molecular systems
own peculiar characteristics, advances in the deconvolution of the complexity
in any of these areas bears the potential to significantly contribute to explain
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the complexity of the global system we live in. In the area of molecular biology
several high-throughput platforms are quickly becoming available [1], however,
gene expression data represents at the moment the most abundant source of
molecular high-throughput information. This work focuses on the identification
of networks of interaction among genes. Networks of interactions identify gen-
eral relationships among the nodes of the network (genes), thus, a link in the
network may not represent a physical interaction (carried on by intermediate
molecules such as proteins). However, these algorithms can be extremely pow-
erful in the initial characterization of unknown systems, taking advantage of
low-cost, high-throughput screens and generating relevant in silico hypotheses
that can be further and efficiently tested in wet lab. Moreover, these algorithms,
thanks to their ability to reconstruct networks on genome-wide data, offer a sys-
temic perspective of the interactions. Depending on the model adopted, these
methods can infer a causality in the relationship (directed networks) or rather a
simple ’connection’ among items (undirected networks). Many methods [2] have
been proposed to reverse-engineer gene expression data, that can either take
advantage of the evolution in time of the state of the system (time series, i.e.
[3]), or of different equilibrium states reached by the system (steady state, i.e.
[4]). Our approach focuses on the latter, more abundant, steady state data. To
achieve different equilibrium states of the system, the system is perturbed in dif-
ferent ways (i.e. knock-out, knock-down, alterations in the growing medium) and
the resulting expression data is collected once the system has reached the novel
equilibrium. Algorithms that handle these data typically output a representation
of the gene network in the form of a graph or an adjacency matrix (here called
A, [4,5,6]). These networks represent the relationships occurring among genes,
and offer a first impression of the complex pathways that are being activated in
the system under study. Alternatively these algorithms offer an estimation, for
example in the form of a ranked list, of the genes that were directly affected by
the perturbation in the experiments [7] (here called P ). When the perturbation
is obtained adding a compound in the environment of the cell, the genes iden-
tified by P represent the direct targets of the perturbing agents that have been
used to alter the equilibrium. This identifies an information extremely valuable
in areas such as chemogenomics, where the identification of a small molecule’s
direct target (also called transcriptional perturbations) can provide fundamental
information on its use as a drug. Because of this, P is also known to repre-
sent the mode-of-action of the perturbing compound. So far, a priori knowledge
of the direct targets of perturbation was required for a proper identification of
A [4], or alternatively, the identification of an estimate of P was not able to
produce a reliable representation of A [7], due to the high sensitivity of the al-
gorithms to errors in P . With our novel approach we aim at the identification of
both the gene network (A) and the single direct target matrix (P ), overcoming
the current limitation, while preserving and improving both performances. Our
approach can handle efficiently experiments resulting in single transcriptional
perturbations. Single transcriptional perturbations are useful to be quantified
when the entity of a single gene knock-down is unknown and when the action
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of perturbagens is supposed to target predominantly an individual (unknown)
transcript or protein, rather than several elements of a pathway. In the follow-
ing we present related methods (Section 2), details of our algorithm (Section 3),
validation results (Section 4) and their interpretation (Section 5).

2 Related Work

Number of approaches are being designed and tested to uncover the complexity
of molecular interactions. In the following we briefly describe currently used tools
based on Bayesian theory (Banjo, [6]), information science approach (ARACNe,
[5]) and ordinary differential equations (ODE, NIR and MNI [4,7]), that have
proven to be useful in the identification of gene networks or compounds mode-of-
action. All the above methods can handle steady-state data. Banjo [6] generates a
network space and screens then the best network structures attributing the most
appropriate conditional density function, by optimization of an objective func-
tion (Bayesian Dirichlet equivalence, or Bayesian information criterion). Banjo
can reconstruct signed directed network indicating regulation among genes, but
it cannot infer networks involving cycles (or loops). ARACNe (Algorithm for Re-
construction of Accurate Cellular Networks, [5]) is regarded as an information-
theoretic approach to gene network inference. It computes mutual information
(MI, [8]) for all pairs of genes profiles to estimate the independence between
genes and uses strategies (Data Processing Inequality, DPI) to successfully fil-
ter out the number of false-positive interactions. ARACNe cannot reconstruct
directed networks. Our approach is strongly rooted in two ODE-based methods
previously developed and validated. Namely, we used as a starting point NIR [4]
able to infer the network of genes interactions (A), provided the perturbations
(P ) are known, and MNI [7], able to rank the most likely direct target genes of
perturbations (estimate of P ). Briefly, these algorithms aim at the identification
of the function that describes the variation of gene expression matrix x over time
x′ = f(x, p), with x representing the steady state expressions of the N genes in-
volved in the network acrossM experiments, f is a non linear function that mod-
els how the expression values x andM experiments provoking external influences
p modify the genes’ activity. Assuming steady state and small perturbations,
these equations can be linearized around the equilibrium state, and become, for
a scalar element of the expression matrix x′il =

∑
j aijxjl + pil = aT

i · xl + p
il

with i, j = 1..N indicating genes and l = 1..M experiments. In matricial form
and at equilibrium this becomes AX = −P , with A being the N by N network
matrix (aij represents the action of gene j on gene i), X the expression data
(xil represents the expression of gene i in experiment l) and P the matrix of
transcriptional perturbations (pil represents the transcriptional perturbation of
gene i in experiment l), explaining the origin of our notations. These approaches
assume that only a limited number of connections among genes are possible, to
reflect the structure of the molecular pathways. Based on this sparsity assump-
tion, NIR uses multiple linear regression to infer the connections among genes.
Conversely, MNI is trained on the expression data in X to evaluate A and P
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through an iterative process based on the minimization of an objective function
(Sum of Square Errors, SSE).

3 Method

Our approach aims at identifying A and P based solely from the expression
data X , thus overcoming the necessity to have a priori information on the direct
target of the perturbation (P ), which is very often an important unknown of the
problem. To achieve this goal, we sought to chain the two algorithms in order
to use the prediction of MNI to feed NIR and infer the network. To do so, our
algorithm uses iteratively M − 1 experiments in X to predict the M -th column
(experiment) of P , as a ranked list of most likely targets. Due to the intrinsic
noise of the data and the limited deterministic predictive power of MNI, the
reliable identification of A,P is not trivial, especially when predicting complex
data, as it can be shown in Section 4, in the varying performances of MNI+NIR,
which represent the trivial chaining of the 2 algorithms (output of MNI used
directly as P for NIR, see Figure 1(a)). For this reason, other strategies had to
be integrated, schematically shown in Figure 1(b). Based on previous acronyms
(and on the obsessive search for the network identification) we call this new
approach Mode of Action & Network Identification Approach (MANIA).

In this approach, an estimate of P is produced by MNI, called PMNI , this
matrix contains the top ranking perturbations (we tested 1 and 10 top best,
parameter topP ), while all other values of PMNI are set to zero. When choosing
the single top perturbation option (topP = 1), the algorithm should perform at
its best, provided MNI reliably identifies the correct transcriptional perturba-
tion as the most likely (i.e. the best prediction is indeed the gene target). In this
case, in fact, no noise is added; however, we also tested the algorithm preserv-
ing the top 10 best predictions (topP = 10), to offer backup solutions in case
MNI is not able to find the correct perturbation as first choice. The core step
of the algorithm consists of the strategy used to clean PMNI from the incorrect

Fig. 1. Schematic view of the trivial chaining of MNI and NIR and of the strategies
implemented in MANIA, discussed in Section 3
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predictions, so that only the appropriate perturbation is used in NIR to predict
A. This strategy consists of two steps. The first is the iterative computation of
all the solutions for a given row of A, using all the predictions offered by PMNI .
The solutions are then ranked and only the topM best are preserved (along with
the corresponding perturbations) while computing the following rows. However,
this step alone is not sufficient, since, often, the solution that minimizes the
objective function (SSE) produces a local minimum of the objective function.
Choosing this solution can result in the identification of a unique minimum for
P and thus for all the rows of A. To overcome this issue, information about the
previous rows computed in A are used. Thus, another parameter (windows) has
been introduced to indicate the number of rows used as previous knowledge to
calculate and minimize SSE. In particular, SSE is computed on all the topM
solutions as X = −A−1

tmpP , where Atmp is the identity matrix (self-relation is
always assumed true) with the corresponding windows rows replaced by the so-
lutions already computed. By construction A is always invertible. For each row
of A and P only the best topM solutions are preserved before computing the
following rows of A,P . In our simulations, we set windows = 5 and topM = 200.
In our experience, these values represent a good compromise between computa-
tion time and accuracy. Pseudocode in Algorithm 1 gives more details about the
process.

4 Experimental Results

To validate our approach, we used two known benchmark datasets (here called
Dataset 1 [2] and Dataset 2 [9]), and compared our performances to state-of-the-
art algorithms briefly summarized in Table 1. These algorithms were used with
their default parameters values.

Dataset 1. This dataset consists of 20 instances of expression matrices X with
100 genes and 100 experiments, obtained from 20 instances of network matrices
A with sparsity 10 (indicating a maximum of 10 possible interactions for each
gene), and single perturbation for P (identity matrix). Gaussian noise (10%) is
added to expression data to better mimic real data. Performances are computed
using positive predictive value (PPv, also called accuracy) defined as TP/(TP +
FP ) and Sensitivity TP/(TP + FN), where TP ,FP and FN stand for True
Positive, False Positive and False Negative, respectively. Results were averaged,

Table 1. Network inference algorithms used for performances comparison

Software Download link Model
BANJO www.cs.duke.edu/ amink/ Bayesian method

software/banjo
ARACNe www.amdec-bioinfo. Information-theory method

cu-genome.org/html
MNI/NIR http://dibernardo.tigem.it/ ODE based method

wiki/index.php
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Input: gene expression profiles matrix X, user defined parameters

Output: Adjacency matrix A of gene network; mode-of-action matrix P

N:number of genes;

M: number of experiments;

topP: max number of perturbations proposed by MNI preserved in PMNI

per experiment;

topM: max number of solutions preserved per each row of A;

windows: max number of previously computed row preserved;

for i ← 1 to M do
Compute PMNI(:, i) with MNI from X(:, [1..i − 1, i + 1..M ]);

end
Sort PMNI columnwise in descending order → pIdx sorted index

matrix of PMNI;

arrayA1:topM ← NULL;

arrayP1:topM ← NULL;

for i ← 1 to N do
for j ← 1 to topP do

Create perturbation matrix Pmat in two steps:

(a). Pmat ← O(zero-matrix);

(b). Pmat(pIdx(j,m), m) ← PMNI(pIdx(j,m), m) , where

1 ≤ m ≤ M ;

Get j-th perturbation vector Pi(j, :) = Pmat(j, :);
for k ← 1 to Total number of all combinations of non-zero perturbations
in Pi(j, :), say Pijk do

compute i-th row of A, i.e. Aijk, with NIR and perturbation

Pijk;

compute Atmp,ijk as identity matrix with windows rows of

arrayAh(1 ≤ h ≤ topM) and Aijk as i-th row;

compute Ptmp,ijk as zeros matrix with previous windows rows

of arrayPh(1 ≤ h ≤ topM) and Pijk as i-th row;

compute SSEijk = (X − A−1
tmp,ijk · Ptmp,ijk)2 ;

end

end
Rank SSE and select topM Aijk solutions;

for h ← topM do
arrayAh = [arrayAh(1 : i − 1, :); Atmp,h(i, :)] ;

arrayPh = [arrayPh(1 : i − 1, :); Ptmp,h(i, :)] ;

end

end
A = arrayA1;

P = arrayP1;

Algorithm 1. Pseudocode for MANIA. Matricial notations follow Matlab syntax:
M(:, i) indicates column i in matrix M , M(i, :) indicates row i in matrix M .
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and proved to be stable with st.dev < 0.08 in all cases (standard deviations of
PPv/sensitivity for undirected networks are 0.07/0.07, and 0.06/0.06 for directed
networks).

Dataset 2. This dataset comes from the Dream2 Competition (Heterozygous
InSilico 1, Challenge 4) organized by the DREAM (Dialogue for Reverse Engi-
neering Assessments and Methods, [9]) consortium, whose objective is to cat-
alyze the interaction among researchers and improve progresses in the area of
cellular network inference. Data was generated using simulations of biological
interactions. Namely, the rate of synthesis of the mRNA of each gene is con-
sidered to be affected by the level of mRNA of other genes. For these reasons,
this represents a valuable and challenging benchmark to test reverse engineering
approaches. This dataset contains steady state levels of 50 genes of an hypo-
thetical wild-type organism and 50 heterozygous knock-down strains. All ODE
algorithms were tested assuming the number of connections associated with each
gene (connectivity of the network, and sparsity of the matrix) is 10, including
self-connection. Data were preprocessed with log-transformation of the expres-
sion ratio for each gene (knock-down vs wild-type strains). Ratios corresponding
to null levels of expression in wild-type were treated as unknown values, and
were set to zero as it was done in [4]. Standard deviation of each entry of the
data matrix X was computed against the 25-nearest neighbors of the gene of
interest, with the approach illustrated in [4]. Finally before computing A, the
absolute value of PMNI was normalized column-wise for numeric stability con-
sideration, however this step does not affect the results. Besides evaluating PPv
and Sensitivity (ROC curves), the adjacency matrix A was also scored following
the procedure adopted in the DREAM 2 Challenge, after scoring the connections
of A (normalizing the absolute values). Results were graded using the area under
the curve (AUC) for ROC (false positive vs true positive rate) and precision-
versus-recall curve (Prec vs Rec)) for the whole set of predictions. For the first

Table 2. Matrix A performance results of Dataset 1. MNI+NIR represents the trivial
chaining of MNI and NIR, with no strategy to identify the best performances and
keeping the single first best and 10 first best predictions of MNI (called respectively
MNI+NIR1 and MNI+NIR10). The same values were used for MANIA. Random refers
to the expected performances of an algorithm that selects pairs of genes randomly and
then infers an edge between them.

Directed Undirected
Algorithm PPv Sensitivity PPv Sensitivity

MNI+NIR1 0.84 0.75 0.86 0.76
MNI+NIR10 0.18 0.15 0.27 0.23
MANIA1 0.89 0.81 0.95 0.81
MANIA10 0.75 0.68 0.79 0.70

NIR 0.96 0.86 0.97 0.87
ARACNe - - 0.56 0.28
BANJO 0.42 - 0.71 0.00
Random 0.10 - 0.19 -
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k predictions (ranked by score, and for predictions with the same score, taken
in the order they were put in the prediction files), Precision was defined as the
fraction of correct predictions to k, and Recall was the proportion of correct
predictions out of all the possible true connections.

Figure 2 is the graphical version of the results of Table 3.
Table 4 and Figure 3 give the results produced by the algorithms for the

performances on the directed network. Although MANIA always shows good

Table 3. Performance Results on Dataset 2 on A undirected network

Precision at nth Correct Prediction AUC
Algorithm 1st 2nd 5th 20th Prec vs Rec Curve ROC Curve

MNI+NIR1 1.0000 1.0000 0.8333 0.4651 0.2859 0.6965
MNI+NIR10 0.0909 0.0609 0.1219 0.1639 0.1158 0.6230
MANIA1 0.5000 0.4000 0.5556 0.5714 0.3513 0.7957
MANIA10 1.0000 1.0000 0.6250 0.5405 0.3014 0.7191

NIR 1.0000 1.0000 1.0000 1.0000 0.5968 0.8202
ARACNe 1.0000 1.0000 0.5000 0.3279 0.2143 0.6658
BANJO 1.0000 0.3333 0.3125 0.4167 0.1900 0.5925
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Fig. 2. Performances for A on Dataset 2. AUC Curves for undirected network.

Table 4. Performance Results on Dataset 2 on A directed network

Precision at nth Correct Prediction AUC
Algorithm 1st 2nd 5th 20th Prec. vs Rec Curve ROC Curve

MNI+NIR1 0.5000 0.6667 0.5556 0.3279 0.1921 0.6999
MNI+NIR10 0.1429 0.2222 0.1724 0.1835 0.1107 0.6864
MANIA1 0.5000 0.4000 0.6250 0.3846 0.2258 0.7877
MANIA10 1.0000 0.6667 0.5556 0.3448 0.2066 0.7232

NIR 1.0000 1.0000 1.0000 1.0000 0.5781 0.8314
BANJO 0.5000 0.6667 0.2174 0.0559 0.0724 0.5441
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Fig. 3. Performances for A on Dataset 2. AUC Curves for directed network.

Table 5. Performance Results on Dataset 1 and Dataset 2 for the ODE-based algo-
rithms that can predict P

Dataset 1 Dataset 2
PPv Sensitivity PPv Sensitivity

MNI+NIR1 0.870 0.870 0.540 0.540
MNI+NIR10 0.094 0.920 0.066 0.660
MANIA1 0.950 0.860 0.750 0.540
MANIA10 0.798 0.830 0.526 0.600

performances, in this test, interestingly, it also clearly outperforms other ODE-
based algorithms. Possible reasons for this are discussed in Section 5.

5 Discussion

We have tested our approach against 4 different algorithms and across 2 datasets
interpreted as directed and undirected networks. In general, MANIA can perform
better than the state-of-the-art non-ODE approaches listed in Table 1, which
were used by setting parameters to their default values, and comparably well or
superiorly to ODE approaches as NIR or MNI+NIR. Our objective was to infer
A with performances as close as possible to NIR, which we considered as our gold
standard [2]. Before discussing further the performances, it is worth noting that
comparison between MNI+NIR and MANIA were done with the purpose to as-
sess the validity of the enhancements proposed, compared with our simpler idea
of directly chaining the two approaches (MNI and NIR). We figured that, given
the reasonably good performances of MNI on the identification of one perturba-
tion, MNI+NIR would be advantaged when used with the parameter topP = 1,
which offers to NIR the best possible P . In order to perform a fair comparison,
MANIA was also tested with this value of the parameter, however, we expected
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MANIA to perform better when it can take advantage of more proposed solu-
tions. Our final goal was to assess if, despite the expected variable performances
of the two algorithms with different parameter setting, MANIA could be able
to identify solutions with global better performances. This is indeed true for
the final output of A, and performances remain superior or comparable for the
identification of P , indicating that the modification introduced in the multiple
regression step defined in MANIA contribute to improve the final results. Overall
MANIA has proved to be comparable or to outperform the simplified approach
MNI+NIR, even when using identical parameter topP , thus, it guarantees more
stable performances, and offers results comparable to NIR, with no need for a
priori information on P . With respect to the identification of P , MANIA shows
stable and robust results comparable or outperforming MNI+NIR. These results
are confirmed when coming to the identification of A. In particular, when tested
against simple models for simulations (Dataset 1) the performances of MANIA
and MNI+NIR are inferior to NIR, however they do not degrade much and both
algorithms have the fundamental advantage to infer A from expression data only.
In the validation on Dataset 2 a more complex and realistic model, these trends
are confirmed, with even less variance in the performances, and highlighting the
superiority of MANIA. This supports the introduction of the algorithmic vari-
ations peculiar to MANIA. Since NIR was the best algorithm tested on this
dataset in the Challenge DREAM 2, the possibility to preserve or degrade lit-
tle the performances under more difficult conditions, represents an important
achievement. In general, compared to the best performing algorithm NIR, MA-
NIA has comparable performances in accuracy and the great advantage of not
requiring a priori knowledge on the targets of the perturbations. Compared to
NIR+MNI it has higher ability to remove the noise in matrix P, a characteristic
that becomes more and more crucial when the network represents more complex
interactions. Although at this level of analysis this is only speculation, it is quite
reasonable to assume that real network are indeed complex ones. At the other
hand, the lack of a priori information about P makes MANIA need to search
for an optimal P in a space spanned by PMNI , which increases its computation
effort when compared to NIR or MNI+NIR. From the Algorithm in section 3,
the main time cost is in the line of the computation of SSE involving inversion
which takes O(N3), thus MANIA scales as O(N4). Therefore MANIA can infer
networks with up to about thousands of vertices in reasonable time. However,
MANIA is easily parallelized (row-wise computations of A), and can thus handle
larger networks in reasonable time.

6 Conclusion

In this paper, a new reverse-engineering algorithm (MANIA) has been proposed,
which effectively couples two assessed approaches MNI and NIR and overcomes
their limitations, while preserving their performances. In our simulation exper-
iments, we have shown that MANIA can identify the network of interactions
among genes from steady state experiments provided single perturbations are



MANIA: A Gene Network Reverse Algorithm 399

causing the expression variations. This covers several applications, like single
gene knock-down or systematic small molecules testing [10], when assuming the
perturbation affects a single target. These are two widely used experimental
approaches with applications in chemo- and pharmaco-genomics and model or-
ganism research. Although MANIA performed encouragingly, it is worth noting
that there is only one single gene perturbed in each experiment in the system
under study. Our current work consists in the identification of a proper heuristic
for extending this application to multiple perturbation targets and apply the
validation to a larger variety of cases.
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Abstract. Owing to independent topologies and autonomic routing mechanism, 
the logical networks formed by Internet application business behavior cause the 
significant influence on the physical networks. In this paper, the backbone traffic 
of TUNET (Tsinghua University Networks) is measured, further more, the two 
most important application business: HTTP and P2P are analyzed at IP-packet 
level. It is shown that uplink HTTP and P2P packets behavior presents spatio-
temporal power-law characteristics with exponents 1.25 and 1.53 respectively. 
Downlink HTTP packets behavior also presents power-law characteristics, but 
has more little exponents γ = 0.82 which differs from traditional complex 
networks research result. Moreover, downlink P2P packets distribution presents 
an approximate power-law which means that flow equilibrium profits little from 
distributed peer-to peer mechanism actually. 

Keywords: Internet, traffic, application business, peer-to-peer. 

1   Introduction 

Unlike the early description of the network’s topology based on the random graph 
theory, the rapidly developing theory and methods of complex network have already 
been widely used in the research of Internet [1-4]. In 1999, the Faloutsos discovered 
the four kinds of power-law distribution characteristic involved in the topology of 
Internet AS(autonomous system) [5,6], which led to researches on the large number 
of topology models and growth mechanisms of Internet that have characteristics of 
power-law distribution, Inet, BRITE[7,8], etc. represented. The data resource of this 
kind of researches mainly comes from the measuring results of Internet topology 
based on Trace-route, provided by research institutions CAIDA and so on, such as 
Skitter, Oregon, etc[9]. On the other hand, after A.L.Barabási discovering the scale-
free characteristic of complex network, a large number of information networks’ 
topological characteristics based on the Internet application have been experimentally 
researched. A.L.Barabási, as a typical representative, used Robert to follow and catch 
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the WWW (World-Wide Web) page links, and proved that the WWW which consists 
of pages and hypertext links have the characteristic of power-law distribution [10]. 

Aiming at measurement and improvement of Internet performance, the work above 
has greatly advanced people’s comprehension of the Internet and the topological 
distribution of business in the Internet application layer. However, the default identity 
of network nodes in the statistical model leads to the research on application layer 
separated from that on the network layer. In the early work, we pointed out that the 
users` behaviors are a kind of logical application behavior which depended on the 
transmission capacity supplied by the Internet infrastructure, and meanwhile had 
independent topology and messaging rules [11,12]. The users` behaviors couple the 
users` nodes with the network nodes, which represent that the users` nodes launch 
business according to the logic of application layer, and after reaching the network 
nodes the business drives many changes of the network layer, such as the acceptance, 
routing, traffic, etc. This network structures which have coupled characteristic are 
already not able to be exactly described by the simple Internet power-law or WWW 
power-law. 

With the number of internet users growing exponentially, the influence to the 
distribution of network traffic bring by the distribution of users` behaviors is 
increasing and can not be neglected any more. The latest statistics from ISC(Internet 
Society of China) show that the site of number one network traffic in China attracts 
31% of the internet users to click it, and have the average click-through rate of 
6.8/(day person). The large-scale gathering characteristics of the users` behaviors lead 
to the serious imbalance in network traffic, so that the load-balancing technology such 
as CDN (Content Delivery Network) has been proposed. We have already found that 
the virtual network behaviors had a malignant influence on the whole characteristics 
of internet, although people have gradually understood the power-law in the internet 
and the topological distribution of business in the Internet application layer, the 
distribution characteristics of users` behaviors which joined them have not been paid 
enough attention to. The scientific measurements and quantitative descriptions of the 
distribution characteristics of users` behaviors have not been seen in literature. 

In order to understand the distribution characteristics of the behaviors of Internet 
application layer, this paper observes and analyzes the distribution characteristics of 
behaviors of Tsinghua University campus network, which is a local group of users, 
raises a topological constituting mechanism which uses bipartite graph model to 
couple users’ nodes with network nodes, and observes the Traces traffic of the total 
export of Tsinghua University campus network. Through filtering and merging we 
select certain kinds of typical business which take a large proportion (such as HTTP, 
P2P), and simplify the users` behaviors to the packet level to form a conclusion of 
quantitative analysis. The research indicates that for a kind of directed logical network 
constituted by users` behaviors, The uplink and downlink HTTP packets and uplink 
P2P packets show a consistent characteristic of power-law distribution in both time 
and space. The difference from conclusion of the traditional complex network 
research is that the power index γ of the distribution of business behaviors are both 
less than 2. Downlink packets of the P2P business satisfy a kind of distribution similar 
to the power-law. In this paper we calculate and discuss the status when the γ changes, 
and point out the physical meaning involved. 
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2   Bipartite Graph Model 

In the face of Internet, such a complex network system, we only focus on the whole 
measure of the users` behavior, so it can be abstracted to a structure with three 
network layers as shown in Figure 1. The core network takes charge of the main data 
transmission and exchange and the edge network is adjacent to the core network, 
which provides business and services. The access network is used to describe the 
physical topology of users` access nodes. The network business process is abstracted 
to: users produce business by the connecting network, and visit the edge network; The 
edge network answer the business request and drive the traffic distribution mainly of 
the core network, and also of other levels of networks. 

In order to measure the distribution of users` behaviors, i.e. the interaction between 
the edge network and the connecting network, this paper bring the “bipartite graph” in 
graph theory to further describe the logical connection between the edge network and 
the connecting network. The logical connection is different from the physical 
connection in Figure 1, see in [12]. 

 

Fig. 1. Network architecture 

 

Fig. 2. Bipartite graph model of users’ behavior 

G is called bipartite graph, if there is a partition of the vertexes V of the undirected 
graph G = <V,E>, V = V1∪V2, V1∩V2 = Ф, so that any for edge of G, its two ends are 
in V1 and V2 respectively. 

Let S (services) to represent the set of nodes of the edge network, H (hosts) to 
represent the set of nodes of the connecting network, the users` behaviors in the 
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specified time period constitute the one-way set of logical connections EHS between S 
and H. It is known through the network structure that S∩H = Ф, it does not matter to 
let V = S∩H, so the one-way graph GHS=<V,EHS> is a bipartite graph which describes 
the characteristic of behavior that the connecting network visits the edge network, the 
topology is shown in Figure 2. 

By measuring uplink traffic EHS, we can get the in-degree distribution of S, which 
can be seen as the distribution of the users behaviors to the network nodes. By the 
same token, let ESH to represent the behaviors of answers of network to the visit of 
users, which constitutes the bipartite graph of downlink traffic. The out-degree 
distribution of S is whole reflected of the feedback behaviors of the application layer. 

3   Application Business Packets Processing 

As one of the largest campus networks in China, the Tsinghua University campus 
network owns a ten thousand million bandwidth backbone. To ensure the high enough 
sampling rate, the original velocity of flow got in the total export is about 250MBps, 
even if we analyze traffic of 1 minute, the quantity of date is about 15GB, so it will be 
difficult to measure and process the data in a long period. In fact, each IP datagram 
header contains a wealth of information, the filed of source address and destination 
address in the protocol tree can completely define the visiting behaviors of a group. 
This paper catches all packet headers of group in the experiment, and completes the 
data statistics of EHS by analyzing the source and destination address, which greatly 
reduces the data quantity. 

For the two typical business which take the largest proportion of network traffic: 
HTTP and P2P (peer-to-peer), the original packet header files can not used directly 
for the statistics of users` behaviors, since there are a large number of different 
protocols, different sorts of business and useless “noise” packet headers, which should 
be filtered a second time. The experiment uses tools such as tcpdump and Ethereal to 
do multi-stage filter to the original traffic, and finally obtains the pure set of packet 
headers of HTTP and P2P. 

Take the uplink bipartite graph as example, a visit behavior from connecting 
network H to the edge network S, is sliced up to several groups in the according IP 
layer. By classification and integration the set of packet headers obtained above, we 
can get the set of visit records from H to S, which is shown as EHS in Figure 2. This 
paper decomposes users` behaviors to the scale of data packet so as to make a more 
basic analysis. 

4   Performance Evaluation 

In the experiment we used the uplink and downlink traces traffic in the Tsinghua 
University campus network. Data are collected in 7 different dates to ensure the 
statistical stability. The time period is about 1 hour, the number of groups is 106 
orders, the data quantity of packet headers is more than 25GB, and the magnitude of 
the connecting network and the edge network are both 104 orders. 
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Fig. 3. Proportion of different Internet application business in backbone traffic 

Figure 3 counts the uplink proportion distribution of several mainstream business 
(or application environment). The results indicate that the users` behaviors lead to the 
big difference between the proportions different business’s traffic take. Maze, Emule, 
BiTTorrant and PPLive are all P2P application, they take the proportion close to 
HTTP, and the two take the vast majority of network resources. Actually, the 
experiment simplifies the connecting network H to the local range of Tsinghua 
University campus network, and the campus network is itself a huge Web Cache, 
inside which there are widely resource sharing, and the export traffic is reduced. So in 
actual situation the traffic of P2P business may take a greater proportion. As the 
mainstream businesses, HTTP and P2P accept the vast majority of users` behaviors, 
so we will mainly focus on these two businesses to do the statistics and discussions. 

4.1   Statistics of HTTP Packets 

This section discusses the behaviors of HTTP business between the connecting 
network and the edge network. This kind of behaviors in the application layer mostly 
result from the users clicking URL hypertext links to visit the web sites and download 
information, so it is a kind of two-way interactive behaviors. We first consider the 
uplink from the connecting network to the edge network. In the experiment, we filter 
the groups of HTTP businesses from the uplink trace flows and deal with them with 
relevant methods, and measure the in-degree distribution of the edge network nodes 
(web site) in different scales of time. It should be noted that the whole characteristic 
that the edge network accept the users` behaviors directly influence the basic network 
performance of the physical network such as load balance, quality of service and so 
on,[12] which is more significant relative to the distribution characteristics of the 
node degree of connecting network. 

Because of the limitation of data quantity and processing ability, it is not able to do 
the traffic monitoring and analyzing in any large time scale at will. In order to 
confirm the statistical stability in time, we do the statistics of the grouping behaviors 
in two time scales. Figure 4 and Figure 5 shows the results of the uplink distribution 
of the grouping HTTP businesses, with the log-log coordinate system to be easily 
shown, and in which uplink traffic of 1 minute and 1 hour time intervals are 
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respectively used. In the figure, k represents the degree of the edge network nodes, 
p(k) is the corresponding distribution function. The results indicate that the visits from 
HTTP groups to the edge network nods distribute as power law, and have consistent 
characteristics in different time intervals. Take the results of 1 hour observing time as 
example (Figure 5), the distribution of k satisfies 

p(k) = Clk
-γ (1) 

By fitting we can get Cl = 0.69, γl = 1.25, and the error is less than 0.1. In the case 
that the observing time is 1 minute, γs = 1.23, which is a little smaller. The statistics 
above reveals that the there exists power-law among the behaviors of grouping HTTP 
business, most of the edge nodes servers accept a relatively small part of business, 
while the minority of the nodes accept most of the user` behaviors, so the HTTP 
business have the apparent characteristics of cluster. Not like the scale-free properties 
pointed out by the complex network research, we confirm this phenomenon from the 
perspective of application-layer behaviors, and provide a direct explanation about the 
load imbalance of the actual network. Figure 6 can help us to understand the influence 
that scale-free HTTP business behaviors bring to the network more profoundly. After 
descending sorting the edge network nodes by degree, the top 10% node servers 
accept about 80% of the HTTP business, which leads to a local network peak, but a 
low efficiency. Therefore, to optimize the popular resource nodes has naturally 
become the main idea of the technology of Internet load balance at present.  

In the statistics of the downlink distribution of HTTP grouping behaviors, the 
phenomenon of power-law is also discovered (Figure 7), and γ = 0.82. The resource 
nodes of the edge network will generally answer the users` uplink visiting behaviors, 
based on the analysis above, few popular resource nodes will produce the downlink 
answers which take a relatively large proportion (such as the file download, etc.), 
which leads to the distribution of scale-free behaviors, and aggravates the entirely 
load imbalance. 

In the bipartite graph shown in Figure 2, N represents the maximal accessing 
number of the edge network nods in the specified period of time, which is the 
increasing function of the number of user M. For the sake of a convenient qualitative 
discussion, we uniformly use N to represent them. It is easy to see that the distribution 
of degree of the edge network nodes satisfies. 
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The mean and variance is dμ = D1, dσ = D2-D1
2 respectively, and with the increase 

of γ, the D1 and D2 both decrease. When γ→∞, dμ→1, dσ→0. So the increasing 
process of γ is a topological changing process that the heterogeneous characteristic of 
scale-free network gradually fades away, and tends to uniformity. 

For the uplink business, γ∈(1,2], when N is large enough, we have D1 = O(N2-γ),  
D2 = O(N3-γ), dμ«N. The mean value of the degree of the edge network node is 
significantly lower than the entire network level, while the mean and the variance both 
diverge, which is the obvious feature of the scale-free property. Compared with the 
traditional explanation about the flat network from complex network theory (γ∈(2,3]), 
the actual measured behaviors of application layer have stronger characteristic of 
cluster. Since the proportions of the traffic of uplink and downlink businesses are quite 
asymmetric, large number of downlink groups aggravates the heterogeneous character-
istics of network, which results in the smaller power index γ = 0.82. 
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Fig. 4. Statistics of HTTP uplink packets. One minute uplink trace flow is measured. 
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Fig. 5. Statistics of HTTP uplink packets. One hour uplink trace flow is measured. 
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Fig. 6. Uplink HTTP packets collective behavior versus edge network nodes sorted by accessing 
times 
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Fig. 7. Statistics of HTTP downlink packets. One hour downlink trace flow is measured. 

4.2   Statistics of P2P Packets 

With the development of broad band and the increasingly demands for the audio and 
video files, P2P businesses have gradually become the kind of business which use the 
most network resources. From the experiments, we can see that the uplink packets of 
P2P also entirely shows an obvious characteristic of power-law, with the power index 
γ = 1.53, a little bigger than that of HTTP grouping status, which indicates that the 
application layer behaviors diverges more for the assembly of P2P resources. Since 
the users’ uplink behavior is a common reflect of information demands, the same with 
the characteristics of the HTTP uplink packets, a small number of popular resource 
nodes attracts the vast majority of grouping visits (Figure 9), represented by the 
assembly of users to the searching services nodes of P2P. 

For the two mainstream businesses, HTTP and P2P, the downlink mechanisms of 
traffic and the resources using statuses are quite different, which is also reflected in 
the statistics of the downlink behavior of P2P business. As in Figure 10, it is a similar  
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Fig. 8. Statistics of P2P uplink packets. One hour uplink trace flow is measured. 
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Fig. 9. Uplink P2P packets collective behavior versus edge network nodes sorted by accessing 
times. 
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Fig. 10. Statistics of P2P downlink packets. One hour downlink trace flow is measured. 
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power-law distribution, the difference between nodes decreases, and the number of 
popular nodes is enlarged. The P2P business itself mainly shares long stream 
transmission. If we gather the statistics from the point of grouping, each node must 
have quite big degrees; and the mechanism of distributed peer-to-peer sharing 
resources, to a certain extent, curbs the flow imbalance and alleviates the power-law 
characteristic of business. However the grade difference of the network nods also 
exists obviously, for the edge network S, the node load is quite of imbalance, and the 
characteristic of assembling (diverging) still exists. The experiment indicates that the 
P2P mechanism improves the efficiency of resource sharing from the peer-to-peer 
perspective. However, it is a pity that it contributes very little to the flow balance in 
the physical network, and itself also occupies large part of network resources and 
redundantly costs the long stream, which will enlarge the influence of this kind of 
similar power-law characteristic to the traffic distribution, and this is a major conflict 
that can not be avoided. 

5   Conclusion 

In the former work, we use the simulation of abstract model to point out that the 
behaviors of application behaviors and the coupling of physical networks will 
influences the overall dynamics of Internet, with the development of network and the 
increasing of number of users, the influence from the behaviors of application layer to 
the distribution of the entire network traffic can not be ignored any more. This paper 
observes and researches the distribution characteristic behaviors of Tsinghua 
University campus network, such a local users group, based on the topology of 
bipartite graph which couples users nodes with the network nodes, in the scale of IP 
grouping we do the statistics and discussion about the two typical businesses, HTTP 
and P2P businesses, which take the most proportion of network traffic, and obtain the 
conclusions below: 1) The uplink distributions of HTTP business and the P2P 
business groups both show a consistent power-law distributed characteristic in time 
and space, the power index is respectively 1.25 and 1.53. A few popular resource 
nodes attract the vast majority of users` behaviors, which has a obvious characteristic 
of cluster. 2) The downlink packets of HTTP business show the power-law 
characteristic, and γ = 0.82, which is a little different from the traditional explanation 
about the flat network from the complex network theory. And the actual measured 
behaviors of application layer have a stronger characteristic of cluster. 3) Downlink 
packets of P2P business satisfy a distribution similar to the power-law, and the peer-
to-peer mechanism contributes little to the traffic of physical network. 

The general power-law characteristic shown in the behaviors of Internet applica-
tion will heavily leads to the network load imbalance, the declining of the bandwidth 
utilization rate, and aggravates the rate of deterioration of the local network. The 
increasing P2P business occupies large quantities of network resources, however it 
doses not provide the obvious support for the physical network balance at the same 
time. This kind of actually measured characteristic of behaviors of application layer 
urges us to not only focus on the single layer of network or technical development in 
local range, but also entirely observe and research a series of theories and methods of 
analysis of network traffic, routing balance, topological design and so on. 
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Abstract. We consider collisions of moving breathers (MBs) in the
Peyrard-Bishop DNA model. Two identical stationary breathers,
separated by a fixed number of pair-bases, are perturbed and begin to
move approaching to each other with the same module of velocity. The
outcome is strongly dependent of both the velocity of the MBs and the
number of pair-bases that initially separates the stationary breathers.
Some collisions result in the generation of a new stationary trapped
breather of larger energy. Other collisions result in the generation of
two new MBs. In the DNA molecule, the trapping phenomenon could
be part of the complex mechanisms involved in the initiation of the
transcription processes.

Keywords: Discrete breathers, intrinsic localized modes, moving
breathers, breather collisions, Peyrard-Bishop model.

1 Introduction and Model Set-Up

The DNA molecule is a discrete system consisting of many atoms having a quasi-
one-dimensional structure. It can be considered as a complex dynamical system,
and, in order to investigate some aspects of the dynamics and the thermodynam-
ics of DNA, several mathematical models have been proposed. Among them, it
is worth remarking the Peyrard–Bishop model [1] introduced for the study of
DNA thermal denaturation. This model, as well as some variations of it, have
also been used extensively for the study of some dynamical properties of DNA.

The study of discrete breathers (DBs) in chains of oscillators is an active
research field in nonlinear physics [2,3,4,5]. Under certain conditions, stationary
breathers can be put in motion if they experience appropriate perturbations [6],
and they are called moving breathers (MBs). There are no exact solutions for
MBs, but they can be obtained by means of numerical calculations.

In the Peyrard–Bishop model, the existence of DBs has been demon-
strated [7,8], and DBs are thought to be the precursors of the bubbles that
appear prior to the transcription processes in which large fluctuations of energy
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have been experimentally observed. Some studies about the existence and prop-
erties of MBs in the Peyrard–Bishop model including dipole-dipole dispersive
interaction are carried out in [9,10].

In this work, we consider the Peyrard-Bishop DNA model, which Hamiltonian
can be written as

H =
N∑

n=1

(
1
2
mu̇2

n +D(e−bun − 1)2 +
1
2
ε0(un+1 − un)2

]
, (1)

the term 1
2mu̇

2
n represents the kinetic energy of the nucleotide of mass m at the

nth site of the chain, and un is the variable representing the transverse stretching
of the hydrogen bond connecting the base at the nth site. The Morse potential,
i.e., D(e−bun − 1)2, represents the interaction energy due to the hydrogen bonds
within the base pairs, being D the well depth, which corresponds to the disso-
ciation energy of a base pair, and b−1 is related to the width of the well. The
stacking energy is 1

2ε0(un+1 − un)2, where ε0 is the stacking coupling constant.
In scaled variables this Hamiltonian can be writing as:

H =
∑

n

[
1
2
u̇2

n + V (un) +
1
2
ε(un − un+1)2

]
, (2)

where un represents the displacement of the nth pair-base from the equilibrium
position, ε is the coupling parameter and V (un) is:

V (un) =
1
2

(exp(−un)− 1)2 . (3)

Time-reversible, stationary breathers can be obtained using methods based
on the anti-continuous limit [11]. At t = 0, u̇n = 0, ∀n, and the displacements
of a breather centered at n0 are denoted by {uSB,n}. A moving breather {ut,n}
can be obtained with the following initial displacements and velocities:

u0
MB,n = uSB,n cos(α(n − n0))

u̇0
MB,n = ±uSB,n sin(α(n− n0)) . (4)

The plus-sign corresponds to a breather moving towards the positive direction
and the minus one, the opposite. This procedure works as well as the marginal-
mode method [6] and gives good mobility for a large range of ε. The translational
velocity and the translational kinetic energy of the MB increase with α. We
use Eqs. (4) as initial conditions to integrate the dynamical equations using a
symplectic algorithm [13].

The study begins generating two identical stationary breathers, with the same
frequency, separated by a fixed number of pair-bases between their centers. We
call Nc the number of pair-bases separating initially the centers of the two DBs.
Both breathers are in phase, that is, before the perturbation, each breather is
always like the mirror image of the other one. The perturbation should be given
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simultaneously to both breathers and the initial conditions of each breather given
by Eqs. (4), with the plus sign for one breather and the minus sign for the other
one. In this way the MBs travel with the same modulus of velocity, but opposite
directions, and they are in phase.

2 Results and Conclusions

We can analyze collisions with a fixed value of the parameter α and different
values of Nc so that the colliding MBs keep unchanged. Also, we can analyze
collisions varying the parameter α maintaining fixed the number Nc, thus the
colliding MBs change for each value of α. We write

Nc = No + jj, (5)

where No is a fixed number to guarantee that the breathers are initially far
apart, and jj is a positive even number.

In the first approach we fix the parameter α and perturb the DBs varying
their separation Nc, thus the only difference between two collisions is the time
passed between the initial perturbation and the initiation of the collision.

We consider collisions where the DBs are in phase and perturbed simultane-
ously. We have taken No = 40 and jj varies in the interval [0,100] with step size
2. Then, up to fifty different collisions can be analyzed for a fixed value of α
and ε.

We have performed an extensive numerical simulations considering different
values of the coupling parameter ε, and MBs with different values of the wave
number α. The values of ε have been taken in the interval [0.13,0.35] with step
size 0.01. For each value of ε the values of α have been taken in the interval
[0.030,0.200] with step size 0.002. We present the results obtained with ε = 0.32
and α = 0.048; α = 0.138; α = 0.18, which correspond to MBs with increasing
velocities. These values are representative of the different scenarios that can be
found. Fig. 1 represents the trapped energy versus jj for these three cases. The
qualitative results are similar for other values of the parameters (ε, α).

Fig. 1(left) corresponds to the case with the smallest velocity, i.e., α = 0.048,
the distribution of points appears in a narrow band and there are no points
with trapped energy close to zero. When the MBs have small enough kinetic
energy, most of the energy gets trapped after the collision and two small MBs
are generated traveling with opposite directions, they transport the remaining
energy except a small part that is lost in the form of phonon radiation. Notice
that for jj up to 30, the points oscillate following a repetitive regular pattern,
and this regularity begin to change as jj increases.

For intermediate values of α the phenomenon of non-trapping, or breather gen-
eration, appears for some values of jj. This can be appreciated in Fig. 1(central),
obtained with α = 0.138, where some points appear with trapped energy close
to zero, this means that after the collision almost all the energy is transported
by two emerging MBs with the same velocities that the incoming MBs’. For this
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Fig. 1. Three distributions of points representing the trapped energy versus jj, for
α = 0.048, α = 0.138, and α = 0.18, respectively. Coupling parameter ε = 0.32 and
breather frequency ωb = 0.8.

value of α two points in the upper band is followed by one point that fall down
close to zero.

For α = 0.18, the upper band is divided in pieces and another fragmented
lower band appears. There are alternating intervals of Nc values corresponding
to the upper band and other corresponding to the lower band. This means that
there are some successive values of jj associated with trapping, followed by other
ones associated with breather generation, see Fig. 1(right).

Fig. 2 shows the displacements versus time for eight collisions of Fig. 1(central),
corresponding to jj = 34, ...., 48, with the fixed value α = 0.138, ε = 0.32 and
breather frequency ωb = 0.8.

Fig. 3 shows the evolution of the trapped energy for the collisions with jj =
34, ...40 of Fig. 2. For jj = 34 and jj = 40 two new breathers are generated.
The other cases correspond to breather trapping with breather generation.

It is interesting to study the collisions maintaining fixed the number Nc and
varying α for fixed values of ωb and ε. In real DNA the MBs could be generated at
fixed points of the chain by the action of proteins. Obviously, the phenomenology
is similar to the previous case and the study has permitted to observe a great
sensitivity of the outcomes with respect to the parameter α ( Ref.[14]). To see
this, let us consider the results for three nearness values of α with Nc = 40,
ε = 0.32 and ωb = 0.8:

For α = 0.1370, the collision produces three new breathers, a trapped breather
containing most of the initial energy and two new MBs.

For α = 0.1372, there is a noticeable attenuation of the amplitude of the
trapped breather, which anticipates an entirely new outcome. The emerging
MBs contain most of the initial energy.

For α = 0.1374, there is no trapping and two new MBs emerge with almost
the same velocity that the colliding breathers’.

The previous studies let us to conclude that for a given values of ε and ωb,
the relevant parameters to determine the outcomes of the collisions are both α
and the number Nc.
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Fig. 2. Displacements versus time for eight collisions corresponding to jj = 34, ..., 48,
with the fixed value α = 0.138. Coupling parameter ε = 0.32 and breather frequency
ωb = 0.8.
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Fig. 3. Trapped energy versus time corresponding to the first four collisions of Fig. 2,
respectively

The simulations of MB collisions in the Peyrard-Bishop DNA model show a
new mechanism for concentrating energy in DNA. When two MBs collide, it
is possible, in some favorable cases, to get stationary trapped breathers with
more energy than the colliding breathers. These breathers are also movable and
after colliding with other ones, could give rise to even more energetic stationary
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breathers. This mechanism could be part of the complex mechanisms involved
in the initiation of the transcription processes.

We are performing extensive numerical simulations of other types of collisions
that can appear in the DNA molecule, which will be published elsewhere.
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Abstract. An urban microeconomic model of households evolving in a 2D 
cellular automata allows to simulate the growth of a metropolitan area where 
land is devoted to housing, road network and agricultural/green areas. This 
system is self-organised: based on individualistic decisions of economic agents 
who compete on the land market, the model generates a metropolitan area with 
houses, roads, and agriculture. Several simulation are performed. The results 
show strong similarities with physical Dieletric breackdown models (DBM). In 
particular, phase transitions in the urban morphology occur when a control 
parameter reaches critical values. Population density in our model and the 
electric potential in DBM play similar roles, which can explain these 
resemblances. 

1   Introduction 

In this paper, we propose a model of self-generated city where households evolve in a 
cellular automata space. We simulate the growth of a metropolitan area where land is 
devoted to housing, road network and agricultural/green areas. Such as several 
previous papers, the results show strong similarities with the Dieletric breackdown 
models (DBM) proposed in physics. Our contribution is to show that this property 
holds with urban economics micro-foundations, while previous works use diffusion 
mechanisms close to DBM, which are far removed from household's behaviour in 
urban economic theory. 
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1.1   The Literature 

Cellular Automata (CA) have been widely used in urban geography for simulating the 
development of cities. Various types of modelling strategies can be distinguished. A 
first group favors abstract approaches for studying the interactions between groups of 
populations. They are linked to the concept of self-organisation (see, e.g., Schelling, 
1971; Couclelis, 1985; Phipps, 1989). In a second trend of papers, urban growth is 
modelled more concretely by referring directly to physical (or biological) models to 
generate structures that reproduce the morphological evolution of cities (see, e.g., 
Batty and Longley, 1986; Batty 1991; Frankhauser, 1991; Makse et al., 1995). A third 
type of models introduce into the previous ones rules that describe in a heuristic way 
and on an aggregated level the spatial interactions between different land uses see, 
e.g., White and Engelen,1993; 1994). A common concern of these approaches is the 
absence of micro-economic fundations. Caruso et al. (2007) and Cavailhès et al. 
(2004) are attempts to bridge this gap, the first paper dealing with CA, the second 
with a fractal setting. 

In the meantime, other concepts have been proposed to simulate the formation of 
clusters. One such example in physics is Diffusion-limited aggregation (DLA), 
proposed by Witten and Sander (1981), which is the process whereby particles 
following a random walk cluster to form aggregates. It was applied to simulate town 
growth (see, e.g., Benguigui, 1995; 1998; or, in a percolation version: Makse et al., 
1998). Combining DLA with electric fields, Niemeyer et al. (1984) proposed the 
Dielectric breakdown model (DBM) to describe the patterns of dielectric breakdown 
of solids, liquids, and gases, and to explain the formation of the branching, self-
similar Lichtenberg figures. DLA and DBM have been applied in physics (e.g., 
discharges in non-homogeneous material (Peruani et al.), surface thermodynamics 
(Bogoyavlenskiy et al., 2000)) and chemistry, such as biology (see, e.g., Chikushi and 
Hirota, 1998; Li et al., 1995) or urban geography (see, e.g., Batty, 1991). DLA and 
DBM models can only generate connected aggregates. It thus seems difficult to apply 
them as such at periurban zones where built areas are in patches scattered in the 
countryside. This lead Benguigui et al. (2001) to propose an approach where they 
introduce leap-frogging. Another concern of the urban applications of DLA-DBM 
models is the thin link to urban economics theory. Recently, authors have proposed 
models with economic foundations that lead to DBM-like diffusion mechanisms (see, 
e.g., Andersson et al., 2002). 

1.2   The Self-organised Growth of a Metropolitan Area 

The purpose of this paper is to investigate the development of a metropolis where 
economic agents living in residences scattered in a mixed residential/agricultural area 
commute to work to an exogenous Central Business District (CBD) by an endogenous 
road network. This system is self-organised (except for some elementary urban growth 
rules): based on individualistic decisions of agents who compete on the land market, 
the model generates a metropolitan area with houses, agriculture and the road network. 

Land belongs to absentee landowners, each renting her parcel to the highest bidder, 
either a resident or a farmer, hence determining land occupancy. Farmers produce 
food stuff and a green amenity (open space, landscape, etc), which is a by-product 
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enjoyed by neighbouring residents. Households arrive sequentially in the city and 
choose their location by maximizing a utility function subject to a budget constraint. 
Each migrant chooses freely its location, considering the commuting cost to the CBD, 
the rent of the residential plot determined by the competition on the land market and 
the surroundings. She enjoys both open space/agricultural amenity and local public 
goods (respectively negative and positive functions of the neighboring population 
density). 

As households migrate into this growing city, agricultural cells are developed, 
while the local public authority creates a connected road network so as to provide all 
new households with an access to the CBD. At each step, a resident can move in 
another cell of the city to maximise her utility if the migrant changes her 
surroundings. This competition leads to an adjustment of the residential rent until all 
the inhabitants obtain the same utility (short run equilibrium, instantaneously reached 
in our framework). Thus, the city grows according to the individual choice of the 
economic agents, leading to a self-organization of the residential space, the road 
network and the open-spaces. The mean commuting cost increases with population 
and thus households' utility progressively decreases. Migration stops when 
households' utility equals the utility of the rest of the world(i.e. long run equilibrium). 

Our analysis privileges the morphological properties of the emerging road network. 
Appropriate fractal measures are used to this end. One of the main results is the 
occurrence of phase transitions between linear and dendritic structures when varying 
the parameters. This is akin to what is observed in the literature with DBM models. 
Some interesting analogies between both models are elaborated. 

The remainder of the paper is organised as follows. Section 2 presents the 
microeconomic model and the cellular automata environment where households 
evolve. Section 3 provides some simulations and their morphological properties. 
Next, Section 4 compares these findings with similar results obtained in physics and 
chemistry. Section 5 concludes. 

2    An Economic Model for Residential Location 

2.1   General Setting 

We consider a closed 2D space with a set of cells i . A pointwise central business 
district (CBD) is located exogeneously at the centre of the grid, where two preexisting 
orthogonal roads intersect. Initially, the rest of the grid is occupied by farmers who 
produce stuff food under constant returns to scale and sell this output on the world 
market. Each cell has three possible (mutually exclusive) states: residential, road, or 
agricultural (or undeveloped), which we respectively denote by j , k  and l . The grid 

is gradually filled in by residences and roads from undeveloped cells. Such 
conversions are irreversible. 

2.2   Residential Growth 

Households' preferences are represented by a Cobb-Douglas utility function 
γβαδ SEHZU = , whose arguments are Z , a non-residential composite good made up 
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of every market good except housing, H , housing, E , open-space externalities 
(greenness), and S , local public goods externalities. Each household maximizes U  
under a budget constraint: SRZdY +=−θ , where Y  is the income, θ  the unitary 
commuting cost,  d   the distance to the city centre and R  the unitary land rent (the 
composite good is taken as the numeraire, hence 1=Zp ). The parameters ]1,0[∈δ , 
and δα −=1  indicate respectively the preference for the composite good and for 

housing, whereas 0≥β  and 0≥γ  are respectively the preference parameters for 

open-space and for social externalities. The first-order conditions for a constrained 
optimum yield the demand functions of Z  and S  as well as the indirect utility function: 

γβαθ SERdYV −−= )(                                               (1) 

Households arrive one by one. At each time step t , the migrant picks up the cell l  
that maximizes its indirect utility function, considering the commuting cost t

ldθ  to the 

city centre, the land rent t
lR  of her residential plot, the neighbourhood open-spaces 

t
lE  (i.e. the density of agricultural cells within a given radius around l  at 1−t ), and 

the local public goods t
lS  (i.e. the density of residential cells in the same 

neighbourhood at 1−t ). 
A migrant evaluates the indirect utility (1) provided by each agricultural cell. Her 

bid rent (a reservation level of the land rent) equalises the utility she can obtain in the 
city with the utility of the rest of the world (open city model of urban economics). 
Nevertheless, several agricultural cells provide the same utility: the migrant can put 
the landowners in competition to obtain a decrease of the rent actually paid, until the 
land rent reaches Φ , the agricultural rent. Her indirect utility function is:  

.)()()( γβαθ t
l

t
l

t
l

t
l SEdYV −Φ−=                                           (2) 

For more details about the microeconomic program, see Caruso et al. (2007). Let 

lρ  be the density of residences within a given neighbourhood around each 

undeveloped cell l . We define the two neigbourhood externalities as 
1−−=

t
leEt

l
μρ  and 

1−

=
t
leS t

l
νρ . (2) can be written (for simplicity, we ommit t  and l  indexes) 

γνρβμραθ eedYV −−Φ−= )( , where βμ  and γν  are undistinguishables. Thus we fix 1=μ  
and 5.0=ν . Let  

.max t
l

l

t VV =                                                            (3) 

The city continues to grow as long as the utility of an entrant as measured by 
(Uentrant) exceeds a given threshold V , which is the utility she enjoys in the rest of 

the world. When VV t = , we obtain a so-called long-run equilibrium. 

2.3   Network 

Households access the CBD via a road network gradually built by the local authority, 
which builds new roads where necessary to provides each new household with an 
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access to the CBD: all the residences must be linked to the existing road network. For 
deciding which undeveloped cells will be converted to roads, we minimize the 
number of new road cells to be created at each time step. 

3   Morphological Properties of Patterns Generated by the  
S-Ghost-City Model 

A Java-based software (called S-GHOST) was implemented to simulate the model 
described above. The parameters are the household's income Y , the share of income 
devoted to housing α , the agricultural rent Φ , the preference for green and social 
externalities β  and γ , the size of a cell's neighborhood x , and the transportation cost 

θ . Ex-aequo cells are solved randomly. One of the most striking outcome is the 
structural change in the urban morphology that occur when β  and γ  cross some 
thresholds. In Figure 1, we illustrate the shape of the patterns obtained for fixed  
β  =0.25. 

We observe that for γ -values lower than 0.11 residents disperse around the CBD 

since they look for green amenities in their vicinity and are rather indifferent about 
social amenities (see Figure 1 (a)). Hence, agricultural cells subsit around build-up  
 

 

Fig. 1. Long-run equilibria for β = 0.25 and varying γ 
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cells. At the threshold 11.0=γ  and above, preferences for social and environmental 
amenities compensate. The residents line up on the sides of the two preexisting 
orthogonal roads in order to minimize the commuting cost, because moving to a 
lateral location would increase this cost without providing enough social or open-
space compensation (Figure 1 (d)). The compensation effect is evident when 
comparing Figure 1 (d) to Figure 2 (a) where 0.0=β  and 0.0=γ , i.e. where 
residents are indifferent to their neighbourhood. 

In Figure 1, beyond a second critical value of 34.0=γ  the city expands again 
along lateral streets (surfacic pattern). Migrants accept the higher commuting cost of a 
lateral cell because this cell provides more local public goods than in the cross-like 
city, due to a higher density. As γ  increases further, residents cluster together more 

densely as they taste for social contact increases. However, green cells separating the 
built-up cells still exist up to γ  around 0.40. Beyond that value, the preference for 
social contacts dominates residential choice: compact clusters emerge. Moreover, 
singular phenomena may occur as shows the example of Figure 1 (i), (j) and (l). Here, 
the access to green areas is blocked by culs-de-sacs so that migrants have to go further 
to have still access to the CBD. 

We now come to the second series considered, which refers to 0=γ  and a set of 

different values of β  (Figure 2). 

 

Fig. 2. Long-run equilibria for γ = 0 and varying β 
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Hence residents do not have any taste for local public goods, but they are more or 
less interested by green amenities. For β -values less than 12.0 , both preferences are 
very small, and a cross-like city is again obtained. Beyond this threshold the 
increasing preference for green amenities dominates and dendritic patterns occur 
where houses and roads are separated by undeveloped cells (Figures 2 (c) to (l)). This 
pattern remains stable all over the range considered that runs up to 0.3=β . 

We use fractal analysis to characterize the shape of the road network (see e.g. 
Benguigui, 1995 or Lu and Tang, 2004). The method used here is described in 
Frankhauser (19..)  and the results are produced in Figure 3 where the fractal 
dimension (Y -axis) depends on β  ( 0.0=γ ) (Display A) or γ  ( 25.0=β ) (Display 

B). In Display (A), after the linear city ( 12.0<β ) the fractal dimension is 8.17.1 −  or 

so when β  is comprised between 3.0  and 5.2 . In Display (B), the fractal dimension 

decreases from 2  or so when 0=γ  to 1 in the cross-like city ( 11.0=γ  to 34.0=γ ) 
and then increases in an uneven pattern, most of the values being comprised between 

5.1  and 2 . 

 

Fig. 3. Fractal dimension for β varying (γ = 0.0) and for γ varying (β = 0.25) 

Note that similar simulations can be performed with constant values for β  and γ  

but changing the size of the neighbourhood. Results are presented in figure 4 that 
shows that the length of the neighbourhood is also an important parameter affecting 
the form of the urban development. We simulate a case where households strongly 
taste social amenities ( 5.0=γ ), without any taste for green externalities ( 0=β ). 

When the length of the neighbourhood is small ( 4ˆ =x ), agents enjoy a dense 
environment far from the CBD and they do not care what happen at the city fringe, 
which is beyond their horizon. When the length increases ( 7ˆ =x ), agricultural sites 
enter in the viewshed of peripherical residents who refuse fareway locations: the city 
shrinks. A phase transition occurs when 8ˆ =x : the pattern becomes regular at this 
threshold value. Finally, when 12ˆ =x  the pattern collapses again into a cross-like 
city where few households accept to live in. 
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Fig. 4. Long-run equilibria for 2 series of β and γ and varying x̂  

4   Comparing Our Model to DBM 

Figure 5 shows an obvious similarity between some of our simulations and the 
patterns obtained by Bogoyavlenskiy et al. (2000) when using an enlarged DBM-
model for studying the relationship between surface thermodynamics and crystal 
morphology. Phase transitions are observed in both cases, which are further 
investigated in this section. 

The basic DLA model mimics the diffusion of particles which may stick on a pre-
existing seed and added subsequently. They generate a fractal cluster with a fractal 
dimension of about 7.1=D . Niemeyer et al. (1984) introduced the Dielectric 
breackdown model (DBM) to simulate electric discharge patterns. As shown already 
by Pietronero and Wissman (1984), a formal link can then be established between the 
DLA-model and the DBM-model. In DBM, the electrodynamic Laplace equation 
which describes the spatial variation of the electric potential Φ  is transcribed into a 
discrete equation to compute the electric potential for each cell at a given simulation 
step. Then a site i′  located in the immediate neighbourhood of the already generated 
discharge is chosen randomly, where the probability to choose i′  depends on the 
potential: 

η

η

)(

)(

ii

i
iip

′′

′
′→ Φ∑

Φ=                                                        (4) 

After having selected the site i′ , a link is created between i′  and the discharge, 
and the potential in  i′   falls to zero. Parameter η  plays an important role for the  
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Fig. 5. A complex diffusive growth model ((a) to (d)) and our results ((e) to (h)) 

shape of the generated patterns. As show by Sanchez et al. (1993), for 0=η  
compact clusters appear the fractal dimension of which is two. On the contrary, 
ribbon-like structures are observed when 4>η  For higher values the fractal 
dimension drops even beyond one. Batty (1991) interprets η  in the context of urban 

growth as a parameter describing different types of planning policies. 
As saw in Section 1, since his introduction the DBM has been used in many 

physical domains as well as in biology and urban geography. 
Let us remind that in our model an agricultural cell can be converted either into an 

urbanized or a transportation cell, with a possibility of leap-frogging, but with 
network cells that remain connected. This allows a comparison with DBM, which is 
made here on the morphology of the road network. 

Let us consider series of pattern where β  is fixed (e.g., 25.0=β ; see Figure 1 

and Figure 3(B)). For low  γ  -values ( 11.0<γ ) we obtain ramified patterns with a 
fractal dimension 7.1  or so. When γ  exceeds the critical value 11.0=γ , the road 
network becomes cross-linear. Even if the morphological changes are here more 
threshold-like, the resemblance with DBM is clear. Indeed both models tackle with 
the diffusive growth of a network in space. It is possible to find a formal link between  
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the two models. Remind that the choice of the site for a new house depends on the 

indirect utility function (eq:fullindirectutility), the variables lE  and lS  depending on 

the density lρ . This reminds the electric potential, which value depends on the 

neighbourhood via the Laplace-operator. Moreover, morphological changes occur in 
our model when varying β  and/or γ . This situation reminds the role of η  in the 
DBM. In both cases the structural changes depend on an exponent that weights the 
local potential or density. In our model, a first transition occurs for 25.0=β  when 
γ  reaches the value 11.0  (Figure 1). However, a second transition is observed: for 

higher γ -values ( 34.0=γ ) a ramified street network appears again. Moreover the 
features of the ramified networks vary since there exist networks consisting of rather 
parallel streets whereas in other cases, e.g. when 0=γ , the networks are highly 
ramified. Such differences with respect to DBM are not surprising. As pointed out, 
the relationship linking the density to lE  and lS  is non-linear and hence the 

relationship used to determine the potentials lE  and lS  is more complex than in 

DBM. Moreover the model includes other parameters who may be at the origin of the 
additional phase transitions. 

5   Conclusion 

In this paper, we have presented a model simulating the joined expansion of 
residential areas, road network, and green areas in a metropolitan area. Our purpose 
was to build a simulation model on sound microeconomic foundations. We use a 
standard urban economics model: a household maximises a utility function, which 
includes tastes for the residential surroundings (local public goods and green/open 
space amenity), under a budget constraint including a commuting to work cost and a 
residential rent. As usual in standard urban economics, equilibrium is reached on the 
land market. These economic agents arrive sequentially in a 2D cellular automata gird 
and freely choose their location, considering the cost of each site (commuting, rent) 
and the enjoyed surroundings. As the city grows, new roads are built by a local 
authority to provide the migrants with an access to a pre-existing Central Business 
District (CBD), by a connected road network. Several simulations are made by using 
a software implemented in Java. 

An analogy is observed with results obtained with physical DLA and DBM 
models. In particular, phase transitions in the urban morphology occur when a control 
parameter reaches critical values. Such analogy is also obtained by previous works; 
yet, it occurs here with different theoretical foundations. On the one hand, population 
density in our model and the electric potential in DBM play similar roles. On the 
other hand, the spatial model is different: diffusion in DBM (the potential of all the 
cells of the grill play a part in determining the potential of a cell), and a window 
vicinity here (only the neighbouring cells play a role in determining the density). 
Therefore, the resemblance is more surprising. Needles to say, a substantial amount of 
effort has to be made to decipher the analogy, and to pass from an abstract model to 
actual urban mophologies (calibration with realistic parameter values, etc.). 
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Abstract. We modify the Kuramoto equation(KE) by introducing a
gauge term which is a function of link betweenness centrality(BC). The
gauge term induces the phase difference from 0 to π between two nodes
that belong to different modules. Therefore, a synchronization occurs in
each module individually even though the whole network is not synchro-
nized globally. By measuring the phase similarity of all pairs of connected
nodes, we can detect the modular structure of complex networks. This
algorithm requires relatively little computational time O(NL) for net-
work with N nodes and L links.

Keywords: synchronization, module identification, modular complex
network, Kuramoto model.

1 Introduction

Every system that has constituents and relationships between themselves can be
represented by networks conceptually. Constituents of the system are nodes and
their interactions are links which connect a node and another node in networks.
Many physical and social systems have been studied via networks.

Among many kinds of dynamics on complex networks, synchronization is one
of the most popular subjects. Synchronization is a process of adjusting some
properties assigned to each node via interactions between the elements of com-
plex network. This is so useful that it has been investigated in several kinds of
fields - physics, biology, sociology, etc.

Module is a set of densely-connected nodes in complex network. Modular
complex network has several modules and these modules are connected each
other with relatively sparse links.

Synchronization in modular complex network shows some new features com-
pared to synchronization in complex network having no module structure. Links
are dense within modules and sparse between modules. So in synchronization
process nodes in same module are synchronized first by intra-module links and
the whole network becomes synchronized later by inter-module links or not. We
reported on this phenomenon in our previous paper [1]. In this lecture note we
follow the outline of the paper briefly and all figures in here are also taken from it.

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 429–434, 2009.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2009



430 C. Choi et al.

2 Module Identification

Before we introduce our method to indentify modules of complex network, it
is also helpful to review some of the previous methods that are regardless of
synchronization.
q-state Potts model [2] is very useful method in statistical mechanics. It con-

cerns about spin-spin interactions. Spins assigned to each node in complex net-
work have q states for spin value and they interact with the nearest neighbors
nodes. When the energy of the whole system is minimized, it is likely to that
nodes in same module have same value of spin.

Girvan and Newman algorithm(GN) [3] is one of the most famous module-
detecting algorithms. Link BC is an important concept for GN algorithm. It
is the number of paths between every pair of nodes that pass through the link.
One calculates BC for all links and removes the link which has the maximum BC
value. Repeating this step until the modularity Q of the network is maximized
one can get module structures of the network. Due to the recalculation of BC at
each step, the computational time of GN algorithm is relatively high and scales
as O(L2N), where L is the number of links and N is the number of nodes.

Clauset, Newman and Moore(CNM) [4] introduced a hierarchical agglomera-
tion algorithm for detecting module structure. Its computational time scales to
O(L log2N) for sparse networks.

3 Detecting Algorithms in Synchronization

Using synchronization to detect modular structure is another dynamic algorithm
as well as q-state Potts model. Arenas et al. [5] showed oscillators of nodes in
different modules are synchronized in different time scales and they are ordered
hierarchically. But one must choose the characteristic time, tc at which modular
structure is determined.

And Boccaletti et al. [6] introduced another dynamic clustering algorithm
called opinion changing rate (OCR) model. The dynamics of node are governed
by

dθi

dt
= ωi − J∑

j∈nn(i) b
α(t)
ij

∑
j∈nn(i)

b
α(t)
ij sin(θi − θj)βe−β|θj−θi|, (1)

where ω is the natural frequency of node i, σ is the coupling strength and bij is
BC of the link between node i and node j. By adjusting the parameter α(t) and
β one can tune the interaction coupling between neighbouring nodes.

4 Kuramoto Model with Gauge Term

We introduce a modified KE [7] which we call gauge KE,

dφi(t)
dt

= Ωi − J
N∑

j=1

aij sin(φi(t)− φj(t)− ηg(bij)). (2)
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Here φi is the phase of node i, Ωi is the natural frequency of node i selected
from the Gaussian distribution, e−Ω2/2/

√
2π, J is the overall coupling constant

and aij is the (i,j)-th component of the adjacency matrix, which is one when
the node i and j are connected, and zero otherwise. η is a control parameter.
When η = 0 the equation is equal to the original KE and we will set η = 1 for
our algorithm. The gauge term g(bij) is defined as

g(bij) =
bij − bmin

bmax − bmin
π, (3)

where bmin (bmax) is the minimum (maximum) value of link BC. Usually BC
is relatively large for inter-module links and small for intra-module links. So
inter-module links have large gauge term and their couplings become negative
in Eq.(2). This means that two different modules which are connected with inter-
module links have different average phases and velocities. This property enables
us to employ gauge KE as modular structure detecting algorithm.

The followings are 4 steps of our algorithm.

i) With sufficiently large coupling constant J , we obtain the phases φi(t) of
each oscillator in the steady state.

ii) We measure the phase similarity defined as Cij = 〈[1+ cos(φi(t)−φj(t))]/2〉
for each links. The brackets are the average over different times, natural
frequencies Ωi and initial random phases φi(0).

iii) From the state in which every link is removed, we connect links one by one
in descending order of Cij .

iv) We repeat the step iii) until the modularity of the system becomes maxi-
mum. The modularity Q is defined as

Q =
∑

α

eαα − a2
α, (4)

where aα =
∑

β eαβ , and eαβ is the fraction of edges that connect the nodes
belonging to the modules α and β [8].

5 Simulation Results

We know the degree of synchronization of oscillators on the network quantita-
tively by measuring order parameter M defined as Mtot ≡ 〈|∑N

j=1 e
iφj/N |〉,

where 〈· · ·〉 means time average and ensemble average. We measure the order
parameter in the steady state. If η = 0, the order parameter converges to 1 for
sufficiently large J . As η is increased to 1, it has lower values than 1 as shown
in Fig. 1(a).

We use ad hoc network for simulation. The network has four equal-sized mod-
ules. And the number of nodes is N = 128 and the number of links is L = 1024.
We can adjust zout which is the mean degree of inter-modular links.

We define the local order parameter as Mα ≡ 〈|∑Nα

j=1 e
iφj/Nα|〉, where α is

the module index, Nα is the number of nodes within the module α and the sum
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Fig. 1. The order parameter defined over the entire network (a) and within a module
(b) versus the coupling constant J for the ad hoc network in case of zout/〈k〉 = 0.05.
Data are for η = 0.0, 0.6, 0.7, 0.8, 0.9 and 1.0 from the top in (a). The same symbols
are used for (b), but data for different η collapse onto the single curve.
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Fig. 2. The time evolution of average phases of the four modules, distinguished by
different symbols, for the ad hoc network with zout/〈k〉 = 0.05 when η = 1.0 and
J = 2.0

is over nodes within the module. By comparing Mtot and Mα (Fig. 1(b)) we
can verify that the synchronization occurs within each module first.

The average phase of each module as a function of time is shown in Fig. 2.
The modules are distinguishable because of the different average phases. The
differnce of slopes indicates that the average phase velocities of each module are
also different from each other.

To test performance of gauge KE model, we measure the mutual information
defined as

I(A,B) =
−2

∑M
i=1

∑M ′

j=1 log( Nj
i

NiNj )∑M
i=1Ni log(Ni

N ) +
∑M ′

j=1N
j log(Nj

N )
(5)

where M = 4 is the number of preassigned modules and M ′ is the number of de-
tected modules. N j

i is the number of nodes belonging to the i-th preassigned and
the j-th detected modules, Ni =

∑
j N

j
i and N j =

∑
iN

j
i . To test performances
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Fig. 4. The dendrogram based on the phase similarity between connected pairs of
vertices for the hierarchical network with three levels

of several module-detecting algorithm we measure the mutual information on ad
hoc networks [9] with several zout values as shown in Fig. 3. The q state Potts
model and the simulated annealing(SA) [10] are better than our algorithm in
performence. However, if we consider the computational time, then ours(O(NL))
may be useful for large scale networks in practical view. Our algorithm also does
not need to tuning any parameters whereas OCR algorithm requires an extra
task of parameter tuning.

Next, we applied our algorithm to the hierarchical network introduced by
Ravasz and Barabási [11]. Fig. 4 shows the dendrogram constructed based on
the phase similarity Cij . The hub at each level is grouped with one of the four
identical modules connected to it in that level.

6 Summary

In summary, we reviewed some module-detecting algorithms. And we introduced
a gauge KE in which the gauge term is a function of link BC. The gauge term
induces the phase difference between two nodes that belong to different modules.
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Therefore, a synchronization occurs in each module individually even though the
whole network is not synchronized globally. By measuring the phase similarity
of all pairs of connected nodes, we detected the modular structure of ad hoc
networks and this algorithm needs relatively low computational cost.
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Abstract. To keep up with rapidly changing conditions, business sys-
tems and their associated networks are growing increasingly intricate as
never before. By doing this, network management and operation costs
not only rise, but are difficult even to measure. This fact must be re-
garded as a major constraint to system optimization initiatives, as well
as a setback to derived economic benefits. In this work we introduce a
simple model in order to estimate the relative cost associated to mod-
ification propagation in complex architectures. Our model can be used
to anticipate costs caused by network evolution, as well as for planning
and evaluating future architecture development while providing benefit
optimization.

Keywords: Complex system, complex networks, structures and orga-
nization in complex systems.

1 Introduction

In recent years, it has become very clear to large business organizations that
their systems and networks are evolving increasingly complex. The amount of
different components in a system and the various ways these elements may inter-
connect each other result in quite intricate network topologies. Moreover, these
complex structures are seldom static, but quite the opposite: they grow and
change, sometimes in a permanent basis, as different requirements and func-
tionalities develop to satisfy other system or client needs. Meanwhile, the study
of complex networks—a growing field of scientific research—is becoming more
and more important as a tool to tackle new needs that derive from emergence
phenomena in complex structures. There are many such systems which are rel-
evant to illustrate this growing focus, for example, communication networks,
transportation networks, computer networks, social networks and several others
[1,2,3]. All these are examples of a large number of basic similar units connected
in a non-trivial manner and that may be well characterized by the concepts
provided by complexity science. This characterization is used to explain certain
properties that in turn will lead to new, improved ways to interact with such
networks.

An interesting question arises when dealing with complex systems, and refers
to how a modification in one point of the network propagates through the rest
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of the interdependent units of the network. In the present (ongoing) work [4,5],
we focus in studying the cost associated to this type of modification propaga-
tion and the relation with the network’s intrinsic complexity. More specifically,
we construct a simple model to describe costs associated to required software
or hardware modifications (for example, as a consequence of network update or
service improvement) in a complex network, as coulbe an operation support sys-
tem architecture (i.e., a structure composed by software and hardware elements
designed to fulfil predetermined tasks or processes, as service provision, requests
management, alarm handling, inventory updates, among others). Finally, we an-
alyze the influence of two network parameters (the average shortest distance L
and the degree distribution exponent γ) in the cost of such modifications.

The costs we have in mind are those unwanted but inherent costs that arise
when introducing changes in interconnected systems. The actual economic cost
of implementing the modification is not considered in our model, which only tries
to capture the “hidden” cost resulting from the complexity of the architecture
substrate, and which is not established a priori. These costs can be anything
which might be considered a liability, e.g. cost in economical expenditure, cost
in time, cost in resources, cost in business management, and others.

2 Model

Our aim is to develop a simple model that successfully captures the observed fea-
tures and costs of modification propagation due to the topological aspects of the
network [6]. There are many reasons for software or hardware modifications in
an architecture element, e.g., correction of defects, improvement of performance
(or other related properties), adaptation to environment changes (technical up-
dates, strategy or business priority modifications, regulatory changes), novelties
in market industry, etc. Any modification of this nature has a certain impact over
the rest of the components of the architecture. We aim to quantify this impact
globally, particulary indirect effects that in principle are not obvious to detect.
Our model will improve initial cost estimates of any modification, allowing for
further analysis by implementing other relevant (but possibly secondary) fea-
tures (i.e., network topology quantities, as clustering coefficient, diameter, etc.)
which will improve the accuracy of those initial cost estimates.

In the present work, the impact or influence of modifications is modeled
through impact coefficients, which to our purposes represent node relationship,
i.e., the interaction of interfaces in a given system. In this way, we define a ma-
trix K where an element Kij is the coefficient describing the cost impact over
node j of any modification done in node i. In the resulting matrix, links that
do not exist have zero impact as well as the principal diagonal, meaning that
self-impact is discarded. We consider the values of Kij to be stochastic because
they present fluctuations that depend on a very large number of variables. In
our model, we consider these coefficients to have a well-defined statistics, in the
sense that the stochastic variables involved have a precise origin (e.g. a Poisso-
nian “arrival” of failures) and they can thus be correctly described by a given
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statistical distribution (more on this below). Moreover, these quantities usually
vary in time, as nodes and links dynamically change inside the architecture, but
for our initial purposes we consider them as stationary. To choose a suitable
distribution, we take into account empirical evidence on how these coefficients
should be. We consider three main characteristics: firstly, coefficients should be
small (measured in arbitrary units, and compared to unity). Secondly, they must
be positive (we assume the probability of a modification propagation to lower
costs to be negligible). Finally, we must account also the possibility to have few,
unusually high cost events (for example, when a difficult but important request
from a client must be introduced) which will be described by an exponentially-
tailed distribution.

Regarding the actual causes that generate this impact, we can follow basi-
cally two: firstly, costs derived from changes in functionalities or improvements
in a particular node, and secondly, costs associated to defects involuntarily intro-
duced in any node which propagate through the architecture. If we suppose these
two factors to be uncorrelated, and also consider that they are well described
by Gaussian probability distributions, then to account for both simultaneously
we can make use of the probability distribution of the modulus, which follows
a Rayleigh distribution. The Rayleigh distribution, for sufficiently low values of
its variance σ2, has the three needed characteristics we previously mentioned.
Note that this is not the only choice one could make. In particular, there could
be more causes of cost propagation, not taken into account here. In this case,
we would have to use other (related) distributions: the Maxwell distribution (for
an additional third variable), or a Chi distribution (if N variables would be
needed). Indeed, we are currently working in determining the influence that a
particular distribution has in the results, which in turn may lead to conclusions
about the task of providing a useful characterization of the stochastic nature of
modification propagation costs. To estimate the magnitude of the variance in
such a way to get realistic values of impact coefficients, we choose the standard
deviation in such a way that 90% of the coupling coefficients are equal or less
than 0.05, i.e., one estimates the appropriate σ for which any coupling constant
is less or equal than 0.05 with a 0.9 certainty probability. This is achieved with
a standard deviation σ = 0.04.

To calculate the cost of a propagation of a modification done in node i, we
perform the sum of all impact coefficients, taking into account all possible further
ramifications of “child” nodes. We model this ramification process through the
following (iterative) equation:

Ci =
Ji∑

j=1

Kij(1 + Cj) (1)

where Ji stands for the number of child nodes in node i. When computing sub-
sequent Cj terms, and in order to avoid loops, the ith row and column from
matrix K are removed, i.e., if one calculates what is the cost on node B due to a
modification on node A, afterwards there is no contribution of the impact over
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node A product of a change in node B. Then, the calculation proceeds on the
resulting matrices, until the last nodes are reached.

Our model also takes into account the fact that some nodes suffer modifi-
cations, while others do not. This means that at any moment, there is some
probability pi for node i to be modified. To model this situation we consider
two different aspects. On one hand, all nodes are taken to have a (small) prob-
ability to be modified, so there is a small but positive contribution common to
all nodes. In our case, we have assigned this probability to 1% (normalized by
the total number of nodes). On the other hand, important nodes (i.e., “hubs”)
are considered to have a larger probability of requiring some modification, which
reflects the need to attend an increasing demand, or to better adapt to the child
nodes it already has. Therefore, we take into account another contribution to the
probability to be modified that will be proportional to a power of the number
of connections k that the node has, which in our case is set to 1

2 . Therefore, the
probability to change is

pi = c
√
ki + 0.01

1
N

(2)

where pi is the probability that must be applied to node i , ki the number of links
of node i, and N the total number of nodes in the architecture. This probability
must satisfy that the sum of all nodes equals unity, so

c = 0.09 (
N∑

i=1

√
ki)−1. (3)

The average total cost due to modification propagation will be evaluated as

C =
N∑

i=1

piCi . (4)

3 Results

To estimate how costs depend on the complexity that a substrate architecture
or network exhibits, we generated a set artificial scale-free networks [7] (close
to 200 randomly generated networks). These networks have a fixed number of
nodes and links (N = 110, Nl = 270), but variable topological parameters, such
as the (scale-free) degree distribution exponent γ, and average shortest length L
(i.e., the average minimum number of links needed to travel between two nodes).
Our results were calculated with Kij coefficients taken from a Rayleigh distribu-
tion of σ = 0.04 to describe each node pair. Then, for each artificially generated
test network, we calculated the associated cost (applying Eq. 4) and directly ob-
served the relationship between cost and structure. Our preliminary results show
that there is a strong influence from the topology of the network on our cost
model. In Fig. 1 we show the modification propagation cost as a function of these
two complexity parameters, namely, the degree distribution exponent γ (right)
and the average shortest length L (left). As we can see from the figure, our results
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Fig. 1. Left: Propagation cost C as a function of the average shortest length of the
network L. Right: Propagation cost C as a function of the degree distribution exponent
γ. In solid line, a linear fitting. Both quantities present an overall relative cost change
of approximately 20%, with negative slope in the case of the average shortest length L,
and with positive slope regarding the γ dependence, in the ranges shown in the figures.

show that, in average, costs decrease as the average shortest length increases.
and increases with a higher heterogeneity of the networks. In order to have a
general estimative of the relative change, we performed linear fits in our results.
In both cases, the absolute change in costs (associated with the chosen range of
L and γ) is of about 20%, being the slopes mγ = 0.012(3) and mL = 0.0123(7).
Clearly, a linear estimate is more suit for the lenght dependence than for the
γ dependence, where more analysis is needed to determine its influence. Such
analysis is currently being addressed.

4 Conclusions

Adapting an organization’s business processes to changes in the environment is
crucial for maintenance tasks, optimal network evolution, among many other
fundamental business activities. The considerable cost of these tasks relates di-
rectly to the topology of the operating architecture, i.e., the system designed to
carry the organization’s processes. In this work, we introduce a simple model to
estimate the cost of such modifications in a complex system architecture. Our
study is aimed at estimating the unwanted cost of a software modification on an
architecture before its actual implementation, by measuring the existing system
topology. Furthermore, we plan to explore the possibility to identify the point
at which architectures are no longer economically profitable, as a consequence
of too high modification costs. Our preliminary results suggest that network
complexity (in the sense of scale-free characteristics) implies higher economic
expenses when changes need to be made, but larger systems actually decrease



440 M.L. Mouronte et al.

this cost. The correct estimation of propagation of costs due to inherent com-
plexity in complex network systems is of both theoretical and practical interest
and should be considered as an interesting and important problem.
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Bulletin (Fundación Telefónica), Madrid (2007)

5. Mouronte, M.L., Armas, A.: Análisis de la Complejidad del Mapa de Sistemas de
Telefónica de España, Sociedad de la Información, Tecnoloǵıa e Información Bulletin
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Abstract. We investigate the rank-size distribution of cities in Japan
by data analysis and computer simulation. From our previous data anal-
ysis of the census data after World War II, it has been clarified that the
power exponent of the rank-size distribution of cities changes with time
and Zipf’s law holds only for a restricted period. We show that Zipf’s law
broke down owing to the great mergers and recovered by investigating
the time evolution of the rank-size distribution of cities without mergers.

Keywords: population, lognormal distribution, power-law distribution,
Zipf’s law, agent-based modelling.

1 Introduction

Many empirical data that obey the power-law distribution can be observed in
both natural and social phenomena. Among them, we often find the special case
that the power exponent becomes unity in various phenomena [1]. Generally, we
call the empirical law as Zipf’s law [2].

In Japan, the rank-size distribution of cities shows the power-law distribu-
tion while the rank-size distributions of other municipalities, such as towns and
villages, can be approximated much better by the lognormal distribution [4].
Auerbach [3] first reported that the rank-size distribution of the population of
cities obeys the power-law distribution which is described by

logR(x) = a− b logx, (1)

where R(x) is the rank of the population x, and both a and b are fitting param-
eters. Afterward, Zipf proposed that the power exponent b empirically becomes
unity in the rank-size distribution of cities [2].

However, the power exponent of the rank-size distribution of cities can easily
change due to various factors such as population migration, a change in birth
rate, economic situation, etc.[5]. In the case of Japan, after the end of World War
II, the rank-size distribution of cities has been changed and strongly affected by
the two great mergers of municipalities: the Showa (from 1955 to 1960) and
Heisei (from 2000 to now) great mergers [6]. Our previous data analysis and
simulation have clarified that the power exponent of the rank-size distribution
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of cities changed under the influence of those great mergers and approached to
unity after the Showa great merger [6].

In this paper, we investigate the time-evolution of the rank-size distribution of
cities without great mergers of municipalities. Our data analysis is based on the
census data from 1950 to 2006, which were obtained from the Statistics Bureau,
Ministry of International Affairs and Communications, Japan [7], and data book
from Japan Statistical Association [8].

2 Data Analysis

Figure 1(a) shows the time evolution of the rank-size distribution of cities in
Japan from 1950 to 2000 [6]. We can find that the head and tail parts of each
distribution can be fitted by discrete power-law distribution functions. In addi-
tion, between 1950 and 1960, we can find a remarkable increase in the number
of cities by 307.

Plus points in Fig. 2 show the time evolution of the power exponent of the
rank-size distribution of cities [6]. Between 1950 and 1960, we can find a remark-
able increase of the power exponent from the value around unity, which is mainly
due to the increase in the number of cities caused by the great Showa merger. In
addition, during this period, some towns might be promoted to cities when they
fulfilled the promotion condition, one of which is that the population within a
town is larger than 50,000 people. These factors caused the increase of the power
exponent. After the increase, the power exponent shows a monotonic decrease
approaching unity, which means that Zipf’s law is recovered. Thus, we can sup-
pose that the power exponent might show monotonic decrease approaching unity
without the increase of the number of cities.

To exclude the effect of the great mergers of municipalities and the promotion
to cities, we trace the rank-size distribution of the cities as of October 1, 2000
back to 1950. Figure 1(b) shows the time evolution of the rank-size distribution
of the 672 cities as of October 1, 2000. The power exponent for each year is
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Fig. 1. Time evolution of rank-size distribution of cities in Japan both (a) with and
(b) without mergers of municipalities
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Fig. 2. Time evolution of power exponents of rank-size distribution of cities both with
and without mergers

shown as the open circles in Fig.2, where we find the monotonic decrease of the
power exponent approaching unity although the values of b are larger than those
with mergers in 1980 and 1990. We need to investigate the time evolution of the
rank-size distribution of the cities at the instant of 1950 until 2000.

3 Simulation

Here we introduce our model of the population migration to reproduce the in-
crease in b due to the merger of municipalities and its convergence to unity after
the merger [6]. Our model is based on an agent-based model that consists of
3500 sites corresponding to all the municipalities. Each site has a uniform ran-
dom number between 0 and 1 as the initial population. The basic procedure of
one simulation steps is summarized as follows:

1. We randomly choose a source site m with the population Nm.
2. We choose a group of sites, GN<Nm or GN>Nm , whose populations N are

less and more than Nm, respectively. The probability to choose GN<Nm is
α (migration parameter), while that to choose GN>Nm is 1− α.

3. Among the group of sites chosen in the previous step, we randomly choose
the destination site n for migration.

4. The Pmn percent of Nm is transferred to the site n, so that the populations
of sites m and n vary in quantity as Nm − PmnNm and Nn + PmnNm,
respectively.

In the second step, the migration parameter α is introduced to describe the
tendency that people migrate to less populated area from large cities, which
was evident after the high economic growth from 1960 to the early 1970s [9].
In addition, Pmn is randomly chosen in the range from 0 to 20. We iterate this
procedure 106 times in our simulation. A sample average is taken over 10 different
initial population distributions for all the sites.

When the population of a given site becomes larger than 0.95, we regard the
site as a city. Once a site is promoted to a city, the site will not be demoted to a
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smaller municipality such as towns and villages. This rule corresponds to part of
the Local Autonomy Law of Japan that municipalities must have a population
of 50, 000 or more to be promoted to cities [10]. Our model does not distinguish
between towns and cities. Thus, if a site does not belong to cities, we henceforth
call the site as a “town”.

After the first migration of 106 simulation steps, we merge some municipalities
according to the following procedure. First, we randomly choose two sites to
merge among all the sites. When both of them are not cities, we merge them to
produce a new city if the sum of those populations becomes larger than 0.95,
while we merge them to produce a town if the sum is less than 0.95. On the other
hand, when at least one site is a city, we merge those two sites with a probability
β = 0.5 to become a new city. The probability β is introduced owing to the fact
that the frequency of the merger of towns was much larger than that of cities.
We iterate this merging process until the number of cities increases by 77 on
average rather than when the first migration stage is finished. In our model, the
increase in the number of cities affects the power exponent after the merger. In
general, the power exponent increases with an increase in the number of cities
generated by the merger.

4 Simulation Result

Figure 3(a) shows the time evolution of the power exponent of rank-size distribu-
tions of cities in 105, 106, and 107 simulation steps without mergers. Error bars
that are almost invisible on a few data marks are standard deviation obtained
by least-squares linear regression. In this simulation, α is fixed at α = 0.3. This
figure shows that the power exponent converges to the stationary value around
b = 1.094± 0.001. Thus, our model can reproduce the power-law distribution of
cities that converges to Zipf’s law although the number of cities keeps increas-
ing after the power exponent becomes b = 1, which slightly increases the power
exponent.
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Fig. 3. Time evolution of power exponents of rank-size distribution of cities both (a)
without and (b) with mergers
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Next, we investigate how the great merger affects the rank-size distributions
of cities through the time evolution of the power exponent b. We carry out the
first population migration of 106 simulation steps. After that, we merge some of
those sites, followed by the second population migration of 7 × 105 simulation
steps.

Figure 3(b) shows the relation between the power exponent b and the simula-
tion step. Error bars that are almost invisible on a few data marks are standard
deviation obtained by least-squares linear regression. Data point at 106 steps
shows the power exponent b after the merger has finished. We find that b con-
verges to unity after the increase in b due to the merger. Thus, our model can
reproduce the time evolution of b qualitatively.

5 Concluding Remarks

We have investigated the time evolution of the rank-size distribution of cities
to show how the power exponent might change if there were no merger. The
rank-size distribution shows that the power-law behavior and the time evolution
of the power exponent markedly change when the great merger of municipalities
occurs.

Our future task is, by the use of our model, to reproduce the time evolution
of the rank-size distribution of cities without both mergers and the promotion
to cities. In addition, we need to investigate the rank-size distribution of all the
municipalities.
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Abstract. Glycerol bioconversion to 1,3-propanediol (1,3-PD) by Kleb-
siella pneumoniae (K. pneumoniae) can be characterized by an intricate
network of interactions among biochemical fluxes, metabolic compounds,
key enzymes and genetic regulatory. To date, there still exist some un-
certain factors in this complex network because of the limitation in bio-
techniques, especially inmeasuring techniques for intracellular substances.
In this paper, among these uncertain factors, we aim to infer the trans-
port mechanisms of glycerol and 1,3-PD across the cell membrane, which
have received intensive interest in recent years. On the basis of different
inferences of the transport mechanisms, we reconstruct various metabolic
networks correspondingly and subsequently develop their dynamical sys-
tems (S-systems). To determine the most reasonable metabolic network
from all possible ones, we establish a quantitative definition of biological
robustness and undertake parameter identification and robustness analy-
sis for each system. Numerical results show that it is most possible that
both glycerol and 1,3-PD pass the cell membrane by active transport and
passive diffusion.

Keywords: Metabolic network inference, Biological robustness, Trans-
port across cell membrane, Parameter identification.

1 Introduction

The bioconversion of glycerol to 1,3-PD is particularly attractive to industry be-
cause of the increasing glycerol surplus on the market and the potential uses of
the product 1,3-PD. The latter is discussed as a bifunctional chemical reagent on
a large commercial scale, especially as a monomer for polyesters, polyethers and
polyurethanes. Since the 1980s, a number of computational models have been
developed to describe the fermentation process of glycerol by K. pneumoniae.
The latest ones proposed and modified by Zeng et al. [1,2,3] have been widely
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used in computer simulation. Nevertheless, some important intracellular inter-
mediate substances (such as 3-hydroxypropionaldehyde) and enzymes (such as
glycerol dehydratase and 1,3-PD oxydoreductase), which play important roles
in glycerol metabolism, were not taken into consideration in the above models.
Therefore, these models are limited in providing a qualitative understanding of
the underlying metabolic network, even though they have successful predictions
about the fermentation process.

Recently, metabolic network of glycerol by K. pneumoniae has received in-
tensive interest [4,5,6,7], since it is helpful for strain selection and genetic mod-
ification for increasing 1,3-PD production. The metabolic pathways of glycerol
in the intracellular environment consist of oxidative and reductive components.
Sun et al. [8] proposed a mathematical model to describe the reductive pathway,
in which the interrelationships among substrate, key enzymes, intermediates and
target product were considered. By comparing K. pneumoniae with E. coli, Sun
et al. assumed that glycerol passes the cell membrane by both passive diffusion
and active transport and 1,3-PD is transported by passive diffusion. The model
can successfully simulate experimental results and forecast intracellular metabo-
lites concentration for continuous cultures. But fundamental properties of this
metabolic network (such as robustness) were not considered in [8].

Robustness is a property that allows a system to maintain its functions despite
external and internal perturbations. It is one of the fundamental characteristics
of biological systems. Numerous reports have been published on this topic, espe-
cially in the past decades [9,10,11,12,13,14,15]. N. Barkai et al. [11] argued that
the key properties of biochemical networks are robust, that is, they are relatively
insensitive to the precise values of biochemical parameters. This point of view,
which has been observed for a wide variety of experiments [16,17,18], is being
gradually accepted by experts in the field of systems biology.

In this paper, we study the fermentations of glycerol covering both extracel-
lular and intracellular environments. The two environments are linked by the
transports of substrate (glycerol) and product (1,3-PD) across the cell mem-
brane, which haven’t been completely observed in experiments yet. All possible
transport mechanisms are under consideration. Different metabolic networks are
reconstructed based on distinct inferences of transport mechanisms and corre-
spondingly different dynamic systems are developed. Then parameters in each
system are identified to minimize the relative error between experimental data
and computational results. Since only extracellular data can be measured in ex-
periments, it is still hard to know which inference of the transport mechanisms
is the most reasonable. To cope with this problem, robustness analysis is carried
out for each system. We first propose a quantitative definition of biological ro-
bustness. After that, robust performance is calculated for each system and the
reasonability of these systems are measured by their robust performances.

This paper is organized as follows. In Section 2, all possible dynamical sys-
tems of glycerol dissimilation are developed and parameters in each system are
identified. In Section 3, a quantitative definition of biological robustness is es-
tablished and robust performance of each system is calculated to determine the
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most reasonable metabolic network. Some conclusions are presented at the end
of this paper.

2 Modeling and Parameter Identification

In this section, taking the transports of glycerol and 1,3-PD across cell membrane
into consideration, we develop three kinetic models to describe the reductive
pathway of glycerol dissimilation. Moreover, parameters are identified for each
system based on 30 groups of experimental data reported in [1,2,3].

2.1 Kinetic Models

During glycerol metabolism by K. pneumoniae under anaerobic condition, glyc-
erol is first transported across the cell membrane from the extracellular en-
vironment to the intracellular environment, and then is further catabolized,
reactions catalyzed by enzymes, to generate intermediates and final products,
e.g., 3-hydroxypropionaldehyde (3-HPA), 1,3-PD, acetic acid, ethanol, etc. Fi-
nally, the products are transported across the cell membrane from the intra-
cellular environment to the extracellular environment. As shown in Fig. 1, the
transport mechanisms of glycerol and 1,3-PD across the membrane haven’t been
observed in experiments yet. Glycerol may pass the membrane by both passive
diffusion and active transport or by passive diffusion only. So is the transport of
1,3-PD. In addition, since the molecular weight of glycerol is larger than that of
1,3-PD, it is thought that 1,3-PD will pass the cell membrane only by passive
diffusion if glycerol is transported in this pattern [19]. Therefore, three possi-
ble cases are discussed, and kinetic systems are developed according to different
inferences of the transport mechanisms.

All dynamical models developed in this paper are power-law systems (S-
systems), which were first proposed by Savageau et al. [20]. As is known to
us, Michaelis-Menten kinetics have been widely used in the study of biologi-
cal dynamical systems. However, if several substrates or reactions are involved,
and if several modulators affect the pathway, the system quickly becomes quite
complicated. Another disadvantage of Michaelis-Menten kinetics is that one
should clearly know the mechanisms of the constituent enzymes in the path-
way before formulating its mathematical model. It is hard to image that com-
plex pathways could be successful described and numerically identified in terms
of their detailed enzyme mechanisms by Michaelis-Menten kinetics. Different
from Michaelis-Menten kinetics, S-systems are equivalent to linearization in log-
arithmic coordinates, which are especially convenient for steady-state analysis
in large-scale systems.

According to the factual experiments, we make the following assumptions.

(H1) The extracellular and intracellular concentrations of substances are uni-
form in reactor and in cells, respectively.
(H2) The effect of the microbial growth on the concentrations of intracellular
substances is ignored.
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(H3) The oxidative pathway can afford the reductive pathway enough reducing
power.

Under the above assumptions and according to Fig. 1, three S-systems are
developed as follows.

Case 1. Glycerol and 1,3-PD pass cell membrane by both passive diffusion and
active transport. Then the dynamical system, denoted by S(1), is formulated as:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
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h1,14
7

ẋ8(t) = a1,8x
g1,19
7 − b1,8x

h1,15
8 (x8

x3
)h1,16

x(t0) = x0

t ∈ [t0, t1f ], (1)

where x1, x2, x3, x4, x5 are concentrations of biomass, glycerol, 1,3-PD, acetic
acid, ethnol in reactor, respectively. x6, x7, x8 are intracellular concentrations of
glycerol, 3-HPA, 1,3-PD, respectively. x0 is the initial state, which is restricted in

Fig. 1. Anaerobic metabolic pathways of glycerol fermentation. Abbreviations: GDHt,
glycerol dehydratase; 3-HPA, 3-hydroxypropionaldehyde; 1,3-PD, 1,3-propanediol;
PDOR, 1,3-PD oxydoreductase; GDH, glycerol dehydrogenase; DHA, dihydroxyace-
tone; DHAK, dihydroxyacetone kinase; DHAP, dihydroxyacetonephosphate; HAc,
acetic acid; ETOH, ethnol; TCA, TCA cycle.
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S0 := [0.001, x∗1]× [100, x∗2]× [0, x∗3]× [0, x∗4]× [0, x∗5]× [0, x∗6]× [0, x∗7]× [0, x∗8]. x
∗
i ,

i = 1, 2, · · · , 8, are the critical values of xi, respectively. Biomass, glycerol, in-
termediate substances and products can not exceed their critical concentrations
according to the practical production. t1f is the terminal moment of the fermenta-
tion, i.e., the moment when the system S(1) reaches its steady state.D is dilution
rate and cs0 is substrate concentrate in feed, which are two of the main operating
conditions in continuous fermentations. a1,i and b1,i (i ∈ I8 := {1, 2, · · · , 8}) are
rate constants. g1,j (j ∈ I19) and h1,k (k ∈ I16) are kinetic orders.

For convenience, let x := (x1, x2, · · · , x8)T and u1 := (a1,1, · · · , a1,8, b1,1,
· · · , b1,8, g1,1, · · · , g1,19, h1,1, · · · , h1,16)T . Generally speaking, kinetic orders rep-
resenting biochemical reactions or transport steps are very often in the range
between 0 and 1, and inhibitory effects typically call for kinetic orders between
0 and -0.5. Rate constants are set in the range between 0 and 1000 in this paper.
From the above statements, we set the range of the parameter vector u1 as U1. In
addition, according to experimental limitation, the range of the operating condi-
tions vector v = (D, cs0)T and the admissible set of state vector x are denoted by
Wad and Λad, respectively. Let f1 := (f1

1 , f
1
2 , · · · , f1

8 )T , f1
i : Λad×Wad×U1 → R,

i = 1, · · · , 8. Then we rewrite S(1) as:{
ẋ(t) = f1(x(t), v, u1),
x(t0) = x0 .

t ∈ [t0, t1f ], (2)

Case 2. Glycerol passes the cell membrane by both passive diffusion and active
transport but 1,3-PD passes the cell membrane by passive diffusion only. Then
we just need amend S(1) at:

ẋ3(t) = a2,3x
g2,8
1 (

x8

x3
)g2,10 − b2,3D

h2,6x
h2,7
3 , (3)

ẋ8(t) = a2,8x
g2,19
7 − b2,8(

x8

x3
)h2,16 , (4)

where a2,i and b2,i (i ∈ I8) are rate constants, g2,j (j ∈ I19 \ {9}) and h2,k

(k ∈ I16 \ {15}) are kinetic orders. Denote the terminal moment by t2f , the
parameter vector by u2 and its range by U2. The amended system is denoted by
S(2) with its right hand term f2(x(t), v, u2).

Case 3. Both glycerol and 1,3-PD pass the cell membrane by passive diffusion
only. Then we just need amend S(1) at:

ẋ2(t) = a3,2(
cs0

x2
)g3,6Dg3,7 − b3,2x

h3,3
1 (

x2

x6
)h3,5 , (5)

ẋ3(t) = a3,3x
g3,8
1 (

x8

x3
)g2,10 − b2,3D

h2,6x
h2,7
3 , (6)

ẋ6(t) = a3,6(
x2

x6
)g3,16 − b3,6x

h3,12
6 x

h3,13
7 , (7)

ẋ8(t) = a3,8x
g3,19
7 − b3,8(

x8

x3
)h3,16 , (8)
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where a3,i and b3,i (i ∈ I8) are rate constants, g3,j (j ∈ I19 \ {9, 15}) and h3,k

(k ∈ I16 \ {4, 15}) are kinetic orders. Denote the terminal moment by t3f , the
parameter vector by u3 and its range by U3. The amended system is denoted by
S(3) with its right hand term f3(x(t), v, u3).

2.2 Parameter Identification

Let Il := {1, · · · , l} be the serial number set of experiments, where l is the
total experiment times. For given vs, s ∈ Il, denote the experimental values
of extracellular concentrations of reactants at steady stage as ys

1, y
s
2, y

s
3, y

s
4, y

s
5

correspondingly. Let ys := (ys
1, y

s
2, y

s
3, y

s
4, y

s
5)

T ∈ R5, s ∈ Il. While reaching the
steady state tmf , the solution of the system S(m) for given vs satisfies that

fm(x(tmf ), vs, um) = 0, m ∈ I3 . (9)

Although the concentrations of biomass, glycerol, 1,3-PD, acetic acid and ethanol
in reactor are measured in experiments, this paper is only concerned with the
relative error between experimental data and computational values of the first
three substances for the reason that alkali is intermittently fed into the reactor
to maintain its pH value at 7 or so, which has great effect on the extracellular
concentrations of acetic acid and ethanol. Therefore, the parameter identification
problem can be formulated as follows:

P (m) : min 1
3

3∑
n=1

∑
s∈Il

|xs
n − ys

n|∑
s∈Il

ys
n

s.t. fm(xs, vs, um) = 0, s ∈ Il,
(xs, um) ∈ Λad × Um .

(10)

After taking logarithms and rearranging, we can rewrite P (m) in the following
form:

P ′(m) : min 1
3

3∑
n=1

∑
s∈Il

|zs
n − ln(ys

n)|∑
s∈Il

ln(ys
n)

s.t. A(um) · zs = b(um, vs), s ∈ Il,
(zs, um) ∈ Λ′

ad × Um .

(11)

where zs := (zs
1, · · · , zs

8)T = (ln(xs
1), · · · , ln(xs

8))T . A(um) is an 8 × 8 matrix
determined by um and b(um, vs) is a vector in R8 with its value determined by
um and vs. Λ′

ad is a set transformed from Λad in logarithmic coordinates. The
detailed technique can be seen in [20].

The parameter identification problem P (m) is equivalent to P ′(m), which
is solved by an improved real-coded genetic algorithm introduced in [21]. To
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Table 1. Identified parameters for S(1)

a1,1 a1,2 a1,3 a1,4 a1,5 a1,6 a1,7 a1,8

466.765 364.617 468.720 492.180 138.326 98.737 105.090 435.973
b1,1 b1,2 b1,3 b1,4 b1,5 b1,6 b1,7 b1,8

345.555 394.919 83.097 414.958 351.909 124.152 171.561 398.340
g1,1 g1,2 g1,3 g1,4 g1,5 g1,6 g1,7 g1,8

0.0791 -0.0651 -0.0176 -0.0393 -0.0276 0.8128 0.9679 0.02346
g1,9 g1,10 g1,11 g1,12 g1,13 g1,14 g1,15 g1,16

0.2204 0.6301 0.0596 -0.0630 0.4374 -0.0510 0.4619 0.8843
g1,17 g1,18 g1,19

0.2815 -0.0702 0.3402
h1,1 h1,2 h1,3 h1,4 h1,5 h1,6 h1,7 h1,8

0.4326 0.2242 0.5 0.0005 0.9984 0.7153 0.4697 0.7623
h1,9 h1,10 h1,11 h1,12 h1,13 h1,14 h1,15 h1,16

0.4936 0.3657 0.4189 0.3807 -0.1195 0.3016 0.4697 0.4985

Table 2. Identified parameters for S(2)

a2,1 a2,2 a2,3 a2,4 a2,5 a2,6 a2,7 a2,8

50.3511 407.6265 349.4654 356.7966 163.7408 188.1783 177.4258 175.9596
b2,1 b2,2 b2,3 b2,4 b2,5 b2,6 b2,7 b2,8

64.5248 105.5797 49.3736 407.1377 483.8713 475.0738 104.1135 392.4753
g2,1 g2,2 g2,3 g2,4 g2,5 g2,6 g2,7 g2,8

0.0010 -0.0875 -0.0278 -0.0451 -0.0948 0.6613 0.8835 0.02102
g2,9 g2,10 g2,11 g2,12 g2,13 g2,14 g2,15 g2,16

— 0.5042 0.2116 -0.0639 0.4907 -0.0501 0.4971 0.2
g2,17 g2,18 g2,19

0.2121 -0.0450 0.2146
h2,1 h2,2 h2,3 h2,4 h2,5 h2,6 h2,7 h2,8

0.4844 0.6004 0.4585 0.1271 0.5980 0.4166 0.4751 0.5918
h2,9 h2,10 h2,11 h2,12 h2,13 h2,14 h2,15 h2,16

0.3959 0.3228 0.2512 0.3847 -0.0623 0.4599 — 0.4824

deal with the equality constraint, each parameter vector as an individual is
substituted into the linear equations in (11) to compute the corresponding state
vector and its performance index. Convex crossover operator is used to ensure
the offspring still lie in Uad. In addition, ranking selection and multi-Gaussian
mutation operators are adopted in the algorithm.

The relative errors between experimental data and computational values and
the identified parameters for each system and are shown in Tables 1-4. Numerical
results show that there exists no great difference among the relative errors of
the three systems. So it is hardly to determine the best one only by parameter
identification.
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Table 3. Identified parameters for S(3)

a3,1 a3,2 a3,3 a3,4 a3,5 a3,6 a3,7 a3,8

123.6634 304.0117 401.7615 39.1099 143.7021 291.7930 31.2899 452.1026
b3,1 b3,2 b3,3 b3,4 b3,5 b3,6 b3,7 b3,8

358.2629 114.8660 72.8336 417.4015 369.0153 180.3583 244.8731 334.8029
g3,1 g3,2 g3,3 g3,4 g3,5 g3,6 g3,7 g3,8

0.08264213 -0.0845 -0.022 -0.0378 -0.089 0.7546 0.9945 0.00293
g3,9 g3,10 g3,11 g3,12 g3,13 g3,14 g3,15 g3,16

— 0.4925 0.4995 -0.0993 0.3783 -0.09589 — 0.8209
g3,17 g3,18 g3,19

0.3113 -0.0141 0.1232
h3,1 h3,2 h3,3 h3,4 h3,5 h3,6 h3,7 h3,8

0.4985 0.6927 0.4985 — 0.2156 0.3345 0.4614 0.3095
h3,9 h3,10 h3,11 h3,12 h3,13 h3,14 h3,15 h3,16

0.45797 0.22502 0.1334 0.38563 -0.010 0.4917 — 0.3294

Table 4. Relative errors between experimental data and computational results

S(m) m = 1 m = 2 m = 3
Error 36.9985% 35.032% 37.1262%

3 Robustness Analysis

On the study of biological systems, one always faces a situation that the inter-
relationships of the pools (substrates, enzymes, products, etc.) can’t be clearly
known even though all pools have been detected. In terms of biological networks,
we just know the nodes of the networks but have incomplete information of their
edges. The true network need to be identified from all possible ones. In this con-
text, some basic features of biological systems (such as robustness) should be
taken into consideration.

In this section, the most reasonable dynamical system of those listed in previ-
ous section is obtained by means of robustness analysis. We first present a quan-
titative definition of biological robustness (call it robust performance). Then an
algorithm is constructed to calculate the robust performances of the systems
discussed in previous section.

3.1 Mathematical Definition of Robustness

Assume that M possible networks with N nodes are taken into consideration,
which can be formulated asM dynamical systems with N state variables.Nob :=
{n1, n2, · · · , nd} ⊂ IN is an index set of state variables that can be measured
in experiment. For the mth system (denoted by S(m), m ∈ IM ), um is a vector
of kinetic parameters. S0 and Um still denote the ranges of initial state x0 and
parameter vector um, respectively. Λad and Wad denote the admissible sets of
state vector x and control vector v, respectively. ys,k := (ys,k

n1
, ys,k

n2
, · · · , ys,k

nd
) is
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experimental result measured at the time point ts,k with control vector v taking
value vs, s ∈ Il, k ∈ Ils , where ls is the total measurement times of the sth
experiment. For convenience, we also assume that the mth dynamical system is
in the following form:{

ẋ(t) = fm(x(t), v, um),
x(t0) = x0,

t ∈ [t0, tmf ], (12)

where f ∈ C1(Λad,Wad,Um;RN), tmf is the moment when the system S(m)
reaches its steady state, i.e.,

fm(x(tmf ), v, um) = 0 . (13)

For given x0 ∈ S0, v ∈Wad and um ∈ Um, let x(t;x0, v, um) denote the solution
of (12) starting from x0. Then, define

p(um) =
1

|Nob|
∑

i∈Nob

∑
s∈Il

∑
k∈Ils

|xs
i (ts,k;x0, vs, um)− ys,k

i |
∑
s∈Il

∑
k∈Ils

ys,k
i

, (14)

where |Nob| is the cardinal number of Nob. Let um∗ denote an optimal parameter
vector for the system S(m) with regard to {ys,k}s∈Il,k∈Ils

, i.e., um∗ satisfies that

um∗ ∈ Argmin{p(um)|um ∈ Um} . (15)

Now, we shall discuss the robustness of S(m) with regard to its optimal pa-
rameter vector um∗ against a set of perturbations in Um. In most cases, the
robustness can be measured by the variation between the state vector with per-
turbed parameter vector and that with optimal parameter vector. More gener-
ally, assume that only some state variables are under consideration, the index
set of which are denoted by Nrb. For specified um ∈ Um, define

dp(um) = 1
|Nrb|

∑
i∈Nrb

∑
s∈Il

∑
k∈Ils

|xs
i (ts,k;x0, vs, um)− xs

i (ts,k;x0, vs, um∗)|∑
s∈Il

∑
k∈Ils

xs
i (ts,k;x0, vs, um∗)

(16)

and let Um
ad := {um ∈ Um| ∃ x0 ∈ S0 such that x(t;x0, v, um) ∈ Λad, ∀ v ∈

Wad, t ∈ [t0, tmf ]} be the feasible set of um. Randomly generate q sample points
from Um by uniform distribution, denoted by um,1, · · · , um,q, where q is a suf-
ficiently large positive integer number. Let Uss(m) := {um,i ∈ Um

ad | i ∈ Iq}.
|Uss(m)| denotes the cardinal number of Uss(m). Then the robust performance
of the biological dynamical system S(m) can be defined as follows.

Definition 1. The robust performance (R) of the system S(m) with regard to its
optimal parameter vector um∗ against a set of perturbations in Um is described
as:

Rm
um,Um =

1
|Uss(m)|

∑
um,i∈Uss(m)

dp(um,i) . (17)
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We can conclude that the larger the value of (17) is, the more robust the system
is. This conclusion can be explained in the following two aspects of analysis.
On the one hand, observing (16), we know that the value of dp(um) is small
if x(t;x0, v, um) is insensitive to um and is large otherwise; on the other hand,
the larger the value of |Uss(m)| is, the higher the probability of the randomly
generated parameter vector being in its feasible set is. Naturally, the comparison
of the robustness between two systems can be defined as follows.

Definition 2. A system S(i) is said to be more robust than a system S(j) when

Ri
ui,Ui < Rj

uj ,Uj . (18)

3.2 Algorithm and Numerical Results

Since only steady states are considered in the study of glycerol continuous fer-
mentations, i.e., ls = 1 for all s ∈ Il, we have

dp(um) =
1

|Nrb|
∑

i∈Nrb

∑
s∈Il

|xs
i (t

m
f ;x0, vs, um)− xs

i (t
m
f ;x0, vs, um∗)|∑

s∈Il

xs
i (t

m
f ;x0, vs, um∗)

, (19)

where Nrb = {1, 2, 3, 6, 7, 8}. um∗, m = 1, 2, 3, take values from Tables 1-3,
respectively. Recall that x(tmf ) satisfies

fm(x(tmf ), vs, um) = 0, s ∈ Il . (20)

As is mentioned in last section, (20) can be converted into a group of linear
equations in logarithmic coordinates.

According to the above analysis, we construct the following algorithm to cal-
culate the robust performances of the system S(m), m = 1, 2, 3.

Algorithm 1.

Step 1. Set w = 0, q = 5000 and q1 = 0. Compute xs(tmf ;x0, vs, um∗) from
Eqs.(20) with um = um∗, s = 1, 2, · · · , l, then goto Step 2.
Step 2. If w > q, goto Step 5, else generate a sample point um,w from Um and
let w := w + 1, then goto Step 3.
Step 3. Compute xs(tmf ;x0, vs, um,w) from Eqs.(20) with um = um,w, s =
1, 2, · · · , l. If xs(tmf ;x0, vs, um,w) ∈ Λad for all s ∈ Il, then let q1 := q1 + 1,
goto Step 4, else goto Step 2.
Step 4. Compute dp(um,w) from (19), then goto Step 2.
Step 5. Let |Uss(m)| := q1 and compute Rm

um,Um from (17), stop.

For the system S(m), according to the above algorithm, we calculate its ro-
bust performance 50 times, denoted by Rm

um,Um(k), k = 1, · · · , 50. Then we
compute the expectation and variance of {Rm

um,Um(k)}50
k=1, denoted by R

m

um,Um
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Table 5. Expectations and variances of robust performances for the three systems

S(m) m = 1 m = 2 m = 3
R

m
um,Um 5.9023 22.766 21.625

V Rm
um,Um 0.04 0.25 0.574

and V Rm
um,Um . As shown in Table 5, on the one hand, V Rm

um,Um , m = 1, 2, 3, are
small enough, which implies that Rm

um,Um is independent of the sample points
when q is sufficiently large and therefore the rationality of our definition of ro-
bust performance in (17); on the other hand, since the robust performance of
the system S(1) is much smaller than that of the other systems, it demonstrates
that S(1) is the most reasonable, i.e., it is most possible that both glycerol and
1,3-PD pass the cell membrane by active transport and passive diffusion.

4 Conclusions and Discussions

Metabolic network of glycerol enzyme-catalytic dissimilation by K. pneumoniae
includes some uncertain factors since the transport mechanisms of glycerol and
1,3-PD across the cell membrane haven’t been completely observed, which leads
to various inferences of the metabolic network. In this study, different dynamical
systems were developed based on distinct inferences of the metabolic network and
parameters were identified for each system based on 30 groups of experimental
data. To infer the most reasonable metabolic network in the context of lack of
intracellular information, we carried out robustness analysis for these systems.
A quantitative definition of biological robustness was established and the robust
performances of our proposed systems were calculated. Numerical results show
that it is most possible that both glycerol and 1,3-PD pass the cell membrane
by active transport and passive diffusion.

In the future, we will attempt to search for grounded theoretical basis for the
robustness definition proposed in this article and put more numerical examples
to verify its rationality and feasibility. It is worthwhile to emphasis that the
robustness definition developed in this work can only be applied to the biolog-
ical systems whose robustness can be reflected in their state vectors, which, of
course, is not the only case. So we will be engaged in exploring new feasible
theoretical and computational avenues to provide a broad and unified account
of robustness of biological systems. In addition, on the basis of our theoretical
study of biological systems, we will take further study on the whole metabolic
network of glycerol bioconversion to 1,3-PD, including reductive and oxidative
pathways and genetic regulation on the metabolic process.
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Abstract. The stochastic counterpart to the deterministic description
of continuous fermentation with ordinary differential equation is inves-
tigated in the process of glycerol bio-dissimilation to 1,3-propanediol by
Klebsiella pneumoniae. We briefly discuss the continuous fermentation
process driven by three-dimensional Brownian motion and Lipschitz co-
efficients, which is suitable for the factual fermentation. Subsequently,
we study the existence and uniqueness of solutions for the stochastic
system as well as the boundedness of the Two-order Moment and the
Markov property of the solution. Finally stochastic simulation is carried
out under the Stochastic Euler-Maruyama method.

Keywords: Continuous Culture, Bioconversion, Nonlinear Stochastic
System, Stochastic Simulation.

1 Introduction

Stochastic influences play an important role in bioprocess development (engi-
neering). Biotechnical treatment of microorganisms is commonly described by
systems of nonlinear ordinary differential equations(ODEs)[1]. It includes an ide-
alization of the technical system component and a qualitative characterization
of the biological part.

Over the past several years, 1, 3-propanediol(1, 3-PD) has been paid attention
in microbial production throughout the world because of its lower cost, higher
production and no pollution [2,3]. Anping Zeng presented the nonlinear dynam-
ical model for substrate consumption and product formation in the course of the
bioconversion of glycerol to 1,3-PD by Klebsiella pneumoniae in continuous cul-
ture [4,5]. And then, Zhilong Xiu made simulations for the kinetic model [6] and
conducted an investigation into the optimal conditions of continuous glycerol
fermentation by using the volumetric productivity of 1,3-PD as an optimziation
target based on the nonlinear deterministic dynamical system [3].
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However, different culture states during long term continuous fermentation of
glycerol by K. pneumoniae under similar initial fermentation conditions are ob-
tained, resulting in randomness of continuous culture. This random phenomena
reveal several different patterns and new features compared with those reported
in previous literature. In this paper, since 1,3-PD is a monomer for the produc-
tion of polycondensates in the bioprocess, we propose a stochastic version of the
continuous fermentation process which only considers the inherent stochasticity
of microorganism. The process is modeled by a stochastic ordinary differential
system driven by three-dimensional Brownian motion, which is time independent
and suitable for the factual fermentation. And the global Lipschitz and linear
growth conditions of the coefficients of the stochastic system are proved to make
sure the existence and uniqueness of solution of the stochastic system. Finally
computer simulation is used for the stochastic system behind Monte Carlo and
Stochastic Euler-Maruyama method. Compared with the results from the deter-
ministic system, numerical results reveal the peculiar role of randomness in the
dynamical responses of the continuous culture.

This paper is organized as follows. In section 2, we present a nonlinear stochas-
tic dynamic system of the continuous fermentation process and prove the prop-
erties of the stochastic dynamic system as well as the existence and uniqueness of
solutions to the stochastic dynamic system. The stochastic continuity, bounded-
ness and Markov property of solutions to the system are also discussed. Section
3 provides numerical examples to simulate the nonlinear stochastic dynamical
system of continuous culture. In section 4, we draw the conclusions and trace
the direction for future works.

2 Models and Properties

2.1 Deterministic Model

Mass balances of biomass, substrate and product in contionous microbial cultures
are written as follows (see [4]).⎧⎪⎪⎨⎪⎪⎩

dX
dt

= X(μ−D),
dCs
dt

= (D(Cs0 − Cs)−Xqs,
dCp

dt
= Xqp −DCp,

t ∈ I = (0, T ) . (1)

where X,Cs0, Cs, Cp, and D are biomass, substrate concentration in medium,
substrate concentration in reactor, product concentration in reactor, and dilu-
tion rate. The specific growth rate μ of biomass, specific consumption rate of
substrate qs and specific formation rate of product qp are expressed by Eqs.
(2)-(4), respectively.

μ = μmax(
Cs

Cs + ks
)(1 − Cs

C∗
s

)(1 − Cp

C∗
p

) . (2)

qs = ms +
μ

Y m
s

+Δqm
s

Cs

Cs + k∗s
. (3)
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qp = mp + μY m
p +Δqm

p

Cs

Cs + k∗p
. (4)

Under anaerobic conditions at 37◦C and pH=7.0, the maximum specific
growth rate of cells μmax is 0.67h−1, Monod saturation constant ks is 0.28
mmol/L. The critical concentrations of biomass, glycerol, 1,3-PD for cell growth
are X∗ = 10g/L, C∗

s = 2039mmol/L, C∗
p = 939.5mmol/L, respectively. ms, mp

Y m
s , Y m

p , Δqm
s , Δqm

s ks, k
∗
s , k

∗
p are parameters given in the previous work [3].

As far as the continuous fermentation is concerned, glycerol is added to the
reactor continuously, the broth in reactor pours out at the same rate and the
volume of the fermentation broth keeps constant in the whole course of bio-
conversation. As a result of fact, the following assumptions can be made:

(H1) The concentrations of reactants are uniform in bio-reactor and only as
varied as the fermentation time.
(H2) During the process of continuous culture, the substrate added to the reac-
tor only includes glycerol and the fermentation broth is exported by the dilution
rate D.

2.2 Stochastic Model

There are many possibilities to express the stochastic behavior of a system. The
natural approach is to take the given d-dimensional deterministic model and
simply add a stochastic part, given by a map G : R

d+1 −→ R
dm and an Rm-

valued white noise process wt [7]. This leads to the description as a stochastic
differential equation(SDE):

ẋ = F (t, x) +G(t, x)wt .

being an abbreviating notation for the exact expression

xt =
∫ t

t0

F (τ, xτ )dτ +
∫ t

t0

G(τ, xτ )dwτ + xt0 .

for the stochastic process Xt with values in R
d.

In this paper, we want to study only the influence of the noisy parameter
μ = μ̄+ σμẇ(t), and replace it in Eq.(2), Eq.(3) and Eq.(4). This is a standard
technique as far as stochastic population modeling is concerned. It introduces
stochasticity into the model.

As a result, we get the SDE model for continuous culture,

dx = F (x)dt +G(x)dw, t ∈ I, x(0) = x0 . (5)

where

F (x) = (X(μ−D), D(Cs0 − Cs)−Xqs, Xqp −DCp)T , (6)

G(x) = (σμX,
σμX

Y m
s

, σμY
m
p X)T , (7)

E(ẇ(t)) = 0,
D(ẇ(t)) = 1 .
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σμ is the intensity of the inherent stochasticity disturbance. In Eq. (5), x =
(X,Cs, Cp)T is a stochastic process that reflects the fluctuating trend of the
proportion under the inherent stochasticity disturbance.
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Fig. 1. The variations of the specific growth rate of cells in stable steady state.(data
from Ref. [2,3,4])

To determine system noise variances σμ additional methods, further exper-
iments are required. Fig. 1 shows the variations of the specific growth rate of
cells in stable steady state.

2.3 Existence and Uniqueness of the SDE Solution

Theorem 1. The vector-valued functions F (x) and G(x) defined by (6) and (7)
are measurable for t ∈ I, x ∈ R3.

Proof. It is clear from the continuity of the functions F (x) and G(x) on I.

Theorem 2. For the vector-valued functions F (x) and G(x) defined by (6) and
(7), there exist positive constants K and K ′ such that for t ∈ I the following
conditions hold:

a) uniform Lipschitz condition

‖F (x1)− F (x2)‖+ ‖G(x1)−G(x2)‖ ≤ K‖x1 − x2‖ ,

∀ x1 and x2 ∈ R3 .

b) growth condition

‖F (x)‖+ ‖G(x)‖ ≤ K ′(1 + ‖x‖) .
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Proof. From [8] We conclude that the function F (x) satisfied the uniform Lips-
chitz condition and growth condition on R3 a.e. . Let x1 and x2 be in R3, there
exists two constants L and C, we have

‖F (x1)− F (x2)‖ ≤ L‖x2 − x1‖ a.e. (8)

‖F (x)‖ ≤ C‖x‖ ≤ C(1 + ‖x‖) a.e. (9)

On the other hand, let a = max{1, 1
Y m

s
, Y m

p } and by the definition of the function
G(x), we have

‖G(x1)−G(x2)‖ ≤ σμa(
3∑

i=1

(x1
i − x2

i )
2)1/2 ≤ σμa‖x2 − x1‖ . (10)

Thus, it follows from (6), (7) and (10)

‖F (x1)− F (x2)‖+ ‖G(x1)−G(x2)‖ ≤ (L+ σμa)‖x2 − x1‖ .
Let K = L+ σμa, then we have the following inequality

‖F (x1)− F (x2)‖+ ‖G(x1)−G(x2)‖ ≤ K‖x2 − x1‖ .
Next, we will show the growth condition of the function G(x). It is clear from
the definition of the function G(x)

‖G(x)‖ ≤ σμa‖x‖ ≤ σμa(1 + ‖x‖) .
Therefore, letting K ′ = σμa+ C, then we can complete the proof by

‖F (x)‖+ ‖G(x)‖ ≤ K ′(1 + ‖x‖) . �

Let the vector-valued functions F (x) and G(x) are defined by (6) and (7). Based
on the Theorem 2 and Theorem 5.2.1 [9], we can prove the following theorem.

Theorem 3 (Existence and Uniqueness). The system (5) has a unique so-
lution x(t) satisfying for the initial condition x0 on I.

2.4 Properties of Solutions to the Stochastic Dynamic System

Lemma 1. [10] Suppose G : R3 → L(R3, R3),
∫ r

0
E‖G(x(s))‖2dt < ∞ and

y(t) =
∫ t

0
G(x(s))dW (s) <∞, then

E‖y(t)‖2 ≤ trQ ·
∫ t

0

E‖G(s)‖2ds .

Where L(R3, R3) denotes the space of all the bounded linear operators from R3

to R3, and Q is the covariance matrix of the Brownian motion W (t) and trQ
denotes the trace of QTQ.
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Lemma 2. [11] Let ϕ(t) and α(t) be measurable bounded functions and for some
L > 0 assume

ϕ(t) ≤ α(t) + L

∫ t

0

ϕ(s)ds .

Then

ϕ(t) ≤ α(t) + L

∫ t

0

exp{L(t− s)}α(s)ds .

According to the proof in Theorem 3, Theorem 5.4 [12] and Theorem 5.2 [9], we
can prove the following theorems.

Theorem 4 (Markov Property and Boundedness). Suppose (H1) and
(H2) hold. The unique solution x(t) is a Markov process on the interval I whose
initial probability distribution at t = 0 is the distribution of x0 and x(t) has
continuous paths, moreover

(sup0≤t≤TE‖X(t)‖)2 < B(1 + E‖x0‖2) .

where constant B depends only on K and T.

Theorem 5 (Stochastic Continiuty). Suppose that assumptions H1 and H2
are satisfied. Then, almost all realizations of x(t) are continuous on I.

Proof. We begin with another version of the linear growth conditions for the
coefficients F (x) and G(x).

By (9) and the definition of the function G(x), we can see that

‖F (x)‖2 ≤ C2‖x‖2.

and

‖G(x)‖2 ≤ σ2
μa

2‖x‖2.

Hence, let K2
1 = C2 + σ2

μa
2 it follows that

E(‖F (x)‖2 + ‖G(x)‖2) ≤ E[(C2 + σ2
μa

2)(1 + ‖x‖)2] ≤ K2
1E‖x‖2. (11)

Suppose t ∈ I and δ > 0. Let s ∈ I be such that |s − t| < δ. From (5), we may
have that

E‖x(s)− x(t)‖2 = E‖
∫ s

t

F (x(τ))dτ +
∫ s

t

G(x(τ))dw(τ)‖2 . (12)

Letting K = max{δ, trQ}, it follows from Hölder Inequality, Lemma 1 and The-
orem 4 that
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E‖x(s)− x(t)‖2 ≤ 4E[
∫ s

t

‖F (x(τ))‖dτ ]2 + 4E[
∫ s

t

G(x(τ))dw(τ)]2

≤ 4|s− t|
∫ s

t

E‖F (x(τ))‖2dτ + 4trQ
∫ s

t

E‖G(x(τ))‖2dτ

≤ 4K
∫ s

t

E[‖F (x(τ))‖2 + ‖G(x(τ))‖2]dτ

≤ 4KK2
1

∫ s

t

[1 + E‖x(τ)‖2]dτ

≤ 4KK2
1B(1 + E‖x0‖2)|s− t| .

Set B′ = 4KK2
1B(1 + E‖x0‖2), thus the above inequality can be as follows:

E‖x(s)− x(t)‖2 ≤ B′|s− t|,

or equivalently,
lim
s→t

E‖x(s)− x(t)‖2 = 0 .

Thus, for any ε > 0, by Tchebycheff inequality, we conclude that

P({ω ∈ Ω : ‖x(s)− x(t)‖ ≥ ε}) ≤ E‖x(s)− x(t)‖2/ε2 .

which completes the proof. �

3 Numerical Simulation

To elaborate the stochastic nature of continuous fermentation process suffi-
ciently, an numerical example is given. In the example, D = 0.25/hour Cs0 =
735mmol/L and we use Monte Carlo method to generate five thousand random
inputs, which consist of the infinitesimal increment of standard Brownian motion
dw(t). Afterwards, we solve the proposed stochastic model using the following
Stochastic Euler-Maruyama method and obtain five thousand evaluations of the
model. Our numerical approximation to x(τj) will be denoted by Xj .

Stochastic Euler-Maruyama method [12]

Xk
j = Xk

j−1 + F (Xk
j−1)#t+ akX

k
j−1(W

l
t (τj)−W l

t (τj−1)), j = 1, 2, ..., L .

where Δt = T/L for some positive integer L. Xk denotes the k’th component
of the x. τj = jΔt, a1 = σμ = 0.01638, a2 = σμ

Y m
s

and a3 = σμY
m
p . x0 =

(0.98g/L, 464mmol/L, 184.36mmol/L, 57.83mmol/L, 4.41mmol/L), the compo-
nents of which are the initial concentrations of biomass, substrate, 1,3-PD, acetic
acid and Ethanol, respectively. All the parameters of the stochastic system
are given in Table 1. Fig. 2 shows the comparison of biomass, substrate and
product concentrations between experimental and simulated results, where the
points denote the experimental values, written as y(τi)=(y1(τi), y2(τi), y3(τi)),
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Fig. 2. The comparison of biomass, substrate and product concentrations between
experimental and simulated results(acetic acid and ethanol are byproduct)

Table 1. Parameters values of each reactant in the stochastic system

Reactant μm ks m2
i Yi �i ki

Biomass 0.67 0.28 – – – –
Glycerol – – 2.20 0.0082 28.58 11.43
1, 3 − PD – – -2.69 67.69 26.59 15.50
Acetic acid – – -0.97 33.07 5.74 85.71
Ethanol – – -0.97 33.07 5.74 85.71

i = 1, 2..., 10, and the real lines denote the computational curves EXk(t), k ∈ I3.
Define errors as follows:

ek =
∑10

i=1 |EXk(τi)− yk(τi)|∑10
i=1 y

k(τi)
, k ∈ I3 .

We obtain the errors e1 = 9.37%, e2 = 6.37%, e3 = 19.85%. Comparing the errors
in this paper with the reported results [8], we conclude that the stochastic system
is more fit for modeling actual continuous fermentation under investigation.

4 Conclusions

In this paper, we present a nonlinear stochastic dynamical system of continu-
ous culture and demonstrated the existence and uniqueness of solutions to the
stochastic system. Further we proved some properties of the solution to the
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stochastic dynamic system. In the future we will pursue the verification and
validation of the proposed stochastic system and make detailed comparison be-
tween deterministic and stochastic models of continuous culture. Moreover, we
will develop into parameter estimation and stochastic optimal control problem
as well as stability for the stochastic system of continuous culture.
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Abstract. Complex biological systems often characterize nonlinear dy-
namics. Employing traditional deterministic or stochastic approaches to
quantify these dynamics either fail to capture their existing deviant ef-
fects or lead to combinatorial explosion. In this work we devised a novel
approach that projects the biological functions within a pathway to a
network of stochastic events that are random in time and space. By ap-
plying this approach recursively to the object system we build the event
network of the entire system. The dynamics of the system evolves through
the execution of the event network by a simulation engine which com-
prised of a time prioritized event queue. As a case study we utilized the
current method and conducted an in-silico experiment on the metabolic
plasticity of a cardiac myocyete. We aimed to quantify the down stream
effects of insulin signaling that predominantly controls the plasticity in
myocardium. Intriguingly, our in-silico results on transcription regulatory
effect of insulin showed a good agreement with experimental data. Mean-
while we were able to characterize the flux change across major metabolic
pathways over 48 hours of the in-silico experiment. Our simulation per-
formed a remarkable efficiency by conducting 48 hours of simulation-time
in less that 2 hours of processor time.

1 Introduction

A complex system is a subset of a world comprised of many components whose
interactions with the rest of the world or another subset is properly defined. The
behavior of a complex system could properly perceived through the aggregate
effects of its components. An organism could be viewed as a system or collection
of systems at different hierarchical levels. The boundary of a system is defined
by its components which for a bio-system could range from organism to organ,
tissue, cell, molecule, and atom. The degree of complexity between levels grows
exponentially from top to bottom. In the current study a cell draws the sys-
tem boundary and molecules are the interacting components of this system. The
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respond of a cell to an exogenous signal (antigens, hormones, pressure or temper-
ature change, etc) shaped from endogenous activities within the cellular networks
that attempt to maintain the cell homeostasis. To gain insight on the dynamics
of this respond at the system level, interaction of the underlying components
must be properly characterized in time and space. In this study we propose a
novel stochastic discrete event-based methodology [1] to conduct system level
in-silico experiments on a typical eukaryotic cell. We elucidate our method by
deploying that on the cardiac myocyte along with insulin signal as a case study
to validate the significance of our approach. The idea is to learn the system
level effects of an exogenous signal through the changes imposed on the dynam-
ics of Signal Transduction Network, (STN), Transcription Regulatory Network
(TRN), and Metabolic Network (MTN) of the cell following the perception of
the signal. The rest of the paper is organized as follows: we allotted the rest of
this section to provide a background on the quantitative models proposed for
the heart cell, on section two the modeling steps in the proposed approach along
with the simulation algorithm is described, section three devoted to application
of the current schema on the insulin signaling pathway in the heart-cell, section
four provides the results for the in-silico experiment, section five discusses the
key pros and cons of the approach, and we end the paper by drawing conclusion
in section six.

1.1 Background

Since 1960 that Denis Noble proposed the first model of the heart, numerous
quantitative models have been proposed for the heart from organ to cell level.
These models could broadly be classified into two main families: physiological
models and pathway models. The former class includes a combination of me-
chanical and biochemical models that focuss on capturing the physiological and
electrophysiological dynamics of heart and its tissues under different physio-
logical and biochemical conditions. Models in [2,3] are typical examples of this
class of models. This top-down modeling approach offers a course grain analysis,
therefore is not suitable for detail analysis of intra-cellular networks. The latter
class has a more microscopic focus which intends to model one or more pathways
from the cellular networks and seeks to quantify their dynamics, discover new
pathways, complexes, etc. Instances of such models could be found in [4,5]. In
order to predict the dynamics of biological functions latter class subscribes to
either one of the following approaches: i) deterministic approach where a sets of
ordinary differential equations (ODE) or partial differential equations (PDE) is
formed based on biochemical reactions and diffusion to address the rate of change
in concentrations of molecular parts. These ODEs/PDEs are then numerically
solved to determine the dynamics of the underlaying system. ii) The stochas-
tic approach which comprises strains of Gillespie [6] algorithm to approximate
Chemical Master Equation (CME) [7], where the system is mapped into sets of
chemical kinetic equations which evolves in Monte Carlo steps. Arkin and Sami-
olov [8] have shown that non-classical behavior of biological networks cause their
dynamics to substantially diverge from their average. Therefore, deterministic
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approaches based on classical chemical kinetic (CCK) which assumes equilib-
rium across the entire course of system’s evolution would not be an appropriate
method to model many of biological systems. This claim remains valid even for
the systems with higher molecular abundance. Although Gillespie based family
of algorithms are suitable for capturing the behavior of biological functions; how-
ever, despite the efficiency enhancements they archived owing to approximation
techniques such as tau-leaping, they still suffer from high computational com-
plexity. None of these approaches promises a suitable model for a system that
comprises network of biological functions (e.g. transcription function, signaling
phospo-interaction, metabolic reaction) that manifest several order of magni-
tude difference in their temporal dynamics. In a system whose components (i.e.
network nodes) manifest such temporal heterogeneity sequential evolution of
fast processes would exhaust the execution of slower ones. The complex network
of cellular processes (

⋃{STN, TRN, MTN}) in a cardiac myocyte is a typical
example of above systems.

To layout a modeling frame-work that contend to such heterogeneity in an
in-silico experiment we introduce the concept of myocardial event (myvent) that
accounts for an individual biological process within a cardiac myocyte. Not-
ing that dynamics of the system is captured through changes in the count of
molecular parts in the course of an in-silico experiment. These dynamics evolves
through the execution of a network of myevents. Each myevent is an object from
a specific class of myevents that has a random execution time with known first
and second moments. The ability to bundle one or more myevents of a same
class grants a mesoscopic scale to this modeling approach. This property avoids
exhaustive computations for a system that comprises a network of processes that
are temporally heterogeneous.

2 Approach

Observations confirm that at the molecular level the cellular behavior arises
from the stochastic interaction between molecular parts [8,9]. Such observations
is the key motivation in applying stochastic discrete event-based (SDE) method
in capturing the dynamics of a cellular function. Hence, identifying molecular
functions in a cardiac myocyte and mapping those into sets of myvents is funda-
mental to our approach. Each myevent has three attributes: (i) The stochastic
physicochemical model that approximates the temporal dynamics for a typical
class of myevents (i.e. cytoplasmic reaction, membrane reaction, transcription,
etc.), (ii) The molecular resources (input/output) associated with a myevent,
(iii) The compartment(s) within or across which a myevent is executed. In the
current study for the first attribute of the a myevent we either adopt a physic-
ochemical model from the literature or replace that with a relevant probability
distribution that can approximate the experimental data. Also to avoid further
complexity we only consider cytoplasm, nucleus, and mitochondria compart-
ments for a cardiac myocyte. In a SDE in-silico experiment, simulation time is
the representation of the physical time of the system being modeled. Each event
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is associated a time-stamp indicating when that event occurs in the physical sys-
tem being simulated. The event time-stamp is computed from the knowledge of
the previous event that has triggered the current event, together with the event
execution-time which is a realization of the random number that characterizes
the event dynamics. The dynamics of resource utilizations with progression in
time unveil the complete internal picture of a complex biological system at the
molecular level. Applying this doctrine to study the system level dynamics in
a cardiac myocyte, demands the following check-list for characterizing the sys-
tem parameters: (i) Identify the list of discrete myevents that can be included
in the model based on the available knowledge of the system; (ii) Identify the
resources of interest for the execution of the myevents function which are being
used by the biological process for each discrete event; (iii) Compute the time
taken to complete this biological discrete event. For this purpose, it is important
to mathematically relate all event parameters which affect the interaction of the
resources in a particular biological function; (iv) Identify the next myevent or
set of myevents initiated on the completion of a myevent. If multiple discrete
myevents are possible after completion of a myevent, the next myevent is chosen
probabilistically, based on the biological pathway of the function being modeled.
This probability calculation depends on the myevent-set and the properties of
the myevents within the set.

Once the above check list is satisfied the discrete event simulator scheduler
which is a time prioritized event queue pops individual myevents from the queue
and system proceeds. Upon the execution of each myevent, molecular resources
of the system is updated, system time is moved forward, and new myevents are
pushed into the event queue from the next-myevents list of current myevent. The
pseudo code for the algorithm that governs a SDE in-silico experiment is given in
Fig. 1.(left) and the simulation engine architecture is depicted in Fig. 1.(right).

SDES Algorithm for Cardiac myocyte :-

1.begin

2. Initialize:Random number generators

, global parameters,

myevent parameters,compartments,

simulator clock, trigger event

3. while the event queue is not empty

4. begin

5. pop the myevent from head of queue

6. update the simulation time

7. Invoke the model

8. retrieve the input resources

9. if all the input resources are available

10. begin

11. Utilize the random number generator

to determine event times

for the next sets of events

12. update molecular resources

13 generate and push next set of

myevents to the event queue

14. end

15. end

16.end.

Fig. 1. (Left) The SDES algorithm pseudo code for cardiac myocyte model; (Right)
The architecture of simulator engine
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In a compartmentalized environment there will be two superclass of myevents
apart from their types: the local myevent (eij , i = j) and cross compartment
myevent (eij , i �= j). Subscripts i and j are the source and destination com-
partments across which the event is executed. Execution of a local myevent only
effects molecular resources in the compartment local to that myevent, where a
cross compartment myevent potentially changes the resources in both source
and destination compartments.

3 Modeling the Cardiac Myocyte Plasticity

Metabolic plasticity is the capacity of a cell to adopt to alternative available
metabolic substrates as the source for its energy requirement. In order to model
the plasticity of a cardiac myocyte at the system level first we need the to identify
the pathways in signal transduction, transcription regulatory, and metabolic
networks that pertain to such functionality. Further, identify the myevents that
comprise each biological function within these pathways. Then associate each
myevent with the proper stochastic model, input resources, and output resources.
Subsequently interconnect those myevents in a recursive fashion to form the
myevent network of that function. The above process that maps a biological
functions from its physiological context to an event based context is referred
to as eventology of that function. By recursively applying the eventology to the
system we can form the event network of the whole system.

3.1 Eventology of the Signaling Pathways

Cardiac myocytes should have flexibility in their fuel selection in order to be
consistent in meeting their energy requirements. Metabolic flux modulation could
be regulated at many levels, two of the promising flux modulations in cardiac
myocytes are through the control of metabolite uptake and gene expression level
[10]. Insulin which is an essential peptide hormone of endocrine system that
secretes from β-cells in pancreas is predominantly involved in the fuel selection
at both levels. Although the propagation of the insulin signal within the cell
influences divers cellular functions such as mitogenic, cell growth, etc.; however,
in this work we focus on the signaling information that culminates on the two
modulatory effects.

The insulin signal is sensed by binding the insulin to insulin receptors (INSR)
on the membrane of cardiac myocytes and belong to the family of ligand-
activated tyrosine kinase (RTK) receptors [11]. The information of the insulin
signal is propagated within the cell through a non-linear signaling network [12].
The inherent robustness is the de-facto rule of survival in the evolutionary pro-
cess of biological systems. Therefore, most of these systems are robust to the
large set of stresses and demonstrate the butterfly effect to substantially smaller
sets. Setting this fact vis-a-vis the complexity of system enables us to reduce the
complexity by two strategies: i) by eliminating the components or aggregating
their detail to a higher level where it is proven or speculated to have lesser im-
pact on the objective system, ii) exclude a subset of the system from the analysis
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Fig. 2. The insulin (left) and fatty acid (right) signal transduction networks diagram

with the assumption that the rest of the system is in the equilibrium interaction
with the current subset. With this strategy we have abstracted the insulin signal
transduction hierarchy from excessive details and included those components
where a consensus exists on their impact on the cell metabolism [10].

The insulin signal transduction network (STN) that has the above property
could be found in KEGG pathway database [13]. We imported their STN and
modified the original version based on data published elsewhere to include some
of missing components that were necessary for our work as well as excluded the
excessive details. Fig. 2 shows the signal transduction networks for insulin and
fatty acid that we used in our in-silico experiment. The myevent diagram for the
insulin signaling pathway of Fig. 2 is depicted in Fig. 3. The color code is used
to represent the myevents with similar physicochemical (e.g phosphorylation,
activation, transport) class. The physicochemical class of each myevent was ex-
plored from literature. A myevent whose physicochemical class was unidentified
was assigned to a biochemical reaction class. Noting that, since signal transduc-
tion and transcription regulatory networks are interrelated we included a subset
TRN that is affected by the insulin in the event diagram. Noting that Fig. 3
does not include the events that pertain to the fatty acid signal which is par-
tially depicted in right corner of Fig. 2. In the myevent legend the three capital
letters following the name of each myevent specifies the class of that myevent
(e.g. TRN: transcription, ACT: activation, PPR: phosphorylation, INA: insulin
receptor activation). A self feedback in the event digram induces the signal pro-
rogation by one fold from the feedback point. These loops are added to the map
empirically by comparing the in-silico results and experimental data.
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Fig. 3. The myevent diagram above depicts selected events for insulin STN in Fig. 2.
Events with purple color belong to TRN.

Fig. 4. Event diagram of protein synthesis in eukaryotes

3.2 Models for Glucose and Fatty Acid Uptake

Glucose and Fatty Acids comprise > %90 of the energy resources of cardiac tis-
sues [14]. Hence, in this work we decided to focus on modeling uptake pathways of
these two substrates. In adult heart Glucose is taken into the cell mainly by glu-
cose transporter 4 (Glut4) [15]. Insulin promotes the Glut4 membrane transport
through two parallel pathways. These two pathways which both originate from
the insulin receptor protein (INSR) activation complement each others role in
mediating the glucose uptake. Phosphorylated aPKCλ/ξ is a down stream prod-
uct of a phosphorylation signaling cascade from the first pathway which enables
the Glut4 vesicle transporters (GSV) to move to the vicinity of the membrane
[16]. Upon activation INSR phospho-activates the APS protein that initiates
the second pathway. Activation of APS initiates a sequence of activations and
interactions that involve more than seven proteins [17]. Through a sequence of
complex interactions the Glut4 which at the time is present in the vicinity of
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plasma membrane is first docked then tethered and ultimately fussed into the
membrane [16]. In our in-silico experiment we abstract the outlined process into
following three myevents : GSV activation myevent (associated with reaction
model in [18] discussed later in the paper), GSV transport myevent (associated
with diffusion model in [19], and Glut4 tether myevents (associated with in model
[20]). Fig. 5.(a) shows the discrete even representation of the glucose uptake. We
made a subtle modification to the model in [20] which mainly includes adding a
capacity to each membrane receptor to handle the group transport activity for
GSV. For the Fatty Acid (FA) uptake we focused to model the mechanism for
which a strong consensus exists and tried to implement that for a long chain
fatty acid (LCFA). Note that choosing a fatty acid with different chain length
(e.g. short or medium) mainly affects the oxidation reactions and not the uptake
mechanism. The plasma isoforms of FATBP and FAT/36 can participate in pas-
sive diffusion by increasing the dissociation rate of albumin, and in facilitated
transport by interacting with FATP and importing the FA into cytoplasm [21].
This system adjusts the rate of FA uptake with mitochondrial demand to avoid
accumulation of FA in cytoplasm which could be hazardous for the cell. Once
the FA entered the cytoplasm, it then binds to cytoplasmic isoform of FATBP
and transported to the vicinity of the mitochondrial outer membrane. Acyl-CoA
Synthase (ACS) converts the Long Chain Fatty Acid (LCFA) to LC acyl-CoA.
To participate in the β-Fatty Acid oxidation LC acyl-CoA should be transported
into the mitochondria. To cross the impermeable mitochondria membrane the
fatty acid transport pathway utilizes the Carnitine palymitoyltransferase (CPT)
system. CPT composed of L−carnitine, acylcarnitnie translocase (ACT) and
two transfer proteins i.e. CPT1 and CPT2 [22]. Carnitine palymitoyltransferase
1 is a transmembrane protein located on the outer membrane of mitochon-
dria and delivers the LC acyl-CoA to carnitine to form LC acylcarnitine. ACT
hands the LC acyl-CoA over to CPT2 through the intermembrane space. The
second transfer protein replaces the carnitine group of LC acylcarnitine with
CoA and releases the LC acyl-CoA in the mitochondria to participate in the
β-fatty acid oxidation pathway [22]. CPT1 is sensitive to Malonyl CoA which is
the product of Acetly CoA carboxylation in cytoplasm this reaction is catalyzed
by Acetyl CoA Carboxylase (ACC). Hence Malonyl CoA is a negative regulator
of β-fatty acid oxidation. The event-based model of the FA uptake depicted in
Fig. 5.(b). The associated model for the designated myevents are as follows:
FA uptake associated with model in [20], FA transport and FA mitochondrial
transport both associated with fast reaction model (described in supplementary
materials1). In the FA mitochondrial transport we have modeled the process
by breaking the transport between the metabolic and signaling networks. More
specifically the binding FA to CPT1 is handled by the signaling network as one
bimolecular reaction [18]. Shuttling LC acylcarnitine to the CPT2 is handled
by a metabolic reaction which is catalyzed by CPT2. The reason for breaking
the event between metabolic and signaling network originates from the set of

1 Supplementary section not included due to the space limitations and is available
upon request from the corresponding author.
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(a) (b)

Fig. 5. (a) The myevent diagram for glucose uptake process. (b) Fatty acid uptake
myevent diagram.

metabolic reactions that we used to model the metabolic reaction network in
cardiac myocytes.

3.3 Eventology of Protein Synthesis

Down stream effect of a signal might effect the gene expression and consequently
the protein synthesis. Protein synthesis is the core process of life which involves
a very complex and not completely known regulatory mechanism. Although, we
are still far behind from a comprehensive and detailed quantitative model of
protein synthesis; however, our knowledge of central dogma is just enough to
propose an event based abstraction that meets the requirements to fit into the
in-silico experiment paradigm.

Protein synthesis in eukaryotes compromises an orchestrated sequence of
events including: chromatin remodeling, gene transcription, pre-mRNA splicing,
mRNA nuclear transport and mRNA translation. These events involve sophisti-
cated evolution and regulatory mechanisms whose detail discussion is beyond the
scope this paper. Hence, we briefly browse through the major concepts that will
contribute to our modeling effort. Transcription and translation in eukaryotes
is very complex and much of their details yet not properly understood. General
mechanism of transcription and translation discussed in [23] and elsewhere. In
[24] general concepts involved in mammalian gene transcription is described
and a qualitative model for their assembly is proposed. Transcription and RNA
II-TFIIB are structurally analyzed in [25] and mechanism of RNA II elongation
is discussed in [26]. Binding of TATA Box Proteins (TBP) is essential for gene
expression, in [27] regulation of gene expression by TBP is elucidated. Kinetic
analysis of gene transcription is provided in [28]. Following the gene expression
the pre-mRNA will be spliced to generate messenger mRNA. Each mRNA should
be transported to cytoplasm and translated by the ribosomal proteins (tRNA)
to give birth to the protein it encodes. The process of transporting the mRNA
to cytoplasm is referred to as nuclear transport which it self has divers and
complex mechanisms [29]. Also the kinetics of mRNA nuclear transport is stud-
ied in [30]. Following the export of mRNA to the cytoplasm ribosomal protein
(tRNA) translates the codons in mRNA to the proper amino acids. The mecha-
nism of translation initiation is given in [31] while the molecular mechanism of
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translation is described in [32]. Also it has been shown that protein synthesis is
non-linear and has a bursty dynamic [33].

Nevertheless, the details of gene expression is far more complicated than de-
scribed above, we have abstracted the protein synthesis process as a network of
myevents. These myevents could be categorized into two classes of explicit and
implicit events based on the mechanism of their initiation. Former, includes those
myevents whose trigger is explicitly indicated in the qualitative models such as
transcription event, splicing event, etc. The latter class includes those myevents
that will be executed although they are not explicitly included in the qualitative
models, examples of those include: protein decay, mRNA decay, transcription
termination, etc.

The protein synthesis is the product of collaborative effort between the tran-
scription regulatory and signaling networks. Therefore, suppose an external sig-
nal in its downstream activates the transcription factor α, upon activation α is
transported into the nucleus. Further assume that as a result gene β is affected.
The effect of α on gene expression is interpreted by the gene regulatory network,
our abstracted mechanism of gene regulation will be discussed shortly. In the
case of positive regulation, β −mRNA is produced, transported to cytoplasm,
and translated to protein B. Fig. 4 shows the event diagram of this model where
the red arrows point to the implicit events and black arrows to the explicit
events. As observed in the diagram a myevent could belong to both categories
and the only difference is the mechanism for triggering an event with respect to
the qualitative model.

For chromatin remodeling we assumed to have SWI/SNF remodeling complex,
since it is the most preserved remodeling complex across eukaryotes and has no
sequence specificity [34]. Researchers in [35] and elsewhere have reported the data
on different aspects of chromatin remodeling. We were able to fit their reported
data (result not shown) for the rate of nucleosome in-cis translocation (base-
pair/sec) into a gamma distribution (α = 2.50±0.17, β = 4.67±0.35). Therefore,
temporal dynamics of the remodeling myevent is modeled with gamma distribu-
tion. Also we assumed a nucleosome occupancy of 0.3 for all promoter regions.
For the transcription event we used the model proposed in [36]. This model uses
a birth and death Markov chain to determine the rate of the transcript produc-
tion. They have modeled the process based on number of RNA PII that binds to
the gene and the elongation rate of RNA PII. We have adapted and calibrated
the model to become consistent for eukaryotic based on the parameters given in
[37,38] (e.g. basal RNA PII elongation rate (40 bases/s), etc.). For the splicing
myevent we assume to have a constitutive splicing [39] where each a pre-mRNA
spliced at a rate of 0.25 per minute [30] which is negative exponentially dis-
tributed around the mean. For the pre-mRNA and mRNA decay myevents we
applied the exponential decay processes with a rates according to to half life of
these species reported in [40,33]. We used a simple stochastic diffusion model
proposed in [19] to estimate temporal dynamics of mRNA nuclear transport
based on kinetics reported in [41]. For estimation of translation myevents time,
we applied the markov model proposed in [36] for translation in prokaryotes



Modeling a Complex Biological Network with Temporal Heterogeneity 477

and calibrate the parameters based on experimental data in [38,30]. The protein
decay myevent has an exponential decay process with rate reported in [42]. The
transcription termination event has a constant time which we obtained empiri-
cally while calibrating the simulator.

3.4 Transcription Regulatory Network and In-Silico Regulatory
Model

More than 150 genes have been identified that are positively or negatively regu-
lated by the insulin [43]. Amongst genes affected by insulin, < 50 genes reported
as myocardial genes [44]. We sought to collect as many genes that has been
reported and is regulated by either insulin or fatty acid signaling pathways in
the heart muscle cell [12,43]. To abstract the expression and inhibition of the
target gene ‘X’, we attribute each gene with a status flag and a time stamp.
The status flag can hold one of the following three states: being expressed(BE),
already inhibited (AI), or no activity (NA). The time stamp indicates the time
for the last change in the status flag of the gene. Transition of the gene sta-
tus from NA to either BE or AI is triggered by the transcription myevents. To
handle the transition form BE or AI to NA a specific Gene Status Check (GSC)
event is predicted that is executed periodically and compare the target gene time
stamp with current time. If the difference between the two times is greater that
a GENE HOLD STATUS constant then it shifts the gene status to NA. Based
on current model there is no direct shift between BE and AI states.

The input to the a transcription myevent is a transcription factor ‘T’. Exe-
cution of a transcription event indicates that resource for ‘T’ is available. The
non-empty set g includes all the genes that are up/down regulated by transcrip-
tion factor ‘T’, upon execution of a transcription event one of these genes is
selected for the status change with probability p = 1

|g| . Based on wether the se-
lected gene ‘X’ belongs to up-regulated or down-regulated subset of g, its flag is
changed accordingly. The set of transcription factors (TFs) that we included in
our in-silico along with their target genes is available in supplementary material.

3.5 Metabolic Reaction Model

Glycolysis I, TCA cycle, pyruvate metabolism, and β-fatty acid oxidation path-
ways are the major pathways dedicated to precursor substrates metabolism in
cardiac myocytes. In our experiment we considered the set of metabolic reac-
tions that comprises the above metabolic. This set composed of 109 reactions
consistent with human metabolic reactions reported in BiGG database [45]. Each
reaction is identified by a unique reaction ID that we borrowed from the original
record in the BiGG (list of these reactions is given in supplementary materials).

For a metabolic reaction myevent we consider a lumped metabolic event whose
effects on metabolites is based on the Flux Balance Analysis (FBA) approach
[46]. Implementing such strategy requires a metabolic myevent to be local.
However, keeping metabolic myevents local will cause metabolite explosion in
some compartment (e.g. mitochondria) and metabolite starvation in the others
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(e.g. cytosol). To circumvent this issue we define a new cross compartment event
called metabolite squad myevent (MetabSquad) that executed regularly every τ
squad unit of time and redistributes the metabolite across pairs of neighbor com-
partments. Ωk(i, j) ≤ 1, ∀i, j : i �= j is the portion of metabolite k molecules
in compartment i to be transported to neighbor compartment j. This ratio is
estimated in an iterative fashion. A pair of cellular compartments that can have
direct molecular transport between themselves are called neighbor compartments.

We employed FBA approach to determine the flux across the metabolic re-
actions. From a reaction flux we can determine the change in molecular-count
of a specific metabolite in the entire set of metabolic reactions in an arbitrary
epoch during experiment, given the steady state condition. The essence of the
FBA for a metabolic reaction founded on the assumption that the cell tends to
maximize the biomass yield in the steady state condition. The emerging prob-
lem is then mapped into a linear optimization problem where the solution to
this problem are optimum fluxes across sets of metabolic reactions given: the
reactants, products, and enzymes concentrations. The method to manipulate
the flux for a reaction across each metabolic myevent inter-arrival time briefly
includes following steps: (i) determine active reactions from the availability of
their participant molecular parts, (ii) determine the reaction direction by com-
paring the equilibrium constant of the reaction to the ratio of

∑
[procuts] to∑

[reactants] , where brackets in brackets indicate the concentration, (iii) de-
termine the weight of a reaction with respect to all set of reactions ( weight
of a reaction is inversely proportional to the number of reactions in which its
reactants participate), (iv) determine the reaction flux during time tmtb with
respect to the enzyme turnover number and metabolite constrains. tmtb is the
inter-arrival time between two metabolic myevetns which could be set to an ar-
bitrary constant value. The dilemma for setting tmtb value is choosing between
efficiency and the precision of the simulation (i.e. large versus short periods).

Noting that any myevent that appeared in the event networks and was not
discussed individually was modeled using stochastic reaction model proposed in
[18]. The model equation for the reaction between reactantsA andB is replicated
here:

p(tA·B)=e(−λtA·B), λ−1 =
nA(rA+rB)2

V

√
8πkBT (mA +mB)

mA ·mB
exp(

−EAct

kBT
)(1)

In the above equation λ is reaction rate, nA is molecular count of reactant A,
rx and mx are the average molecular radius and molecular mass of reactant x,
respectively, kB is the Boltzmann constant, T is the absolute temperature and
EAct is the activation energy of the reaction. Noting that, this model subjects
to further approximations given in supplementary materials.

4 In-Silico Results

The traces of plasticity is also observable in the expression profile of those genes
contributing to a specific substrate metabolism. On the other hand, metabolism
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of an abundant metabolite subjects to the promising availability of the transport
proteins and metabolic enzymes specific to that metabolite. Hence, a higher
gene expression profile is expected for the underlaying genes. Van Bilsen and
his colleagues [47] conducted an experiment for the rat heart and identified the
expression patterns for some of the genes contributing to the glucose and fatty
acid oxidations in the rat heart.

In such experiment the cardiac myocytes were forced to follow a certain pat-
tern in substrate (glucose and fatty acid) metabolism. The pattern imposed by
feeding the model animals with glucose rich food for 8 hours (feeding period)
and then letting them starve for the next 40 hours(fasting period). The starva-
tion forces the body to release the fat stored in adipocytes into the blood. This,
would let the other cells (e.g. cardiac myocyte) to uptake and oxidize the fatty
acids for their functions, which obligates activating the fatty acids-dependent
uptake and oxidation pathways. To validate our approach we utilized the pro-
posed methodology to conduct the above experiment in-silico at the molecular
level. To date of this paper no in-silico simulation tool or quantitative model has
been reported to have the capacity of capturing the system-level dynamics of a
cellular network for such a pro-long duration (i.e 48 hours).

To design the experiment we supplied 1.4 nM of each signaling proteins, 1.4
nM of each metabolic enzymes, and a basal level of transcript for each of the
genes listed in supplementary materials. Also 11 mM of the Octadecaontate (n-
18:0) which is a saturated stearic fatty acid was supplied as the exogenous fatty
acid resource. To mimic the short feeding period followed by a longer fasting
period we supplied the initial concentration of the glucose such that it would
last for ∼ 8 hours, where fatty acid concentration would last for entire course of
experiment. Hence, for the 40 hours following the initial 8 hours of experiment
only fatty acid would be available as the metabolic substrate. Noting that we
suspended the insulin signal once the glucose supply reached %5 of its initial
concentration. The choice of the stearic or palmitic fatty acid would not skew
the results since the stearic acid is converted to a palmitic acid by metabolic
reaction R FAOXC180 which is an oxidation-reduction reaction in β-fatty acid
oxidation pathway.

The fold change in concentration of the transcripts for those genes whose
data could be validated with published data is depicted in Fig. 6. Comparison
is shown at two time points for the feeding scenario discussed earlier between
the in-silico and empirical results. As observed the CPT1 which is a member
of CPTS increased during the fasting and ACADL which is Long-chain specific
acyl-CoA dehydrogenase was also induced during that period. The in-silico re-
sults shows that HK2 (hexokinase 2) which is a glycolysis pathway metabolic
enzyme remained constant during fasting where the empirical data suggested re-
duction by half fold for the same period. This may suggests a potential inhibitory
regulation which is not included in our simulation. Although both results agree
on the increase for Fatty acid-binding protein (FABP) during the fasting pe-
riod; however, in-silico results show a significantly higher fold which demands
for further regulatory mechanism not implement by our gene regulatory model.
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Fig. 6. Change in the expression profile of selected myocardial genes for normal feeding
period (after 8 hours) and fasting period after 48 hours. In-silico results and empirical
data are shown in blues and greens, respectively.

This proposition stays valid for ATP-citrate synthase (ACLY ) too, but this time
during the feeding period.

In Fig. 7.(a) we have shown the transcription regulatory effect of current
feeding scenario at four time points for the entire set of genes. The genes that
induced by FOXO1 show exponential increase in their expression profile after
5 hours of simulation. This happened because the insulin signal which would
negatively regulate those genes gradually diminished. Although the increase in
the expression level of these genes was expected; however, the reported quantities
in their expression profile subject to further validation with empirical data. Many
of the genes involved in fatty acid transport and oxidation pathway show a one
to two folds increase which is in agreement with the experimental data reported
elsewhere. Since very limited data was available on negative regulatory effects
of current transcription factors we were not successful to capture their negative
regulatory effects on the gene expression profiles.

To further observe the metabolic plasticity of a myocardial cell we also looked
into the metabolic fluxes, ATP synthesis and some substrates concentration pro-
file during the course of experiment. Fig. 7.(b) shows that during the early hours
experiment both exogenous substrates were highly utilized in energy production
of the cell, as a result ATP concentration increased exponentially. The concen-
tration of D-Glucose-6P follows an exponential decay which indicates a very high
utilization of glucose in cell. After initial raise in the concentration of intermedi-
ate metabolites, for the hours between 6 to 20 we observe a decline in the slope of
Stearoyl-CoA(18:0CoA) decay. The smoother slope is the consequence of nega-
tive regulation of CPT1 by Malonyl-CoA as well as marginal inhibitory effect of
insulin signal on fatty acid transport system [48], which we incorporated in the
event network as a slow reaction myevent on FAT/CD36. Reduction of Malonyl-
CoA concentration was followed by increased the activity of CPT1 which further
increased the rate of fatty acid oxidation after the first day (24 hours).

Fig. 8 shows the fluxes across all active metabolic reaction in Glycolysis I,
TCA cycle, pyruvate metabolism, and β-fatty acid oxidation pathways during
the course of in-silico experiment. The radius of circles show log(flux) value of



Modeling a Complex Biological Network with Temporal Heterogeneity 481

(a)

0

2

4

6

8

10

12

14

16

18

20

A
C

A
C

A
A

C
A

D
L

A
C

A
D

M
A

C
LY

A
D

IP
O

R
1

A
D

IP
O

R
2

A
LD

O
A

A
P

O
A

1
C

A
LM

1
C

D
36

C
P

T
1

E
R

A
F

6P
K

F
A

B
P

3
F

A
C

L
F

A
S

F
B

P
2

F
O

X
O

3
G

6P
C

G
6P

D
G

C
K

G
LU

T
1

G
LU

T
3

H
M

G
C

S
2

IG
F

1
IG

F
B

P
L1

IG
F

B
P

IN
S

R
LD

LR
M

E
2

M
LY

C
D

M
T

P
P

53
P

C
K

1
P

D
K

4
P

F
K

F
B

2
P

F
K

M
P

G
K

1
S

C
D

5
S

LC
37

4
S

R
E

B
P

1
S

R
Y

U
C

P
3

U
S

F
V

E
G

F

m
R

N
A

 (
ar

bi
ta

ry
 u

ni
ts

)

 

 

2 hrs
8 hrs
24 hrs
48 hrs

(b)
0 5 10 15 20 25 30 35 40 45 50

0

0.2

0.4

0.6

0.8

1

Time (hr)

S
ub

st
re

at
e 

co
nc

en
tr

at
io

n 
(a

rb
ita

ry
 u

ni
ts

)

 

 

ATP (synthetized)
D−Glucose−6P
Stearoyl−CoA (n−C18:0CoA)

Fig. 7. Effect of 8 hours period of normal feeding followed by 40 hours of fasting
on: (a) gene expression profile for all the genes in transcription regulatory network
underlaying the current in-silico experiment. (b) concentration of D-Glucose-6P(red),
Stearoyl-CoA(18:0CoA) (gray), and ATP in blue.

the reactions which were measured in 45 minute intervals, x and y axis are the
time and reaction index, respectively. From here we reconfirm that roughly there
was no flux across glycolysis pathway after 8 hours, where the flux across fatty
acid reactions fluxes varied but sustained during the entire course of experiment.

Following is a list of selected parameters along with their values that we used
in the simulation: Average myocardial cell volume = 40 × 10−15 m3 reported
in [49], nucleus volume is ∼ %10 of the cell volume [23], in myocardial cell
mitochondria occupies ∼ %30 of the cell volume [50], from data in literature we
estimated there are ∼ 4660 cardiac myocytes per 1mg wet cells (varies among
the samples). To convert any molecular counts in heart muscle to nano-Molar
concentration we divided the counts by 240.88×102. The weight per amino acid
was considered 0.11 KDa and an average weight of a eukaryotic cell ∼ 10−9

grams. The activation energy 9 < Ea < 21 kbT was used for the reaction model
governed by Eqn. 1 and temperature was set to T = 300 K. The complete list
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Fig. 8. Reaction fluxes for 25 active reactions: radius of each circle represents the log
value of the flux per reaction, numbers on the y axis correspond to the reaction indices
on the list to right of the chart

of parameters and their values is available upon the request from corresponding
author (amin.mazloom@mssm.edu).

The simulation engine was entirely written in JAVA where JVM was run-
ning in Windows XP environment. The in-silico experiment was conducted on
a stand alone Dell XPS-3000 machine, which had dual core 2.1 GHz P4 Intel
processors and 4 GB of DDR2 RAM. Forty eight hours of simulation time took
approximately two hours of CPU time.

5 Discussion

The proposed approach significantly reduced the computational cost of the
experiment. Computation complexity is a major factor that challenges most
system-level simulation efforts in biological networks. Appropriate design of the
insulin and fatty acid event diagrams which forms the road map for evolution
of the systems dynamics is essential in the of success of current approach. Al-
though there is no general role to follow for designing the details of an event
diagram, for instance where to incorporate a loop or when to aggregate a group
of events (e.g GLUT4 tethering and fusion events); nevertheless both experience
and practice as well as relevant data from biochemical and biological experi-
ments are particularly important. Including a loop could increase the speed of
the signal propagation in the subnetwork originated from that node by one fold.
Furthermore on the border of the signal transduction and metabolic networks
consistency in selecting of input/output resources is crucial for the evolution of
the system. Also most of the laboratory experiments on myocardium are at the
tissue and organ-level. Hence, we often have to apply certain approximations
or assumptions to re-scale experimental data to be beneficial for our in-silico
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simulation. Such mappings are not always trivial due to the missing vital data
components. The accuracy in capturing the dynamics of a myevents is directly
proportional to the precision of parametric physicochemical model that is asso-
ciated with the model. In the current study in several cases we applied a single
parameter probability distribution, further study is required to replace those
distributions with more realist and accurate formalisms. The proposed regula-
tory mechanism projects the regulatory effect of a TF to a stochastic binary
parameter with constant life time. Undoubtedly, real transcription regulatory
mechanisms are far more complex, yet we observed that the current model could
be a starting point in designing more complex and yet efficient transcription
regulatory models that fit the system level simulation paradigm of complex bi-
ological systems. Although the outlined approach demonstrated a high capacity
for system level simulation of a complex biological system such cardiac my-
ocytes; however, big knowledge gaps in the structure of the target system could
significantly diminish these capacity. Also designing a stochastic phytochemical
model that can properly capture the temporal behavior a biological process is a
particularly challenging task.

6 Conclusion

We established a novel framework in simulating the dynamics of biological net-
works with temporal heterogeneity across multiple cellular compartments. Inher-
ent stochasticity that exists in the cell environment is conserved in the current
in-silico framework. Furthermore, the proposed approach is scalable, very effi-
cient and fairly accurate compared to available methods for system level mod-
eling of biological systems. The promising capacities of the current approach
was demonstrated by utilizing that in conducting an in-silico experiment on the
metabolic plasticity of cardiac myocytes. We believe that current method could
be very constructive in hypothesis testings experiments, drug target analysis,
and cellular level study of diseases . Also the application of this approach is not
limited to the heart cell and could potentially be applied in any cell lineage.
Although the proposed method is sound in efficiency, yet demands substantial
work especially in establishing more promising physicochemical models as well
as the gene regulatory model to grant further accuracy to the results.
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Abstract. Based on the inherent characteristics of wireless sensor networks 
(WSN), the dynamic behavior of malware propagation in flat WSN is analyzed 
and investigated. A new model is proposed using 2-D cellular automata (CA), 
which extends the traditional definition of CA and establishes whole transition 
rules for malware propagation in WSN. Meanwhile, the validations of the 
model are proved through theoretical analysis and simulations. The theoretical 
analysis yields closed-form expressions which show good agreement with the 
simulation results of the proposed model. It is shown that the malware propaga-
tion in WSN unfolds neighborhood saturation, which dominates the effects of 
increasing infectivity and limits the spread of the malware. MAC mechanism of 
wireless sensor networks greatly slows down the speed of malware propagation 
and reduces the risk of large-scale malware prevalence in these networks. The 
proposed model can describe accurately the dynamic behavior of malware 
propagation over WSN, which can be applied in developing robust and efficient 
defense system on WSN.   

Keywords: wireless sensor networks, malware propagation, model, cellular 
automata, neighborhood saturation, MAC mechanism, theoretical analysis. 

1   Introduction 

Wireless sensor networks have been widely used for many interesting and new 
applications such as environmental monitoring, patient health care monitoring, 
detection of chemical or biological threats, and military surveillance, tracking and 
targeting [1]. One key issue is various types of security treats [2, 3] in wireless sensor 
networks which are highly distributed and resource constrained environments. 
Attacks against wireless sensor networks could be denial of service, worm, Sybil 
attack and other malicious codes. 

Worm and virus attacks on the Internet have been widely studied [4-8]. Some 
studies have greatly contributed to our understandings of various security issues and 
threats to wireless Ad hoc networks. However, wireless sensor networks differ from 
wireless Ad hoc networks and traditional computer networks in various aspects: First, 
wireless sensor networks are highly distributed system and consist of a great number 
of distributed nodes (sensor nodes) with the ability to monitor its surroundings. 
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Second, sensor nodes are limited in power, computational capacities, and memory[1]. 
Finally, self-organization is a fundamental feature of wireless sensor networks[9]. 
Those security mechanisms on Internet or wireless Ad hoc networks could not be 
applied directly to wireless sensor networks.  

Investigation of worms spreading in wireless sensor networks has attracted some 
researchers [10-12]. Khayam and Radha [10] apply signal processing technique to 
model space-time propagation dynamics of topologically-aware worms in a sensor 
network with uniformly distributed nodes. They integrate physical, data link, network 
and transport protocol characteristics into the proposed model of worm propagation and 
obtain a closed-form expression of the infected population. De et al. [11] model and 
analyze the node compromise spreading process and identify key factors determining 
potential outbreaks of such propagations. In particular, they perform their study on 
random graphs precisely constructed according to the parameters of the network. 
However, the random graph model is homogeneous, which conflicts with the 
characteristic that sensor nodes relate closely to the location in WSN. Therefore, the 
spreading models based on random graph model are not suitable for investigating the 
propagation over WSN. Afterwards, the authors of Ref.[11], in their another paper [12], 
point out that the analytical model of [11], based on random graphs, fails to capture the 
temporal dynamics of the comprise propagation and only succeeds in capturing the 
outcome of the infection. Furthermore, the authors propose an epidemic theoretic model 
for evaluating broadcast protocols in wireless sensor networks. However, the model 
assumes that the number of neighbors that can be infected by any infected node is 
proportional to all susceptible nodes in the network (see in Eq.(2) and (3) of [12]). The 
assumption results in an inaccurate evaluation on spreading speed in the process of 
malware propagation.  

Cellular automata (CA) is a mathematical model for complex natural systems [13-16], 
containing large numbers of simple identical components with local interactions. There is 
a substantial literature [13, 16-19] on the mathematical model based on cellular automata 
in epidemiology of theoretical biology. These models based on cellular automata focus 
on the local characteristics of the disease spreading process influencing the global 
behavior of the system. However, considering the inherent characteristics of WSN, it is 
unsuitable that the existing models for epidemiology are applied directly to malware 
propagation of wireless sensor network. 

CA can simulate various uncertain behaviors of complex system, which is difficult 
for those models based on deterministic equations. Furthermore, CA is easy to realize 
on computer due to its spatial-temporal discrete property and massively parallel 
computation. An example of application of cellular automata in wireless sensor 
networks can be found in [20]. Cunha et.al. verify the possibility of using cellular 
automata to simulate the behavior of a WSN and a simulator has been developed to 
evaluate an algorithm for a very common problem in sensor networks: the topology 
control. Particularly, the self–organization and the local interaction are the inherent 
properties of WSN, which are similar to CA, so CA can be applied to model and 
simulate the malware propagation in WSN. 

In this paper, we focus on the inherent characteristics of WSN and the dynamic 
process of malware propagation in WSN is modeled and analyzed using cellular 
automata. The validations of the model are performed through theoretical analysis and 
simulations. The theoretical analysis yield closed-form expressions which show good 
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agreement with the result of the proposed model. The theoretical analysis and 
simulation results demonstrate that the proposed model characterizes fully the 
localization and the spatial-temporal correlation and the model is appropriate to 
simulate malware propagation in WSN. An evolving pattern in the 2-D cellular space 
is obtained easily under different time using the model. It is shown that the 
assumption of homogeneous mixing of nodes causes an inaccurate evaluation on 
spreading speed in the process of worm propagation. Our model and theoretical 
analysis show that the initial growth of the malware is significantly slower than the 
exponential growth observed in malware propagation in [11, 12]. Our research shows 
malware propagation in WSN unfolds neighborhood saturation, which dominates the 
effects of increasing infectivity and limits the spread of the malware. In addition, 
MAC mechanism of wireless sensor networks greatly slows down the speed of 
malware propagation and reduces the risk of large-scale malware prevalence in these 
networks. The proposed model is able to describe accurately the dynamic behavior of 
malware propagation on WSN, and can be used for developing robust and efficient 
defense system on WSN. 

The rest of this paper is organized as follows. In Section 2, a few of related 
analysis and assumption are described. In Section 3, we propose a new model and 
establish the transition rules for malware propagation in WSN. Neighborhood 
saturation in process of malware propagation is pointed out in Section 4. In Section 5, 
a theoretical analysis is presented. In Section 6, the simulations are presented. Finally, 
the conclusions are given in Section 7. 

2   Related Analysis and Assumption 

Considering the inherent characteristics of WSN and the spatial-temporal correlation 
of malware propagation over WSN, some key factors are given and discussed in this 
section. 

2.1   Routing Mechanism 

In general, a more robust mechanism for packets routing in wireless sensor networks 
is by multi-hop broadcasts[1]. Since the transmission power of a wireless radio is 
attenuated in a squared or even higher order with the distance, multi-hop routing will 
consume less energy than direct communication. The attackers take advantage of the 
broadcast mechanism to propagate malicious codes such that malware spreads quickly 
to the entire network[21]. We assume that infected nodes adopt multi-hop 
broadcasting strategy to spread malware to their neighbors. Furthermore, the adopted 
broadcast protocol ensures that each infected node broadcasts the malware to its 
neighbors only once for the purpose of preventing broadcast storm. 

2.2   Infected Rate  

The infected rate is related to many factors, such as authentication mechanism for 
securing data exchanging, attack characteristic of malware and communication 
pattern. For simplicity, these factors are integrated into a parameter, namely, the 
infected rate β , with the value being from 0 to 1. 
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2.3   Death Rate 

It is well known that sensor nodes are severely restricted in terms of computation 
power and communication capability, especially energy. Malware propagation 
between nodes results in nodes consuming continuously energy and tending to death. 
So, the death rate of nodes is defined by: 

( ) ( )ij ijt c tγ ε= , (1) 

where c is a constant, ( )ij tε  denotes the cumulative consumption of energy of cell(i,j) 

until the time t. 

2.4   Media Access Control (MAC) 

Malwares over wireless sensor networks will face channel collision, which should 
reduce the spreading rate of malwares. The MAC protocol specifies a set of rules that 
enable nearby sensor nodes to coordinate their transmissions in a distributed 
manner[1]. In our model to be given in the next section, a MAC table is designed to 
solve the problem of channel collision. If a sensor node is transmitting a packet, the 
states of its neighbors should be set block (denoted by ‘1’) in MAC table, which 
means neighbors can not transmit packets at the same time. Each sensor node checks 
its state in the MAC table before starting a data transmission. The sensor nodes 
transmit packets when the channels are idle (denoted by ‘0’ in MAC table). Therefore, 
the transmission is restrained if the channels are busy. 

3   Modeling Malware Propagation with Cellular Automata 

The proposed models focus on the stochastic properties of malware propagation and 
the intrinsic characteristic of wireless sensor networks. We utilize an 2-D cellular 
automata to describe the proposed model. 

An 2-D cellular automata is a discrete dynamical system formed by a finite number 
of l r× identical objects called cells which are arranged uniformly in a two-
dimensional cellular space. Each cell is endowed with a state (from a finite state set 
Q) that changes at every step of time accordingly to a local transition rule.  

In this sense, the state of some cell at time t depends on the states of a set of cells, 
called its neighborhood, at the previous time step t-1. More precisely, a CA is defined 
by the 4-uplet (C,Q,V, f), where C denotes the cellular space, 

{( , ),1 ,1 },C i j i l j r= ≤ ≤ ≤ ≤  (2) 

and Q is the finite state set whose elements are all possible states of the cells. The 
neighborhood of each cell can be described by 

{( , )}ijV i i j j Z Z= + Δ + Δ ⊂ ×  (3) 

where ,i jΔ Δ  denote separately the offset of i, j . The local transition function  f  can 

be described by 
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1 1( , ) ,
ij

t t t
ij ij Vs f s Q− −= ⊂s  (4) 

where t
ijs  denotes the state of cell(i,j) and 1

ij

t
V
−s denotes the vector of neighborhood of 

cell(i,j) at time t. 

3.1   Cellular Space 

We consider that a flat WSN (as shown in Fig.1) composed of the maximum N 
stationary and identical sensors which are randomly placed on rectangular 2-D grid 
composed of L L× units is exhibited appropriately by a 2-D cellular space. We 
assume that each cell is occupied by at most one sensor node. Thus, we can make 
simulations with fewer nodes than the maximum number of cells. Let ρ denote the 

relative density of sensor nodes, 2/N Lρ = . So, the infrastructure of the flat WSN 

constructs the cellular space and a sensor node denotes a cell in the space. Each 
sensor node can establish wireless links with only those nodes within a circle of 
radius Rc due to the limited power. To simplify analysis, we assume that all sensor 
nodes are equipped with isotropic antennas that have a maximum transmission range 
Rc. The horizontal and vertical coordinates of a sensor node are represented by i and j 
in the 2-D grid(cellular space). Namely, node(i,j) denotes a node located in the 
posotion with the coordinate of (i,j).  

 

Fig. 1. Distribution of sensor nodes in a flat WSN with L2 areas and N nodes 

3.2   Neighborhood 

According to the corresponding transmission range Rc, the neighborhood of each 
sensor is defined as shown in Fig. 2. Without loss of generality, let the length of a cell 
of grid be 1 unit, if Rc =1 unit, each node/cell can have no more than 4 nodes as its 
neighbors, namely the Von Neumann neighborhood, and if Rc =1.5 units, each 
node/cell can have no more than 8 nodes as neighbors, namely the Moore 
neighborhood. It is obvious that a node should have more neighbors with the value of 
Rc increasing, such that the neighborhood of node(i,j) is defined by 

                 2 2{( , ) : ( ) ( ) , ( , ) }ij cV x y x i y j R x y C= − + − ≤ ⊂ . (5) 

Let ( )ijN V denote the number of neighborhood of node(i,j). 
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Fig. 2. Cell k and its possible neighborhoods in a 2-D cellular automata 

3.3   State Set 

At a particular time t, each cell of the cellular space is in a specific state, which 
depends on a specific application. Considering the MAC mechanism of WSN, we 
extend the definition of a state variable to that of a state vector. The vector includes 
two participants that denote epidemic state set 1Q  and channel state set 2Q  separately.  

Borrowing the concept of epidemiology, the epidemic state of a sensor node or a 
cell can be one of following these states: susceptible, infected, recovery or death. Let 

1 { 1,0,1, 2}Q = − and denote 1( )ijs t Q∈  the epidemic state variable of cell(i,j) and 

1( )
ijV t Q∈s the state vector of neighborhood of cell(i,j) at time t , we define  

0,   ( , )    susceptible   

1,   ( , )     infected   
( ) .

2,   ( , )     recovered   

1,  ( , )     dead   

ij

cell i j is at time t

cell i j is at time t
s t

cell i j is at time t

cell i j is at time t

⎧
⎪
⎪= ⎨
⎪
⎪−⎩

 (6) 

The channel state of a sensor node can be idle or busy. Let 2 {0,1}Q = and denote 

2( )ijm t Q∈ the channel state variable of cell(i,j) and 2( )
ijVm t Q∈ the state vector of 

neighborhood of cell(i,j) at time t , we define  

0,  the channel of  ( , )   idle   
( ) .

1,   the channel of ( , )     busy   ij

cell i j is at time t
m t

cell i j is at time t

⎧
= ⎨
⎩

 (7) 

3.4   Transition Function 

The transition function can be constructed by 

( ) ( ( 1), ( 1))
ijij ij Vs t f s t t= − −s . (8) 

The detailed rules of (8) are described below and the transition process of states is 
shown in Fig. 3. 
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Fig. 3. Process of states transforming of sensor nodes 

Susceptible to Infected/Dead. If ( 1) 0ijs t − = , then ( ) 1ijs t = with probability 

1 (1 )kβ− − , or ( ) 1ijs t = −  with probabilityγ , where β  and γ  are defined below. 

Infected nodes try to spread malware to their neighbors at each time step. A 
susceptible sensor’s node becomes infected with the probability β  when the node 

receives a packet containing a copy of the malware. However, during each time 
interval, the susceptible node can receive malware from its k neighbors( ( )ijk N V≤ ), so 

a susceptible node becomes infected node with the probability 1 (1 )kβ− − . Note that k 

is the number of neighbors with infected state ( ( 1) 1,  ( , )xy ijs t x y V− = ⊂ ) and idle state 

of channel ( ( 1) 0,  ( , )xy ijm t x y V− = ⊂ ) at the time interval between t-1 and t, so, 

( , )

( ( 1) 1 and ( 1) 0)
ij

xy xy
x y V

k s t m t
⊂

= − = − =∑ . (9) 

Considering the limited power of sensors, some sensor nodes can become dead at 
the rate γ . 

Infected to Recovered/Dead. If ( 1) 1ijs t − = , then ( ) 2ijs t =  with probabilityδ , or 

( ) 1ijs t = −  with probability γ ; 

In particular, infected sensors can get a patch and recover from the infected state 
with the probabilityδ .  

Recovered to Dead. If ( ) 2ijs t = , then ( ) 1ijs t = −  with probability γ . 

Let S(t), I(t), R(t) and D(t) denote the population of susceptible, infected, recovered 
and dead nodes, respectively, the we have 
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4   Neighborhood Saturation  

In [19], the phenomena of neighborhood saturation in native cellular automata has 
been pointed out, where the cell layers adopted Moore neighborhood model, shown in 
Fig. 4.  

The neighborhood saturation is also the inherent characteristic of WSN. In the 
following, the phenomena of neighborhood saturation will be described in the 
process of malware propagation over WSN. Fig. 5 depicts the cell layers with respect 
to a central cell in layer1. Layer1 has L1 neighboring cells in its outer-line layer2. 
The outer-line neighborhood of layeri is layeri+1 and the inner-line neighborhood is 
layeri-1. Li is the number of cells in layeri and is defined in equation (11). It can be 
visualized as the area enclosed by layer Li-1 subtracted from the area enclosed by 
layer Li. 

2 2 2

1                                 1

[ ( ) ( 1) ]          1i

c c

i
L

R i R i iρπ ρπ
=⎧⎪= ⎨ − − >⎪⎩

, (11) 

where [x] is the nearest integer to x. Furthermore, it is easy to deduce that  

1 2 1
1,   when 

2 1
i

i

L i
i

L i
+ += → → ∞

−
. (12) 

Equation (12) means that at higher layer, each cell at layeri is able to infect 
effectively only one outer-line cell at layeri+1. This resulting neighborhood saturation 
slows effectively down the speed of malware propagation in WSN. The similar result 
that geographical localization effects on the propagation has also been observed in 
SARS transmission [22, 23]. 

 

  

Fig. 4. Cell layers in [19] Fig. 5. Cell layers in WSN 
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5    Theoretical Analysis  

Based on SI epidemic theory, a theoretical analysis is presented for analyzing the 
propagation of worms over wireless sensor networks. The theoretical analysis focuses 
on capturing the impact of the spatial deployment of sensor nodes to malware 
propagation. In particular, the sensor nodes have limited communication range Rc. For 
simplification, we assume that one node located in center of the grid is infected in 
initial time. 

An important characteristic of spreading dynamic in WSN is that there is a circular 
region of infected nodes centered at the source node which grows outwards. That is 
the nodes in the infected circular region try to infect their susceptible neighboring 
nodes lying outside this circle, as shown in Fig. 6. 

As shown in Fig. 6, the nodes in region A and B are infected nodes.The difference 
between region A and B is that the nodes in region A cannot infect any susceptible 
node because all the susceptible nodes are out of their communication area. The nodes 
in region B can infect the nodes in region C. The nodes in region D cannot be infected 
by the nodes in region B due to the limitation of communication distance. We define 
the width of region B or C to be Rc , the radius of the infected region to be r and the 
increment of r to be rΔ  in each time step of malware propagation. cr RΔ ≤ due to the 

effect of MAC, density of sensor node, infected rate and security mechanism. 
When r<L/2, the area of the potential region C increases with time evolution as 

shown in Fig. 6(a) and when r>=L/2, the area decreases as shown in Fig. 6(b). 
Through above analysis, a function of the infected population is established for 

considering the two stages separately. 

First Stage:  r<L/2 
Under the boundary condition 1, 1ρ β= = and without MAC mechanism, we 

have cr RΔ = . Namely, in the above ideal case, the radius of the infected region  
 

 

 
 

(a) r< L/2 (b)  r≥L/2 

Fig. 6. Spreading characteristic in flat WSN: (a) first stage: r< L/2; (b) second stage: r≥L/2 
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extends outside by the increment cr RΔ =  for each time. After t times, the area 

( )areaI t  of infected region should be 

2 2 2( ) ( ) ( )area cI t r rt R tπ π π= = Δ = . (13) 

Note that t is a discrete time. 
Considering the real situation, it is necessary that cr RΔ < , without generality, let  

,  0 1cr bR bΔ = ≤ ≤ . So, the number of infected nodes should be  

2 2( ) ( )cI t r bR tρπ ρπ= = . (14) 

When / 2cbR t L= , the first stage ends and max / 2 ct L bR= . 

Second stage:  / 2r L≥  
When / 2r L≥ , the potential region C will decrease with the time evolution, as 
shown in Fig. 6 / 2r L≥  (b), the population of infected nodes can be expressed by  

2 2 2( ) 4 ( ) 2 ( ) ( sin ))arc c c t tI t r S bR t bR tρπ ρ ρπ ρ α α= − = − − , (15) 

where arcS denotes the area of a camber region and tα  the corner of the camber with 

the center 

2 2

2

( ) ( / 2)
sin

( )
c

t
c

L bR t L

bR t
α

−
= . (16) 

Apparently, b is an important factor affecting the spreading speed. We know that 
the spreading speed is in proportion to the infected rate and density of nodes. 
Furthermore, the MAC mechanism constrains the malware propagation. So, we have  
 

 

Fig. 7. Maximum coverage area shown in the shadow of region C due to avoiding channel 
collision for each time step  
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( , , )b f pβ ρ= , where p is the coverage rate due to MAC mechanism, describing new 

infected region in the region C. First, the maximum coverage rate maxcov  is shown in 

Fig. 7, when , ct R r→ ∞ . The infected nodes in region B can spread to the 

maximum region, i.e., the black area in region C. The closed result of maxcov  is 

maxcov / 4π≈ . It is obvious that maxcovp < . 

6   Simulations 

We simulate the malware propagation in a wireless sensor network consisting of N 
sensors distributing uniformly and randomly in a cellular space with 

2 2200 200 L unit= ×  cells. 2/N Lρ = denotes the sensor density. The communication 

range of each sensor is defined by cR . Each simulation starts by infecting a sensor 

node located in the center of the WSN. Our goal is to investigate the spreading 
dynamics of malware in a wireless sensor network and to compare the result of 
simulations with theoretical analysis and those models in [11,12]. 

6.1   Simulations for the Proposed Model vs. the Theoretical Analysis 

In the simulations, we set 0, 0δ γ= =  for the comparison between the proposed model 

and the theoretical analysis. The other cases can be found in our another paper [24]. 
There is one initially infected node that locates in the center of the wireless sensor 

network. We pay more attention to 4 factors impacting on the malware propagation, 
which include MAC mechanism, node’s relative density ρ , infected rate β  and the 

communication range cR . The time evolutions of the total fraction of infected nodes, 

( ) /I t N , under the impact of the 4 factors are exhibited in Fig. 8.(a),(b),(c) and (d) 

respectively. Solid-line is for our proposed CA model, and Dashed-line denotes the 
theoretical analysis. 

From Fig. 8, we can see that, the time evolution of the proposed CA model agrees 
perfectly with the theoretical analysis. The malwares show an exponentially 
increasing transmission from the initial time until reaching approximately 80% 
infected population, then show a slow transmission until the malwares spread to the 
whole network. Also we can find that, the MAC mechanism results in a competition 
between adjacent sensor nodes to access to the shared wireless channel, so MAC 
mechanism greatly slows down the speed of malware propagation and reduces the 
risk of large-scale malware prevalence in these networks.  

6.2   Simulation for the Proposed Model vs. the Model in [12] 

In [12], an ODE model and expression with respect to I(t) has been established. 
However, the model of the paper does NOT considered the impact of MAC 
mechanism. For comparison, we add a parameter p concerning MAC mechanism to 
revise the value of η  in the Equation of [12], and let p=1 when the network has no  
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Fig. 8. Time evolution of the fraction of infected nodes on the proposed model(solid-line) vs. 
the theoretical analysis(dashed-line): (a) effect of MAC mechanism, (b) effect of relative 
densityρ, (c) effect of infected rateβand (d) effect of communication range Rc 
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Fig. 9. Time evolution of the fraction of infected nodes on the proposed model vs. the model in 
Ref.[12]  (a) ρ=0.5,β=0.5, Rc=5, the absence of MAC mechanism (b) ρ=0.5,β=0.5, Rc=5, the 
presence of MAC mechanism 
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the MAC mechanism and p=0.5 when the MAC mechanism takes action. The revised 
equation can be described by  

2

1

1
( ) 2 /(1 ( ) ) 1

c pt
NN

N
I t N e

β η−−

+

⎛ ⎞
= + −⎜ ⎟

⎝ ⎠
, (17) 

where η  is the average number of neighbors of a node, 2
cRη ρπ= , and 2 cc Rρπ=  

is a proportional constant. More details can be seen in [12]. 
By normalizing the time in simulation of Eq.(17), the time evolutions of malware 

propagation for the two models is shown in Fig. 9.  
From Fig. 9, we find the initial speed of propagation is quicker in ODE model than 

that in our proposed model, but slower in the last stage of propagation. A reasonable 
explanation is that, ODE model assumes that the number of infected neighbors is in 
proportion to the fraction of all susceptible nodes in the network, which results in an 
inaccurate evaluation on spreading speed in the process of malware propagation. In 
fact, the malware propagation in WSN has the chacteristic of local spatial interaction. 
And the presence of neighborhood saturation dominates the effects of increasing 
infectivity and limits the spread of the malware. 

6.3   Simulation for Evolution Pattern  

Fig. 10 and Fig. 11 show the wireless sensor network evolving patterns in the 2-D 
cellular space under different time t. The key difference between Fig. 10 and Fig. 11 
is that the former neglects the impact of MAC mechanism, whereas the latter is more 
concerned to the impact of MAC mechanism. 

 

Fig. 10. Evolution pattern without MAC mechanism in the 2-D space withρ=0.5,β=0.5,Rc=5 

 
Fig. 11. Evolution pattern with MAC mechanism in the 2-D space withρ=0.5,β=0.5,Rc=5 
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From the evolution snapshots (Fig. 10 (a)-(d) and Fig. 11(a)-(d)), one can see that 
the epidemic diffuses continuously from infected source toward outside and the 
propagation goes along a circular front which is spatially bounded. Specially, in our 
model, the adopted broadcast protocol ensures that each infected node broadcasts the 
malware to its neighbors only once for the purpose of preventing broadcast storm. So, 
those infected nodes that have transmitted packets of malware can not send malware 
propagation any more. In fact, an infected node inside of the circular has also no 
chance to infect other susceptible nodes that lie outside of the circular for the reason 
that interactions among nodes are distance-dependent.  

Considering MAC mechanism, Fig. 11 has two key differences with the Fig. 10. 
First, the diffused speed of malware propagation in Fig. 11 is slower than that in Fig. 
10 because the MAC mechanism chokes the malware propagation. 

Second, the border between the nodes that have transmitted packet and the nodes 
that haven’t transmitted packets becomes unclear. Due to the constraint of MAC 
mechanism, only partial nodes win channels to transmit packets in each time step and 
other nodes must wait for channels to transmit packets, which leads to the wide region 
occupied by those infected nodes that haven’t transmitted packets. In addition, most 
nodes in the region can never send malware for the limitation of communication 
range.  

The characteristic of propagation with the local spatial interaction between nodes is 
greatly different from the propagation over Internet and results in slowing the speed 
of propagation.     

7   Conclusions and Future Work 

A model based on cellular automata has been proposed to investigate and analyze the 
dynamic behaviors of malware propagation over wireless sensor networks. The model 
successfully captures the inherent characteristics of wireless sensor networks, such as 
limited energy, channel contention and multi-hop broadcast protocols, and reflects the 
self-organization, neighborhood saturation and spatio-temporal correlation of process 
of malware propagation. The validations of the model have been performed through 
theoretical analysis and various simulations. In addition, a comparative analysis 
between the proposed model and the model in [12] has been done, which further 
demonstrates the local spatial interaction of malware propagation in WSN, and the 
presence of neighborhood saturation slows down the spread of the malware. The 
MAC mechanism of wireless sensor networks greatly slows down the speed of 
malware propagation and reduces the risk of large-scale malware prevalence in the 
networks. The proposed model can describe accurately the dynamic behavior of 
malware propagation on WSN, which can be used for developing robust and efficient 
defense system on WSN.  

In our near future work, we will be further evaluating the influence of the 
consumption of energy on system behaviors during the process of malware propaga-
tion, and developing robust and efficient strategies against the malware propagation to 
improve the network security.  
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Abstract. Network designing often involves two significant yet contra-
dictive objectives: enhancing the whole network’s transmission efficiency
while at the same time lowering the whole network’s designing cost. Deep
study of the interplay between major aspects of network planning–
network topology, routing algorithm and node’s transmission capability
configuration–reveals that good tradeoff canbe achieved between these two
objectives. By properly combining network topology, routing algorithm
and node capability configuration scheme, the network can achieve desir-
able transmission efficiency at very low cost. This discovery will undoubt-
edly provide insight into the next generation data network designing.

Keywords: network designing, designing cost, network transmission ef-
ficiency, network designing efficiency.

1 Introduction

The Internet becomes more and more complex and susceptible to congestion
today. With the emergence of new applications and fast growing population in
need of data communication, most experts agree that the existing data network
architecture is severely stressed and approaching its capability limits. Thus the
move to a brand new next generation data network is in urgent need today.

However, before starting this move, several questions should be properly an-
swered. First, what is the problem with the current data network designing?
Second, how to compare between different network designing strategies? Finally,
can the network be designed in a cost-effective way and achieve high extensibility.

The answer to the first question requires a close look at the current Internet
topology and routing algorithm being used. It has been found that shortest path
routing algorithm, which is widely used across Internet literature, has poor per-
formance on BA like networks [1]. Our previous work also found that the most
realistic Internet router-level model to date–HOT model–is insensitive to routing
algorithm changes, and the only way to improve its transmission efficiency is to
upgrade key nodes [2]. In general, when considering network transmission effi-
ciency, network topology, routing algorithm and node capability configuration
are closely related to each other. The second question calls for a way to com-
pare and balance the tradeoff between different aspects of network designing
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in a uniform way. For instance, although upgrading critical parts in a network
can improve the whole network’s transmission efficiency, either economic cost
or technical bottleneck will prevent this approach from being used without lim-
itation. That is, either the cost of high-end super computers will exceeds the
investment budget or the required processing capability cannot be met due to
state-of-art technology constrains. In fact, the network designing can be consid-
ered as a multiple objective optimization process. We develop a uniform metric,
the network’s designing efficiency index(DEI), which reasonably integrates all
major designing objectives and simplifies the evaluation process. The answer to
the last question can be valuable or insightful to serve as the guidelines for future
data network designing. Actually, we find such cost-effective designing schemes
do exist.

The rest of this paper is structured as follows: Section 2 provides a brief de-
scription of related work. Section 3 introduces the traffic flow model we use. The
network designing efficiency index is introduced in section 4 and detailed analysis
based on this is given in section 5. Finally, we conclude this paper in section 6.

2 Related Work

Traffic dynamics has been studied extensively on regular networks [3,4, 5], such
as two-dimensional lattices or Cayley trees. However, recent studies on network
topologies show that real networks can by no means be characterized by regular
networks or random networks [6], but display more complex structural proper-
ties such as power-law degree distribution [7, 8]. In Internet router-level topol-
ogy modeling, two models proposed recently have gained a lot of attentions: BA
model [7] and HOT model [9]. BA model is a general model to reproduce the
power-law degree distribution by two dynamic mechanisms: growing network and
preferential attachment. HOT model more appropriately resembles the real Inter-
net router level topology. It partitions the routers into three hierarchies: the first
hierarchy represents the network core, consisting of a number of interconnected
low degree nodes with high capabilities, the second hierarchy consists of those
high degree access routers connecting to the core routers, and the last hierarchy
consists of the low degree peripheral routers connecting to those access routers.

In view of recent evidence that the Internet and many other realistic networks
are complex to a significant extent, studies of traffic dynamics on complex net-
work topologies have attracted substantial attentions in recent years [1, 10, 11,
12, 13, 14]. What connects the static network topology and the dynamic traffic
behavior is the betweenness centrality. It has been found that if at each time
step, R packets with random source and destination addresses are injected into
the network and each node can forward only one packet, then the critical packet
injection rate Rc can be estimated by

Rc =
N(N − 1)
Bmax

(1)

where N is the size of the network and Bmax is the largest betweenness centrality
value of the network [12]. This relationship is intuitive in that the node with
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the largest betweenness centrality is more susceptible to packet congestion and
congestion in this node will quickly spread over the network. Thus, it generally
implies that congestion can easily occur in heterogenous networks such as BA
network with uniform node transmission capability because in these networks,
some nodes have extremely high betweenness centrality values.

With the aim of alleviating traffic congestion and improving the network’s
transportation capability, three different kind of solutions are proposed. Node
heterogeneity is considered in [13], where influences of two node capability mod-
els on the traffic dynamics are investigated. A node’s capability, i.e, number of
packets a node can forward at each time step, is proportionate to its degree
and betweenness centrality respectively in these two models. As a conclusion,
they suggest a way to alleviate traffic congestion by making nodes with large
betweenness as powerful and efficient as possible for processing and transmitting
information. The second approach is to change routing algorithms [1]. Instead
of following the path with smallest number of links between two nodes as con-
ventionally does, the proposed efficient routing algorithm selects a route that
minimizes the overall sum of node degrees along it. As the authors have demon-
strated, the performance of this routing strategy on BA-like network can be im-
proved over an order of magnitude. The last kind of approach is to modify the
network topology. A straightforward way is to improve Rc by creating new edges
in the network [15, 16]. A somewhat interesting approach proposed in [14] en-
hances the BA network’s transmission efficiency by kicking out those black sheep
edges, i.e, eliminating those edges linking nodes with high betweenness values.

However, from a network designer’s perspective, network designing is a mul-
tiple objective optimization process. On one hand, it is desirable to achieve high
network transmission capability, while on the other hand, it is preferable to
lower the cost or the required technology. Unfortunately, these two objectives
often contradict with each other. How to design a network in a cost-effective
way is thus of significant value. Currently, to the best of our knowledge, all cur-
rent work strive to optimize the network transmission efficiency, Rc, completely
ignoring the lowering of designing cost.

3 Traffic Flow Model

In our traffic flow model, nodes in a network are considered to be capable of
generating, forwarding and receiving packets. The traffic dynamics is modeled
as follows: at each time step, some packets are injected into the network according
to packet injection mode and each node forwards some packets according to each
node’s transmission capability towards their destinations based on the particular
routing algorithm. Each node has a queue for receiving new arriving packets.
Packets are processed and transmitted in a first-in-first-out(FIFO) manner so
that a packet will be added to the end of the queue when there are other packets
waiting for transmission. Once a packet reaches its destination, it is removed
from the network.

The above traffic flow model models the traffic dynamics in a network by four
constituents: packet injection mode, node transmission capability mode, routing
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algorithm and queue. Among these four factors, packet injection mode, node
transmission capability mode and routing algorithm together determine whether
a network will get congested or not. Queue, although affects the network’s dy-
namic behavior, has no influence on whether a network will get congested or
not. Therefore, in the following reasoning, we always assume that queues are
infinite. And for simplicity, we limit our discussion to the random packet gen-
eration mode, i.e, each packet is generated with random source and destination
addresses.

4 Measuring a Network Designing Strategy

Since the network designing has two contradictive objectives, we propose a pa-
rameterized metric–designing efficiency index(DEI)–to quantitatively measure a
designing strategy’s efficiency as follows:

DEI =
Network T ransmission Capability

(Designing Cost)α
(2)

This metric is intuitively reasonable. If two networks have the same designing
cost, then the one with higher network transmission capability outperforms the
other. Else, if the network transmission capability is fixed, then the one with
lower designing cost should be favored. The α here controls the weight each
designing objective places in a particular network designing procedure. For ex-
ample, if α=0, then we can only consider to optimize the network transmission
capability, totaly ignoring the designing cost. The exact metrics we choose to
represent network transmission capability and designing cost will be discussed
in the following two subsections.

4.1 Generalized Rc Computation

Following previous studies, we choose Rc to measure a network’s transmission
capability, however, to study the network transmission capability for different
combinations of network topology, routing algorithm and node capability model,
we must extend the computation of Rc to more general context.

In the most generalized case, we have a network topology G, in which each
node i can forward C(i) packets at each time step. we no longer assume shortest
path routing algorithm, but in stead allow any topology-based routing algorithm
Γ . By topology-based routing algorithm, we refer to those routing algorithms
that only make routing decisions on static topology information, not on dynamic
traffic variation.

Since routing algorithm is no longer shortest path routing, betweenness can
no longer be used to estimate the possible traffic a node needs to handle at each
time step. In this sense, we should replace B(i) with the effective betweenness
BΓ (i) to estimate the possible traffic passing through a node, which is formally
defined as:

BΓ (i) =
∑
u�=v

δ
(i)
Γ (u, v)
δΓ (u, v)

(3)
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where δΓ (u, v) is the total number of candidate paths between u and v under
routing algorithm Γ and δ(i)Γ (u, v) is the number of candidate paths under routing
algorithm Γ between u and v passing through i.

Based on this definition, at each time step, the expected number of packets
arriving at node i in free-flow state is RBΓ (i)

N(N−1) . For i not to be congested, it

follows that RBΓ (i)
N(N−1) ≤ C(i), which leads to R ≤ C(i)N(N−1)

BΓ (i) . Therefore, for the
whole network to be in free-flow state, the critical injection rate is:

Rc = mini
C(i)N(N − 1)

BΓ (i)
(4)

4.2 Designing Cost

In order to study the influence of different node capability assignment strategies
on the whole network’s transmission efficiency, we fix

∑
iC(i) to be a constant.

Thus this sum can no longer be chosen as the network’s designing cost. In re-
sponse, we choose the maximum node capability Cmax to be the designing cost.
This is meaningful for two reasons. First, because low-end servers are very cheap
today, a network’s financial cost is largely determined by high-end servers. Sec-
ond, designing cost also refers to technology cost. The required maximum node
capability defines the boundary of whether the proposed designing strategy is
technically feasible according to state-of-art technologies.

5 Experimental Studies

In this section, we will propose several possible network designing strategies by
combining different designing components, and study their designing efficiencies
to find some cost-effective designs.

5.1 Routing Algorithms

We employ two routing algorithms: one is the traditional shortest path routing,
the other is the efficient routing algorithm proposed in [1]. For given source and
destination, the efficient routing algorithm chooses a path that minimizes the
sum of node degrees along the path. More formally, the efficient routing chooses
a path s = v0, v1, v2, · · · , vk = t between s and t that minimizes the objective
function

∑
0≤i<k d(vi), where d(vi) is the vertex degree of vi.

5.2 Network Topologies

We apply the above two routing algorithms to six network topologies: ring,
lattice, E-R [6], W-S [17], BA and HOT. The ring is constructed by placing all
the nodes in a circular ring and connecting each node to its left two nearest
nodes and right two nearest nodes. The two-dimensional lattice is constructed
in toroidal mode so that the lattice is completely homogeneous. W-S graph is
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Table 1. Elementary topological properties of the six networks

Network Number of Nodes Number of Edges Diameter Average Path Length
Ring 1225 2450 306 153.5

Lattice 1225 2450 34 17.5
WS 1225 2450 14 7.44
ER 1225 2480 11 4.73
BA 1225 2447 7 4.67

HOT 1225 2442 9 6.46

built from the ring by randomly rewiring 20 percent of its edges. BA graph is
constructed according to the standard BA model with m = 2 [7]. Finally, the
HOT model graph contains an 80 nodes random graph with average degree 6 as
its network core, 20 high-degree access routers and 1125 periphery nodes. Basic
graph properties of the six networks are presented in Table 1.

5.3 Node Transmission Capabilities

Four node capability models are considered: uniform node capability, degree
dependent node capability, betweenness dependent node capability and effective
betweenness dependent node capability. In uniform node capability mode, each
node has the same packet transmission capability. While for the other three
node transmission capability modes, a node’s transmission capability value is
proportionate to its degree, betweenness and effective betweenness respectively.

In order to compare the effects between different node transmission capability
modes, we demand that the total capability of a network remains fixed for all
the four node capability modes once the network is given, which we set to the
sum of all node degrees for simplicity.

Since the assignment will cause a node’s capability to be fractional, we treat
the fractional capability as follows. Denote C(i) as the transmission capability
of node i, then at each time step, i first forwards $C(i)% packets towards their
destinations, after which a random number r ∈ (0, 1) is generated and compared
against C(i) − $C(i)%. If r < C(i) − $C(i)%, i forwards another packet towards
its destination. By this means, a node with capability 1.2 will forward 1 packet
with probability 0.8 and forward 2 packets with probability 0.2.

5.4 Network Transmission Capability-Rc

Rc can be obtained by applying Equation 4. For shortest path routing, BΓ (i) is
equivalent to B(i). However, for efficient routing, an efficient way for calculating
BΓ (i) should be first devised. The key to computing BΓ (i) lies in fast detection of
paths between any two nodes i and j that minimize the sum of node degrees along
the path. We solve this problem as follows. First, we transform each undirected
graph into a directed graph by substituting each undirected edge (u, v) with two
directed edges (u, v) and (v, u). Second, for each directed edge (u, v), we associate
with it a weight w(u, v) = d(u). Fig 1 gives an example of this transformation
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Fig. 1. An example showing how to turn the simple undirected graph into an directed
weighted graph for effective betweenness calculation

process. In this way, we turn the problem of finding a path between i and j that
minimizes the sum of node degrees into the problem of finding the shortest path
between i and j in a directed weighted graph, which can be efficiently solved by
Dijkstra’s algorithm [18].

Table 2 presents the Rc values for different combinations of network topol-
ogy, node capability assignment and routing algorithm. We further presents this

Table 2. Theoretical results of critical injection rate Rc under different combinations,
where UC represents uniform capability mode, DC represents degree dependent capa-
bility mode, BC represents betweenness dependent capability mode, EBC represents
effective betweenness dependent capability mode, SPR represents shortest path routing
and EFR represents efficient routing.

(node capability, routing algorithm) BA HOT ER WS Lattice Ring
(UC, SPR) 8.7 16.7 173.7 132.8 280 32
(UC, EFR) 155.3 17.7 325.8 186.8 280 32
(DC, SPR) 312.9 28.5 414.8 194.8 280 32
(DC, EFR) 238.5 29.3 448.2 213 280 32
(BC, SPR) 975.7 702.0 790.9 591.5 280 32
(BC, EFR) 139.6 197.6 347.7 340.1 280 32

(EBC, EFR) 545.8 540.1 656.9 509.5 280 32
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Fig. 2. Rc under different combinations

result in Fig 2 to ease understanding(we eliminate the lattice and ring because
they are homogenous networks and thus all combinations have the same effect).
From this figure, we find that (a)all networks achieve the highest Rc values
when shortest path routing and betweenness based node capability assignment
is applied;(b)BA network is sensitive to routing algorithms while HOT network
doesn’t, the only way to improve HOT network’s Rc value is to upgrade key
nodes with high betweenness centrality values.

5.5 Designing Cost–Cmax

Table 3 presents Cmax values required under different node capability assignment
strategies. We also presented Cmax as the result of different combination strate-
gies in Fig 3. Comparing it with Fig 2, we find that although betweenness based
capability assignment enables large Rc values, it also demands the largest Cmax

values, in other words, the largest designing cost. Especially for BA networks,
Cmax spans the widest range. However, BA network also shows good tradeoff
property in achieving high Rc and low Cmax. With efficient routing and effective
betweenness based capability model (EBC,EFR), the Rc value is slightly over

Table 3. Cmax under different combinations of network topology, routing algorithm
and node capability mode, where the meaning of short notations are the same as Table 2

(node capability model, routing algorithm) BA HOT ER WS Lattice Ring
(UC, *) 4 4 4 4 4 4
(DC, *) 144.0 160.0 12.0 7.0 4 4
(BC, *) 449.0 169.6 19.5 18.8 4 4

(EBC, EFR) 14.1 122.22 8.1 10.9 4 4
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Fig. 3. Cmax under different combinations

half of the largest Rc value(545.8 vs 975.7), but the Cmax reduces to less than
1
30 of the largest Cmax(14.1 vs 449.0).

5.6 Designing Efficiency

To give a quantitative impression on the efficiency of different network designing
strategies, we set α = 1

2 and presents the DEI indexes for different combinations
in Table 4 and further illustrate in Fig 4. In fact, DEI is an indication of whether
it can achieve good tradeoff between the two designing objectives, or in other
words, whether a cost-effective design exists. We find that BA network shows
good property in achieving good tradeoff while HOT network doesn’t. On the
other hand, for α = 1

2 , we find that the ER random network has the best
designing efficiency. Taking all aspects into account, the most efficient designing
for α = 1

2 is the ER network with efficient routing and effective betweenness
based node capability model.

Table 4. Network DEI(α = 1
2
) for different network designing strategies

(node capability, routing algorithm) BA HOT ER WS Lattice Ring
(UC, SPR) 4.4 8.4 86.9 66.4 140 16
(UC, EFR) 77.6 8.8 162.9 93.4 140 16
(DC, SPR) 26.1 2.2 119.7 73.6 140 16
(DC, EFR) 19.9 2.3 129.4 80.5 140 16
(BC, SPR) 46.0 53.9 179.1 136.5 140 16
(BC, EFR) 6.6 15.2 78.7 78.5 140 16

(EBC, EFR) 145.6 48.9 231.2 154.3 140 16
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Fig. 4. DEI(α = 1
2
) under different combinations

6 Conclusion

In this paper, we proposed that network designing is a multi-objective designing
process and involves several seemingly independent but in fact closely related
aspects. We provided a comprehensive view on how to compare different network
designing schemes and proposed a quantitative metric, the designing efficiency
index, to measure a particular network designing scheme’s efficiency. We found
that betweenness based capability model combined with shortest path rout-
ing can achieve highest network transmission capability, but this scheme also
requires the highest cost. By adopting efficient routing and effective between-
ness based capability model, BA network can achieve good tradeoff between
the two designing goals, thus can be said to have cost-effective designing, while
more realistic HOT network doesn’t show this property. Taking into account
all designing aspects, we found that ER network with efficient routing and ef-
fective betweenness based capability model is a good designing choice, possi-
bly the most cost-effective designing among all the designing schemes studied.
This may be an interesting finding that shows sometimes random designing is
the best.

Regarding these findings, the possible practical significance in reality is listed
as follows. First, the difference of traffic dynamics between the networks offers
insightful understanding for different network topologies, especially for BA and
HOT. Second, these findings provide guidelines for how to upgrade the nodes in
a network. We suggest that upgrading should be performed by not only consid-
ering a node’s structural position in the network, but also the routing algorithm
applied. Finally, our findings can help the designing of totally new networks. We
pointed out the possible tradeoff between network topology, the routing algo-
rithm applied, the network transmission efficiency achieved and the budgeted
payout.
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Based on Optimal Expected Traffic
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Abstract. We propose a spatial network model for transportation sys-
tem based on the optimal expected traffic. The expected traffic represents
the prediction of the flow created by two vertices and is calculated by the
improved gravity equation wij = K

Mα
i Mα

j

D
γ
ij

. The model maximizes the to-

tal expected traffic of the network. By changing the two parameters α and
γ which controls the fitness and the geographical constraints, the model
can vary its topology from the star-like network to the decentralized road-
like network. The simulation for the Chinese city airline network repro-
duced many properties of the real network. In the end of this paper the
relationship of the expected traffic and the real traffic is discussed.

Keywords: spatial network, expected traffic, gravity.

1 Introduction

Since the initial studies on the small-world phenomenon by Watts and Strogatz
[1] and the scale-free property by Barabasi and Albert [2], lots of achievements
on complex network have been gotten. And our research group have studied some
works [3]. Most previous works focus on the topological properties of the network.
However many networks are those embedded in the real space whose nodes
occupy a precise position in Euclidean space and whose links are constrained by
the geographic distance. The typical examples are the transportation systems
ranging from river [4] to airport [5,6,7], street [8], railway and subway [9]. To
model these spatial networks, geographical ingredient is demonstrated to play an
important role on the network’s topology. In the previous studies the large cost
to establish long-distance link is considered to be the main reason that causes
the nodes to connect to their geographical neighbors [10,11,12,13]. In addition
to the spatial preference, the topology preferential attachment, namely nodes
with larger degree have larger probability to be linked, is also important in the
formation of the complex network [14,15,16]. Such mechanism can form hubs,
the well-connected nodes, which usually reduce the diameter of the network.
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Another interesting view of modeling the spatial network is to consider the
intrinsic attributes of nodes [18,17]. The intrinsic attributes represent the fit-
ness of nodes to win edges and are interpreted as, for example, capacity, social
skills, activity levels, information contents and population of cities, etc. Based
on this idea, Naoki Masuda and Hiroyoshi Miwa proposed a non-growing ge-
ographical threshold model which generalizes a variety of models such as the
Boolean model and the gravity model [19]. R.Xulvi-Brunet and I.M.Sokolov in-
terpret the nodes’ intrinsic attributes as their different interaction range [20].
The nodes with large interaction range have larger probability to cover more
nodes and gain more links. The novel idea combines the intrinsic attribute and
the geographical influence naturally.

These works provide some guidelines in modeling spatial network. However
they all concentrate on the cost of constructing networks while the effect of
traffic on network’s design is paid less attention. Whereas traffic may be an even
more important factor because it represents the efficiency of the network. If the
traffic between nodes can be predicted in some way, it is likely to construct the
network efficiently. Inspired by this idea and its significance, we propose a simple
spatial network model. The model is to maximize the whole expected traffic of
the network, indicating the highest efficiency that the network may gain. The
expected traffic is measured by the gravity equation. In the end of this paper,
the relationship between the expected traffic and real traffic is discussed.

2 Expected Traffic and Gravity

Traffic in the real-world network is demonstrated to be strongly correlated to its
topology. The empirical evidence coming from the studies on metabolic and
airline network has shown that the traffic between nodes has the following
form [21,22]:

wij ∼ xij(kikj)θ . (1)

where xij is a random number and θ is a positive exponent. ki, kj are the degree
of node i and j respectively and wij is the weight or traffic between them. This
result indicates the traffic can be measured after the topology has been known.
However if the aim is to predict the traffic before the network is constructed, it
seems useless.

Motivated by the studies on the intrinsic attributes of nodes in modeling com-
plex networks [18,17], we consider the effect of node’s fitness on the traffic. It
is believed and demonstrated that nodes with better fitness usually gain more
links. For example, in airline network, cities with large population are usually
hubs. To satisfy this basic fact that node’s degree usually has a positive correla-
tion with its fitness, here the correlation of fitness and degree is simply assumed
to be following the form:

k ∼Mβ . (2)

where M and k are respectively the fitness and the degree of node while β is a
positive exponent. According to Eq(1) and Eq(2) the relationship of traffic and
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the fitness of nodes is easily to be obtained:wij ∼ xij(MiMj)α, where Mi,Mj

represent the fitness of node i and j and exponent α = βθ. On the other hand,
for spatial network the traffic decreases with the geographical distance since long
distance journey spends more time and cost. So the traffic is assumed to follow
wij ∼ 1

Dγ
ij

, where Dij is the geographical distance between node i and j. In this
paper, it is defined as the Euclidean distance. Thus the traffic between two nodes
can be described by a gravity equation:

wij = K
Mα

i M
α
j

Dγ
ij

. (3)

where K is a constant coefficient, α, γ are two tunable parameters which deter-
mine the impact of fitness and geographical distance on the traffic.

Eq(3) has been confirmed by a very recent empirical study [23] and the grav-
ity model is considered as a suitable form in describing interaction of particles
in geographical space when the physical gravity or similar mass interaction is
active [19]. The gravity model provides us a way to predict the traffic of net-
work, because once the nodes are sited and the fitness is assigned, the traffic of
any pair of nodes can be calculated even when no link exists. For this reason,
we call wij described by Eq(3) the expected traffic. However we emphasize that
Eq(3) only describes the flow created by vertices i and j, that is, the traffic which
origins from i(or j) and ends at the other. It does not include the traffic created
by other pair of nodes but travels through link (i,j). Thus the expected traffic
could be different from the real weight. The relationship of the expected traffic
and the real traffic will be discussed in the section 5.

3 Gravity Model for Transportation Network

When people prepare to construct a network, what do they care more? Previ-
ous studies concentrate on the cost and expenses. However we argue the traffic
that the network can carry is even more important. It is because not only high
efficiency will bring much benefit but also an inefficient network will cause even
more additional expense or loss. Inefficiency of the transportation network will
cause inestimable loss since the infrastructure plays an extremely important role
on the development of a country. Now consider n nodes, every two nodes have
their demand for some information exchange. What we care is that which of
these demands are the most exigent, or in other words, which of the expected
traffic among these nodes is the largest. Such information can be obtained in
advance by Eq(3). Thus the network can be constructed efficiently by preferen-
tially investing those node pairs with large expected traffic. If there is no other
restriction, a fully connected graph is obtained. But the real-world networks are
usually sparse because a fully connected network requires too large cost. Thus
the number of links is limited. In the present paper the number of edges is de-
fined as the budget of constructing the network. One may argue that the budget
should rely more on the spatial distance because the cost of different links might
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be different and for airline networks very long links might be infeasible. We ar-
gue here that this point does not conflict with our model because the spatial
ingredient in our work have been considered in the expected traffic(see Eq(3))
and the simplification of the budget only indicates that compared with the ex-
pected traffic the cost is a minor ingredient. For a pair of distant nodes, their
wij is not large enough to be connected under the fixed budget. However if the
fitness is large enough to eliminate the effect of long geographical distance, the
two nodes still have chance to link with each other. This can help us understand
the phenomenon observed in the airline networks where small airports usually
connect to the nearby hubs while the large airports can connect with each other
despite of their long spatial distances.

Now suppose there are n nodes distributed on a two-dimension plane. The
fitness and coordinates of each node are known. By Eq(3), the expected traffic
wij of any two nodes can be calculated. We connected preferentially those node
pairs with larger wij and complete such process when the links come to the value
we preset. Such process can be described as an optimal model:

Max Wexp =
∑
i<j

wijηij =
∑
i<j

K
Mα

i M
α
j

Dγ
ij

ηij . (4)

s.t.
∑
i<j

ηij = ε . (5)

where ηij is the adjacency matrix element of the network. ε is the number of edges
we prescribe and Wexp is the whole expectant traffic of network. However, the
above-mentioned process may cause some isolated nodes. Two more restrictions
are introduced to ensure each node is connected:∑

i

ηij ≥ 1(j = 1, 2, 3, ..., n) .
∑

j

ηij ≥ 1(i = 1, 2, 3, ..., n) . (6)

Following this method, a network of thirty nodes is simulated. Set the budget
ε=39 and the coefficient K = 1 (actually K makes no difference to the model).
By varying the value of α, γ, we got four networks with different topology as is
seen in Fig. 1.

As to Fig. 1(a), the value of γ = 0 makes the network only rely on the fitness of
nodes, which causes the topology to be dominated by two hubs since the nodes
of good fitness is easy to magnetize others. Whereas with γ increasing, more
effect of the geographic factor makes the node tend to connect to the closer ones
and weaken the hub-and-spoke effect. When α=1,γ=2(Fig. 1(c)),the network
exhibits some features similar to the airline network. When α=0(Fig. 1(d)), the
topology is entirely constrained by the geography, which forms a two-dimensional
network strongly reminiscent of roads.

Our model has simple realistic and physical significance. Since high efficiency
can bring high profit, from operator’s view, the significance of our model is
that it provides a possible way for the operators to gain the highest profit.
Moreover the idea of the expected traffic indicates that link between nodes may
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Fig. 1. Four networks with different topology are shown which is controlled by the pa-
rameters α,γ. (a)α takes any value,γ=0. The network is dominated by two large hubs
when γ=0;(b)α = 1,γ = 1. With γ increasing, the hubs become much smaller than fig-
ure (a); (c)α=1,γ=2;(d)α=0,γtakes any value. The topologies are strongly reminiscent
of airlines and roads respectively.

depend on their potential dynamical strength. If there is no traffic or information
exchange demand between two nodes, the link is unwanted even though the
cost establishing the link is small. In a circuit, for example, a lead equals to
disconnection if its current is zero. On the other hand if the potential traffic is
large enough, link will be constructed even though it costs much because large
traffic can bring high profit.

4 Simulation for the Chinese City Airline Network

To take the idea of maximizing expected traffic into application, we use our
gravity model to simulate the Chinese airline network and make comparison
with the real data [24]. In the following simulation, the nodes represent cities
and the edges represent the airlines. We set the number of nodes n = 121 and
number of links ε = 689. The fitness M and the distance Dij are respectively
defined as the population of the city and the Euclidean distance of city i and j.
Selecting α=1,γ ∈[1,2] [25], they are to describe the interactions of cities. Here
we set γ = 1.5.

Fig. 2 shows the simulated network. Obviously, the hubs in the real net-
work such as Beijing, Shanghai, Guangzhou, Harbin, Urumchi exhibit the similar
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Fig. 2. The simulation for the Chinese airline network. Each link of two nodes reflects
an airline between them. There is totally 689 links. The cities, such as Beijing, Shanghai,
Guangzhou, Harbin, Urumchi, exhibit hub-and-spoke phenomenon in our simulation
just as they do in the real network.

hub-and-spoke phenomenon in our simulation. In real condition, Beijing, Shang-
hai and Guangzhou are the three cities with the highest degree while in our model
they are respectively Shanghai, Beijing, Wuhan (Guangzhou is the fourth). The
reason for this difference may be that using the population to denote the fitness
of city is intuitive but not exact because the economy and the administration
factors are also important indexes for the grade of city. In spite of this differ-
ence, we still succeed in reproducing the every hub and their hub-and-spoke
phenomenon existing in the real network.

We calculate the average shortest-path length L[1] and the Pearson correla-
tion coefficient r[26] of the model network. The average shortest-path length of a
network with N nodes is the average number of edges that has to be crossed on
the shortest path from any one node to another. The Pearson correlation coeffi-
cient describe that a network is assortative or disassortative. In our simulation
L = 2.302, r = −0.401 while in the real network L = 2.263, r = −0.408. Fig. 3
shows the clustering-degree distribution. The clustering-degree distribution is
the correlation of the degree k and the average clustering coefficient of all nodes
with degree k. It meets C(k) ∼ k−1 which indicates the model network exhibits
the same hierarchy [27] as the real network does.

Fig. 4 is the degree distribution of the model network.It satisfies the two-
regime power-law distribution. It satisfies the two-regime power-law distribution
with the exponent γ1 = −0.46 for the first power laws and γ2 = −2.3 for the
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Fig. 3. The clustering-degree distribution of the simulation. The distribution satisfies
a linear decreasing feature with slope -1 in log-log coordinate, which indicates that the
result of simulation reproduces the hierarchy.

Fig. 4. The degree distribution of the simulation. The rank of the node is the sequence
according to its degree. The node with the maximum degree has the rank number one
and the second has rank number two, the rest may be deduced by analogy. The result
presents a behavior of two-regime power-law degree distribution with the exponentγ1=-
0.46 for the first power laws and γ2=-2.3 for the second. The turning point happens at
degree k=22. In comparison, γ1=-0.53,γ2=-2.05 and the turning point at degree k=20
in the Chinese City Airline network.
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second. The turning point happens at degree k = 22. Both the exponents and
the turning point fit the real network well.

5 Expected Traffic and Real Traffic

Since the expected traffic plays an important role in our network design, it
is meaningful to study its relationship with the real traffic. As is defined in
section 2, expected traffic wij , calculated by Eq(3), is a good prediction of the
traffic produced by the corresponding nodes. It does well in describing the direct
interaction of two nodes. However in the transportation networks a so-called
transfer mechanism may causes the difference between expected traffic and real
weight. Transfer mechanism widely exists in the technical network. Most com-
monly the basic role of the routers in Internet is to transfer the packet from
the original to the destination. By the transfer mechanism link carries not only
the traffic produced by the directly connected nodes but also the traffic of other
pairs that travel through it. Thus the real traffic of a link is the sum of the
expected traffic of the directly connected nodes and other additional transferred
traffic. To make clear this phenomenon the process is visualized in Fig. 5.

Fig. 5 shows that the expected can be different from the real one in a network
with transfer mechanism, but it doesn’t mean our model based on the prediction
of the traffic is uncorrect. Because when a link is to be established, what we care
more is the direct interaction between two nodes. As long as the expected traffic
is large enough, it is necessary and profitable to construct the link. Besides it is
well-known that a self-organized system usually evolves by the local information,
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Fig. 5. Relationship of the expectant traffic and the real traffic. As an example, we
only focus on the link(A,O). AO,BO,CO,DO in the figure represents the expectant
traffic between the node O and the others respectively. However since there is no direct
link to node B,C,D, the traffic to these nodes have to be distributed to the link (A,O).
In the figure, traffic in the bracket are the transferred ones and out of the bracket are
the expectant traffic of the directly connected nodes. The sum of the both represents
the real traffic.
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Fig. 6. The correlation of the degree and node strength. The correlation follows S(k) ∼
k1.45. Compared with S(k) ∼ k1.37 for real network, our simulation was succeeded in
reproducing the non-linearly correlation of degree and node strength.

but the traffic distribution caused by the transfer mechanism depends on the
global topology information. So it is difficult and impossible to consider the
corresponding effect in the self-organized network design.

The transfer mechanism indicates that although the expected traffic can be
predicted in some way and play a role on network construction, once the topology
is determined, the real traffic relies greatly on the topology information. And
when a new-born node is connected to the network, it affects the weight not
only on the nodes it connects directly but also others. In other words traffic
within many old links may be modified. Similar idea has been proposed by BBV
model [28] which considers the weight update process happening only among
the neighbors of the node that the new one connects to. However gravity model
provides us a better understanding to this process and the real traffic within
each link can be calculated.

First we suppose that the traffic transmitting from the original to the destina-
tion always go through the shortest path. If there is more than one such choice,
the actual path is randomly chosen among them. Now we define matrix Amn

N to
describe one of the shortest path from node m to n. Amn

N is a matrix with N×N
elements, where N is the number of the nodes. The element of Amn

N , denoted by
amn

ij , takes one if the shortest path from node m to n goes through the link(i, j),
otherwise it takes zero. Then the real traffic of each link can be written as:

Ωreal =
∑

(m,n)

wmnA
mn
N . (7)
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where wmn is the expected traffic between node m and n. Ωreal is a matrix with
N ×N elements and its element denoted by ωij represents the real traffic within
link(i, j). The node strength reads as

si =
∑

i

ωij . (8)

Following the above method, we calculate the strength-degree correlation of the
simulated Chinese airline network(see Fig. 6). As is shown in Fig. 6, the node
strength increases with the degree, but does quicker than linearly, as 1.45 power,
namely satisfies S(k) ∼ k1.45 while in the real airline network the correlation
follows S(k) ∼ k1.37.

6 Conclusion

In contrast to the previous studied spatial graph, we consider the traffic is the
most important factor in network design and the traffic can be predicted by the
gravity equation. Based on this idea a simple model for transportation network
is proposed whose aim is to maximize the expected traffic of networks. Our
model has its realistic significance that it provides a possible way to construct
network efficiently. The gravity model can generate different kinds of topology by
controlling two parameters such as α and γ . With α decreasing and γ increasing
the topology changes from a star-like network to a decentralized road network.
The agreement of our simulation with the properties found in real airline network
suggest the idea proposed may play a key role in the network topology.

The expected traffic may be different from the real one in networks with trans-
fer mechanism since it only contributes to the direct interaction of two nodes.
The relationship between expected and real traffic is obtained by Eq(7) which
indicates how the topology information influences the traffic in the network.
More studies and demonstration to this question is essential to be done in fu-
ture. Besides it is interesting to note that transfer mechanism is uncommon in
social networks such as citation network and movie actor collaboration network.
This essential difference may be a key factor resulting in the difference behavior
of weight in all kinds of networks.

This work was partially supported by Shanghai Development Foundation for
Science and Technology under Grant Numbers 06JC14082 and 05XD14021.
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Abstract. Proteins are essential molecules of life in the cell and are
involved in multiple and highly specialized tasks encoded in the amino
acid sequence. In particular, protein function is closely related to fun-
damental units of protein structure called domains. Here, we investigate
the distribution of kinds of domains in human cells. Our findings show
that while the number of domain types shared by k proteins follows a
scale-free distribution, the number of proteins composed of k types of do-
mains decays as an exponential distribution. In contrast, previous data
analyses and mathematical modeling reported a scale-free distribution
for the protein domain distribution because the relation between kinds
of domains and the number of domains in a protein was not considered.
Based on this finding, we have developed an evolutionary model based on
(1) growth process and (2) copy mechanism that explains the emergence
of this mixing of exponential and scale-free distributions.

Keywords: Growing networks, protein domains, scale-free networks.

1 Introduction

The complexity of a wide variety of systems as the metabolic pathways, protein
interaction networks, social relationships or transportation systems, can be in-
vestigated in terms of networks where the elementary units of the system are
represented by nodes and their interactions as edges. In recent years, empirical
analyses and theoretical modeling of networks have rapidly become a highly-
active research area, uncovering the existence of unexpected organizing princi-
ples and similarities in real systems, with sizes ranging from hundreds to billions
of nodes [1,2,3,4]. Whereas at a global level, real complex networks deviate from
predictions of random graph theory [5] and display a scale-free and hierarchical
organization [6,7], a complementary perspective at a local level reveals a sig-
nificant prevalence and variety of highly characteristic patterns of interactions,
such as motifs, modules, cliques and communities with specific functional tasks
[8,9,10].

Recent experimental efforts in proteomics have generated a massive amount of
newly sequenced proteins, molecular structures, foldings mechanisms as well as
interacting domains data. Using this information, protein interaction maps have

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 525–535, 2009.
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been constructed and analyzed. Although these networks are still incomplete,
it allows for the first time the study of the large-scale structure of functional
interactions within a cell for a variety of organisms. These analyses have shown
that cellular networks such as metabolic pathways, protein-protein interaction
networks can be classified as scale-free networks [2,11,12].

A protein is a long chain of amino acids encoding important cellular functions.
Each protein can be composed of one or more protein domains that represent
fundamental building blocks with specific structural and functional features.
However, a different classification allows the definition of protein modules con-
sidered as a more compact structural unit in a protein with a length in the range
of 20-40 residues [13,14].

In this work, we will focus on proteins composed of domains as fundamental
building blocks, in particular we have analyzed the empirical data corresponding
to proteins and interacting domains using human proteome information collected
from the UniProt[26] (UniProtKB/Swiss-Prot Release 56.0 of 22-Jul-2008) and
Integr8[27] (Release 84 constructed from UniProt 14.0) databases. We then in-
vestigate the distribution of kinds of domains in human cells. Our findings show
that while the number of a domain type shared by k proteins follows a scale-free
distribution, the number of proteins composed of k types of domains decays as
an exponential distribution. This finding has not been reported before, as previ-
ous analyses [15,16,17] did not study the relation between kinds of domains and
the number of domains in a protein.

This problem can be investigated using a bipartite graph whose nodes can be
classified into two disjoint sets N (proteins) and M (domains) such that each
edge connects a node in N and one in M [18]. For example, Nk indicates the
number of protein with k edges if the protein is composed of k domains. Similarly,
Mk denotes the number of domains with k edges if this domain is shared by k
proteins.

Based on our empirical findings on the dissimilar nature of Nk and Mk dis-
tributions, we have developed an evolutionary model using the rate equation
approach, first suggested by Krapivsky et al.[19], that explains the emergence of
this mixing of exponential and scale-free distributions. The model requires (1)
growth process and (2) copy mechanism. We first use the rate equation approach
for constructing the discrete mathematical equations corresponding to bipartite
graphs. We then transform them into differential equations and solve them using
the continuum limit.

2 Theoretical Model and Experimental Results

2.1 Theoretical Model

Let us consider a bipartite graph, whose nodes are divided into two disjoint
sets N (proteins) and M (domains), and only connections between two nodes
in different sets N and M are allowed as shown in Fig. 1. In what follows, Nk

denotes the number of proteins (square) with k edges (domains). Similarly, Mk

denotes the number of domains (circle) shared by k proteins. Furthermore, we
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consider that each domain represents a specific kind of domain. Therefore, two
domains corresponding to the same type of domain are not allowed. This is
a crucial point in our analysis. Then, we propose an algorithm that builds a
power-law distribution for Mk and an exponential distribution for Nk.

1. The model is initialized with a same small number l of N -nodes and M -
nodes. Each node from lN and from lM is connected by an edge, then the
degree of all N -nodes and M -nodes is only one, where we have assumed
l=lN=lM .

2. At time t = 1, with probability αN , a randomly selected N -node is copied.
Otherwise, with probability βN , a new N -node is added. We then connect
this new N -node to n0 randomly selected M -nodes. In this process, αN +
βN = 1.

3. At the same time step, with probability αM , a randomly selected M -node is
copied. Otherwise, with probability βM , a new M -node is added. We then
connect this new M -node to m0 randomly selected N -nodes. As in the above
process, αM + βM = 1.

4. Steps (2) and (3) are iterated t times until a desired number of nodes is
generated. At the end, the network will consist of the same number t+l of
N -nodes and M -nodes.

Therefore, our model of growing bipartite networks is composed of two main
ingredients: (1) growth process and (2) copy mechanism. Fig. 1 illustrates these
mechanisms for both sets of nodes. From this algorithm, we construct the rate
equation for the bipartite network. The rate equation approach was first intro-
duced in network science by Krapivsky et al., [19] and applied to the study of
percolation [20], protein evolution networks [21] and citation networks as well as
used in extensive theoretical analyses [22]. Furthermore, it has also been applied
to the computation of the node degree correlations [23]. On the other hand, mod-
els applied to bipartite graphs are much less numerous and only a very few works
have addressed the issue [25]. See also the review on rate equation approach for
further information [24]. By following our algorithm, the rate equation for the
time evolution of the number of nodes with degree k in both sets of nodes Nk

and Mk can be written as:

dNk

dt
= αM

(
k − 1
M(t)

Nk−1 − k

M(t)
Nk

)
+ βM

(
m0

N(t)
Nk−1 − m0

N(t)
Nk

)
+αN

Nk

N(t)
+ βNδkn0 (1)

dMk

dt
= αN

(
k − 1
N(t)

Mk−1 − k

N(t)
Mk

)
+ βN

(
n0

M(t)
Mk−1 − n0

M(t)
Mk

)
+αM

Mk

M(t)
+ βMδkm0 (2)

where N(t) = t + l and M(t) = t + l are the total number of N -nodes and
M -nodes at time t, respectively. In these equations, δkn0 and δkm0 indicate the
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Fig. 1. Description of growth and copy mechanisms in our model for bipartite graphs.
Squares (proteins) (A) and circles (kinds of domains) (B) can be added and copied.
One protein connected to one (two) kind of domains indicates that this protein consists
of one (two) kinds of domains.

contribution of a new node connected to already existing n0 andm0 nodes. Next,
by introducing the probability distribution nk = Nk/N(t) and mk = Mk/M(t),
we obtain

d((t+ l)nk)
dt

= αM ((k − 1)nk−1 − knk) + βMm0(nk−1 − nk)

+αNnk + βNδkn0 (3)

d((t+ l)mk)
dt

= αN ((k − 1)mk−1 −mk) + βNn0(mk−1 −mk)

+αMmk + βMδkm0 (4)

In the limit t→∞, we obtain the equation for the stationary distribution:

nk = αM ((k − 1)nk−1 − knk) + βMm0(nk−1 − nk)
+αNnk + βNδkn0 (5)

mk = αN ((k − 1)mk−1 − kmk) + βNn0(mk−1 −mk)
+αMmk + βMδkm0 (6)
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In the continuum k limit, these equations take the following form:

nk = − d

dk
{(αMk + βMm0)nk}+ αNnk (7)

mk = − d

dk
{(αNk + βNn0)mk}+ αMmk (8)

Then, from the last equation, we obtain

mk ∝ (αNk + βNn0)
− 1−αM +αN

αN (9)

In the limit for large k (k →∞),

mk ∝ k
− 1−αM +αN

αN (10)

∼ k
− 1+αN

αN (11)

where we have used αM ∼ 0 in the last equation. Therefore, the degree distribu-
tion for M -nodes (number of domains shared by k proteins) obeys a power-law.

On the other hand, from Eq. (7), we can write

nk ∝ (αMk + βMm0)
− 1−αN +αM

αM (12)
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Fig. 2. Theoretical results (red dashed line) of the model and computational simulation
(black circles) with αN = 0.8 and αM = 0.05, (A) Power-law distribution with degree
exponent 2.18. (B) Exponential decay.
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In particular, in the limit αM → 0,

nk ∝ e
−βN

m0
k (13)

Therefore, we obtain that the degree distribution for N -nodes (number of pro-
teins composed of k types of domains) obeys a exponential decay. We highlight
main features of the model as follows:

1. By using a bipartite growing network model composed of copy and random
attachment processes with supression of copy of M -nodes (types of domains)
( αM ∼ 0 ), we reproduce the observed distributions of power-law and ex-
ponential decay of several real networks composed of two types of nodes.

2. αM ∼ 0 implies that M -nodes (kinds of domains) are unlikely copied, if com-
pared to N -nodes. This is meaningful because kinds of domains are unique
and cannot be duplicated by definition. This asymmetry in the growing
mechanisms is fundamental to derive the observed mixing distributions.

2.2 Model Simulation

When both parameters αN , αM take values close to one simultaneously, a so-
called “giant fluctuation” occurs [20]. It indicates that a model that only includes
the copy mechanism (i.e., a model configuration with αN , αM close to one) does
not behave well and the resulting distribution is singular and resembles the sum
of delta functions in the large k region. Therefore, the contribution of a “noise”
term is needed. While in Krapivsky et al. [20], the noise effect is introduced
through a mutation-like mechanism, in our model the noise contribution comes
from the random attachment mechanism when at least one of the parameters
βN , βM is non zero.

Thus, with the exception of the case αN , αM close to one, we show the com-
putational simulation of our model in the following three figures. Fig. 2 shows
the degree distribution when the copy mechanism of M -nodes is supressed and
copies ofN -nodes are allowed. The simulated distributionMk obeys a power-law,
while the other distribution Nk obeys an exponential decay. This copy mecha-
nism supression of M -nodes (domains) is meaningful because we are considering
kinds of domains in our problem, and a kind of domain should be unique by defi-
nition. Next, Fig. 3 shows the case when both N -nodes and M -nodes are allowed
to be copied. Then, both simulated distribution Nk and Mk obey a power-law.
Finally, we consider the case when N -nodes and M -nodes have the copy mech-
anism supressed. As shown in Fig. 4, both simulated distribution Nk and Mk

follow an exponential decay. Here we note that simulation results show the degree
distribution Nk and Mk, instead of probability distribution nk and mk.

2.3 Experimental Results

We have performed an empirical analysis using human proteins collected from the
UniProt[26] (UniProtKB/Swiss-Prot Release 56.0 of 22-Jul-2008) and Integr8[27]
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Fig. 3. Theoretical results (red dashed line) of the model and computational simulation
(black circles) with αN = 0.5, αM = 0.5 Both figures (A) and (B) show a power-law
distribution with degree exponent 2

(Release 84 constructed from UniProt 14.0) databases. Integr8 database provides
non-redundant set of UniProt entries representing each complete proteome. We
have obtained Pfam[28] domains for each protein from the DR line of UniProt
format.

Fig. 5 shows an exponential distribution for the number of kinds of domains
in a protein. Human proteins were downloaded from the UniProt and Integr8
databases. Next, Fig.6 shows the distribution of the number of domain types
shared by k human proteins in the UniProt and Integr8 databases. In this case,
we can observed that the distribution follows a scale-free distribution. These
results are in agreement with the predictions of our evolutionary model shown
in Fig. 2. It is worth noticing that our model generates the same number of do-
mains as proteins because the number of M -nodes and N -nodes is the same by
construction. However, we have also analyzed and computed this case of asym-
metric growth in the number of nodes. Although we omit the main derivation
for space reasons, our results show that not only the mixing of scale-free and
exponential distributions is conserved but also the exponent degree of power-law
is kept invariant under the asymmetric growth. To be precise, only the exponent
of the exponential decay distribution depends on the asymmetric growth.
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Fig. 4. Theoretical results of the model (red dashed line) and computational simulation
(black circles) with αN = 0.05, αM = 0.05 Both (A) and (B) distributions show an
exponential decay
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Fig. 5. The distribution of the number of kinds of domains in a protein for human
proteome space. Data collected from UniProt and Integr8 databases.
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Fig. 6. The distribution of the number of domain types shared by k proteins for human
proteome space. Data collected from UniProt and Integr8 databases.

3 Conclusion

In summary, we have investigated the distribution of protein and kinds of do-
mains in human cells. Our results indicate that while the number of a domain
type shared by k proteins follows a scale-free distribution, the number of pro-
teins composed of k types of domains decays as an exponential distribution. It
is worth noticing that previous data analyses and mathematical modeling re-
ported a scale-free distribution for the protein domain distribution because the
relation between kinds of domains and the number of domains in a protein was
not considered.

Based on this finding, we have developed a simple evolutionary model based
on (1) growth process and (2) copy mechanism. This model based on the rate
equation approach for computing bipartite graphs does not only predict the ob-
served asymmetry in the distribution of protein composed of k unique domains
and number of domains shared by k proteins but also predicts the degree expo-
nent for the power-law in the vicinity of value 2.

Furthermore, the model elucidates that the supression of copy mechanisms in
one set of nodes is enough to create the mixture distribution and the symmetry
breaking. This copy mechanism supression of M -nodes (domains) is reasonable
because we are considering kinds of domains in this problem, and a kind of
domain can be considered unique by definition.

Of particular interest for future work will be to extend the current model
of bipartite graphs to be applied to other biological systems like gene regu-
latory networks where nodes represent operons encoding transcriptional factors
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(TFs) and the target genes [29]. As this transcriptional network also exhibits an
assymetric distribution for outgoing and incoming degrees, similar ideas shown
in the current model could be helpful for its investigation.
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Abstract. Evolutionary forces will affect the structure of metabolic networks 
and their dynamic behaviors. To examine this hypothesis, in this work we 
investigate the relationship between the complexity of the metabolic glycolytic 
networks and the stability of the networks in different cells. By deriving the 
stoichiometrix from the FBA methods, we develop the models for Sce, Dmgr, 
Dsmi and Pic in fungi. Based on these models, we analyze the stability of the 
networks. The results show that the metabolic networks are more complicated 
with more stable ones.  

Keywords: stability, metabolic networks, glycolysis, FBA methods. 

1   Introduction 

Cellular metabolism and its regulation represent a large scale dynamical system and 
complex dynamic behavior has been observed for a wide variety of metabolic 
pathways (Steuer [1]). Generally, the dynamic properties of cellular regulatory systems 
are considered to be essential for cellular regulation and constitute the conceptual basis 
for many physiological properties of living cells. As mentioned in Grimbs et al. [2], the 
dynamic behavior of metabolic networks is governed by numerous regulatory 
mechanisms, such as reversible phosphorylation, binding of allosteric effectors or 
temporal gene expression, by which the activity of the participating enzymes can be 
adjusted to the functional requirements of the different cells. 

With the developments in genomics, more and more information on genetic 
networks has been provided for several micro-organisms. The next logical step is how 
to use this information to study the integrated behavior of the cellular networks. One 
of the most concerned areas has been the study of metabolic networks. The analysis of 
these networks by using mathematical methods can facilitate applying the research 
results to the real problems. For example, it can guide the metabolic engineering 
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process. It is well known that the stability and robustness of the biological systems are 
the most popular rules which all the living creatures live on. The research on the 
stability of biological systems includes very rich contents: linear and nonlinear 
systems, variable and invariable, and so on. In this research, we initially study some 
basic contents on systems’ stability. Specifically, we will investigate the stability of 
glycolytic metabolic networks in some fungi cells and the relationship between the 
stability and the biological evolution. 

There are several approaches which have been proposed to study the metabolic 
networks, including metabolic control analysis, biochemical systems theory, 
cybernetic modeling and flux balance analysis (FBA). Except of FBA, these 
approaches require kinetic information of the cellular reactions (Mahadevan et al. 
[3]). However, the kinetic information is often unavailable for most of biological 
cells.  Therefore, we choose FBA incorporated with mathematical analysis to study 
the stability of the metabolic networks. 

FBA is the method which assumes that the metabolic networks will reach a steady 
state constrained by the stoichiometry. This assumption is based on the fact that 
metabolic transients are typically rapid compared to cellular growth rates and 
environmental changes. The consequence of this assumption is that all metabolic 
fluxes on the formation and degradation of any metabolite must balance, which is 
leading to the flux balance equation (Varma & Palsson [4]): 

0=⋅ vS  (1) 

where S  is a matrix containing the stoichiometry of the metabolic reactions, v  is a 
vector of the metabolic reaction rates. In general, the above equation is always 
underdetermined. To deriving a meaningful result, it must recur to combining other 
mathematical methods. 

In 2007, Grimbs et al. [2] proposed a computational approach based on structural 
kinetic modeling. The authors applied the approach to the metabolism of human 
erythrocytes and the results showed that the allosteric enzyme regulation significantly 
enhances the stability of the network.  

In this paper, we investigate the relationship between the complexity of the 
glycolytic metabolic networks and their stability. In our previous study, we found that 
the yield of the productions of some important metabolites is higher with more 
complicated metabolic networks. In this work, we assume the similar results about the 
stability of the network will be obtained. That is, the metabolic networks are more 
stable with more complicated ones. 

2   The Glycolytic Metabolic Networks of Different Cells in Fungi 

In this section, after we introduce the mathematical methods which will be used in 
analyzing the stability of the networks, we depict the metabolic networks of four 
different cells which we selected to investigate. All of them belong to the class of 
Fungi. Specifically, they are: Saccharomyces cerevisiae (sce), Saccharomyces 
mikatae (dsmi), Magnaporthe grisea (dmgr) and Pichia stipicis (pic). 
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2.1   Mathematical Methods 

A metabolic network is combined by a set of coupled chemical reactions and transport 
processes. Suppose a network which contains m metabolites and r reactions. Based 
on the FBA formula, the time-dependent changes of the metabolite concentrations can 
be described by a set of differential equations of the form vSx ⋅= , where x  

denotes the m -dimensional vector of metabolite concentrations, S  denotes the 
rm× -dimensional stoichiometric matrix and v  denotes an r -dimensional vector of 

enzyme kinetic reaction rates. If considering a steady state of the system, then the 
differential equations system converts to equation (1). 

Given a metabolic state characterized by 0x  and 0v , the system of differential 
equations can be approximated by a Taylor series expansion as follows: 

( ) …+−
∂
∂⋅+⋅= 00

0)( xx
x

v
SxvS

dt

dx
x

 (2) 

where the first item describes the steady state properties of the system, as exploited by 
FBA to constrain the stoichiometrically feasible flux distributions. Let the second 

item J
x

v
S

x
=

∂
∂⋅ 0 , then the structure of the Jacobian matrix J  constrains the 

possible dynamics of the system at each metabolic state. Evaluating the eigenvalues 
of J , then if the largest real part of the eigenvalues is positive, it implies the 
instability of the metabolic state. And only if all the eigenvalues have a negative real 
part, the metabolic state is stable. For detailed explanation of the methods, please 
refer to Grimbs et al. [2]. 

2.2   The Glycolytic Networks of Sce, Dmgr, Dsmi and Pic 

We select four kinds of cells in Fungi to continue our research. Specially, the cells are 
Sce, Dmgr, Dsmi and Pic. 

The metabolic network considered for modeling the glycolysis of Sce is shown in 
Fig 1. The network consists of 14 metabolites and 12 reactions, in which all the 
metabolites are: 
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Where the substrate is Glucose (GLC), and the important product is Ethanol (ETOH). 
For the meaning of other abbreviations in Fig 1, please refer to Hynne et al. [5]. 

Remember that, in our models, the substrate Glc is not included in the metabolic 
vector x , but treated as a constant input of the network. For Sce, set the concentra-
tion of Glc equals to 1mmol per gram (Dry Weight). For the metabolic glycolytic 
networks of Dmgr, Dsmi and Pic, please refer to the reference [6]. 
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Fig. 1. The glycolytic network of Sce 

2.3   Results and Conclusions 

According to the methods introduced in subsection 2.1, we compute the eigenvalues 
of the Jacobian matrix separately. The results are as follows: 

For Sce, there are 12 nonzero eigenvalues, in which there are one pair eigenvalues 
whose real part are greater than zero, say: 3.9257+1.9579i and 3.9527-1.9579i. 

For Dmgr, the number is 10 and there are 2 real eigenvalues which are greater than 
zero: 4.476 and 0.086336. Remember that there is one root which is greater than 
Sce’s. 
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For Dsmi, the number is 12. Except one pair eigenvalues 3.476+2.62i and 3.476-
2.62i, there are other 2 real eigenvalues which are greater than zero, say: 2.2326E-14 
and 3.6887E-13. That is to say, it is the most instable networks comparatively. 

Follow the conclusions in subsection 2.1, if the largest real part of the eigenvalues 
is positive, it implies the instability of the metabolic state. And only if all the 
eigenvalues have a negative real part, the metabolic state is stable.  

Therefore, for the above 3 glycolytic networks, we think that it becomes more 
stable with more complex networks when their networks are similar in producing the 
same important product. The relative sequences are: Sce>Dmgr>Pic. No matter for 
considering the complexity or the stability. The results proved the assumption’s 
correctness. Well, the networks of Pic is quite different from the others, our 
conclusion is that there is no comparative among them. 
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Abstract. In this paper, the celluar automation model with Fukui-
Ishibashi-type acceleration rule is used to study the inter-car spacing
distribution for traffic flow. The method used in complex network analy-
sis is applied to study the spacings distribution. By theoretical analysis,
we obtain the result that the distribution of inter-car spacings follows
power law when vehicle density is low and spacing is not large, while,
when the vehicle density is high or the spacing is large, the distribution
can be described by exponential distribution. Moreover, the numerical
simulations support the theoretical result.

Keywords: FI model, Power Law, Exponential distribution, Complex
network, Spacings distribution.

1 Introduction

Celluar automata(CA) has been considered as a model system in a wide variety
of problems and phenomena in statistical physics and other fields[1]. Because it
is conceptual simple, easy to use in simulation by computer and can model the
complex behavior of the traffic flow, the CA became popular for the microscopic
simulation of traffic flow. Two famous CA models are the Nagel-Schreckenberg
(NS)model and the Fukui -Ishibashi(FI) model[2]. The CA model share several
basic features: the lane is represented as one dimension lattices; the lattices sites
are called ”cell” which can be either empty or occupied by at most one vehicle
at a given instant time, at every time step the speed of every vehicle will be
updated following a well defined rule, the main difference between these models
is the particular procedure implemented to change the speed of a vehicle. In the
FI model, the vehicle can move by vmax (vmax is the maximum speed of the
vehicle) cells at most in one time step if they are not blocked by cars in front.
More precisely, if the empty cells Cn(t) in front of a car is larger than vmax at
time t, then the speed can be update to vmax − 1 by probability p and vmax

by 1− p. The FI model differs from the NS model in that the increase in speed
may not be gradual, and that stochastic delay only applies to high speed cars.
In this paper we will consider the FI model due to its simplicity and leads to
considerable improvement of the flow for higher velocities.
� This research was supported by National Nature Science Foundation of China

(10531070).
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Complex network has received much attention from the physics community in
recent years[5][6][7]. Employing the theory and method of complex networks, one
can hope that it provides some insight into the evolution mechanism of traffic
flow. Some work such as [4], study the scale free property in traffic system by
numerical simulation. In general, CA model is used to study the traffic system
by computer simulation. It is difficult to study the traffic flow by theoretical
analysis based on CA model, since in paper [3], author give some result for
the traffic character by theoretical analysis and simulation. In this paper we
study the inter-car spacings distribution using the methods used in the complex
network study. Our result give a clear picture for the spacings distribution which
is meaningful for the traffic flow theory.

The paper is organized as follows. In section 2 we give the model definition and
theoretical analysis of spacings distribution. In section 3, the simulation results
for p = 0.5 and all various density are given and compared with the theoretical
results. At last, we summary with a discussion of our method.

2 Model and Analytical Solution of Inter-car Spacings
Distribution

The modified Nagel-Schrechenberg model working with the Fukui-Ishibashi Ac-
celeration rule is a probabilistic cell automation . In this model, the space, time
and velocities are discrete. The one dimensional horizontal road with traffic flow-
ing is divided into L cell. Each cell may either be empty, or may be occupied
by a vehicle with speed 0, 1, 2, ...vmax, vmax is the maximum speed of the ve-
hicle. If there are N vehicles in the length L road, then the vehicle density is
ρ = N/L.The speed of nth vehicle at time t is defined as vn(t),n ∈ {0, 1, 2, vmax}.
If Cn(t) represents the number of empty sites in front of nth vehicle at time t,
then the spacings in front of nth vehicle can be calculated by

Cn(t+ 1) = Cn(t) + vn+1(t)− vn(t) (1)

Let M = vmax, the speed of vehicle vn is updated through the following rules:

vn(t+ 1) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 if Cn(t) = 0
Cn(t)− 1 with probability p,if 0 < Cn(t) < M
Cn(t) with probability 1− p,if Cn(t) > M
M − 1 with probability p ,if Cn(t) ≥M
M with probability 1− p,if Cn(t) ≥M

(2)

If Nk(t) represents the number of inter-car spacings with length k at time t, the
probability of finding such a spacing at time t is Pk(t) = Nk(t)

N . We assume that
t→∞ is equivalent to L→∞ and Pk = limt→∞ Pk(t). Next, we will derive the
formula for Pk under different condition.

Let Ft = σ{Nk(t), 0 ≤ k ≤ L−N)}, and from time step t to t+ 1 the change
number of spacing k is Nk(t + 1) − Nk(t), then we can calculate the condition
expectation E(Nk(t+ 1)−Nk(t)|Ft) as follows
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E(Nk(t+ 1)−Nk(t)|Ft) =
N∑

i=−N

iP (Nk+1(t)−Nk(t) = i|Ft) (3)

Let

Q1
k(t) = P (Nk(t+ 1)−Nk = 1|Ft)

Q2
k(t) = P (Nk(t+ 1)−Nk = −1|Ft) (4)

then Q1
k(t) and Q2

k(t) can be calculated by the following formulas:

Q1
0(t) =

M∑
i=1

(1− p)Pi(t)(P0(t) + pP1(t))

Q2
0(t) = P0(t)(1 − P0(t)− pP1(t))

Q1
1(t) = P0(t)[(1 − p)P1(t) + pP2(t)] +

M∑
i=2

Pi(t)(1 − p)[(1− p)P1(t) + pP2(t)]

+
M∑
i=2

Pi(t)p[P0(t) + pP1(t)] + PM+1(t)(1 − p)[P0(t) + pP1(t)]

Q2
1(t) = 1− P1(t)((1 − p)((1 − p)P1(t) + pP2(t))− p(P0(t) + pP1(t))

(5)

when 2 ≤ k ≤M

Q1
k(t) = P0(t)[(1 − p)Pk(t) + pPk + 1(t)]

+
M∑

i=1,i�=k

Pi(t)(1 − p)[(1 − p)Pk(t) + pPk+1(t)]

+
M∑

i=1,i�=k

Pi(t)p[(1 − p)Pk−1 + pPk]

+
k−1∑
i=1

PM+i(t)(1 − p)[(1− p)Pk−i(t) + pPk−i+1(t)]

+
k−2∑
i=1

PM+i(t)p[(1 − p)Pk−i−1(t) + pPk−i(t)]

+[PM+k(t)(1 − p) + PM+k−1(t)p][P0(t) + pP1(t)]
Q2

k(t) = 1− Pk(t)(1 − p)[(1− p)Pk(t)
+p(Pk+1(t)]− Pk(t)p[(1− p)Pk−1(t) + pPk(t)] (6)
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For k ≥M + 1

Q1
k(t) = Pk−1(t)p(1− p)

L−N∑
i=M

Pi(t)

Q2
k(t) = Pk(t)p(1− p)

L−N∑
j=M

Pj(t) (7)

From (3), one can obtain the condition expectation as follows.

E(Nk(t+ 1)−Nk(t)|Ft) = Q1
k(t)−Q2

k(t) + δ(k, t) (8)

Where the δ(k, t), (k = 0, 1, 2, · · ·L − N) is a small value, especially when k
is large. The reason is that the probability P (Nk(t + 1) − Nk(t) = i|Ft) and
P (Nk(t+ 1)−Nk(t) = −i|Ft),i ≥ 2 decrease rapidly with the i increasing. For
example,P (Nk(t + 1) − Nk(t) = 2|Ft) = (Q1

k)2,because 0 ≤ Q1
k < 1 is a small

value, then (Q1
k)2 is smaller .When k > M ,for two cases we derive the formulas

for Pk.

Case I: the vehicle density ρ is small and k is not very large
From t step to t + 1 step, the Nk(t) updating to Nk(t + 1) are decided by the
probability Pk(t) = kNk(t)

L−N . From (7)(8), we have

E(Nk(t+ 1)−Nk(t)|Ft) =
(k − 1)Nk−1(t)

L(1− ρ) p(1− p)
L−N∑
i=M

Ni(t)
L(1− ρ)

− kNk(t)
L(1− ρ)p(1− p)

L−N∑
j=M

jNj(t)
L(1− ρ) + δk,t (9)

Let Ik(t) = E(Nk(t)), it follows from (9) that

Ik(t+ 1) = Ik(t)[1− kp(1− p)
L−N

L−N∑
j=M

jNj(t)
L−N ]

+
(k − 1)Ik−1(t)p(1− p)

L−N
L−N∑
j=M

jNj(t)
L−N (10)

Because
∑L−N

j=M
jNj(t)
L−N = 1 − 1

L−N

∑M−1
j=1 (jNj(t)) → C when t → ∞(L → ∞)

then we have the following equation

Pk =
(k − 1)Pk−1p(1− p)C 1

1
ρ−1

1 + kCp(1−p)
1
ρ−1

=
(k − 1)Pk−1p(1− p)C
1/ρ− 1 + kCp(1− p) (11)



The Probability Distribution of Inter-car Spacings 545

Let a = p(1− p)C , from (11), we have

Pk =
(k − 1)Pk−1

k + (1 − ρ)/aρ (12)

Solving this equation we obtain the result

Pk ≈ 1

k1+ 1−ρ)
aρ

(13)

Case II: The vehicle density ρ is large or k � M
From t step to t + 1 step, the Nk(t) updating to Nk(t + 1) are decided by the
probability Pk(t) = Nk(t)

N , then from (7)(8), we have

E(Nk(t+ 1)−Nk(t)|Ft) =
Nk−1(t)
N

p(1− p)
L−N∑
i=M

Ni(t)
N

−Nk(t)
N

p(1− p)
L−N∑
i=M

Ni(t)
N

+ δk,t (14)

Let bM (t) =
∑L−N

j=M
Nj(t)

N , by (14) we have following equation

Ik(t+ 1) = Ik(t)[1 − p(1− p)bM (t)
N

] +
Ik−1(t)p(1− p)bM (t)

N
(15)

Because bM (t) → b when t→∞,and N = Lρ→∞, we have the equation

Pk =
bp(1− p)Pk−1

1 + p(1− p)b (16)

Solving the equation, we obtain

Pk ≈ (
bp(1− p)

1 + p(1− p)b )
k = e−kln(1+ 1

bp(1−p) ) (17)

Based on the above induction we can find that, when k > M ,Pk can be repre-
sented as

Pk =
{
C0

1
kα if M < k < k∗

C1e
−λk if k > k∗ (18)

Where k∗ relates to the density ρ. By the simulation in the next section, we can
find that k∗ decreases to M gradually while ρ is increasing. That is, at a point
of ρ, Pk can be represented by exponential distribution completely.

3 Simulation

We now proceed to present computer simulation and compare the result with
the theoretic result. At the beginning, the vehicle number N is chosen as 5000
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and the road length L is adjusted so as to the vehicle density ρ can have desired
value. The time length is t∗ = 50000. In order to guarantee L → ∞ increases
with t and the density ρ unchanged, the simulations follow the rule that if a
car leave the road then a new car will be added into. Pk are calculated by the
formula as follows:

Pk =
∑t∗

t=1Nk(t)
Nt∗

, k > M. (19)

Let xk = lnPk and yk = k, it is obvious that if (xk, yk) are in a line, then the
distribution is Pk = C0e

−λk. If xk = lnPk and yk = ln k, (xk, yk) are in a line,
then the data fit the power law Pk = C1

1
kα .

The simulation result are presented to the Fig 1 ∼ 5.
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Fig. 1. Show that Pk follows power law when while10 < k < 130, while it is exponential
distribution when k ≥ 130. Where vmax = 5, p = 0.5.

2 2.5 3 3.5 4 4.5 5
−6.5

−6

−5.5

−5

−4.5

−4

−3.5

log k

lo
g 

P
k

100 200 300 400 500 600
−16

−14

−12

−10

−8

−6

k

lo
g 

P
k

Fig. 2. Show that thePk follows power law when 10 < k < 100, while it is exponential
distribution when k ≥ 100. Where vmax = 4, p = 0.5.
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Fig. 3. Show that Pk follows power law when 0 < k < 60, while it is exponential
distribution when k ≥ 60. Where vmax = 3, p = 0.5.
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Fig. 4. Show that Pk follows exponential distribution when k ≥ 10. Where vmax =
2, p = 0.5.

4 Notes and Comments

CA model have been widely used to model the traffic system, due to its sim-
plicity for computer simulation. In our study, the methods for complex network
analysis are applied to study the traffic flow characters. The inter-car spacings
distribution is studied by theoretical analysis and numerical simulation. Our
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Fig. 5. Show that Pk follows exponential distribution when k ≥ 10. Where vmax =
1, p = 0.5.

study methods may give some elicitation for studying the complexity of traffic
flow.

Through the theoretical analysis and numerical simulation, the evolution of
traffic flow has a clear picture. If the vehicle density is low, the distribution Pk

shows the power law when M < k < k∗, k∗ varying with density ρ. This tell us
that traffic flow has scale free characteristic when the vehicle density is low. With
the density increasing, such as vmax = 1, 2, Pk turn into complete exponential
distribution. The simulation result coincide with the the theoretical result very
well.
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Abstract. A tentative outline for a model for the evolution of physical systems 
is presented. The universal classes of dynamical behaviors found in Cellular 
Automata experiments provide the basis for introducing the variation-stabiliza-
tion principle as a synthetic interpretation of these phenomena. It is suggested 
that biological evolution takes its root in the evolution of physical systems as a 
particular case of the variation-stabilization principle that occurs at the transi-
tion phase between ordered and chaotic regimes. 
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1   Introduction 

In 1794, Erasmus Darwin, grandfather of the great Charles Darwin, published his 
book entitled Zoonomia or the Laws of Organic Life. In the first lines, he suggested 
that “the whole of Nature” is governed by physical laws [1]. Reciprocally, many 
physicists have proposed theories inspired by the Darwinian approach. For example, 
the path explored by Ludwig Boltzmann was similar in essence to the one of Darwin. 
Charles Darwin’s theory begins with the assumption of the spontaneous fluctuation of 
species. Then natural selection leads to irreversible biological evolution. Boltzmann’s 
order principle also shows that randomness leads to irreversibility, even if the result is 
the destruction of initial structures [2]. More recently, Lee Smolin proposed natural 
selection as a speculative hypothesis for the evolution of cosmological complexity 
[3]. All these interpretations of “evolution” in physical systems may be more than a 
coincidence. It seems clear that there is a continuum from the “evolution” of physical 
systems to biological evolution, but there is no theory that makes a convincing link 
between them. 

In this paper, we try to establish a bridge between the evolution in physical systems 
and biological evolution by means of the variation-stabilization principle. We begin in 
section 2 by introducing this principle as a model for the evolution of complex physical 
phenomena. In section 3, we describe an experiment that illustrates this principle based 
on a two-dimensional Generalized-Life Cellular Automata [4]. We verify that this 
system exhibits the four universal complexity classes discovered by Stephen Wolfram 
[5] and we locate complex dynamics at the transition between ordered and chaotic 
phases [6]. In section 4, we discuss these results in the framework of the variation-
stabilization principle. We argue that this principle represents a valuable synthetic  
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re-conceptualization for the evolution of complex physical systems, replacing 
biological evolution as a particular case that occurs at the transition phase between 
ordered and chaotic regimes. 

2   The Variation-Stabilization Principle 

Any physical system can be represented as a hierarchical model. Evidence have been 
presented that a hierarchical modeling approach is required to obtain the necessary 
precision for studying complex natural phenomena [7]. In most cases, this hierarchal 
model of complexity is pyramidal: as a phenomenon increases in complexity, it 
decreases in number of elements. Thus, like a pyramid, the model is composed of a 
finite set of n layers L (vertical complexity) with an order relation: 

Δ  =  { Ln }  with  L0
 → L1 → ... → Ln-1

 → Ln. 

Each layer n is composed of a dynamical network of structural elements S with 
similar behavioral repertoire (horizontal complexity): 

Ln  =  { Si
n }. 

Each structural element Si of a given level Ln details the way in which it reacts to 
local situation and interactions with other structural elements of this level. The 
fluctuations of the environment and the structural interactions between elements lead 
to the formation of transitory structures Sj which are finite set of elements Si. This 
stochastic phenomena can be noted as a variation function: V(s). Due to their 
structural properties, some of these Sj elements continue to exist for some arbitrary 
times. They represent potential structural elements of the higher level Ln+1. If there are 
no more external fluctuations (i.e. closed world hypothesis), the system evolves after 
some transitory time to a stable state. Note that, the terms “stable state” must be 
understood as a statistical stability of global dynamics over time. This phenomena can 
be noted as a stabilization function Z(s). The next figure summarizes this principle. 

Variations create emergent temporary structures that achieve stability if their 
structural properties make them “adapted” to the environment. This principle of 
variation and stabilization applies at the same time in parallel at all levels of the 
hierarchical model. 

 

Fig. 1. Global relations in the variation-stabilization principle 
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The variation-stabilization process potentially leads to different macroscopic states. 
Throughout the physical world one can observe such different states of matter. The 
most familiar examples are the solid, liquid and gas phases. Other existing phases 
include crystals, colloids, glasses, amorphous, and plasma. These different forms can 
be grouped into four basic classes based on their attractor in the phase space: fixed 
point, limit cycle, chaotic and complex. It has been shown that Cellular Automata 
(CA) represent a good approach for modeling these different phases of matter. In 
particular, Stephen Wolfram proposed a correspondence with four universal complex-
ity classes in one-dimensional Cellular Automata [5]: Class I includes CA whose 
dynamics reaches a steady state; Class II consists of CA characterized by periodic 
behaviors ; Class III CA produce structures that seem random; Class IV CA exhibit 
complex dynamics with both periodic and random patterns. Thus, CA seems a good 
experimental model for studying the variation-stabilization principle. 

3   The Generalized-Life Experiment 

3.1   Generalized-Life Cellular Automata 

In order to study the variation-stabilization principle using a CA, we used a two-
dimensional CA space based on a generalization of John Conway’s “Game of Life” 
[8, 9]. This CA set has shown a wide diversity of dynamics in terms of growth 
(infinite, bounded and fall) and periodicity (chaotic, periodic and stable) [4]. In these 
experiments, a randomized initialization simulates an initial variation of the CA 
environment and its transition rule simulates the stabilization function. 

Each stabilization rule can be written in the form EbEhFbFh where Eb is the 
minimum number of living neighbor cells that must touch a currently “living” cell in 
order to guarantee that it will remain alive in the next generation. Fb is the minimum 
number of “living” cells touching a currently “dead” cell in order that it will come to 
life in the next generation and Eh and Fh are the corresponding upper limits. According 
to this notation, Conway’s Life would be written “Life 2333,” that is Eb = 2, Eh = 3, Fb 

= 3, and Fh = 3. More formally, let St define the state of a cell and Nt be the number of 
living cells in the neighborhood at time t. The stabilization function is then: 

if  (St = 0 & Nt ≤ Fb & Nt ≥ Fh) | (St = 1 & Nt ≤ Eb & Nt ≥ Eh)  St+1 = 1, else St+1 = 0.      (1) 

In a 2D grid, a cell is surrounded at most by 8 neighbors. The rule parameters are 
bound between 1 and 8, since 0 is prohibited for quiescent reasons. So intervals can 
be any among (1,1) (1,2) … (1,8) (2,2) (2,3) … (8,8). Thus there are (8 + 7 + … + 1) 
= 36 possible intervals. This CAspace thus contains 36 × 36 = 1,296 rules.  

3.2   Universal Complexity Classes 

We conducted a systematic study of this set of rules. As expected, we were able to 
classify the Generalized-Life CA set using Wolfram’s universal complexity classes. 
The following sections give a brief overview of these results with some typical CA 
examples. 
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Fixed Dynamics Class. Class I is associated to limit points in the phase space. For 
almost all initial random configurations, cellular elements have the same value after a 
relatively short transient period. This stabilization process leads to a homogeneous 
state of the cell matrix. Figure 2 gives examples of such dynamics. 

 

 

Fig. 2. Two configurations on the upper-left at t = 1 (left) and t = 4 (right) for rule 7788. All 
initial configurations lead to a homogeneous state of “dead” empty cells. Note that only a part 
of the CA configurations is shown in these images. The bottom curve is a time series for rule 
5566 showing the number of “alive” cells (y-axis) for each generation (x-axis). After only four 
generations, eall cells are “dead”. 

Periodic Dynamics Class. Class II is associated with limit cycles in the phase space.  
Almost all configurations lead to a stable state with nested structures, except for some 
oscillating patterns. This stabilization process creates a periodic system. Figure 3 
illustrates examples of such dynamics. 

Chaotic Dynamics Class. Class III is associated with chaotic behaviors which refer 
to unpredictable space-time behaviors. Each configuration exhibits some rare stable 
patterns that survive only few generations and then are destroyed by the surrounding 
chaos. This stabilization process leads to an apparently random sequence, but this  
sequence is characterized by some statistical stability over time. Figure 4 illustrate 
examples of such dynamics. 
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Fig. 3. Two configurations on the top at t = 59 (left) and t = 60 (right) for rule 5613. The 
cellular automata space becomes fixed after transitory configurations except for some 
oscillating pattern (in gray). Note that only a part of the CA configurations is shown in these 
images. The bottom curves are time series for rule 1616 showing the number of “alive” cells (y- 
axis) for each generation (x-axis). After a short transitory phase (upper curve), the CA oscillates 
between a small number of states (lower curve). 

Complex Dynamics Class. Class IV is associated with complex behaviors character-
ized by long transients. The stabilization process leads to complex configurations that 
include both fixed and periodic structures. Some of these periodic patterns can 
propagate in the cell matrix (i.e. gliders). This emergent dynamical behavior is a sign 
that potentially indicates the support of universal computation. Figure 5 shows the  
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Fig. 4. Two configurations on the top at t = 10 (left) and t = 20 (right) for rule 1122. This rule 
exhibits a typical example of chaotic dynamics. Any emerging pattern is rapidly destroyed by 
the fluctuations of the environment. Note that only a part of the CA configurations is shown in 
these images. The bottom curves are time series for rule 1122 showing the number of “alive” 
cells (y-axis) for each generation (x-axis). After a short transitory phase (upper curve), the CA 
shows a typical chaotic behavior (lower curve). 

most famous example of such dynamics, that is Conway’s rule [8]. This CA has been 
extensively studied and considered as a metaphor of the emergence of life. 

We verified that Complex CA, such as Conway’s rule, are most likely to be found 
at a phase transition between ordered and chaotic CA. However, in contrast with 
Christopher Langton’s continuous progression across the different regimes in his one 
dimensional CA study [10, 13], the behavioral structure of the Generalized-Life space 
is complex rather than linear. It is composed of homogeneous areas separated by 
smooth or sharp phase transitions [4]. The existence of these phase transitions 
between ordered and chaotic dynamics and between infinite and limited growth, as  
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Fig. 5. On the top, two consecutive configurations beginning at t = 302 (left) for rule 2333. In 
gray, some typical fixed and periodic patterns. A glider is moving in the center at the top of the 
matrix. Note that only a part of the CA configurations is shown in these images. The two 
bottom curves are time series for rule 2333 showing the number of “alive” cells (y-axis) for 
each generation (x-axis). After a long transitory phase (upper curve), typically thousands of 
generations, the CA stabilizes with a majority of “dead” cells and some rare fixed and periodic 
patterns. The bottom curve shows a typical time series during the transitory phase. This type of 
curve seems to be a good signature of complex systems dynamics. 

well as the location of complex CA in the vicinity of these transitions globally 
confirms the “edge of the chaos” hypothesis. 

4   Discussion 

The previous results show that after an initial variation, the behavior of the CA 
evolves toward a global statistically-stable state over time. This stabilization process 
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leads to four cases: fixed for Class I, cyclic for Class II and chaotic for Class III. The 
complex Class IV CA seem to delay this stabilization thanks to the computational 
properties of the stabilization rule. Norman Packard argued first on the relationship 
between these dynamical behaviors and computational capability in CA [11]. Since, 
there has been a continuing effort to study this hypothesis [12–14]. Evidence has been 
shown that some class IV CA support universal computation in contrast with CA from 
other classes [15]. One property considered is the amount of memory required for 
producing these dynamics. The idea is that ordered or cyclic behaviors require 
memory in proportion to the nature and length of the pattern it repeats, while an ideal 
random behavior uses no memory to produce its information. In contrast, a theoretical 
Universal Turing Machine must have its storage space enlarged as needed. In the 
stabilization rule, the memory capability depends mainly on the Eb and Eh parameters. 
This  rule (1) can be rewritten without any behavioral change: 

if  (St = 0 & Nt ≤ Fb & Nt ≥ Fh) St+1 = 1                               (2a) 

else if  (St = 1 & Nt ≤ Eb & Nt ≥ Eh) St+1 = St                (2b) 

else  St+1 = 0.                  (2c) 

This reformulation shows that the (2b) part of the stabilization rule can memorize 
the previous state of the current cell while parts (2a) and (2c) are necessary for 
implementing basic logical functions such as AND, OR and NOT. 

Another point of discussion is the obvious relationship between the variation-
stabilization principle and the Darwinian mutation and natural selection principle. 
Our hypothesis is that biological evolution is a particular form of the variation-
stabilization principle that occurs at a phase transition between ordered and chaotic 
regimes. In this framework, the DNA computing capacity seems to be a necessary 
advantage. More generally, evolution paradigms such as gradualism, punctuated 
equilibrium and natural drift, rather than being contradictory alternatives, could be 
interpreted as different forms of the variation-stabilization principle. As with our CA 
experiment, if the system is within the transition closer to the ordered regime, it leads 
to gradual evolution. If the system is within the transition closer to the chaotic regime, 
we have more randomness in the evolution dynamics. More studies must be 
conducted in order to validate this hypothesis. 

The last important question we want to address here is the relationship of our study 
with the concept of “emergence,” which is widely used in the sciences of complexity. 
Some effort has been made to formalize “emergence”, but a consensus on a clear 
definition is still distant [16]. In our approach,  a phenomenon at level Ln is emergent 
with respect to the lower-level Ln-1 when it arises as a result of the interactions of Ln-1 

structural elements but not deductible from the properties of these elements. A well-
known example in our CA experiment is the “glider”: a periodic pattern discovered by 
John Conway. Gliders have been also found in other Class IV CA [4, 17] and there is 
evidence of their relationship with the universal computation capacity [15]. The fact is 
that it is practically impossible to deduce their global properties by just looking at 
their underlying structural elements (i.e. CA cells). The reason is a causality break 
due to the very high number of non-linear interactions between these structural 
elements. The observation of the two levels can not be made simultaneously. One can 
observe the global “patterns” level, but cannot observe in details the local behavior of 
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the matrix cells at the same time. We think that this must be related to the principle of 
complementarity originally formulated by Niels Bohr in quantum mechanics [18]. In 
other words, the emergent properties represent the “wave-like interpretation” of the 
phenomenon which is not observable in the “particle-like interpretation” at a lower 
level. The duality of this two interpretations is necessary to have a complete 
description of the phenomenon. 

5   Conclusion 

We have introduced the variation-stabilization principle as a tentative outline for a 
general model of evolution in physical systems. We presented an experiment with the 
Generalized-Life CA that illustrate this principle and locate complex dynamics at the 
transition between ordered and chaotic regimes. We suggested that biological 
evolution takes its root in the evolution of physical systems as a particular case of the 
variation-stabilization principle that occurs at the transition phase between ordered 
and chaotic regimes. More research must be conducted to validate this theory. First, 
one could argue that the Generalized-Life CA represents a hierarchical system of only 
two levels: the cell matrix itself and the observed emergent patterns. This is true, and 
one research direction is to study the variation-stabilization principle in a more 
realistic and multi-level model such as the one we have used in cosmological 
experiments [19, 20]. A second complementary direction is to study the validity of the 
variation-stabilization principle in species dynamics using a virtual ecosystem such as 
Lifedrop [21]. Finally, another important direction is to study the relationship between 
the variation-stabilization principle and the second law of thermodynamics. 

References 

1. Darwin, E.: Zoonomia or, The Laws of Organic Life, 3rd edn., vol. 1. J. Johnson, London 
(1801) 

2. Prigogine, I., Stengers, I.: Order out of Chaos, Man’s New Dialogue with Nature. Bantam 
Books, New York (1984) 

3. Smolin, L.: The Life in the Cosmos. Oxford University Press, New York (1997) 
4. Magnier, M., Lattaud, C., Heudin, J.C.: Complexity Classes in the Two-dimensional Life 

Cellular Automata Subspace. Complex Systems 11, 419–436 (1997) 
5. Wolfram, S.: Universality and Complexity in Cellular Automata. Physica D 10, 1–35 

(1984) 
6. Langton, C.G.: Computation at the edge of chaos: Phase transitions and emergent 

computation. Physica D 42, 12–37 (1990) 
7. Heudin, J.C.: Modeling Complexity using Hierarchical Multi-Agent Systems. In: 6th 

International Workshop on Data Analysis in Astronomy, Erice (2007) 
8. Gardner, M.: The fantastic combinations of John Conway’s new solitaire game “Life”. 

Scientific American 223, 120–123 (1970) 
9. Bays, C.: Candidates for the game of life in three dimensions. Complex Systems 1, 373–

400 (1987) 
10. Langton, C.G.: Life at the edge of chaos. In: Artificial Life II, SFI Studies in the Sciences 

of Complexity, vol. 10, pp. 41–91. Addison Wesley, Reading (1991) 



 The Origin of Evolution in Physical Systems 559 

11. Packard, N.H.: Adaptation toward the edge of chaos. In: Kelso, J., Mandell, A., Shlesinger, 
M. (eds.) Dynamic Patterns in Complex Systems, pp. 239–301. World Scientific, 
Singapore (1988) 

12. Langton, C.G.: Computation at the edge of chaos: Phase transitions and emergent 
computation. Physica D 42, 12–37 (1990) 

13. Mitchell, M., Hraber, P.T., Crutchfield, J.P.: Revisiting the edge of chaos: Evolving 
cellular automata to perform computations. Complex Systems 7, 89–130 (1993) 

14. Crutchfield, J.P., Packard, N.H.: Symbolic dynamics of noisy chaos. Physica D 7, 201 
(1983) 

15. Berlekamp, E., Conway, J.H., Guy, R.: Winning ways for your mathematical plays. 
Academic Press, London (1982) 

16. Kubik, A.: Toward a Formalization of Emergence. Artificial Life 1, 41–65 (2003) 
17. Heudin, J.-C.: A new candidate rule for the game of two-dimensional life. Complex 

systems 10, 367–381 (1996) 
18. Bohr, N.: Causality and Complementarity. Philosophy of Science 4, 289–298 (1937) 
19. Heudin, J.-C.: Complexity classes in three-dimensional gravitational agents. In: Artificial 

Life VIII, pp. 9–13. MIT Press, Sydney (2002) 
20. Torrel, J.C., Lattaud, C., Heudin, J.C.: Studying complex stellar dynamics using a 

hierarchical multi-agent model. In: 6th International Workshop on Data Analysis in 
Astronomy, Erice (2007) 

21. Métivier, M., Lattaud, C., Heudin, J.-C.: A Stress-based Speciation Model in LifeDrop. In: 
8th International Conference on Artificial Life, pp. 121–126. MIT Press, Sydney (2002) 



J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 560 – 568, 2009. 
© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2009 

The Nonlinear Mechanism of Phase Transition in 
Computer Networks* 

Li Yi-Peng1, Huang Yi-Hua2, Wang Lei1, and Ren Yong1 

1 Department of Electronic Engineering, Tsinghua University, P.R. China 
yp-li05@mails.tsinghua.edu.cn 

2 Department of Electronic and Communication Engineering, SUN YAT-SEN University,  
P.R. China 

Abstract. In this paper, the nonlinear mechanism of phase transition in computer 
networks is analyzed, and a distributed proxy approach is introduced to improve 
network performance based on the two-dimensional coupling model. Theoretical 
analysis figures out that the nonlinear mechanism of router is the essential reason 
of network performance phase transition. Simulation results reveal that the ex-
treme clustering characteristic of web access behavior gives arise to left-shift of 
phase transition critical compared with regular networks; after distributed proxy 
approach is employed, right-shift of the phase transition critical illustrates per-
formance improvement. Finally, several important issues are mentioned. 

Keywords: nonlinear mechanism, phase transition, distributed proxy. 

1   Introduction 

The rapid development of Internet applications brings more convenience for users 
collecting information, such as web network and typical P2P file sharing systems, 
which have become the majority traffic contributors to infrastructure. Millions of 
computers around the world attach to the Internet through many autonomous regional 
networks of routers, which interconnect through backbone networks of routers in a 
distributed, hierarchical fashion. All of these make Internet topology more complex and 
have negative impacts on infrastructure performance, e.g. poor transmission efficiency 
and network congestion. 

To analyze and solve these problems, relative concepts and theories in statistic 
physics have already been introduced to characterize the collective dynamics of 
Internet traffic. Phase transition, for example, has been used to characterize the internet 
performance fluctuation, distinguishes the network performance status as free-flow and 
congestion. In the previous relevant research, Willinger et al. [1] provided a simple 
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physical explanation for self-organized criticality of Internet traffic, caused by multiple 
ON/OFF processes. Then Csabai [2] and Takayasu et al. [3] characterized Internet 
traffic statistics property according to spectral characteristics, shown by ping se-
quences. In 2007, Hu and Wang [4] have extended phases of network performance, 
they found the fundamental diagram of flow against density, hysteresis inside, and 
classified the traffic flow with four states: free flow, saturated flow, bistable and 
jammed. All this kind of researches supply valuable theoretical basis and simulation 
supports, which is likely to contribute to better network engineering and management. 

Internet, as a typical huge complex system, different applications running on it and 
the corresponding user behavior has shown complicated statistic property. Generally, 
the resulting performance fluctuation can be dependent on two important factors. First, 
the existing nonlinear relationship between router input and output, router interactions 
due to protocol, make Internet infrastructure being dynamic status in processing mil-
lions of packets. The critical status, corresponding to the phase transition point, indi-
cates the decline in network performance. Second, clustering characteristic of user 
access behaviors, shown by traffic analysis, aggravates the nonlinear relationship 
mentioned and interactions between routers, leading to deterioration of network per-
formance. Unfortunately, the nonlinear mechanism, the essential reason of phase 
transition, has never been discussed [2-5] to our best knowledge. Hence, it is important 
to study the nonlinear dynamic mechanism of network phase transition, and introduce a 
relative improving approach. 

In this paper, a novel two-dimensional coupling model is proposed to describe the 
huge and complex link relations in computer network. Then we provide theoretical 
analysis to the nonlinear mechanism of phase transition and the distributed proxy ap-
proach. Based on the novel model, simulations reveal the negative effect of the 
nonlinear mechanism and the network performance improvement brought by em-
ploying the distributed proxy. 

The rest of the paper is organized as follows. In Section 2, we describe the novel 
two-dimensional couple model in detail. In Section 3, we give a theoretical analysis to 
the nonlinear mechanism and the distributed proxy approach, which is also introduced 
into the two-dimensional coupling model. Section 4 shows extensive simulations by 
using the modified model in two different network sizes. We conclude in Section 5. 

2   Two-Dimensional Coupling Model 

In 1999, two-dimensional cellular automation [6] is used in network modeling for the 
first time, which became a useful tool to characterize the internet collective dynamics 
behavior [7]. For one thing, its non-periodic boundary condition makes the spatial dis-
tribution of packets unbalanced, which means some central nodes more congested than 
the others. For another, this kind of model is always with the default configuration that 
nodes are homogenous [8], which can not describe the distributed access behavior of 
users accurately. To describe the huge and complex link relations in computer net-
works, we proposed a novel two-dimensional coupling model (see Fig.1). 
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Fig. 1. Two-dimensional cellular automation model 

In the two-dimensional coupling model, different websites or source providers and 
intensive users locate in shadow grid, connecting to the router nodes randomly. 
Routers, which follow the periodic boundary conditions [9], build up the backbone 
network, and route packets according to the shortest path routing strategy [10]. L is the 
size of the backbone network; means there are L routers in the horizontal and vertical 
direction of the backbone network. 

The position of each router is denoted by a discrete space variable r̂ : 

ˆ ˆ ˆx yr ic jc= +  (1) 

Let rK  be the number of websites or users connecting to router r̂ , then the corre-

sponding website or user position can be denoted as follow: 

ˆ ˆ ˆ ˆk x y zr ic jc kc= + +  (2) 

where ˆxc , ˆyc , ˆzc  are Cartesian unit vectors, and , 1, ,i j L= , 1, , rk K= . 

The dynamics behavior of users in the model is governed by the parallel update with 
discrete time step. During the progress of model evolution, users create new packets 
with zero life time, which are forwarded by routers to some selected destination. All 
routers work as FIFO (First Input First Output). During each time step, the processing 
of packet transmission is shown as follows. 

(1) Each user node sends one packet with probability p independently; 
(2) According to FIFO rule, each router routes one packet in its buffer to destination 

by one hop, the next hop router queue length increases by 1, the routed packet 
lifetime increases by 1; 

(3) If the packet is routed to the destination, the relative record ends. 

At the time step k , if queue length of router r̂  is ( )ˆ,q r k , the sum queue length of 

all routers is 
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ˆ( ) ( , )ii
Q k q r k=∑ , 21, ,i L=  (3) 

The router's buffer size is set to 

ˆ2
iRouter ri

B K= ×∑ , 21, ,i L=  (4) 

In the case of buffer overflowing, routers will drop packets until there is free space in 
the buffer. 

3   The Nonlinear Mechanism of Phase Transition and Improvement 

Research in [7] shows that the phase transition of network performance is due to the 
nonlinear interaction of routers. And our preliminary studies prove that extreme clus-
tering characteristic of web access behaviors gives arise to left-shift of phase transition 
point [11]. But all these studies are still limited to large-scale or medium-scale. 

Consider a simple example as Fig.2 shows. 

1p

2p

ip

DR

1
2

i

Router Destination

 

Fig. 2. Simple packet forwarding system 

In this simple system, source nodes 1, , i  send packets to destination D with in-

dependent probability ip , which will increase from 0 to 1 gradually. Router R , queue 

length noted by RQ , can output one packet per time step. 

At the time step k , the expectations input and output of R  in the sense of prob-

ability are: 

,R k i
i

E I p⎡ ⎤ =⎣ ⎦ ∑  (5) 

( ), 1 ,

, 1 ,

0 1 1

1 1                    

R k R k i
i

R k R k

E O Q p

E O Q

+

+

⎧ ⎡ ⎤= = − −⎣ ⎦⎪
⎨
⎪ ⎡ ⎤≥ =⎣ ⎦⎩

∏
 (6) 

Equ.6 figures out that the current time output of the router only depends on its queue 
length at the previous time step. 

At the beginning, total packets input of the router is less than its maximum output, all 

the incoming packets will be forwarded real time. So, the system appears linearly and 
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0RQ = . However, with the packet sent probability increasing, input packets become 

greater than the maximum output capacity. Router shows nonlinear characteristics 

between its input and output, which means packets begin to queue in its buffer and RQ  

increasing. 

There can be a little interval tΔ , during which all the source nodes have the same 

unchanged packet sent probability tpΔ . The total increase of RQ  is 

( ){ }, , ,max ,0R t R t R tQ E O E IΔ Δ Δ⎡ ⎤ ⎡ ⎤= −⎣ ⎦ ⎣ ⎦∑  (7) 

When the packet queue length grows beyond the buffer capacity, the router will over-
flow, resulting in packets dropped. And the lifetimes of the rest packets will increase 
because of queuing in the buffer. 

The nonlinear relation between input and output described above makes the router 
congested, which further affects packet forwarding of surrounding routers. In other 
words, the congestion will diffuse as packet transmission over the whole network. Fi-
nally, the entire network will be too congested to work efficiently. 

In the actual World Wide Web (WWW) network, each webpage has different ac-
cessed frequency. The majority of user accesses gather in a few websites with high 
in-degree, which makes the network more vulnerable to the negative impact of 
nonlinear. Although it is very normal to improve network congestion by increasing 
trunk link bandwidth and enhancing router processing capacity in practice, the collapse 
of web servers still can not be avoid because of the nonlinear existing. 

A B

i

1
2

1
2

j  

Fig. 3. Reducing Impact of nonlinear using distributed proxy 

Fig.3 shows an extreme example without impact of nonlinear using distributed 

proxy. Nodes 1, , ,i j  send packets as described before. When A works as a router, 

0AQ ≠ , B processes the incoming packet, 0BQ = . If A is deployed to be proxy of B, it 

is obvious that 0AQ = . So, we can see that the network can eliminate the negative 

impact of nonlinear partly by appropriate distributed proxy.  

In the previous novel two-dimensional coupling model, the proxy approach can be 
explained in Fig.4. Node B in shadow grid 9 processes all the user access packets from 
the whole network, originally. Then, node A in shadow grid 5 is deployed as a dis-
tributed proxy of B. According to the routing strategy described in section 2, all user 
access packets from shadow grids 1, 2, 4 and part of packets from 3, 5, 7 will be redi-
rected to the proxy node A. Packets from 6, 8, 9 will still be processed by node B. The  
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Fig. 4. Modified Two-dimensional coupling network model 

deployed proxy node A, not only reduces the queue length of partial routers, but also 
makes all the user packets, which are original routed to B, spatially balanced in the 
entire network. 

Given the cost constraints and other factors in actual network, it is unrealistic to 
eliminate the negative impact of nonlinear to the network performance completely. 
However, it is very feasible to reduce this kind of impact by deploying proxy node 
appropriately. Based on the novel two-dimensional coupling model, distributed proxy 
approach will be taken on the simulation verification in section 4. 

4   Simulation Results and Analysis 

The analysis of actual traffic in Tsinghua CERNET reveals the fact that 10% source 
nodes attracts 80% user access in WWW network, shown in fig.5. 
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Fig. 5. Clustering Characteristic of User Access Behavior 

That is the clustering characteristic of user access behaviors in actual network. The 
following simulations compare the performance changing of actual network, regular 
network and network with distributed proxy. In regular network, each node has the 
same accessed probability. The network model sizes are 10, 20L = . In each shadow 
grid there are 15 users or source providers. After 1000 time steps' evolution, the results 
are shown in figures 6, 7 and 8. Vertical solid lines indicate the phase transition critical, 
corresponding to the critical packets injected probability. 
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Fig. 6 and 7 are statistical results of queue length and packet lifetime, respectively. 
Clustering characteristic of user access behavior aggravates the negative affects of 
nonlinear to network, which arise to left-shift of phase transition critical, means the 
actual network more congested than the regular network. 

The performance deterioration makes the network can not accept so many user ac-
cesses. Packets are dropped due to overflow of router buffer. In other words, the web-
sites won't be capable of dealing with so many user access demands, and users can not 
receive requested information from the server. It is very difficult to guarantee the 
quality of services (QoS). 

The power-law distribution of node degree in WWW network means there are a few 
nodes with high degree, called rich node here. According to the statistical ranked re-
sults shown in fig.5, the top 5% rich nodes are selected and deployed lgc k  ( 0 1c≤ ≤ , 
k represents the node degree) distributed proxies at random positions in the model 
respectively. To some extent, these distributed proxy nodes balances the network 
traffic load, leading to the increasing of network critical injection rate, as shown in 
fig.6, 7 and 8. Right-shift of the phase transition critical illustrates an obvious per-
formance improvement. 

In this case, packets are redirected to the nearest proxy, with routing path shortened. 
Packets, originally gathered in one backbone trunk, are processed by several different 
routers connected to proxies. The whole network makes full use of buffer and process 
capacity of proxies, reducing buffer overflows and packet loss. The faster packets 
routed to the destination, the fewer life time they end with. Obviously, network per-
formance has been greatly improved. 

The routing distribution of data packets influences the balance of overall network 
traffic. With packet destination selected randomly, the network traffic appears bal-
anced. Unfortunately, clustering characteristic of access behavior breaks up this bal-
ance in actual internet, leading to several backbone routers overloaded and inefficient 
packet transmission. Li et al. [12] studied the network security from the perspective of 
overall network characteristics, and figured it out when user accesses some important 
nodes not for useful information but attacking, network collapses rapidly. Distributed 
proxy approach can improve network robustness by reducing the risk of major nodes 
being attacked. Even this happens, the network services can be reconstructed and re-
covered rapidly. 
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Fig. 6. Average node queue length statistical results in different network size. (a):L=10 (b):L=20. 
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Fig. 7. Average packet lifetime statistical results in different network size. (a):L=10 (b):L=20. 
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Fig. 8. Node packets dropped ratio statistical results in different network size. (a):L=10 (b):L=20. 

5   Conclusions 

In this paper, we analyze the nonlinear relationship between input and output of router 
node in detail, reveal the nonlinear mechanism of network performance phase transi-
tion and propose the distributed proxy approach to improve the network performance. 
Through theoretical analysis and simulation verification based on the novel 
two-dimensional coupling network model, we conclude as follows: 1) the queue length 
of router, packet life time and packet dropped ratio all arise phase transition with 
nonlinear existing; 2) compared to packet destination selected randomly in regular 
network, the extreme clustering characteristic of access behaviors in WWW networks 
gives arise to left-shift of phase transition critical, demonstrating deterioration of 
internet performance; 3) to solve this problem, distributed proxy approach is proposed 
to deploy several proxies, shortens the packet routing path. As a result, right-shift of the 
phase transition critical illustrates an improved performance of the network. 

This paper is an important part of series studies. Research on various types of net-
work phase transitions and the relationship to measure of proxies, the quantitative 
characterization of network nonlinear, optimization of network modeling and the 
bound of network performance, are all challenging research issues. 
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Abstract. Information and communication technology (ICT) products
exhibit positive network effects.The dynamic process of ICT markets evo-
lution has two intrinsic characteristics: (1) customers are influenced by
each others’ purchasing decision; (2) customers are intelligent agents with
bounded rationality.Guided by complex systems theory, we construct an
agent-based model and simulate on complex networks to examine how
the evolution can arise from the interaction of customers, which occur
when they make expectations about the future installed base of a prod-
uct by the fraction of neighbors who are using the same product in his
personal network.We demonstrate that network effects play an impor-
tant role in the evolution of markets share, which make even an inferior
product can dominate the whole market.We also find that the intensity
of customers’ communication can influence whether the best initial strat-
egy for firms is to improve product quality or expand their installed base.

Keywords: information and communication technology, evolution of
market, diffusion of innovations, complex networks, network effects.

1 Introduction

With the development of information and communication technology (ICT),
ICT products have become more and more important in our life. The market of
ICT is a widely concept. It includes not only PC market, but also the market
of telecommunications equipment, customer electronics, and electronic compo-
nents. According to IDC’s estimation, the global ICT market investment has
become 2.3 trillion dollars in 2006.

ICT products exhibit positive network effects, which mean the utility of these
products will increase with the total number of users or the amount and variety
of complementary goods [1]. Economic literature commonly agree that the influ-
ence of network effects for the adoption of ICT products, will lead to evolution
phenomena including positive feedback, critical mass, compatibility, standard-
ization, lock-in, path dependence and inefficiency [2,3]. Traditional economics
approaches of network effects theory, which study on the evolution of ICT mar-
kets, can be classified into two kinds of models. On the one hand, the primary
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goal of theoretical models is an analysis of the competition strategies, such as
installed base strategy [4], compatibility strategy [5] or pricing strategy [6]. On
the other hand, many scholars use empirical approaches (e.g. hazard model, he-
donic price model) to estimate the effect of direct or indirect network strength
on the of evolution of markets [7,8].

However, by focusing on the effects of supply side policies, traditional theories
ignore the impact of demand side on the evolution of ICT markets. The evolu-
tion of market is a dynamic process, in which all customers make their collective
purchasing decisions. When customers choose between different products, they
face a coordination problem [9]. For instance, customers may choose the telecom
operator with larger communications network. Such network will bring more
value to them, especially when their family members, friends and business part-
ners also join the same network. In ICT markets, customers are influenced by
each others’ purchasing decision, so there exist interactions of potential adopters
within their socio-economical system [10].

Meanwhile, Customers are intelligent agents with bounded rationality, which
means they can make expectations about the market share of products. Tradi-
tional economics assume customers are perfect rationality. However, the behavior
of an agent in reality is “nearly optimal with respect to its goals as its resources
will allow” [11]. Because of imperfect information about the market, customers
cannot make fulfilled-expectations about the future size of a network which cor-
rect with the equilibria of market. In fact, there exist some situations such as
local bias-small clusters of users who adopt a product which does not have the
largest installed base and not dominate in the whole market [12]. In addition, if
the product cannot come up to the expected network benefits of the potential
user, it may result in negative feedback. WAP is one such case [13]. The potential
users are unwilling to pay for this product, so the real network benefits do not
increase and this result in the users begin to abandon the product. Finally, the
product will fail because it unable to get enough installed base to overcome the
problem of critical mass.

Aiming at better understands of the evolution process of ICT markets, we
construct an agent-based simulation model. Our main hypothesis is customer’s
purchasing decision is sometimes influenced more by the personal network of his
or her acquaintances, which also called as “local feedback effects”. It may be
reasonable to make such assumption, since opinions and choices of family and
friends play a significant role in a customer’s selection of ICT products, which
also called as “opinion leader” and “word-of-mouth”. After knowing the early
adopters have been satisfied, potential users are less wary of ICT products. Some
empirical studies also support our assumption [14,15].

We also use complex networks to model the interactions between customers.
[16] points out that complex networks give us a more direct-viewing understand-
ing of the emergence of complex systems, i.e., the behaviors of whole systems.
Recent years, theories of complex networks have also been applied into manage-
ment science. [17] use small-world network and spatial dimension of sales data to
predict the success of new product. [12] argue the validity of “Winner-Take-All”
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hypothesis, which comes from traditional theory of network effects, may depend
on the topology of complex networks. We believe that the agent-based simula-
tion models on complex network is a good tool for us to explore the complex
social and economic systemsespecially the innovation and opinion dynamics.

The organization of this paper is as follows. The second section provides the
agent-based model used for analysis. The third section shows the results of our
simulations.Then, we discuss the main findings and their implications.

2 The Model

We model the dynamics of market evolution where two incompatible ICT prod-
ucts compete with each other. Following [18], we assume the total utility of a
customer for one single ICT product is constituted by two parts: intrinsic utility
and network utility. Intrinsic utility reflects the quality of a product. Meanwhile,
network utility comes from the numbers of customers purchasing the same prod-
uct. However, under the condition of imperfect information, customers do not
know about the real market share of each product exactly. So we also assume,
with bounded rationality, they make expectations about the market share of each
product by the fractions of its neighbors who have already adopt separately.

2.1 Basic Model

Considered a social network size of N = 1000 nodes, i.e., there are one thousand
customers. The total utility of purchasing product j{j = AorB} for individual
i at time t is given by

U j
it = ri + qj + βjNDj

i(t−1) (1)

where ri is customer i ’preference for quality, qj represents quality, βj mea-
sures the strength of network effects,and Dj

i(t−1) is the fractions of customer
i’neighbors that have already adopt.

Following assumptions by many prior scholars (e.g., [1,12]), we suppose ri <
0 for most of customers.Meanwhile, it is distributed normally, where mean μ
and variance σ2. Quality qj reflects theintrinsic utility of products. Further,
network utility depends not only on the expected network size NDj

i(t−1),which
is equivalent to installed base1, but also network strength, stemming from some
characteristics of customers, such as personal interests, product loyalty[7].

2.2 Adoption and Repurchase Processes

we consider the discrete version of the continuous dynamics, i.e. the purchase
decisions of customers are made in a sequential order, so in every period only
one agent is chosen to revise his decision.
1 Like [19], we replace installed base by market share.
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By obeying dynamic preference rules as follows, Each customer makes a de-
cision whether to buy or repurchase one unit of either product A or B.The
dynamics of the adoption process is as follow.

(1) If both UA
it < 0 and UB

it < 0 , customer will choose nothing;
(2) If UA

it > UB
it > 0,customer will choose product A ;

(3) If UB
it > UA

it > 0, customer will choose product B ;
(4) If both UA

it > 0 and UB
it > 0 , customer will choose a product by probability

based on the different total utility of different product:

Prob(choice = j) =
U j

it

UA
it + UB

it

(2)

From (2), we can see the larger total utility of a product, the larger probability
it will be chosen by customers.

2.3 Simulation Design

Considering the condition when two incompatible ICT products are introduced
to the market simultaneously, we use two different average connectivity scale-
free networks to conduct simulations. The average connectivity of social networks
< k > (approximately < k > neighbors per node) reflects the intensity of com-
munication between customers [20], so we want to explore how the intensity of
customers’ communication influence the evolution of ICT markets. In order to
comparative analysis the different emergence from the diverse average connectiv-
ity of network, we keep those two SF networks have the same numbers of nodes.
Further, we suppose there have some seeds at the beginning of the simulations,
i.e., adopters who have already own one product at first period. Those adopters,
similar to “innovators” defined by [21], can be seen as initial market share or
installed base of each product.

In particular we set < k >= 6, 16, μ = −30 and σ2 = 5.The degree distri-
bution of network which < k >= 6 follows P (k) = k−2.16.The other one with
high average node degree < k >= 16 follows P (k) = k−2.86 .All results are the
average value of 100 independent simulation runs. The iteration of each run is
10000 periods.

3 The Results

First of all, we study on the issue whether a firm chooses between investment in
initial installed base or in initial quality of its product in the initial periods of
market. Because this issue concern about the business strategy of firms whether
could dominate in market finally. Traditional views of network effects theory
emphasize the importance of installed base products, since there exists a critical
mass point. If the installed base of a product exceeds this turning point, the sales
of this product will increase quickly by positive network effects. So investment
in initial installed base strategy is also called as Get-Big-Fast strategy. However,
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managers could also use improving quality of its product strategy to compete.
Meanwhile, we can see a lot of business cases in which the superior technology
win the market finally although it doesn’t have bigger installed base than the
old inferior technology2. Those cases show quality drives the success of ICT
products.

So there are two different strategies that firms may face: quality advantage
strategy (QAS) or installed base advantage strategy(IBAS). In order to com-
parison, we construct a simulation by assuming both initial market shares of
product A and B are 5%, i.e., IMSA = IMSB = 0.05, both qualities of prod-
uct A and B are 20, i.e., qA = qB = 20. Further, we consider two different
situations. One is when network strength is weak. i.e., βA = βB = 0.5 < 1;
another is when network strength is strong. i.e.,βA = βB = 2 > 1.

We keep the determinants of product B constant, since we focus on the effects
of quality advantage vs. installed base advantage on final market share of product
A. Then, we make a paired comparison between initial quality advantage and
initial installed base advantage at 20%, 40%, 60%, 80%, 100% level separately.
For example, at 20% level, if the firm adopts an initial quality advantage strategy,
it improves quality of product A .So the quality become

qA = 20 ∗ (1 + 20%) = 24 (3)

On the contrary, if the firm adopts an initial installed base advantage strategy,
it promotes initial market share of product A by some marketing methods such
as free sampling.So the initial installed base become

IMSA = 0.05 ∗ (1 + 20%) = 0.06 (4)

Figure 1 and Figure 2 show different scenarios. When the intensity of cus-
tomers’ communication is low ( < k >= 6 ), QAS is a dominant strategy whether
network strength is weak or strong.however, when the intensity of customers’
communication is high ( < k >= 16), which strategy is better depend on the
strength of network effects in the market. on the one hand, QAS is better strat-
egy than IBAS when network strength is weak. On the contrary, IBAS strategy
is a better choice for firms when network effects is strong.To sum up, we use
table 1 to depict the choice of strategy when firm investment in installed base
or quality of its product at the initial periods of market.

So our results indicate that whether intrinsic utility (e.g., quality) or network
utility (e.g., installed base) drives the success of ICT products may depend on
the intensity of communications between customers and the strength of network
effects in the market.

Why our findings contradict with the conclusions of traditional economics
theory? To answer this question, we examine local bias in four situations. Recall
that our basic assumption is that agents are bounded rationality. Without perfect

2 Yet, in fact there also may result in a bad situation in where the inferior technology
will still dominate the whole market. The most famous case is QWERTY keyboard
against Dvoak [22]. We will discuss this phenomenon next.
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Fig. 1. The effects of initial quality advantage vs. the effects of initial installed base
advantage on final market share of product A when the intensity of customers’ com-
munication is low

Fig. 2. The effects of initial quality advantage vs. the effects of initial installed base
advantage on final market share of product A when the intensity of customers’ com-
munication is high

Table 1. Business strategy at the initial periods of market

Network
Strength

Intensity of customers’ communication
Low High

Weak quality strategy quality strategy
Strong quality strategy Installed base strategy

information, they cannot know the market share of each product completely.
So they make expectations about the market by observing the choices of their
acquaintances. Like [12] We measure the local bias as follow:

Localbias =
N∑
i=i

∣∣((sA
it − sB

it)− (sA
t − sB

t ))
∣∣

N
(5)
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Where sA
it and sB

it are the shares of products A and B in customer i’s neigh-
bor network at t period, respectively, and sA

t and sB
t are the market shares

of products A and B in the whole market at t period, respectively. From the
measurement above, we can know that there is no local bias if it is zero.

Figure 3 shows the different evolution of local bias under four scenarios. Table1
gives the details of parameter values for simulations. The simulation results show
the clusters or communities of social networks seem to let customers make locally
based choice. As a result, the level of local bias increases at first and reach the
steady state finally.When the initial advantage (installed base or quality) is small,
i.e. scenario 1 or 2, the level of local bias is much higher. On the contrary, i.e.
scenario 3 or 4, the level of local bias will lower because the final market is a dom-
inant market, which means most of market has been occupied by single product.

Then we turn to another question which has been discussed in economies
hotly. Under which condition, the market will become an inefficient market.[9]
point out that there are two kinds of inefficient markets. One is excess inertia,
i.e., customers are reluctant to adopt a new product with incompatible superior
technology, although its quality is much better than the old one. Another is
insufficient friction, i.e., customers always favor a new product with incompatible
superior technology.

Fig. 3. Local bias over time

Table 2. Simulation parameter values for Local bias

scenario qA qB IMSA IMSB βA βB < k >

1 20 20 0.06 0.05 2 2 6
2 24 20 0.05 0.05 0.5 0.5 6
3 20 20 0.1 0.05 2 2 16
4 40 20 0.1 0.05 0.5 0.5 16
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Fig. 4. Left graph:the effects of superior product A’s network strength on the evolution
of market. Right graph:the effects of inferior product A’s network strength on the
evolution of market.

In this simulation, we assume the old product B dominates the whole mar-
ket,so its market share is 95% and network strength βB = 1.2.Then a new
superior product A is introduced, which has 5% initial market share. The qual-
ity of product A is twice as high as the old one. i.e., qA = 2 ∗ qB = 40. It is to
explore whether product A can lead to success by promoting its network strength
βA.The left graph of Figure 4 shows that the market will be excess inertia when
βA < 0.6. The old product B takes all the share of market.When 0.6 < βA < 2.8,
final market becomes multiple equilibria.Both two kinds of products could coex-
ist at the steady state. When βA > 2.8, the new product A always corners the
market, so the phenomenon of insufficient friction happens.

Can a product with both inferior quality and small installed base compete
by improving its network strength? To answer this question, we consider the
extreme situation when the quality of B is more than twice as A. i.e.,.While,
other conditions are as same as in the left graph of Figure 4.

The right graph of Figure 4 shows that the winner-take-all of product B
happens when βA < 1.4.In addition,the product A takes off when βA > 1.4.If
βA could be promoted to more than 2, product A becomes dominant.When
βA >= 3.4, product A even could take the whole market, although this event
may not happen since the network strength must be more than twice as much as
the competitor. However, it also indicates that firms can manipulate its network
strength to win the market.This is similar to empirical study[9].Although we
don’t report the results when average connectivity is 6, the simulations show
there are not qualitatively different.

4 Conclusions

We have developed simulation models to examine the effects of a firm’s initial
advantage, the intensity of customers’ communication, the customer decision-
making process and the network strength of products on the evolution of ICT
markets. We found that when the intensity of customers’ communication is low,
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quality advantage strategy is always better than installed base advantage strat-
egy whether network strength is weak or strong. However, when the intensity
of customers’ communication is high, initial installed base advantage strategy
is better than initial quality advantage strategy only when network strength is
strong. This conclusion gives insight into managerial implications that whether
managers choose quality advantage strategy or installed base advantage strategy
at the beginning of the market may depend on the intensity of customers’ com-
munication and network strength. Traditional theory emphasizes the importance
of installed base since firms can get big fast by the positive network effects. Our
model suggests that this strategy may be only valid when both network connec-
tivity and network strength are high. So managers should do some marketing
research to measure network effects of the market and the intensity of customers’
communication.

In addition, we found that whether market evolves into an inefficient market
depends on the strength of network effects. When the network strength of su-
perior product is too low, the market will be excess inertia. On the contrary, it
may result into insufficient friction. Traditional theories use the heterogeneity of
customers’ preferences to explain why Apple’s Macintosh still survives, although
it is incompatible with the dominantly Wintel architecture. Our study suggests
that there may be another two reasons. On the one hand, the network strength of
PC market is not high. On the other hand, Apple’s quality is very good. In fact,
according to the American Customer Satisfaction Index (ACSI) published by
the University of Michigan, Apple has kept customer satisfaction at the highest
level in PC market since 1994, the first year of the index introducing [23].

Further, our simulation also gives implications that firms can beat competitors
by increase its network strength. This is due to asymmetries of network effects
between different products. In 16-bit home video game market, Nintendo beats
Sega by higher network strength, although Sega has larger installed base [7].

However, our model assumes all of customers make expectations about the
market by the fractions of adopters of different products in their acquaintances.
In fact, there are also many customers know the market clearly through media’s
reports. So it needs to separate the whole customers. On the other hand, how
the topology of complex networks affects the diffusion of innovations, such as
degree distribution, connectivity, still needs to examine. We will explore those
issues in future.

5 Sensitive Analysis

In order to test the validity of our results, we did a sensitivity analysis. First,
we use WS networks3 (< k >= 6, 16 ) to instead of SF networks for simulation.
Then, we change σ2, the variance of customers’ preferences, from 0 to 25. Al-
though the simulation results have some quantitative variance, the qualitative
of our conclusions have no change.

3 The probability of rewiring connections between nodes is 0.05.
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Abstract. The effect of link and node capacity on traffic dynamics are
investigated in weighted scale-free networks by adopting a traffic routing
model with local node strength information: Pl→i = Sα

i∑
j

Sα
j

. The link

bandwidth is controlled by: Bij = max(βwij , 1), and the capacity of
nodes is controlled by: max(γsi, 1). The phase transition from free flow
to congestion is reproduced. The optimal routing strategy is sought out.
When β increases from zero, the optimal strategy changes from prefer-
ring low-strength nodes to high-strength nodes. When β ≈ 1.0, there will
be two optimal routing strategies. When β is low, the system’s behavior
is controlled by link bandwidth, while it is controlled by node capacity
when β is high. Our work may be useful for the design of modern traffic
systems and communication networks.

Keywords: Weighted scale-free networks, Routing strategy, Traffic
capacity.

1 Introduction

Complex networks have received much attention from physicists, mainly because
a wide range of systems in nature and society could be described by complex net-
works [1-9]. Recently, the traffic dynamics on complex networks has attract much
attention from both physical and computational societies in the past decade
[1-6]. This is because of the high importance of large communication networks
such as the Internet and WWW in modern society. For example, the subma-
rine earthquake near Taiwan in December 2006 broke a few important optical
cables, and after that, the information flow on the Internet were significantly
delayed over many countries particularly in the Asia-Pacific region. The goal of
traffic research work is to enhance traffic flow and to avoid traffic congestion on
a growing large communication network. A variety of studies have been focused
on developing better routing strategies [10-16]. Other models were dedicated to
improve the system efficiency by changing/optimizing the topology of underlying
infrastructure of the networked systems.

It is now known that the network structure plays a significant role in the
dynamical process taking place on the network. In the current studies, some

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 580–588, 2009.
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important properties have been discovered, not only in the topology but also in
the weights. Empirical evidences have shown that the modern communication
and transportation networks have the small-world (SW) and/or scale-free (SF)
properties [1,2]. Therefore, it is natural and important to consider traffic dynam-
ics on SW and SF networks in order to better understand and control various
traffic-induced problems. Up to now, many traffic models have been proposed
and studied [14-21]. The phase transition from free flow to congestion were re-
produced and the point of phase transition were often used to characterize the
overall capacity of the systems.

However, the network weights have not been taken into consideration in these
models while in most real cases, communication networks are often associated
with a large heterogeneity in the capacity and intensity of the connections. More-
over, weights have a strong correlation with the network topology [22-27] and
the existing weighted features play a significant role in a variety of dynamical
processes [28-30]. Therefore, a modeling approach that can capture the effects
of weighted characteristics on traffic dynamics is need.

In this paper, a conceptual traffic model in which packets are routed on
weighted scale-free networks is proposed and studied. The proposed model is
inspired by the local routing model on un-weighted networks [21]. The present
model couples the traffic flow and the weighted characteristics of the network.
For traffic model on weighted SF network, we found the optimal capacity oc-
curs at a specific value of routing strategy parameter. The overall capacity is
quantified by the critical generating rate, at which a phase transition occurs
from free flow to congestion. We also found that the optimal routing strategy
depends strongly on the network parameters, which can generally reproduce the
real observations.

The paper is organized as follows. In the following section, the traffic model is
described in detail, in Sec. 3 simulation results of traffic dynamics are provided,
and Sec. 4 gives the conclusion.

2 Traffic Model

Now, we briefly describe the traffic model. We adopt the weighted SF model
proposed by Wang et al. [27] to generate the underlying network infrastructure.
In this model, the power-law distributions of degrees, weights, and strengths are
all in good accordance with real observations of weighted technological networks.
The network model is generated with a weight-driven preferential attachment
with co-evolution of weights and topology. And the weight-topology co-evolution
mimics the traffic interactions of vertices. The model rules can be described as
follows. Starting from m0 nodes fully connected by links with assigned weight
w0 = 1, the system are driven by two mechanics: (1) the strength dynamics:
the weight of each link connecting i and j is updated as wij → wij + 1, with
probability Pij = W×pij = W× sisj∑

a<b sasb
, where si =

∑
j∈Γi

wij is the strength
of node i and Γi is the neighboring set of node i; (2) the topological growth: a new
node n is added with m links that are randomly attached to a node i according
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to the strength preferential probability: Πn→i = si∑
j sj

, where j runs over all
existing nodes. Analysis of this model [31] shows that the outcome strength
distribution follows a power law P (s) ∼ s−Θ with the exponent Θ = 2+m/(m+
2W ), where the exponent Θ is controlled by both the weight parameter W and
the number of newly added links m. The relationship between node strength and
degree follows a power law, i.e., s ∼ kφ with φ > 1. This nonlinear correlation is
in good accordance with empirical observations. Then the exponent γ of power-
law degree distribution P (k) ∼ k−θ can be expressed as θ = φ(Θ − 1) + 1.

The traffic dynamics is modeled on top of the network as follows. At each time
step, R packets are generated homogeneously among the nodes in the system.
To navigate packets, all the nodes perform a parallel local search among their
immediate neighbors. If a packet’s destination is found within the searched area
of node l, i.e. the immediate neighbors of l, the packet will be delivered from l
directly to its target and then removed from the system. Otherwise, the packet
will be delivered to a neighboring node i according to the probability:

Pl→i =
Sα

i∑
j S

α
j

, (1)

where Si is the strength of the neighboring node, the sum runs over the imme-
diate neighbors of the node l, and α is an introduced tunable parameter char-
acterizing the preferential probability in choosing neighbors to forward packets.
Furthermore, the capacity (or bandwidth) of the link connecting nodes l and i is
set to Bli = max(βwli, 1), i.e., the link can handle at most Bli packets from each
end per time step. When the link capacity is reached, the delivery of packets
will be delayed and wait for the next time step. We treat all the nodes as both
hosts and routers and assume that node i can deliver at most Ci = max(γsi, 1)
packets per time step towards their destinations, where si denotes strength of
node i. During the evolution of the system, the FIFO (first-in-first-out) rule is
applied on the nodes.

3 Simulation Results and Discussions

The network overall capacity is measured by the critical generating rate Rc

at which a phase transition occurs from free flow state to congestion. For this
purpose, we investigate the order parameter [10]:

η(R) = lim
t→∞

1
R

〈ΔNp〉
Δt

. (2)

Here ΔNp = Np(t + Δt) − Np(t), 〈...〉 denotes taking the average over a time
window of width Δt, and Np(t) is the number of packets in the system at time
t. As shown in Fig.1, when R < Rc, 〈ΔN〉 = 0 and η(R) = 0, the numbers of
added and removed packets are balanced, corresponding to the free-flow state.
When R > Rc, η(R) increases suddenly from zero, corresponding to a phase
transition from free-flow to congestion, in which packets will accumulate in the
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Fig. 1. (Color online) Typical variation of order parameter η versus R for weighted
scale-free networks with different routing parameter α. Other parameters are N = 1000,
m0 = m = 5, W = 2, β = 1.0 and γ = 0.5.

system. Hence, Rc is the maximum packet generating rate under which the
system operates effectively. The system’s overall handling and delivering capacity
can be measured by the critical value of Rc. In Fig.1, one can also see that Rc

is different for different α values. When α = −0.4, Rc reaches a maximum value
of Rmax

c ≈ 57. When α = 0.5 and 1.3, Rc takes almost the same value. Thus we
can investigate the variation of Rc with routing parameters to find an optimal
navigation strategy.

Figure 2 and 3 shows the variation of Rc with α for different value of band-
width parameter β and fix γ = 0.5, which shows the effect of α and β on the
system capacity. One can see that there is a maximum value of Rc at some opti-
mal αc, which corresponds to the optimal routing strategy. And β has a strong
influence on the value of αc. When β is low, αc remains at −0.4. With the incre-
ment of β, αc increases from −0.4 to −0.3. When 1.0 ≤ β ≤ 1.5, there are two
peak values of Rmax

c in the curves. The second peak appears at around αc = 1.3,
but with a lower value of Rmax

c .
When β > 1.5, the second peak vanishes and the optimal value of αc in-

creases further from negative to positive. This means that the optimal naviga-
tion strategy changes from preferring the low-strength nodes to preferring the
high-strength nodes. The system’s maximal capacity will increase with β until
a threshold is reached at around β = 5. Then the maximal value of Rc will not
increase when β > 5.0. And αc remains at 0.3 when β > 5. This means that
the system capacity will not be improved only by increasing the bandwidth of
the links. It is because when β is large, all links are operating efficiently under
their maximum capacity, so that the network capacity is mainly controlled by
node capacity. One should think about some other ways to improve the system
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Fig. 2. (Color online) Rc vs α with different value of β. The results are obtained by
averaging Rc over ten network realizations. Other network parameters are N = 1000,
m0 = m = 5, W = 2.

Fig. 3. (Color online) Rc vs α with varying β. Parameters are the same as in Fig.2.

capacity, such as increasing the node capacity, changing the network topology,
or developing more efficient routing strategy, and so on.

Further simulations with bigger values of γ show that the system capacity
will be greatly improved only when β ≥ 5.0. As shown in Fig.4 and Fig.5, when
β < 5.0, the dynamic behavior of the system remains almost the same. When
β ≥ 5.0, Rmax

c is improved. And the value of Rmax
c is doubled when β = 8 and 10.
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Fig. 4. (Color online) Rc vs α with different value of β and γ = 1.0. The results are
obtained by averaging Rc over ten network realizations. Other network parameters are
N = 1000, m0 = m = 5, W = 2.

Fig. 5. (Color online) Rc vs α with different value of β and γ = 1.0. Parameters are
the same as in Fig.5.

Thus we can see, when β is low, the system dynamic behavior is mainly controlled
by the bandwidth of links. When β is high, it is controlled by the node capacity.

These findings are different from the results on un-weighted scale-free networks.
Previous studies with a traffic model routing with node degree information have
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found that the maximum traffic capacity appears at αc = −1.0 when the nodes’
capacity are equal: C = const [21]. This means to repel the packets from the cen-
tral nodes and to make them move along the periphery of the network. When con-
sidering the heterogeneity of node capacity, it is found that αc = 0.0 when the
capacity of node is equal to its degree: C = k. This means to prefer random walk
in the system. Different from previous results, here it is shown that the traffic dy-
namic behavior strongly depends on the value of β and γ. This finding is valuable
since most real networks are weighted, and the traffic will probably be affected by
the link bandwidth.

Here we give a heuristic explanation for the peaks and αc. We note that
when α = 0.0, if we neglect the effect of link bandwidth, all packets perform
randomlike walk in the system. A well-known result in random walk theory
valid for our analysis is that the time the particle spends at a given node is
proportional to the degree of such a node in the limit of long times [32]. Thus
one can see that the probability of sending packets to a given node averaging over
a period of time is proportional to the degree of that node. Now we consider the
constriction of link bandwidth. When β = 0, all links have the same bandwidth
of 1. The high-strength nodes may cause congestion at the links connecting to
them. So that αc should be negative to avoid sending packets to high-strength
nodes. The same effect appears when β is low. On the other hand, when β is very
large, the bandwidth of links will not trigger congestion. For the case, because
the strength of node is proportional to but bigger than its degree, αc should
be positive to direct more packet to high-strength nodes so that the capacity of
these nodes can be fully used. Therefore, it is easy to understand that αc will
gradually change from negative to positive when β increases from zero to some
large value.

For the second peak, we note that when β = 1.0, all links are operated with
a bandwidth equaling to their weight. And α = 1.0 means that the probability
of delivering packets to a given node is proportional to its strength, which is the
sum of weight of links connecting to the node. Thus there should be an optimal
configuration at around β ≈ 1.0 and α ≈ 1.0 in order to fully make use of
the link bandwidth and node strength together. This is confirmed by previously
presented simulation results.

Finally, we briefly introduce the effect of link weight growth rate W on the
packet traffic capacity. Since W is just a multiplicative factor, the qualitative
behavior is not affected by varying W . In general, the system’s overall capacity
will increase with the increase of W , but the optimal value of αc remains the
same.

4 Conclusion

In summary, the traffic dynamics on weighted scale-free networks is studied
with a local routing strategy. Simulation results show that the link bandwidth,
the node capacity and the routing strategy of packets have different effects on
the system’s dynamic behavior. We found that when the bandwidth is low, it
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is better to make use of low-strength nodes in the routing strategy. And the
optimal routing strategy will change from low-strength nodes to high-strength
nodes with the increment of link bandwidth. But the system’s capacity will not
be improved by merely increasing link bandwidth. This behavior is in agreement
with empirical practice. Moreover, we found a second optimal routing strategy
when both the link bandwidth and node strength could be fully used.

Our study shows that the traffic dynamics on weighted scale-free network
has many new characteristics. It is also different from traffic dynamics on well-
organized lattice, on regular or random networks [15,16]. Our work may have
practical implications for optimizing some modern traffic and communication
systems in the real world.
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Abstract. In this paper, the lane-changing time is considered in the cel-
lular automata models for traffic flow. The lower the velocity of a vehicle,
the longer the lane-changing time. The simulations are carried out in the
two-lane system and the on-ramp system. When the lane-changing time
is taken into account, the maximum flux per lane is reduced in the two-
lane system compared with the original two-lane model, and it is even
lower than that of single-lane road when a lane-changing takes longer
time; the capacity drop can be reproduced in the on-ramp system.

Keywords: lane-changing time; cellular automata; traffic flow.

1 Introduction

In recent years, modelling the dynamics of traffic flow has attracted much atten-
tion of researchers from the field of physics. Many theoretical models have been
proposed to explore the evolution mechanism of traffic flow [1,2,3,4,5]. Among
those models, cellular automaton (CA) is an excellent tool for simulating real
traffic flow, because its efficient and fast performance when used in computer
simulations. In 1992, Nagel and Schreckenberg proposed the well-known Nagel-
Schareckenberg (NaSch) model [6]. Although it is very simple, the NaSch model
can reproduce some real traffic phenomena, such as the occurrence of phantom
traffic jams and the realistic flow-density relation (fundamental diagram). The
NaSch model is a minimal model in the sense that any further simplification of
the model leads to unrealistic behavior. Later, several extensions of the NaSch
model are proposed [7,8,9,10].

Due to the road consists of multi-lane in real traffic, the single lane NaSch
model can not simulate realistic traffic, especially when the system is inhomo-
geneous. As a result, the two-lane models are proposed by introducing the ad-
ditional lane-changing rules. Lots of lane-changing rules, which consist of sym-
metric and asymmetric ones, have been implemented to simulate the realistic
lane-changing behaviors [11,12,13,14,15,16,17,18,19]. In our previous work, the
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honk effect [17,18] and the aggressive lane-changing behavior [19] were investi-
gated and more realistic results had been obtained.

The traffic dynamics around bottlenecks, where lane-changing behaviors fre-
quently happen, have been widely studied with CA models [20,21,22,23,24,25].
The bottlenecks include on-ramps, off-ramps, lane closings, uphill gradients, nar-
row road sections, etc. The lane-changing rules are used to model the vehicle
entering, preparing to exit or exiting the main road.

A lane change can be described in three parts [26]. First, the head portion is
the time and distance required for a vehicle to move from a straight-ahead path
to the first intercept of the lane line. The actual lane change is begun when a
vehicle first encroaches on the lane line between the original and destination lane.
Secondly, the maneuver is ended once the vehicle has completely crossed that
line. Finally, the tail portion of the maneuver is the time and distance required
for a vehicle to return to a straight-ahead path in the destination lane after
crossing the lane line. It is obvious that time is needed during lane-changing and
the vehicle takes up two lanes in the range from the point its head reaching the
lane line to the point its end leaving the lane line. The lane-changing time for
high speed vehicle can be shorter in comparison to the vehicle with low speed.
But in most of the present models, a lane-changing usually completes within one
time step, no matter how much the speed the vehicle has.

In order to model the realistic driving behavior in lane-changing, Sasoh pro-
posed a model [27], in which a lane-changing needs 2 seconds; Toledo and Zohar
presented a model [28], in which the lane-changing time depends on subject
speed relative to neighboring vehicles. In those models, the lane-changing can
be cancelled in the duration over which the vehicle would complete the lane
change maneuver, if the traffic condition on the original lane becomes better.
But the influence of the lane-changing vehicle on the following vehicles on the
original lane and the destination lane are not considered.

In this paper, the lane-changing time, which depends on the vehicle’s current
velocity, is introduced into the CA models for traffic flow. We assume that a
lane-changing vehicle takes up the two lanes, i.e., the original lane and the desti-
nation lane. So the occupancy of the road will become high when a lane-changing
happens. The two-lane system and the on-ramp system are taken as two typical
examples to study the effect of lane-changing time on the dynamics of traffic
flow. More realistic results are obtained.

This paper is organized as follows: In the following Section, the two-lane
system and the on-ramp system are introduced. In Section 3, simulation results
are analyzed in detail. The conclusion is given in Section 4.

2 Model

Before introducing the two-lane system and the on-ramp system, we briefly recall
the definition of the NaSch model [6], which is used to model the forward motion
of vehicle. The NaSch model is a discrete model for traffic flow. The road is
divided into L cells, which can be either empty or occupied by a vehicle with
a velocity v = 0, 1, ..., vmax. The vehicles which are numbered 1, 2, 3, ..., N move
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from the left to the right on a lane with periodic boundary conditions. At each
discrete time step t→ t+1, the system update is performed in parallel according
to the following four rules: (i) acceleration: vn(t+1/3) → min(vn(t)+1, vmax); (ii)
deceleration: vn(t+2/3) → min(vn(t+1/3), dn); (iii) randomization: vn(t+1) →
max(vn(t + 2/3) − 1, 0) with probability p; (iv) position update: xn(t + 1) →
xn(t)+ vn(t+ 1). Here vn and xn denote the velocity and position of the vehicle
n respectively; vmax is the maximum velocity and dn = xn+1 − xn − 1 denotes
the number of empty cells in front of the vehicle n; p is the randomization
probability.

2.1 Two-Lane System

The velocity and the position are updated according to the NaSch model. As
to the two-lane system, one has to introduce lane-changing rules, which control
the parallel motion of vehicles. In two-lane models the update step is usually
divided into two sub-steps: In the first sub-step, vehicles may change lanes in
parallel according to lane changing rules and in the second sub-step the lanes
are considered as independent single-lane NaSch models.

The lane-changing rules can be symmetric or asymmetric with respect to the
lanes and to the vehicles. In this paper, we just investigate the symmetric two-
lane model. Chowdhury et al. [12] have assumed a symmetric rule set where
vehicles change lanes if the following criteria are fulfilled [hereafter referred to
as symmetric two-lane cellular automata (STCA) model]:

dn < min(vn + 1, vmax) and dn,other > dn and dn,back > dsafe. (1)

Here dn,other, dn,back denote the number of free cells between the nth vehicle and
its two neighbor vehicles on the other lane at time t, respectively. If there is a
vehicle on the destination lane driving side by side with vehicle n, dn,back=-1.
dsafe is a safe distance and equals to the maxspeed of the following vehicle on
the destination lane.

2.2 On-Ramp System

The on-ramp system with accelerating lane has been well studied by using CA
model in our previous work[22]. The schematic of the on-ramp system is shown
in Fig.1. One can see that the road is divided into four sections: region A (main
road upstream the point M), B (on-ramp upstream the point M), C (main road
downstream the point N) and D (the accelerating section). The NaSch model is
used to modelling the movement of vehicle. In section D, the road has two lanes.
The vehicle on the right lane must change to the left lane before it reach the
end of section D, and the vehicle on the left lane are not allowed to change to
the right lane. If the condition

dn,other > 1 and dn,back > vob (2)

is met, the lane-changing is performed by vehicle n [hereafter referred to as on-
ramp with accelerating lane (OAL) model]. Here dn,other and dn,back have the
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Fig. 1. Schematic illustration of the on-ramp system

same mean as that in the two-lane system. vob is the velocity of the following
vehicle on the destination lane. Condition dn,other > 1 means “I can move on
the destination lane at next time step”; and condition dn,back > vob is a safety
criterion.

2.3 Lane-Changing Time

The lane-changing time depends on the current velocity. In this paper, vmax=5
is selected. We assume that the vehicle with velocity 0, 1, 2, 3, 4 and 5 takes 3t0,
3t0, 2t0, 2t0, 1t0 and 1t0 time step(s), respectively, to perform a lane change.
During a vehicle changing lane, it takes up the two lanes, i.e., the current lane
and the destination lane. Now, dn of the lane-changing vehicle is calculated by
dn = min(dl

n, d
r
n), dl

n (dr
n) is the number of empty cells in front of vehicle n on left

(right) lane. When the gaps dn,other and dn,back are calculated, one should take
the lane-changing vehicle into account. As to the vehicle just driving behind the
lane-changing vehicle, it does not change lane for dn = dn,other. When a vehicle
is changing lane, it will return to the original lane if the traffic condition on the
original lane becomes better. The two-lane system considering lane-changing
time is referred as STCA-LT model, and the on-ramp system considering lane-
changing time is referred as OAL-LT model.

2.4 Boundary Condition

In the two-lane system, periodic boundary condition is used. While in the on-
ramp system, open boundary condition is adopted. We assume that the first cell
on section A and B correspond to x=1, and the entrance regions of road A and
B include vmax cells, i.e., the vehicles can enter road A and B from the cells
1, 2, . . . , vmax. In one time step, when the update of the vehicles on the road
is completed, we check the positions of the last vehicles on road A and B and
that of the first vehicle on road C, which are denoted as xlast

A ,xlast
B and xfirst

C ,
respectively. If xlast

A (xlast
B )> vmax, a vehicle with velocity vmax is injected with

probability αA(αB) at the cell min[xlast
A (xlast

B )−vmax,vmax]. Near the exit of road
C, the leading vehicle is removed if xfirst

C is larger than the length of lane C and
the following vehicle becomes the new leading vehicle and it moves without any
hindrance.
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3 Simulations and Discussions

In the simulation, the randomization parameter p = 0.3 is used. Each cell corre-
sponds to 7.5m and a vehicle has a length of one cell. One time step corresponds
to 1 s.

3.1 Two-Lane System

The two-lane road is divided into 2 × 2000 cells. Here only the homogenous
system with one type of vehicle is considered. In Fig.2, we show the fundamental
diagrams. One can see that the flux per lane in the intermediate density range is
improved in the STCA model compared to that of a single lane road. As to the
STCA-LT model, the flux in the intermediate density range is also enhanced but
smaller than that of the STCA model when t0=1. However, the flux is depreased
when t0=2 compared to that of the single lane road. This indicates that in the
homogenous system lane-changing can not improve the flux per lane if a vehicle
takes longer time to complete a lane change.

Fig. 2. Fundamental diagrams for the STCA model, the STCA-LT model and the
single-lane NaSch model

The lane-changing frequency in the two models are shown in Fig.3. Here the
number of lane changes that happen at v = 0, 1, v = 2, 3 and v = 4, 5 are
counted seperatedly. The lane-changing frequency is defined as the number of
lane changes per time step per vehicle. One can see that as density increasing, the
lane-changing frequency first increases then decreases in all cases. In the free flow
density range, all the vehicles can drive with free flow speed. There is no vehicle
with v < 4. So lane-changing frequency with v < 4 is 0. As the density increases
to the congested flow density range, jams will appear on the road. Vehicles with
low speed may change lane to obtain good traffic condition. When the density is
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Fig. 3. Lane-changing frequency of the vehicles with different velocity in the two models

not large, the lane-changing with v=4,5 takes the highest proportion. But when
the density is large, the lane-changing with v=0,1 takes the highest proportion.
When the density is larger than 0.7, lane-changing rarely happens. Compared
the results of the STCA model with that of the STCA-LT model, one can see
that, the lane-changing frequency of the latter is higher than that of the former
in the intermediate density range. The longer the lane-changing time, the higher
the frequency. Because the vehicle will take up the two lanes in the duration over
which it performs lane-changing, the occupancy of the two-lane road becomes
higher as lane-changing time growing. The traffic condition becomes worse and
more vehicles are willing to change lane to improve the driving condition. As we
can see in Fig.2, the maximum flux of the STCA-LT model is lower than the
of the STCA model. So high lane-changing frequency does not bring high flux
when the lane-changing time is considered.

We argue that in the homogenous two-lane road system, the traffic condition
can not be improved but wrosened by lane-changing if the lane-changing time is
too longer.

3.2 On-Ramp System

In the simulations, section C is divided into 1000 cells; section D into LD=20 cells
and sections A and B into 2000 cells. The first 50,000 time steps are discarded
to let the transient time die out. The flux is obtained by counting the vehicles
that pass a virtual detector in 50,000 time steps. The flux on roads A, B and C
are qA, qB and qC , respectively.

In Fig.4, the phase diagram in (αA, αB) space of the two models is shown.
Similiar to the results in Ref.[22], one can see that the phase diagram is catego-
rized into four regions. In region I, the traffic flows on both roads A and B are
free flow; in region II, the traffic is free on road A and it is congested on road
B; in region III, the traffic is congested on road A and is free on road B; and in
region IV, the traffic flows are congested on both roads A and B.
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Fig. 4. The phase diagrams in (αA, αB) space of the OAL model and the OAL-LT
model. Here LD=20.

Compared with the results of the OAL model, one can see that region I shrinks
and region IV enlarges in the OAL-LT model. As t0 becomes large, regions I and
IV also change with the same trend. This indicates that longer lane-changing
time deteriorates the traffic condition on both the main road and the on-ramp.

Next, the capacity of the on-ramp system is investigated. Since qC = qA + qB,
the saturated flux qs

C on road C is deemed as the capacity of the on-ramp system.
Fig.5 shows qC as a function of αA with different αB. One can see that qC first
increases as αA growing then the saturated flux qs

C is reached. When there is no
vehicles from on-ramp lane αB=0, the on-ramp system is degenerated into the
single-lane system. qmax is the maximum flux of the single-lane system. When
there are vehicles from on-ramp lane αB >0, the saturated flux qs

C equals to the
value of qmax in the OAL model, while qs

C is lower than qmax in the OAL-LT
model. Thus the capacity of the on-ramp system is not reduced in the OAL
model, while it drops to lower values in the OAL-LT model. We know that
the capacity drop usually happens in real traffic, so we believe that the lane-
changing time is a factor for capacity drop. Fig.5 also shows that as t0 increasing,
the capacity drops to smaller values.

Lastly, the impact of the on-ramp on the main road is studied. We choose
αA=0.5, and the flux of road C qC as a function of αB is shown in Fig.6. One
can see that in the OAL model, qC does not change as αB increasing. This is
consistent with the above result that the capacity is not reduced in the OAL
model. However, qC will first decrease then become constant in the OAL-LT
model. As αB increasing, the number of vehicles changing from the on-ramp
to the main road becomes larger, thus more disturbances are brought to the
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Fig. 5. qC as a function of αA. LD=20.

Fig. 6. qC as a function of αB . The parameters are αA=0.5 and LD=20.

traffic on the main road and qC decreases. When αB is larger than the critical
value, the traffic flow on both the main road and the on-ramp are saturated, and
the number of vehicles changing from the on-ramp to the main road becomes
constant. So qC does not change when αB is larger.
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4 Conclusion

In this paper, the lane-changing time is taken into account in the CA models
for traffic flow. A vehicle with low speed will need more time to complete a lane
change. Thus we assume that the lane changing time is related to the velocity
of the vehicle.

In the two-lane system, with longer lane changing time the maximum flux per
lane is depressed, but the lane-changing frequency is improved.

In the on-ramp system, the traffic conditions on both the main road and the
on-ramp are deteriorated and the capacity drop can be simulated when lane-
changing time is considered.

Finally, we should mention that only the simulation results are presented here.
The empirical data need to be collected to verify our model and this will be done
in our future work.

Acknowledgements

This project is financially supported by 973 Program (2006CB705500), the Na-
tional Natural Science Foundation of China (Nos. 70631001, 70501004 and
70701004), Program for New Century Excellent Talents in University (NCET-
07-0057), and the Innovation Foundation of Science and Technology for Excellent
Doctorial Candidate of Beijing Jiaotong University (No. 48025).

References

1. Chowdhury, D., Santen, L., Schadschneider, A.: Statistical Physics of Vehicular
Traffic and Some Related System. Physics Reports 329, 199–329 (2000)

2. Maerivoet, S., Moor, B.D.: Cellular automata models of road traffic. Phys.
Rep. 419, 1–64 (2005)

3. Helbing, D.: Traffic and related self-driven many particle systems. Rev. Mod.
Phys. 73, 1067–1141 (2001)

4. Kerner, B.S.: The Physics of Traffic: Empirical Freeway Pattern Features, Engi-
neering Applications, and Theory. Springer, Berlin (2004)

5. Jia, B., Gao, Z.Y., Li, K.P., Li, X.G.: Models and Simulations of traffic System
Based on the Theory of Cellular Automaton. Science Press, Beijing (2007)

6. Nagel, K., Schreckenberg, M.: A Cellular automaton model for freeway traffic. J
Physique I 2, 2221–2229 (1992)

7. Fukui, M., Ishibashi, Y.: Traffic flow in 1D cellular automaton model including cars
moving with high speed. J. Phys. Soc. Jpn 65, 1868–1870 (1996)

8. Barlovic, R., Santen, L., Schadschneider, A., et al.: Metastable states in cellular
automata for traffic flow. Eur. Phys. J. B 5, 793–800 (1998)

9. Knospe, W., Santen, L., Schadschneider, A., et al.: Towards a realistic microscopic
description of highway traffic. J. Phys. A 33, L477–L485 (2000)

10. Li, X.B., Wu, Q.S., Jiang, R.: Cellular automaton model considering the velocity
effect of a car on the successive car. Phys. Rev. E 64, 066128 (2001)

11. Rickert, M., Nagel, K., Schreckenberg, M., Latour, A.: Two lane traffic simulations
using cellular automata. Physica A 231, 534–550 (1996)



598 X.-G. Li, B. Jia, and R. Jiang

12. Chowdhury, D., Wolf, D.E., Schreckenberg, M.: Particle hopping models for two-
lane traffic with two kinds of vehicles: effects of lane changing rules. Physica A 235,
417–439 (1997)

13. Nagel, K., Wolf, D.E., Wagner, P., Simon, P.: Two-lane traffic rules for cellular
automata: A systematic approach. Phys. Rev. E 58, 1425–1437 (1998)

14. Wagner, P., Nagel, K., Wolf, D.E.: Realistic multi-lane traffic rules for cellular
automata. Physica A 234, 687–698 (1997)

15. Knospe, W., Santen, L., Schadschneider, A., Schreckenberg, M.: Disorder effects
in cellular automata for two-lane traffic. Physica A 265, 614–633 (1999)

16. Knospe, W., Santen, L., Schadschneider, A., Schreckenberg, M.: A realistic two-
lane traffic model for highway traffic. J. Phys. A 35, 3369–3388 (2002)

17. Jia, B., Jiang, R., Wu, Q.S., Hu, M.B.: Honk effect in the two-lane cellular au-
tomaton model for traffic flow. Physica A 348, 544–552 (2005)

18. Jia, B., Jiang, R., Wu, Q.S.: A realistic two-lane cellular automaton model for
traffic flow. Inter. J. Mod. Phys. C 15, 381–392 (2004)

19. Li, X.G., Jia, B., Gao, Z.Y., Jiang, R.: A realistic two-lane cellular automata traffic
model considering aggressive lane-changing behavior of fast vehicle. Physica A 367,
479–486 (2006)

20. Jiang, R., Wu, Q.S., Wang, B.H.: Cellular automata model simulating traffic in-
teractions between on-ramp and main road. Phys. Rev. E 66, 036104 (2002)

21. Jiang, R., Jia, B., Wu, Q.S.: The stochastic randomization effect in the on-ramp
system: single lane main road and two lane main road situations. J. Phys. A 36,
11713–11723 (2003)

22. Jia, B., Jiang, R., Wu, Q.S.: The effects of accelerating lane in the on-ramp system.
Physica A 345, 218–226 (2005)

23. Pederson, M.M., Ruhoff, P.T.: Entry ramps in the Nagel-Schreckenberg model.
Phys. Rev. E 65, 056705 (2002)

24. Li, F., Zhang, X.Y., Gao, Z.Y.: The effect of restricted velocity in the two-lane
on-ramp system. Physica A 374, 827–834 (2007)

25. Jia, B., Jiang, R., Wu, Q.S.: The traffic behaviors near an off-ramp in the cellular
automaton traffic model. Phys. Rev. E 69, 056105 (2004)

26. Worrall, R.D., Bullen, A.G.R.: An empirical analysis of lane changing on multilane
highways. Highway Research Board 303, 30–43 (1970)

27. Sasoh, A.: Impact of Unsteady Disturbance on Multi-lane Traffic flow. J. Phys.
Soc. Japan 71, 989–996 (2002)

28. Toledo, T., Zohar, D.: Modeling Duration of Lane Changes. Transportation Re-
search Board 1999, 71–78 (2007)



J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 599 – 606, 2009. 
© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2009 

The Difference between Single-Valued and 
Multi-Valued Cases in the Compact Representation 

of CPD in Bayesian Networks 

Qin Zhang 

Automation School of Chongqing University, Chongqing 400044, P.R. China 
zhangqin@cqu.edu.cn 

Abstract. This paper addresses an important issue about the compact represen-
tation of the conditional probability distribution (CPD) applied in the well 
known Bayesian Networks in uncertain causality representation and probabilis-
tic inference. That is, there is an essential difference between the single-valued 
cases and the multi-valued cases, while this difference does not exist when the 
CPD is represented in the conditional probability table (CPT). In other words, 
the present compact representation and inference methods applicable in the sin-
gle-valued cases may not be applicable in the multi-valued cases as people usu-
ally think. A detailed example is provided to illustrate this problem. The 
solution is provided in the references by the author. 

Keywords: knowledge representation, uncertainty, causality, probabilistic 
inference. 

1   Introduction 

It is well known that the typical representation of the conditional probability distribu-
tion (CPD) in the well known Bayesian Network (BN) is the conditional probability 
table (CPT). However, it is also noted that there are too many parameters to be speci-
fied in a CPT. For example, suppose a child variable has 5 parent variables and all the 
6 variables have 5 states each, the number of conditional probabilities included in the 
CPT is 56=15625. They are too many for the users to specify. To provide the compact 
representations, many efforts have been made, such as noisy-OR [1], CSI [2], DCD 
[3], etc. However, it should be noted that many of the compact representations are 
presented for or illustrated with the binary variables, while actually these cases are 
single-valued but not multi-valued. The so called single-valued case is such a case in 
which only the causes of one state (denoted as the true state) of the child variable are 
specified. In contrast, the case in which the causes of more than one state of the child 
variable are specified separately is a multi-valued case. Note that the word “valued” 
indicates the child variable states whose causes are specified directly (not the com-
plement of the other states). Since the binary child variables can be involved in either 
the single-valued cases or the multi-valued cases, it is not clear whether or not or how 
the present compact representation models applicable in the single-valued cases are 
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also applicable in the multi-valued cases. Note that the binary single-valued cases and 
the binary multi-valued cases are different. It is explained below. 

2   The Detailed Discussion on the Essential Difference 

Usually, people need only specify the causes of the true state of a binary variable Xn. 
Suppose Xn,1 denotes the true state and Xn,2 denotes the false state1. The reason why I 

use Xn,1 instead of Xn to denote the true state and use Xn,2 instead of nX  to denote the 

false state is for convenience of indicating the difference between the binary multi-
valued cases and the binary single-valued cases. In the multi-valued cases, the states 
of a variable are in the identical positions. For the well known burglary (X1), earth-
quake (X2) and alarm (X3) example in noisy-OR model [1], X3,1 can be caused by 
either X1,1 or X2,1 independently. It is easy for the domain experts to give the special 
conditional probabilities (will be explained later) of X3,1 caused by X1,1 and X2,1 inde-
pendently, while it is not easy for them to give the CPT directly. This is because the 
burglary and earthquake are totally different domains. However, it should be noted 
that in this example, only the causes of X3,1 are specified, while the causes of X3,2 
must not be specified, because X3,2 has already been given as the complement of X3,1. 
Figure 1 illustrates this binary single-valued case, in which,  represents the 
state level causal link.  

 

However, the real world is not always so simple. For the example of a simple 
memory circuit, it has two identical states/outputs: 0 or 1. This is a typical binary 
variable. Similar to the alarm variable, we may denote this variable as X3 with X3,1 
representing state “0” and X3,2 representing state “1”. But differently, both X3,1 and 
X3,2 can be caused by different events. Suppose event X1,1 causes X3,1 and X2,1 causes 
X3,2, with independently given special conditional probabilities p3,1;1,1 and p3,2;2,1 re-
spectively, where the subscripts nk;ij denotes that event Xnk is caused by event Xij.  

The reason why the word “special” is put in front of “conditional probabilities” is 
because usually pnk;ij≠Pr{Xnk|Xij}. In fact, pnk;ij is the probability of the linkage event 

                                                           
1 In this paper, Xnk denotes either the kth state/value of the variable Xn or the event that Xnk is 

true. The upper case letters denote variables or events. The lower case letters denote the prob-
abilities of events, e.g., xnk≡Pr{Xnk}. The difference between the variable Xn and the event 
Xnk is that Xnk has two subscripts, in which the second subscript denotes the state or indexes 
the specific value of Xn. 

X1 X3 X2 

Xn,1 or Xn 

Xn,2 or nX  

n∈{1,2,3} 

Fig. 1. The illustration for the binary single-valued case 
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in DCD and is the probability of the inhibitor in noisy-OR [1]. Similar notations are 
also used in [4] in which p3,1;1,1 and p3,2;2,1 are denoted as cX1,1(X3,1) and cX2,1(X3,2), so 
that the two types of conditional probabilities are distinctive.  

Another example of multi-valued cases is the sex (X3) that has two identical states: 
“male” (X3,1) or “female” (X3,2). The biological causes of the two states may be dif-
ferent and specified separately.  

Abstractly, a simple binary multi-valued case is illustrated in figure 2. The differ-
ence of figure 2 from figure 1 is that in figure 2, the causes of both X3,1 and X3,2 are 
specified separately. 

 
The multi-valued cases are often encountered when the child variable has more 

than two states. For the example of a temperature variable (X3), it may have “normal” 
(X3,1), “high” (X3,2), “very high” (X3,3), “low” (X3,4) and “very low” (X3,5) five states. 
The causes of them are usually different and should be specified separately.  

It is well known that the probabilities of all states of a variable must sum up to 1 in 
any case. This can be called the normalization. The single-valued cases always satisfy 
the normalization, because the conditional probability of the true state 
Pr{true|condition} cannot be greater than 1 and the conditional probability of the false 
state Pr{false|condition} is just the complement of the true state, i.e., 
Pr{false|condition}=1−Pr{true|condition}. However, in the multi-valued cases, the 
situation is different. To illustrate this, suppose that in figure 2, X1,1 causes X3,1 with 
p3,1;1,1=0.7 and X2,1 causes X3,2 with p3,2;2,1=0.8. In this situation, if we calculate the 
conditional probabilities of X3,1 and X3,2 as in the single-valued case separately, the 
normalization is not satisfied, because, as two identical states, Pr{X3,1|X1,1X2,1}=p3,1;1,1 
and Pr{X3,2|X1,1X2,1}=p3,2;2,1 separately, while 

Pr{X3,1|X1,1X2,1}+Pr{X3,2|X1,1X2,1}=p3,1;1,1+p3,2;2,1=0.7+0.8=1.5>1 

It seems that equation (1) always satisfies the normalization in any multi-valued 
case: 

∑
=

k
nk

nk
nk

E}Pr{X

E}Pr{X
E}|Pr{X . 

(1) 

In which, E represents the evidence or condition. This equation is generally used to 
achieve the normalization of the multi-valued cases. For example, in [5], we find the 
following words: 

X1 X3 X2 

Xn,1 

Xn,2 

n∈{1,2,3} 

Fig. 2. The illustration for the binary multi-valued case 
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“In this and subsequent examples, we assume that variables are Boolean (i.e., with 
domain {true, false})”; “The theory and the implementations are not restricted to 
binary variables”. 

We also find the following equations in [5]: 
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Where Xi=Oi denotes a piece of evidence, X=vj denotes the event of a hypothesis and 
v∈dom(X) denotes all the possible states/values that X can have. 

These equations are exactly the same as equation (1). It seems that many research-
ers think that the single-valued cases are generally the same as the multi-valued cases, 
except that equation (1) should be used to satisfy the normalization. However, this is 

incorrect, because equation (1) is valid only when 1E}|Pr{X
k

nk =∑ . This can be 

seen in equation (2): 

∑∑
===

k
nk

nk

k
nk

nknk
nk

E}Pr{X

E}Pr{X

E}|Pr{XPr{E}

E}Pr{X

Pr{E}

E}Pr{X
E}|Pr{X . 

(2) 

In the case of using CPT to represent CPD, 1E}|Pr{X
k

nk =∑  is always satisfied, 

because E is a state combination of the conditional variables and the normalization of 
Xnk is always satisfied in the CPT for the given E. However, in the case of the com-
pact representation, the situation is different. If we use the special conditional prob-
abilities to calculate Pr{Xnk|E} separately as in the single-valued cases, 

1E}|Pr{X
k

nk =∑  is usually not satisfied. The above example has shown this. 

Therefore, the compact representations and inference algorithms applicable in single-
valued cases cannot be automatically applied in multi-valued cases.  

To illustrate this in details, let E in equation (1) be Ej=SCPVn;j, where SCPVn;j de-

notes the state combination #j of the parent variables of Xn, i.e., ∩
i

ikjn; ij
XSCPV = , 

kij indexes the state of Xi included in SCPVn;j. Then, equation (1) can be written as 

}E|Pr{Xα
}E|Pr{X

}E|Pr{X
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k
jnk

jnk

k
jnk

jnk
jnk ===

∑∑
, (3) 
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        ∑≡
k

jnkjn; }E|Pr{X1/α . 
(4) 

Where αn;j is the normalization factor, so that equation (3) sums up to 1 with respect to k. 
It is obvious that equation (1) is equivalent to equations (3) and (4). 
In both equations (3) and (4), the Pr{Xnk|Ej} on the right side is the separately cal-

culated conditional probability and the Pr{Xnk|Ej} on the left side of equation (3) is 
the normalized conditional probability. Note that in equation (4), the normalization 
factor αn;j is not a constant but a variable depending on Ej=SCPVn;j. 

For the example shown in figure 3, which is the figure 1 in [2], suppose all vari-
ables are binary and only the causes of X4,1 are specified with CSI. The case is single-
valued, because Pr{X4,2|Ej}=1−Pr{X4,1|Ej}. Suppose we additionally specify the 
causes of X4,2 separately as shown in figure 4, the case becomes multi-valued. Note 
that X1 is not a parent variable of X4,2, while X1 is a parent variable of X4,1. This is 
allowed in the separate specifications in the multi-valued cases. 

 

As being pointed out earlier, it is obvious that Pr{X4,1|Ej} in figure 3 and 
Pr{X4,2|Ej} in figure 4 cannot sum up to 1. If we insist on applying equations (3) and 
(4) to satisfy the normalization, we have to have 

 
α4;1=1/(Pr{X4,1|E1}+Pr{X4,2|E1})=1/(0.2+0.4)=1/0.6 
α4;2=1/(Pr{X4,1|E2}+Pr{X4,2|E2})=1/(0.2+0.2)=1/0.4 
α4;3=1/(Pr{X4,1|E3}+Pr{X4,2|E3})=1/(0.2+0.7)=1/0.9 
α4;4=1/(Pr{X4,1|E4}+Pr{X4,2|E4})=1/(0.2+0.7)=1/0.9 
α4;5=1/(Pr{X4,1|E5}+Pr{X4,2|E5})=1/(0.4+0.4)=1/0.8 
α4;6=1/(Pr{X4,1|E6}+Pr{X4,2|E6})=1/(0.4+0.2)=1/0.6 
α4;7=1/(Pr{X4,1|E7}+Pr{X4,2|E7})=1/(0.6+0.7)=1/1.3 
α4;8=1/(Pr{X4,1|E8}+Pr{X4,2|E8})=1/(0.8+0.7)=1/1.5 

 
 

X1 X1,1X2,1X3,1 
X1,1X2,1X3,2 

X1,1X2,2X3,1 

X1,1X2,2X3,2 

X1,2X2,1X3,1 

X1,2X2,1X3,2 

X1,2X2,2X3,1 

X1,2X2,2X3,2 

X1 

p1 X2 

X3 p2 

p3 p4 

Pr{X4,1|Ej

For X4,1 

Fig. 3. The single-valued case with CSI   

X2 X3 

X4 

X5 X6 

p1=0.2 
p1=0.2 
p1=0.2 
p1=0.2 
p2=0.4 
p2=0.4 
p3=0.6 
p4=0.8 

Ej=SCPV4j 
1 
2 
3 
4 
5 
6 
7 
8 
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Then, from equation (3), the CPT can be calculated as shown in table 1. 

Table 1. The CPT calculated from equation (3) 

j Ej=SCPV4;j Pr{X4,1|Ej} Pr{X4,2|Ej} α4;j 

1 X1,1X2,1X3,1 1/3 2/3 1/0.6 

2 X1,1X2,1X3,2 1/2 1/2 1/0.4 

3 X1,1X2,2X3,1 2/9 7/9 1/0.9 

4 X1,1X2,2X3,2 2/9 7/9 1/0.9 

5 X1,2X2,1X3,1 1/2 1/2 1/0.8 

6 X1,2X2,1X3,2 2/3 1/3 1/0.6 

7 X1,2X2,2X3,1 6/13 7/13 1/1.3 

8 X1,2X2,2X3,2 8/15 7/15 1/1.5 

 

It is seen that the normalized CPT in table 1 is based on many different α4;j, 
j∈{1,…,8}. Theoretically, the number of αn;j equals to the number of Ej=SCPVn;j, 
which means that the number of αn;j can be huge. For the example of a child variable 
with five parent variables with five states each, the number of SCPVn;j is 55=3125. 
This is too many for domain experts to realize when they specify the causes and pa-
rameters of the states of Xn separately. The questions are: Why do we need so many 
different normalization factors? Are these different normalization factors realized by 
the domain experts when they specify the causes and parameters for the different 
multi-valued states separately? In other words, are these different normalization fac-
tors what the domain experts want? I do not think that these questions have always 
been clearly realized and answered when people apply equation (1). 

Moreover, if we change the values of pi as shown in table 2 (the new set of pi), the 
normalized CPT remains same as in table 1. This is another issue that the domain 
experts may not realize. In fact, although the two sets of pi work out a same CPT, they 
have different influences in the probability propagation through the causality chains  
 

X1,1X2,1X3,1 
X1,1X2,1X3,2 

X1,1X2,2X3,1 

X1,1X2,2X3,2 

X1,2X2,1X3,1 

X1,2X2,1X3,2 

X1,2X2,2X3,1 

X1,2X2,2X3,2 

Pr{X4,2|Ej}    

For X4,2 

Fig. 4. The specification to Pr{X4,2|Ej} with CSI in the multi-valued case   

p5=0.4 
p6=0.2 
p7=0.7 
p7=0.7 
p5=0.4 
p6=0.2 
p7=0.7 
p7=0.7 

Ej=SCPV4

1 
2 
3 
4 
5 
6 
7 
8 

X2

p7 X3

p5 p6 

j 
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Table 2. The comparison between two sets of pi 

 
 

 
when we apply the efficient inference algorithms based on the compact representa-
tions. To avoid this inconsistence, we may use the CPT in the probabilistic reasoning 
only. But this means that we give up the efficient algorithms applicable in the single-
valued cases. 

It should be pointed out that, in a single-valued case, the single-value is associated 
with only the child variable but not the parent variables. The number of active states 
of the parent variables can be more than one. Moreover, the single-valued child vari-
able must be binary. More than two states of a single-valued child variable are mean-
ingless, because the states not specified can be combined as one state. Figure 5 shows 
a single-valued case in which X1 has three states and both X1 and X2 have two active 
states, while X3 has only one valued state. 

Xi1

Xi2

Xi3

X1 X3 X2i {1,2,3}  

Fig. 5. Example of a single-valued case in which the parent variables have multiple active 
states 

3   Conclusion 

In conclusion, we should be careful whether or not equation (1) is what we want. In 
other words, the representations and algorithms applicable in the single-valued cases  
 

p1=0.1 
p1=0.1 
p1=0.1 
p1=0.1 
p2=0.2 
p2=0.2 
p3=0.3 
p4=0.4 

Pr{X4,1|Ej}   

X1,1X2,1X3,1 
X1,1X2,1X3,2 

X1,1X2,2X3,1 

X1,1X2,2X3,2 

X1,2X2,1X3,1 

X1,2X2,1X3,2 

X1,2X2,2X3,1 

X1,2X2,2X3,2 

Ej=SCPV4

1 
2 
3 
4 
5 
6 
7 
8 

p5=0.4 
p6=0.2 
p7=0.7 
p7=0.7 
p5=0.4 
p6=0.2 
p7=0.7 
p7=0.7 

α4;j  

1/0.6
1/0.4
1/0.9
1/0.9
1/0.8
1/0.6
1/1.3
1/1.5

The old set of pi 

p1=0.2 
p1=0.2 
p1=0.2 
p1=0.2 
p2=0.4 
p2=0.4 
p3=0.6 
p4=0.8 

p5=0.2 
p6=0.1 
p7=0.35 
p7=0.35 
p5=0.2 
p6=0.1 
p7=0.35 
p7=0.35 

1/0.3 
1/0.2 
1/0.45 
1/0.45 
1/0.4 
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1/0.75 

Pr{X4,1|Ej}   Pr{X4,2|Ej}   α4;j    Pr{X4,2|Ej}  
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j 
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may not be applicable in the multi-valued cases when we apply the compact represen-
tation model in stead of CPT for representing CPD. The solution for compactly repre-
senting CPD and the corresponding inference algorithm has been presented by the 
author in [6-10]. 
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Abstract. In this paper, reference trajectory is designed according to minimum 
energy consumed for multi-robot system, which nonlinear programming and 
cubic spline interpolation are adopted. The control strategy is composed of two 
levels, which lower-level is simple PD control and the upper-level is based on 
the internal average kinetic energy for multi-robot system in the complex envi-
ronment with velocity damping. Simulation tests verify the effectiveness of this 
control strategy. 

Keywords: multi-robot system, velocity damping, trajectory tracking. 

1   Introduction 

With the constantly expanding of the robot application areas, it is very difficult for the 
single robot to meet the demand on application. Multiple robots form a system and 
completing a more complex task through collaboration is increasingly becoming the 
focus problem in the robotics and intelligent science field [1-2]. The important goal of 
the development of the multi-robot systems is to design a basic structure of distributed 
control, so that the robot can implement tasks without the supervision, and it demands 
strong self-adaptive ability when the robot works in an unknown environment. Trajec-
tory tracking is a comparatively effective control strategy to realize multi-robot foraging 
mission and map detection, and it is mainly divided into two stages: the generation of 
reference trajectory and trajectory tracking. Under the condition that the multi-robot 
model is known, the track meet dynamic stability can be generated offline. The investi-
gation of multi-robot origins from the behavior of swarm organism in nature which can 
finish a complex work though coordination such as flocks of birds, school of fish. Bi-
ologists have been working on understanding and modeling of swarming behavior for a 
long time. There are two fundamentally different approaches that they have been con-
sidering for analysis of swarm dynamics. For one hand, statistics method is adopted for 
the multi-robot system from the macro aspects; for another hand, the individual-based 
models from the microeconomic are becoming more and more popular.  
                                                           
∗ This work is sponsored by the National Science Foundation of China (Grant No: 60675057). 
∗∗ Corresponding author. 
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In 1986, Reynolds developed a behavior model to animate the coordinated motions 
of a group of agents named “boids”. Vicsek model is a special case of boids. 
Gazi(2004) established a one-order system for stability analysis of social foraging 
swarm[3],which is a good survey of previous work in swarm literature. He presented 
a continuous first-order kinematic model for swarm members, and applied the idea of 
virtual force to propose a decentralized controller to analyze swarm aggregation in n-
dimensional space. Gazi(2004) specified a general class of attraction/repulsion func-
tions that can be used to achieve swarm aggregation. They presented stability analysis 
for several cases of the functions considered to characterize swarm cohesiveness, size 
and ultimate motions while in a cohesive group. Above models can be used to handle 
different control objectives, however, the shortcoming of above models is that it re-
quire all the individuals moving with a common velocity which is not suitable for 
some application. Although second order dynamic model are utilized, most of them 
are based on kinematic swarm model. Sliding mode controller is developed to force 
the vehicle motions to obey dynamics of the kinematic swarm in [4]. Pedrami(2007) 
firstly presents control and analysis of energetic swarms in [5], in particular the inter-
nal kinetic energy is investigated in his paper, Pedrami(2007) modify the temperature 
definition as the internal average kinetic energy in[6].The cohesion of swarm is an 
important issue for multi-robot system. It is assumed that a swarm internal energy is 
bounded, then, a relation between the swarm size and internal average kinetic energy 
studied in his paper. Pedrami(2008) introduce the controller for wheeled mobile ro-
bots(WMR) In [7]. 

In above work, the environment of multi-robot system is ideal, which there not ex-
ist any damping. As a matter of fact, the velocity damping is ineluctable which is not 
investigated in above works. Another point which is worth noting is that control 
means energy input, e.g. when the temperature in [5] is too large, we have to offer too 
much energy. This is not we expect. The energy we have is limited, so how to use the 
limited energy for finishing the work is meaningful for the real project. Therefore 
nonlinear programming and cubic spline interpolation are adopted in this paper for 
trajectory tracking which the environment is not ideal i.e. the velocity damping is not 
zero. 

The paper is organized as follows. In section 2 an 2-dimensional second order 
swarm model is presented. In section 3 the lower-level control is a simple PD control 
which the generation of reference trajectory is based on nonlinear programming and 
cubic spline interpolation. In section 4, a complete discussion of the swarm energy is 
performed and an upper layer internal average kinetic energy controller for multi-
robot with the velocity damping is developed. It is also shown how an internal aver-
age kinetic energy controller is useful. Simulation results are presented in section 5 to 
verify the effectiveness of proposed control strategy. The paper ends with conclusions 
and future research directions in section 6. 

2   Swarm Model 

Consider a swarm of M members moving in 2-dimensional space. For the multi-robot 
system we have assumptions as follow 
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Assumption 1 

(1) We ignore each robot’s dimension and treat it as a point mass. 
(2) All robots move synchronously, i.e., there is no communication delay between 

each other. 
(3) All robots are homogenous, i.e., there is no difference in essence. 

Previous theoretical and modeling efforts fall into a number of categories. Many of 
the original ideas about group spacing were formulated qualitatively, or using simple 
formulate. For each robot, we can establish the model according to the classical New-
tonian mechanics law as follow 

i ix v=
 

(1) 
ext in

i i i i i im v u u b v= + −
 

(2) 

where 1,2,3...,i M= , 2
ix ∈ℜ is the position of the i th robot, 2

iv ∈ℜ is the veloc-

ity of the i th robot, im m= is the mass of the i th robot, ext
iu is input which we 

impose. in
iu is the total force on the robot i as a result of inter-robot interaction, obvi-

ously, we have 
1

0
M

in
i

i

u
=

=∑ because the internal interaction offset. The term in
iu is for 

the cohesion of swarm and is of the form 

1,

[ ( ) ( )]( )
M

in i i i i i i
i a r

j j i

u g x x g x x x x
= ≠

= − − − − −∑  (3) 

where :rg + +ℜ → ℜ and :ag + +ℜ → ℜ represents respectively the magnitude of 

repulsion force and the attraction force. i ib v−  represents the velocity damping from 

the environment. It is worth noting that 0ib b= ≠ in this paper. 

Assumption 2. There exist corresponding functions :aJ +ℜ → ℜ and :rJ +ℜ → ℜ  

such that for any 2y ∈ℜ  

( ) ( ), ( ) ( )y a a y r rJ y yg y J y yg y∇ = ∇ =   
(4) 

Definition 1. The swarm center 2x ∈ℜ is defined by  

1

1 M

i
i

x x
M =

= ∑   
(5) 

Therefore, the velocity of the swarm center 2v ∈ℜ is derived by time differentiation 

1

1 M

i
i

v v
M =

= ∑   
(6) 

The position and velocity can be denoted as follows 

1 1( ,..., ) , ( ,..., )
T T T TM T M Tx x x v v v= =    
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Then, the system can be expressed as 

0   1 0
( )

0   -b 1

i i
i i
ext ini i

x x
u u

v v

⎛ ⎞ ⎛ ⎞⎛ ⎞ ⎛ ⎞
= + +⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠

 (7) 

We have assumption that 
ext ext
iu u=  because of (4) and

1

0
M

in
i

i

u
=

=∑ , we have 

extmx bx u+ =  (8) 

3   The Generation of Reference Trajectory Based on Minimum of 
Energy Consumption 

In the field of robotics control, it has always been a goal pursued that multi-robot 
system can finish a complex mission with minimum of energy consumption. It is of 
great significance for space exploration which multi-robot system does. The engineer-
ing background of this paper can be understand that the multi-robot system moves 
from an initial position to a position designated in advance in order to achieve the 
assignment of map detection, foraging and so on. In this paper, the performance index 
is the minimum of energy consumption by means of nonlinear programming; the 
optimal position is achieved, then the reference trajectory gained according to cubic 
spline interpolation. So the reference trajectory can be tracked though PD controller. 

3.1   The Generation of Reference Trajectory  

For (8), let ( , )x xx s d= , then xs  can be expressed as polynomial of degree m over 

xd as follows 
2

0 1 2
m

x x x m xs p p d p d p d= + + + +  (9) 

Then, 
1

1 22 m
x x m xs p p d m p d −= + ⋅ + + ⋅   

2
22 ( 1) m

x m xs p m m p d −= ⋅ + + ⋅ −   

where 0 1, mp p p are undetermined coefficients; suppose that the initial point is 

(0) (0,0)x = ; the target point is ( )x T ; the tracking time T are unknown. 

[ ](0), ( )x x T  is divided into N parts average according to ( )t x T NΔ = . Take minimum 

energy as the objective function, the state of initiation point and target point are the 
constraint conditions. Then according to the definition of definite integral, we have 

1( )

0
0

( )
min ( ) ( ) ( ) ( )

Nx T T T

k

x T
J u t u t dx u k u k

N

−

=

= ⋅ = ⋅ ⋅∑∫
 

(10) 

Furthermore, optimal trajectory is achieved taking the form as follow 
2

0 1 2
m

x x x m xs p p d p d p d= + + + +
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3.2   Numerical Experiment  

The dynamic model for multi-robot system can be expressed in form of (8). 
( , )X x y= is position of robot in 2-D plane. The structural parameter values in this 

paper are respectively the quality 1m = , the number of robots 5M = , 0.2b = ; the 

initial position (0) (0,0)x = ;the target position ( ) (10,10)x T = .The reference 

trajectory based on minimum of energy consumption is obtained through Matlab 
numerical experiment: 

 

Fig. 1. Reference trajectory 

4   Internal Average Kinetic Energy Controller 

In this section, a controller based on internal average kinetic energy is introduced. 
Design procedures include two different steps. The first step is to design the controller 
such that the swarm center arrives at the specified position as soon as possible. The 
second step is to modify the control input designed in the first step. Any combination 
of individual input ext

iu that satisfies (16) guarantees the optimal control for swarm 

center. However, it does not guarantee the cohesion of swarm. Various types of en-
ergy are present firstly. Total potential energy of swarm 

1

1 1

( ) [ ( ) ( )]
M M

i i i i
a r

i j i

J x J x x J x x
−

= = +

= − − −∑ ∑  (11) 
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Total kinetic energy of swarm  
2

1

1
( )

2

M
i

k i
i

E v m v
=

= ∑  (12) 

Average kinetic energy of swarm  

2

1

1
( ) ( )

2

M

b i
i

E v m v
=

= ∑  (13) 

Definition 2. Internal average kinetic energy T is defined as follow  

1/ [ ( ) ( )]k bT M E v E v= −
 (14) 

where T is directly related to velocity distribution. Velocity distribution is useful to 
study a coverage path planning. There exist some types of equivalent form 

12 22

2
1 1 1

( ) ( )= { }    
2 2

M M M
i i j

i i j i

m m
T v v M v v v

M M

−

= = = +

= − −∑ ∑ ∑   

According to assumption 2, the time differentiation of T is given by 

( )T v φ σ ψ= + +  
 

whereφ ,σ ,ψ are 

1 1

1

1 1

1
{ [( ) ] ( )}

1
{ [( ) ]}

1
{ ( ) [( ) ]}

M M
i T i T i
ext ext

i i

M
i T i
in

i

M M
T i i T i

i i
i i

u v v u
M

u v
M

v b v v b v
M

φ

σ

ψ

= =

=

= =

= −

=

= −

∑ ∑

∑

∑ ∑
 

 

Proposition 1. Consider the following controller in viscous environment 

*( , )ext T
i iu u x v u= +

 
 

where the extra control is given by 

1

( )
M

T i j
i ij

i

u v vα
=

= − −∑
 

(15) 

The ijα is the control parameter and developed as 

2

2 2

( )( ) ( )
( / )

i ji j i j
ij

ij
i j i j

v v kx x v v
b M

v v v v

β
α λ

− −− −
= − + −

− −
 

 

where λ is a positive constant and k is a parameter for control; ijβ is given as 

( ) ( )i i i i
ij a rg x x g x xβ = − − −

 
 

It can be shown that T is convergent. 



 The Control Based on Internal Average Kinetic Energy in Complex Environment  613 

Proof. For optimal control, it is required to investigate the input. From (20) the input 
is calculated as 

*

1 1

( , )
M M

i i
ext T

i i

u Mu x v u
= =

= +∑ ∑
 

 

To keep optimal characteristic of above control, the extra input i
Tu should satisfy the 

following condition
1

0
M

T
i

i

u
=

=∑ . This condition holds since control parameters ijα sat-

isfies the symmetry, e.g., ij jiα α= , so  

1

1 1 1

[ ( ) ( )] 0
M M M

T i j j i
i ij ji

i i j i

u v v v vα α
−

= = = +

= − − + − =∑ ∑ ∑
 

 

This means that the extra control input T
iu  can be viewed as an internal interaction. 

Furthermore, we have 

1 1 1

2

1 1, 1 1

1 1

1 1
( ) { [( ) ]} { ( ) [( ) ]}

        =1 { [( ( ) ( )) ]} 1 [ ]

        = (1 ){ ( ) ( )

M M M
i T T i T i i T i
in i i i

i i i

M M M M
i i i j T i T i

ij ij
i j j i i i

M M
i i T i j

ij
i j i

T v u u v v bv v bv
M M

M x x v v v M v bMv b v

M x x v v

φ σ ψ σ ψ

β α

β

= = =

= = ≠ = =

= = +

= + + = + = + + −

− − − − + −

− − −

∑ ∑ ∑

∑ ∑ ∑ ∑

∑
1 1

1 1

1 2

1 1

( ) ( )} 1 ( 2 )

        = (1 )[( / ) ( ) (2 ) ]

        = (1 )[( / ) ( / ) ( 1)/2 (2 ) ]

        = (2 ) ( 1)( / )/2

M M
i i T i j

ij
i j i

M M
i j

i j i

x x v v M TMb m

M b M v v k TM m b

M b M T b M Mk M TMb m

M m T k M b M

α

λ

λ λ
λ λ

− −

= = +

−

= = +

+ − − + −

− − − − +

− − − − − +
− − − −

∑ ∑∑

∑∑

In other words, we have 

2 ( 1)( / )
( ) ( ) 0

2

M k M b M
T v T v

m

λλ − −+ + =
 

 

The differential equation is stable since 0λ > . This completes the proof. 

5   Simulation Results 

In this section, simulation will verify the validity of the controller proposed above. 
The goal of the experimental tasks is that swarm robots system need to arrive at the 
specified prior location so as to implement rescue as soon as possible, at the same 
time, the swarm system need to keep cohesion. The swarm system has 5 robots and 
moving in 2-D space. The attraction and repulsion functions are expressed by 

( ) ( ); ( ) R ( )a r

y y
g y Aexp g y exp

a r
= − = −   
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Fig. 2. Each robot trajectory for group 1 

 

Fig. 3. Each robot trajectory for group 2 
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Fig. 4. Reference trajectory and average trajectory 

where A is the magnitude of attraction and a is the spatial range of the attraction, 
while R the magnitude of repulsion and r is the spatial range of the repulsion. In order 
to keep cohesion,   R A and a r> > is necessary which is the short-ranged repulsion 
and long-ranged attraction case. There are 2 groups of experiments for the proposed 
controller, for group 1, we select the design constants to be (0) (0,0)x = , 

( ) (10,10)x T = , 0.2b = , 1m = , 5M = .For group 2, ( ) (80,80)x T = . 

Fig.2 and Fig.3 show all the trajectories for the robots keep cohesion. And the av-
erage trajectory is from (0) (0,0)x = to ( ) (10,10)x T = and ( ) (80,80)x T =  re-

spectively. Different colors represent different robots and the blue line is the average 
trajectory of the swarm system. Fig.4 is the effect of PD controller between reference 
trajectory and average trajectory. 

6   Conclusion and Future Work 

In this paper, we showed our unique strength in dealing with distributed control for 
multi-robot in complex environments with velocity damping. Swarm model is built 
based on the Newton second law. Reference trajectory is designed according to mini-
mum energy consumed for multi-robot system, which nonlinear programming and 
cubic spline interpolation are adopted. The control strategy is composed of two levels, 
which lower-level is simple PD control which can track the reference trajectory and 
the upper-level is based on the internal average kinetic energy for multi-robot system 
which can control the size of swarm. For the upper-level, convergence proof is 
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presented for the velocity damping environments. The simulation results testify the 
effectiveness of the control algorithm for the velocity damping environments. 

For future work, we are planning to investigate other approaches which are concen-
trated on local information exchange for the swarm robot system, and the robustness 
of the system will be researched.  
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Abstract. Most procedures for modeling and forecasting financial asset
return volatilities rely on restrictive and complicated parametric GARCH
or stochastic volatility models. The method of realized volatility con-
structed from high-frequency intraday returns is an alternative choice
for volatility measurement. In this paper we make an empirical analy-
sis on Chinese stock index data by using the method of nonparametric
realized volatility. We find that the realized volatility can describe the
Chinese stock index volatility very well. The original Chinese stock index
return series show obvious leptokurtic, fat-tailed relative to the Gaussian
distribution.We show that the return series standardized instead by the
realized volatility are very nearly Gaussian distribution, and we find that
the four minutes is a better choice as the best time interval to describe
the volatility of Chinese stock market. We also make a contrast with the
popular method of GARCH model, but the return series standardized
instead by GARCH model don’t accord with Gaussian distribution. The
result shows that the realized volatility can describe the dynamic behav-
iors of Chinese stock market well. In a way, it indicates that the Chinese
stock market is effective.

Keywords: realized volatility, GARCH, volatility measurement, condi-
tional distribution.

1 Introduction

In econophysics research, much effort has been devoted on both the empirical and
the theoretical level to suchphenomena like fat-taileddistributions of financial fluc-
tuations, persistent correlations in volatility of financial asset returns.The distri-
butional characteristics of asset returns are the key ingredients for the pricing of fi-
nancial instruments, portfolio allocation, performance evaluation, and managerial
decision making. The most critical feature of the conditional return distribution is
arguably its second moment structure, which is empirically the dominant time-
varying characteristic of the distribution. Because volatility persistence renders
� Correspondence Author. This research is supported by National Science Foundation

of China under grant No. 70601002.

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 618–627, 2009.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2009



The Contrast of Parametric and Nonparametric Volatility Measurement 619

high-frequency returns temporally dependent (Bollerslev, Chou and Kroner [1]),
it is the conditional return distribution, and not the unconditional distribution,
that is of relevance for risk management. This is especially true in high-frequency
situations, such as monitoring and managing the risk associated with day-to-day
operations of a trading desk, where volatility clustering is omnipresent.

It is well known that most of high-frequency financial asset return time series,
such as the Shanghai stock market index, are leptokurtic, fat-tailed relative to
the Gaussian distribution, and that the fat tails are typically reduced but not
eliminated when return series are standardized by volatilities estimated from
popular models such as GARCH and SV. A sizable literature explicitly attempts
to model the fat-tailed conditional distribution, including, for example, Engle
and Gonzalez-Rivera [2], and K. Chen, C. Jayprakash and B. Yuan [3].

Andersen, Bollerslev, Diebold and Labys[4] consider two major dollar exchange
rates, and they show that returns standardized instead by the realized volatilities
are nearly Gaussian. It indicates that it may be very important to find a suitable
volatility measure to depict the conditional distribution of return series.

Assuming that return series dynamics operate only through the conditional
variance, a standard decomposition of the time-t return series is:

rt = σt ∗ εt (1)

Where σt refers to the time-t conditional standard deviation, and ε ∼ N(0, 1).
Thus, given σt it would be straightforward to back out εt and assess its distribu-
tional properties. Of course σt is not directly observable. When using an estimate
of σt from GARCH or SV model the distributions of the resulting standardized
returns are typically found to be fat-tailed, or leptokurtic.

The research about the volatility of Chinese stock market returns is concen-
trated in low frequency data by the method of GARCH model in recent years.
We analyze high frequency data using the method of realized volatility, and find
that the realized volatility method can describe the dynamic volatility behaviors
of Chinese stock market return well.

The stock index return series show obvious leptokurtic, fat-tailed distribution,
but afterwe standardize the return serieswhich is processedwith realizedvolatility,
itdoesn’t refuseGaussiandistributionhypothesis.Wealsomakeacomparebetween
the realized volatility and GARCHmodel, the result indicates that return distribu-
tion standardized by GARCH model refuse Gaussian distribution hypothesis.

This shows that the realized volatility can describe the dynamic behaviors of
Chinese stock market well. Meanwhile the result is according with the hypoth-
esis that the series of stock index obey Semimartingale Stochastic Differential
Equations, which suggest that the Chinese stock market is available.

2 Realized Volatility and GARCH Model

2.1 Realized Volatility

In 1980, Merton noticed that the variance in the fixed period of independent
and identically distributed random variables could be estimated by the square
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sum of the return realization value ,and as long as the frequency is enough high,
the estimation is very exact. French and Schwert etc [5] use the daily income
in months to estimate the variance of every month. Andersen and Bollerslev[6],
Hesieh [7], and Taylor S, Xu X [8] respectively use the square sum of within-day
return to estimate the variance of daily return. In the recent years, Andersen
and Bollerslev [9] put forward using the high-frequency to calculate the volatility
rate. They put forward the method of measuring the realized volatility, that is to
use the square sum of the return for some time as the estimation of the volatility.
This estimation method is different from ARCH models and SV models ,and it
doesn’t depend on the model and doesn’t need complex parameter estimation.

We first give some usual symbols.

Logarithm yield: As observed the financial assets price data in the time interval
in time length [0, T ], we define return:

r∗(i, δ) = lnSi − lnSi−δ (2)

It denotes the Continuously Compounded Return of financial assets in a cer-
tain time interval. Notice it is logarithmic.

In the financial environment of risk-free arbitrage, logarithm yield r∗i of fi-
nancial assets obeys Special Half Martingale process. If (Ω, I, P ) supposing is a
complete probability space, Information Filtration (It)t∈[0,T ] ⊆ I is a increasing
subalgebra series, Itis p-complete and right continuity St, t ∈ [0, t]. This defini-
tion represent the price of financial primary assets in this spatial , then St is
included in the information set It in t time.

Logarithm yield in the Δ period: The logarithm yield in the Δ period in
the t-day invested in some financial primary assets is

r∗(t,#) = Xt −Xt−Δ (3)

Where t represent the t-day Δ > 0. As existing market microstructure noise,
there exists the deviation in some degree between high-frequency financial data
observed and potential real data, so we need proceed data according to following
method

τi = t− 1 +
i

n
, (i = 0, 1, · · · , n) (4)

Where τi represent observation value at the closing time point of i-observation
period in t-day.

Note the observation value of log-price to be

Yτi = Xτi + ετi (5)

where ετi is microstructure noise.
For simplification, let

E(ετi) = E(ε), E(ε2τi
) = E(ε2), (6)
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Where ε and log-price process are mutually independent.

Let r(τi,
1
n

) = Yτi − Yτi−1, (i = 1, · · · , n) (7)

It is logarithm yield in [τi−1, τi] of financial assets base on observation data.
when Δ=1, realized volatility in t-day is

RVt =
n∑

i=1

[r(τi,
i

n
)]2 (8)

It is the realized volatility of financial primary assets in t-day in which the
observation frequency of financial assets price data in t-day is n+ 1.

2.2 GARCH Model

GARCH models are very popular for representing the dynamic evolution of the
volatility of financial returns and have been extensively analyzed in the literature
[see, e.g., Bollerslev, Engle, and Nelson [10], Bera and Higgins [11], Diebold and
Lopez [12], and McAleer and Oxley [13], among many others].

The condition variance of GARCH model is represented as follows:

yt = xtβ + εt (9)

εt � ψt−1 ∼ N(0, ht) (10)

ht = α0 +
q∑

i=1

αiε
2
t−i +

p∑
j=1

βjht−j (11)

= α0 + α(L)ε2t + β(L)ht (12)

To guarantee the condition variance , demand :

α0 > 0 (13)

αi ≥ 0, i = 1, · · · , q (14)

βj ≥ 0, j = 1, · · · , p (15)

GARCH(p, q) is represented as GARCH process in which the order is p and
q. Relative to ARCH, the advantages of GARCH model are that the lower orders
GARCH model can represent higher order ARCH model, which can reduce the
number of lag order of the model and then the recognition and estimation of the
model become easier than ARCH. The stationary condition of GARCH model
is as following:

q∑
i=1

αi +
p∑

j=1

βj < 1 (16)
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The model of GARCH(1, 1),which is often used in finance analysis, is the
popular and sample model in the GARCH families. It is usually found to be the
better choice to describe the volatility of financial assets. It’s formulation is

ht = α0 + αε2t−1 + βht−1 (17)

Where α0 > 0, α ≥ 0, β ≥ 0.The necessary and sufficient condition of the
stationary process of GARCH(1, 1) model is α+ β < 1.

3 Return Standardization

The asset return series are naturally decomposed as rt = σt ∗ εt, where ε ∼
N(0, 1), and σtis the time conditional standard deviation. On rearranging this
decomposition, we get the standardized return series,

rt
σt

= εt (18)

Obviously, the result of the distribution is mainly dependent on the σt.
In practice, people have made a lot of research about σt, and many volatility

models have been proposed. However, as formally shown by Andersen, Bollerslev,
Diebold and Labys, the ex-post volatility over a day may be estimated to any
desired degree of accuracy by summing sufficiently high-frequency returns within
the day.

In this paper we use the realized volatility and GARCH model to get the
conditional σt, and then compare the return distribution standardized instead
by realized volatility with the one by GARCH model.

4 Empirical Analysis

4.1 Data

The sample data we used in this paper are the Shanghai securities integrated
index from September 11 2006 to March 31 2008, which includes 82560 minutes
datum of 344 trading day. There is a lunch break time in the stock market,
where has a small fluctuate on the data. Because the fluctuate is no different
from the other minute intervals, we connect them directly. For the two methods,
we extract two datum groups. One is minute datum for the realized volatility
method, the other is daily datum for the GARCH model.

4.2 Original Return Distribution

The Shanghai Securities Integrated Index(SSII) return is gained by following
method

rn = lnSn − lnSn−1 (19)
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Fig. 1. The Fluctuation Diagram and the Histogram of daily returns

Where Sn represents the closing price of the n-th day in the observable sample
series. We can get the original return distribution. The result is described in
figure 1.

The value of skewness of original return distribution is -0.850755. The value of
kurtosis of one is 4.801. The return distribution is leptokurtic, right deviation,
and volatility clustering. The P-value of JB statistic is nearly to zero, so the
result refuse the null hypothesis of Gaussian distribution. By testing, we also
find that the return series show Heteroscedasticity.

4.3 Realized Volatility Analysis

We can use different time intervals to calculation daily realized volatility. On
one hand, smaller the time interval is, less the information lose is, but bigger
the error of microstructure is. On the other hand, longer the time interval is,
more the information loses is, but the measurement error will become the main
error. So the time interval should balance between the two kind errors. Of course,
there may be the best time interval about realized volatility. Now we calculate
the realized volatility at the time interval from 1 minute to 30 minutes by using
the formula.

RVt =
n∑

i=1

[r(τi,
i

n
)]2 (20)

Next we make the returns distribution standardized by the realized volatilities

rt
σt

= εt (21)

The standardized results of day return by different time intervals realized
volatility is indicated in table 1.

The JB statistic obeys the χ2(2) distribution. The P- value represents the
reception level of Gaussian distribution. The null hypothesis of the test is that
the standardized return obeys Gaussian distribution. At the test significance
level of 0.05, all of the P-values of statistics are not significant, it indicates that
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Table 1. The standardized results of day return

Mean median Std.dev skewness kurtosis Jarque-bera probability
1 0.42766 0.58696 1.9484 -0.15212 3.1275 1.5553 0.45949
2 0.36039 0.43083 1.5168 -0.06704 3.0276 0.26785 0.87465
3 0.31757 0.37075 1.3231 -0.03238 3.0351 0.077498 0.96199
4 0.29917 0.34856 1.2235 -0.01076 3.0022 0.006693 0.99666
5 0.28341 0.32807 1.1775 0.000132 3.0269 0.010369 0.99483
6 0.28425 0.32286 1.1599 0.018464 3.0681 0.085759 0.95803
7 0.27592 0.31516 1.1625 0.044382 3.118 0.31155 0.85575
8 0.28733 0.30697 1.1845 -0.00123 2.9191 0.093557 0.9543
9 0.29608 0.34409 1.2161 0.12277 3.2531 1.7775 0.41117
10 0.29499 0.32648 1.238 0.035407 3.1288 0.30863 0.857
11 0.31367 0.30706 1.2409 0.068909 2.9929 0.27217 0.87277
12 0.29474 0.35038 1.2749 -0.05773 2.9378 0.24584 0.88433
13 0.30299 0.33594 1.2421 -0.02154 2.8266 0.45607 0.7961
14 0.29761 0.33909 1.2292 0.014576 2.9816 0.01698 0.99155
15 0.3166 0.35388 1.2783 0.03567 3.0846 0.17491 0.91626
16 0.29395 0.35401 1.2842 -0.1579 3.2056 2.0294 0.3625
17 0.3009 0.34399 1.2394 0.090443 3.0826 0.56503 0.75388
18 0.3266 0.33246 1.2575 0.11249 3.0649 0.78344 0.67589
19 0.30935 0.36246 1.2972 0.074532 3.1412 0.60254 0.73988
20 0.32698 0.35293 1.3334 0.10732 3.3089 2.0218 0.36389
21 0.30482 0.33763 1.2705 0.083091 3.1353 0.6564 0.72022
22 0.31655 0.32452 1.3127 -0.01417 3.0678 0.077192 0.96214
23 0.30349 0.31914 1.2738 -0.04182 3.0113 0.10179 0.95038
24 0.29482 0.36018 1.3276 -0.21238 3.1978 3.1377 0.20829
25 0.30208 0.3545 1.2686 -0.14879 2.9742 1.275 0.5286
26 0.30632 0.32425 1.2604 -0.0118 2.8626 0.27773 0.87035
27 0.31121 0.32553 1.346 0.081218 3.1796 0.83824 0.65763
28 0.30952 0.3517 1.2952 0.096925 3.1082 0.70443 0.70313
29 0.33009 0.3457 1.2737 0.256 3.3665 5.6659 0.058839
30 0.33415 0.35503 1.4182 0.095115 3.4102 2.9217 0.23204

the test result accepts the null hypothesis of Gaussian distribution. So the return
standardized by the realized volatilities is very nearly Gaussian.

There is a big span at different time intervals, we plot the P- values at the
figure 2.

From figure 2 we can see that the P-values from 3,4,5,6,8,14,15,22,23 min-
utes interval realized volatility are larger than 0.9, most of P-values are bigger
than 0.6, which show that normality is obvious. Furthermore we can see that
the P-values of the time interval from 3 to 6 minutes are bigger than the other
sections, so we think that the time section of 3 to 6 minutes is the best time inter-
val of realized volatility about Chinese stock market, and 4 minutes is a proper
choice.
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Fig. 3. The Histogram at the time intervals of 5,15,25 min
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Fig. 4. The Quantile-Quantile Plots at the time intervals of 5,15,25 min

After standardized, the skewness value of the return series is nearly to zero,
and the kurtosis value is nearly to 3. For example, the standardized result of
5,15,25 minutes are in figures 3, and 4.
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4.4 GARCH Model Analysis

To understand the differences between the realized volatility and GARCH model,
we also make an empirical analysis by utilizing the GARCH model.

A large number of literature show that GARCH(1, 1) model can describe the
time variation of volatility well. So we choice GARCH(1, 1) model to describe
the heteroscedesticity of return series. We choose the AR(3) − GARCH(1, 1)
model.

Rn = 0.1138Rn−3 + εt (22)

ht = 0.0000434 + 0.0601ε2t−1 + 0.8620ht−1 (23)

After obtaining the conditional variance series, we can gain day return series
standardized by time-varying conditional standard deviation from
GARCH(1, 1). The distribution plot is in figure 5.

From the figures 5, we can see that GARCH(1, 1) model may describe the
volatility of SSII, but it isn’t accurate. The fitting Residual Error series are
leptokurticfat-tailedright deviation. The P-value of JB statistic is nearly to zero,
so it refuses the Hypothesis of Gaussian distribution.

5 Conclusion and Directions for Future Research

In this paper we use the nonparametric model, realized volatility and the Para-
metric model, GARCH(1, 1) respectively to describe the volatility of logarithm
yield by utilizing the high frequency data of SSII in Chinese stock market. The
result shows that realized volatility can not only gain the most of the high fre-
quency information, but also return series standardized by realized volatility
is basically accord with Gaussian distribution after taking logarithm and stan-
dardizing, which supports the Efficient Market Hypothesis in Chinese stock mar-
ket. The standardized return series of GARCH(1, 1) are leptokurtic, fat-tailed,
right deviation, which aren’t accord with Gaussian distribution. It indicates that
GARCH model can not correctly describe the dynamic of return series in Chi-
nese stock market. The empirical results show that the volatility measurement
of realized volatility is more accurate than GARCH model’s.
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Furthermore, we also study the best time interval of sampling about realized
volatility. The result show that 4 minutes is a best time interval, which can make
the daily realized volatility more nearly to Gaussian distribution.

Based on our research result, we plan to go on our research about Chinese
stock market volatility at the following aspects: The first is to investigate the dy-
namic distribution of stock index return, and to determine the effects of different
sampling frequency realized volatility. The second is to analyze the economics
meanings of realized volatility to Chinese stock market, and to investigate the
dynamic mechanism of practical volatility. The third is to make a contrast of ac-
curacy and reliability of forecasting by different methods, so as to provide better
methods for empirical research in future.
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Abstract. The thesis analyzes the development problem of private cars’ amount in 
Beijing from the perspective of system dynamics. With the flow chart illustrating the 
relationships of relevant elements, the SD model is established by VENSIM to 
simulate the growth trend of private autos’ amount in the future on the background 
of “Public Transportation First” policy based on the original data in Beijing. Then 
the article discusses the forecasting impacts of “Single-and-double license plate 
number limit” on the number of city vehicles and private cars under the assumption 
that this policy implemented for long after the 2008 Olympic Games. Finally, some 
recommendations are put forward for proper control over this problem. 

Keywords: Private cars’ amount in Beijing, System dynamics, Social economic 
modeling, Policy simulation and control. 

1   Introduction 

The 2008 Beijing International Automotive Exhibition, which was the largest one of 
such kind hitherto in China, had dropped its curtain. Cars purchase had become a fash-
ion since recent years, and the sales volume made the final success of Beijing auto expo. 
Over the past decade, cars’ sales quantity increased by almost 10 times in China. Bei-
jing, as China’s political and cultural center, its people's living standards kept ahead 
compared with others and the amount of individual cars in city was rapidly expanding. 
On the one hand, along with the entrance into WTO, the automobile industry opened 
more widely, the prices of cars went in line with equal level of the international market 
gradually, and the price wars were not uncommon launched in full swing. On the other 
hand, the potential production capacity in autos manufacture made excess quota and 
formed a seller's market. In Beijing, with the higher salary and cars’ price shrinkage, it’s 
no longer a dream for average residents to possess a small or medium-sized car. How-
ever, if everyone owns a personal auto, whether this nice dream would end in a night-
mare? The large population in Beijing had resulted in city crowd and housing tension, 
for the traffic works as the city venation, too many private cars will aggravate the traffic 
congestion and deteriorate the environment even worse undoubtedly. The theme of Auto 
China 2008 was impressing as saying “Dream, Harmony, New Vision”. Then how to 
unify this motif with the development of city harmoniously? The research on trend 
forecast of private cars and finding reasonable ways for good control is significant. 

System Dynamics (SD) was created by Forrester, one famous professor of MIT, in the 
1960s. This approach emphasizes system internal structure and feedback mechanisms, 
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being good at solving complex system problems featured as long-period, high-order, 
non-linear and multi-variables (see [1]). This method has been used in various fields 
universally since it was founded and the problem of urban development belongs to the 
social complex systems area which suits for SD to make further study. The recent re-
searches were more about city’s resources and ecological environment, involving urban 
water resources, land resources and reserves, waste management etc. On the city traffic 
aspects, Liu Qing in [2] structured a dynamic model to analyze the effect and structure of 
urban road transport system, Zhang Lin-feng in [3] established SD models about city 
centers forming and evolvement to make a conclusion that the traffic situation can pro-
mote or inhibit city centers development. In [4], Le Ming-bo proposed the implementa-
tion of traffic jam fee illustrated by the cause relation chart in urban traffic. Most of these 
studies focused on macroeconomic structural analysis and model establishment, rarely 
made simulation runs or forecast with historical data, not to mention expound and adjust 
on the background of policy. Whereas by using the scientific SD simulation method, this 
paper analyzed main causes that impact private vehicles’ amount in Beijing and its feed-
back loops, established system dynamic model. Then with the statistical data combined 
qualitative and quantitative analysis, it made simulation run under the policy that encour-
age the public transportation career to predict the future trend of private cars in city. 
Lastly the article renewed the model aiming at the hot issue that whether the “odd-even 
license traffic restriction” strategy should be applied permanently after the Beijing 
Olympic Games, compared the simulate results and gave some policy recommendations. 

2   System Analysis and Modeling 

2.1   System Boundary 

The system’s behavior is generated by the interactions of system inner elements. SD 
assumed that the external environment changes which are not controlled by internal 
factors wouldn’t affect the system’s behavior essentially. So the conception factors 
and variables in the internal border of the system which have intrinsic relationships 
with the dynamic research issue should be brought into the model, while those exter-
nal variables should be excluded (see [5]). The system of urban dwellers’ private cars 
is complex and socio-economic. It not only includes sections such as circulation, 
exchange and consumption of motor vehicles, but also contains urban population, 
economic, environment, control policy, public transportation and other sub-parts. Ac-
cording to the modeling purpose of this paper, the system is defined in a scope involv-
ing private cars’ amount, price, use expending, per capita disposable income, the 
number of resident population, the total number of Beijing household, passengers trans-
portation amount by public traffic, the total amount of motor vehicles, the number of 
buses and taxis, the number of parking spaces, roads areas and other level variables. 

2.2   Cause Relationship and Dynamic Model 

Causalities determine the system behaviors and functions. Analyzing the factors that 
affect private cars demand, it can be summed up as follows: urban road construction, 
traffic management level, parking lot building, public transport, cars’ price, use expend-
ing, purchase tax, people's income, and control policy. 
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Some condition changes such as speeding up the road construction in city, increasing 
the residents’ income, declining private cars’ price and renovating peoples’ consump-
tion conception would help to encourage the purchase of private cars. While others, 
such as increasing the use expending (included fuel cost, road toll, parking fee, insur-
ance fee etc.), strengthening the policy control power, developing the public transporta-
tion will curb private cars’ consumption in Beijing. In addition, the increasing amount 
of private cars raises the per capita ownership, which could stir the comparison psy-
chology of consumption and take a role in promoting the purchase of private cars. Then 
the volume expansion of the city total motor vehicles decreases per vehicle road area 
leading in more road traffic pressure and potential environment threats, which should 
force the government to focus its control intensity. Besides, the supply and demand ratio 
of parking lot is deflating along with the vehicles growth. The increasing fee of parking 
would result in use expending rising and effect consumption psychology. Such factors 
may choke back consumption of the private cars as well. 

Based on the analysis above and taken the causalities of elements into account, a 
SD flow chart of private cars’ amount in Beijing is designed in which correlative level 
variables, rate variables and information flows are combined organically to point out 
the action mechanism of this system. (Figure 1) 

The SD model is built as follow: 
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Fig. 1. The SD model for the amount of private cars in Beijing (VENSIM platform) 
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According to the research finding of Qian Ping-fan, it is theⅡvalue (the ratio that 
price of cars is divided by annual income of household) that decides the actual pro-
gress of private cars' household in China when choose the best parameter among some 
reference standards (per capita GDP, R value, Ⅱvalue) to judge whether and when 
private cars enter into families in a region. In his thesis (see [6]), 2001 was the start-
ing year indicating the entry of private cars into resident families in Beijing. Therefore 
in this paper, it adopts the standard of Ⅱvalue to weigh the consumption effect made 
by residents’ income level and adjusts the cars’ price to actual price. The statistical 
data of 2001 are filled as initial values in the follow-up simulation as well. 

2.3   Model Equations and Parameters 

The System Dynamics model contains level equations, rate equations, auxiliary equa-
tions, parameters equations and initial value equations. Make out these model equa-
tions, initial parameters and lookup functions and check them as a whole. The 
parameter values are calculated by statistic samples from 2001 to 2006, and the data 
of 2007 remained as a test sample. 

Referring to “Beijing Statistics Yearbook, 2001”, the statistical data collected from 
Beijing traffic management office and other relevant information gathered, the initial 
values are set as below. 

Table 1. The model initial value 

Variable name Initial value unit 

Private car amount 624000 liang 
Taxis amount 65155 liang 

Buses and trolley amount 14803 liang 

Other motor vehicles amount 995042 liang 

The purchase price 200000 yuan 
Resident population 1.3851e+003 Ten thousand person 

Household population 1.1223e+003 Ten thousand person 

The family number of household  
population 

4.053e+002 Ten thousand family 

Parking spaces 30 Ten thousand wei 

The motor road area 
in city 

5.2087e+003 
Ten thousand 

square meter 
passenger transportation amount per day 

by metro 
1.28411e+002 

Ten thousand person 
per day 

passenger transportation amount per day 
by buses and trolley 

1.1037e+003 
Ten thousand person 

per day 
Fuel cost 4000 yuan 

per capita disposable income 11577.8 yuan 
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Parameters setting: 

1. Computer the logarithm of resident population in Beijing from 2001 to 2006. The 
trend chart is shown as follow by SPSS (Figure 2). 

 

Fig. 2. The growth trend of resident population in Beijing 

It’s unnecessary here to forecast the resident population growth precisely. As seen 
from the scatter diagram, the increase of resident population properly fits the linear 
growth rule by and large. To simplify the model, the resident population growth rate 
is reckoned as a constant. Fitting the line to get the equation: 

Y=0.026N-45.295 (1) 

R2=0.998                       Y—the logarithm of resident population   N—year 

So the average resident population growth rate is 2.6%. Similarly, based on the his-
torical data collected, figure and fit each level variable into logarithm growth equation 
and make out the average growth rate. Finally some basic growth parameters of the 
model are gained: the growth rate of per capita disposable income is 11.7%, the 
growth rate of household population is 1.31%, the growth rate of the number of urban 
households is 2.62%, the growth rate of road area is 3.1%, the growth rate of parking 
spaces is 23% and the growth rate of taxis’ amount is 3.78%. Besides, because the 
linear fitting equation figures the growth rate of buses’ amount without a high accu-
racy, the same as the growth rate of other vehicles’ amount counted, these two pa-
rameters are given in the form of lookup functions. 

According to “Beijing traffic planning--11.5”, it’s said that till 2010, the public 
passenger transportation system of city center would assume 40% of total passenger 
transportation volume, among these, 13~15 million passenger transportation taken by 
buses and trolley other than 5~6 Million taken by metro. Thus taking the average 
growth rate computed by historical data into account, the growth rate of passenger 
transportation amount per day by buses and trolley is set as 0.8%. And in view of the 
hold of 2008 Olympic Games, along with Metro Transportation Development Policy 
in Beijing, the construction speed of metro career would be even faster than before, so 
set the growth rate of passenger transportation amount per day by metro as 6% till 
2010 and 15% after then. 
2. The initial car purchase price is set as 200,000 Yuan. Since the automotive market 

is opening more widely, suppose that the price decrease gradually and remain 
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around 100,000 Yuan till 2015. In addition, the insurance rate of Private car is 4% 
and the reject rate is 6.67% according to National Automotive Rejection Policy. 
The parameter of road toll and other costs is set as 6,000 Yuan approximately. 

3. The growth rate of private cars’ demand is determined by factors combined such as 
control power, road traffic, public traffic, economic factor, use expending factor 
and compare psychology. These factors act in the form of lookup functions with a 
range of 0~1. The formula of lookup function is presented as below. 

 
 
4. Take some equations in the SD model for example: 

L private car amount = INTEG (demand yearly - Reject amount yearly, 624000) (2) 

L   resident population = INTEG (the resident population growth rate *  

            resident population, 1.3851e+007) 
(3) 

A   the road traffic = the traffic congestion 1^0.6* management level* the  

                                       traffic congestion 2^0.4 
(4) 

C   reject rate = 0.067 (5) 

The equation of private cars’ growth rate is designed by referred the similar formula 
in “Impact on Sedan Demands after China Joins the WTO” written by Wang Qi-fan 
and Jia Jian-guo (see [7]). Then trained by several model adjustment and simulation, 
it is defined as follow. 

R   the growth rate= (1- the road traffic) ^0.05*(1- intensity control)*  
economic factor^0.05* compare psychology^0.095* use expending  

factor^0.5*(1 - public traffic)*a     （ratio a=1.5） 
(6) 

The model equations are not listed one by one since the number as a whole is very 
large. Finally, a complex system dynamics model which includes 64 equations, 14 
orders has been established. This model, taking the main factors that influence the 
development of private cars’ amount in Beijing into account, could make a dy-
namic and long-term demonstration for the object variable. 

2.4   Test of the Complex System Model and Simulation 

Simulate the model by different running steps as 0.25/0.5/1 and make a comparison 
for the forecasting trends of private cars’ amount in Beijing. It is shown that the sys-
tem behavior is stable (Fig.3). With non-sensibility to the changes of parameters, the 
model properly reflects the complexity of the socio-economic system. It has a good 
robustness character and gains no pathological results. 

The SD model simulates the medium and long term development trend of private 
cars’ amount in Beijing based on the statistical data from 2001 to 2006. Selecting 
some simulating results in 2007 of variables and making comparisons with actual 
values (Table 2), the contrasted results show that the errors of them are very small and  
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private car amount : one year 1 1 1 1 1 1 1 1 1 1

private car amount : half a year 2 2 2 2 2 2 2 2 2

private car amount : a quarter of a year 3 3 3 3 3 3 3 3  

Fig. 3. Model stability analysis 

Table 2. Compare the forecasting and actual with values in 2007 

Item 
Simulate 

value 
real value error 

Private car amount (Ten thousand) 212.97 212.1 0.410% 
The total amount  of vehicles in city 

 (ten thousand) 
313.671 312.8 0.278% 

Resident population(ten thousand) 1626.14 1633 -0.420% 
Household population(ten thousand) 1213.45 1213.3 0.012% 

The family number of household population 
(ten thousand) 

473.335 473 0.071% 

The motor road area in city 
 (Ten thousand square meter) 

6255.78 6272 -0.259% 

per capita disposable income(yuan) 22487.7 21989 2.268% 
Buses and trolley amount 19394.9 19395 -0.001% 

Taxis amount 666.46 66646 0.000% 
passenger transportation amount per day by 

buses and trolley(Ten thousand person per day) 
1157.75 1157.93 -0.016% 

the system behavior described by model is consistent with the actual action. The 
model is constructed effectively. 

3   Model Analysis and Policy Adjustment  

3.1   Trends Forecast 

As shown in the simulating chart (figure 4), the development of private cars’ amount 
in Beijing has an “S-type” growing trend and till 2020, the number will reach about 5 
million. This quantity consists with the conclusion cited by “Master Plan of Beijing 
City (2004-2020)”. According to the curve, now the development of Beijing private 
cars’ amount still stays in its fast growth phase and the demand of private cars is ex-
panding largely. The demand potential will peak at 2010, and after then will be de-
creasing slowly. The amount of private cars will stay stable gradually after 2016. 
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Fig. 5. The growth rate and growth factors of private cars in Beijing 

Seen from the charts of growth rate and factors (figure 5) to make some analysis, it can 
be concluded that the growth rate had experienced modest growth in the years 2001-2002 
and then reduced gradually, the forepart of that is also in line with the actual statistical 
data from 2001 to 2007. As forecasting result shows, the growth rate of private cars in the 
future will keep stable after 2016. By analyzing the growth factors, at the beginning, 
some elements, such as the rising of economic level, compare psychology strengthened 
and the reducing of use expenditure resulted by the decline of cars’ price (use expending 
factor augments and works), promote the consumption of private cars in Beijing. How-
ever, with the amount of private cars increasing, the growth rate of urban roads can not 
keep the pace of motor vehicles’ growth, which makes the situation of traffic congestion 
even worse. Meanwhile, for the increasing of the total motor vehicles’ amount, taking the 
awareness of environment protection and traffic congestion alleviation into account, the 
government is forcing the control power. Besides, one factor can’t be ignored is that the 
“Public Transportation First” policy gradually presents its advantages. Subsequently and 
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remarkably, all these factors take the leading role to reduce the consumption demand. 
The growth of private cars’ amount in the future becomes stable under impacts by the 
whole factors’ collective work. 

3.2   Policy Adjustment 

After the 2008 Olympic Games, whether the policy “Single-and-double license plate 
number limit” should be long insisted is a hot issue. As to this problem, the paper 
carries out a comparative study in the following part. According to “The 2008 Tem-
porary Traffic Management Measures on Motor Vehicles during Olympic Games and 
Paralympics Games in Beijing”, it said some vehicles that the large passenger cars, 
buses, trolleys, taxis and small buses, travel coaches are unrestricted by “odd-even-
limitation”. Then the original model is modified (Figure 7) with simulating step=0.5 
for the “odd-even” policy in Beijing implemented on July 20, 2008. 

The equation of “odd-even” limit ratio is set as follow: 

A   The ratio of "odd-even” limit= IF THEN ELSE (Time<=2007, 1, 0.5) (7) 

Assumed that the policy will impact the growth rate by consumption psychology, 
and the effect is weakening over the time in linear form. Carry out the policy simula-
tion as follow: 

private car
amount

demand yearly

increased amount
yearly

buses and tr
olley amount

intensity control

the road trafficenvironment
protection factor

the traffic
congestion 1

management level

per vehicle road
area

the number of motor
vehicles permitted to

travel

the growth rate of
other vehiche

the growth rate

other motor
vehicles amount

taxis amount

<Time>

the growth rate
of taxi the growth rate of

buses

<Time>

the number of limited
vehicles allowed to travel

the ratio of
"odd-even " limit

the total amount of
motor vehicles in city

consumption
psychology

 

the ratio of "odd-even " limit

1

0.85

0.7

0.55

0.4

2001 2003 2005 2007 2009 2011 2013 2015 2017 2019
Time (Year)

"the ratio of \"odd-even \" limit" : BJ-odd even

consumption psychology

0.6

0.45

0.3

0.15

0

2001 2003 2005 2007 2009 2011 2013 2015 2017 2019
Time (Year)

consumption psychology : BJ-odd even  

Fig. 6. Renewed part 
Fig. 7. The ratio of “odd-even” 
limit and consumption psychology 

Comparing the simulating results, it shows that the growth trends of total amount of 
motor vehicles and private cars both shrink in recent years under carrying out the “odd-
even” policy for a long time because the policy has an impact on consumer psychology, 
which suppresses the purchase of the private cars. But in the long term, the impact of 



 The System Dynamics Research on the Private Cars’ Amount in Beijing 637 

this policy acts feebly and the stable amount goes close to the original line, because the 
travel restriction results in less motors traveling on the road, contributing to traffic flu-
ency, environmental pressure alleviation and government control relaxation, all of those 
would be in favor of the private cars purchase. That is, on this premise the impact of the 
policy on psychology lessens along with the time, the “odd-even Limit” policy, to some 
extent, can put out the enthusiasm of consumers to buy cars in early time, but in a long 
run, under the factors combined, the policy couldn’t inhibit the growth of private cars 
far away. The growth rate increases faster than original level over time, making the 
amount even larger than that of non-implementation state. 

Thus it needs to find a better solution from other way. Make an assumption that the 
project of Beijing Municipal Rail Transit quicken its construction speed after 2008, 
and adjust the parameters appropriately to improve the growth rate of passenger 
transportation amount per day by public traffic after 2008. The new simulating result 
is shown as follow. 

Compared the results with the original forecast, speeding up the development ca-
reer of public transportation shortens the increasing period of private cars, makes the  
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stable phase achieved much faster and significantly reduces the total amount of origi-
nal estimated. Most importantly, this advantage of control will be more obvious over 
time without opposite effects and rebound. So it is an effective measure to restrain the 
number of private cars in Beijing. 

In addition, building urban public transport system and providing high-quality pub-
lic traffic services could provide a more comfortable and secure environment. That 
would attract more residents to utilize public transport, reduce the demand of private 
cars and ease traffic tension. At the same time, this measure harmoniously accords 
with the requirements of environmental protection, on which should be paid positive 
attitudes and more attention. 

4   Conclusions 

According to the simulating analysis, the growth of private cars amount fits an S-
shaped pattern. Recently, it is still in a rapid increase period that the peak value has 
been untouched yet. As the highest point of the demand is coming, the amount of 
private cars will be expanding. It’s necessary for the government to make efforts on 
amount control. On the study that long-term implementation of “odd–even motor 
license limit” policy in Beijing, this strategy is good for short term to restrict private 
cars’ amount effectively, reduce the total amount of motor vehicles and the traffic 
pressure. But for long time, this policy trends to play little role and makes reverse 
effect that the growth rate rises higher than un-implement state. So it’s better to be 
considered and listed in five-years program rather than long-term plan. By contrast, 
speeding up the development pace of public transportation can choke back the num-
ber of private car satisfactorily and won’t be counterproductive along with time. 
Shortening the rising phase of private cars’ development and shrinking the stable 
quantity, the development project of public transport is a long-term and optimum 
strategy to control the private cars’ amount as well as improve the urban traffic level. 

Referring to the “Master Plan of Beijing City (2004-2020)”, it is expected that in 
2020, urban centers passenger travel by public transport would assume 50% account-
ing for the total proportion, contrasted 27% in 2000. However, The public transport 
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development level, even if as the ratio planned, is far lower than that of many devel-
oped foreign cities, in which the index accounts 75% approximately. Thus, the pro-
gram of public transport system construction, which is an effective means to control 
the private cars’ quantity, now still, has great potential and large room for develop-
ment in view of current level. It should be fully supported and encouraged to acceler-
ate its construction speed zealously. 
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Abstract. We apply network analysis to study bipartite consumer-
service graph that represents service transaction to understand consumer
demand. Based on real-world computer log files of a library, we found
that consumer graph projected from bipartite graph deviates signifi-
cantly from theoretical predictions based on random bipartite graph. We
observed smaller-than-expected average degree, larger-than-expected av-
erage path length and stronger-than-expected tendency to cluster. These
findings motivated to explore the community structure of the network.
As a result, the weighted consumer network showed significant commu-
nity structure than the unweighted network. Communities picked out by
the algorithm revealed that individuals in the same community were due
to their common specialties or the overlapping structure of knowledge
between their specialties.

Keywords: bipartite graph, consumer demand, topological features,
community structure, weighted network.

1 Introduction

Complex systems have been a new paradigm for study of management, physi-
cal and technological domains [1]. A great deal of scholars making advances in
different areas offers an opportunity to promote the knowledge exchange needed
to reap the benefits of this basic research for problems in management, orga-
nization, and business. Management Science (2007,53(7)) published ten papers
that use complexity theory to study the emergence, coordination, efficiency, and
innovation in small groups, firms, and markets with an eye to the needs of prac-
ticing managers. One analysis tool of complex systems is network analysis which
enables one to quantity the components and interactions of any different sys-
tems that have actors and relationships. Although network analysis has a long
research history in graph theory and developed key concepts in social science,
recent advances have shown cross talk among the different disciplines. The cen-
tral idea of recent studies is to have agents interact with each other according
to prescribed rules that may change over time as the agents adapt to their envi-
ronment and learn from their experiences [2, 3]. Therefore we may understand

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 640–650, 2009.
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the possible origins of the system and know the key variables leading cause and
effect relationships by network analysis methodology.

The underlying hypothesis of marketing literature on consumer purchase be-
havior is that consumers naturally form cohesive subgroups with consistently
correlated preferences and that consumer preferences are adequately expressed
in the sales-transaction data. Data on sales-transaction can be obtained rela-
tively easily and they are very popular in data mining. How to transform the
sales transaction into a graph is the key to use network analysis tools study-
ing consumer behavior, and the bipartite graph can do this well, which has two
types of vertices and edges running only between vertices of unlike types. Many
social networks are bipartite, forming what the sociologists call affiliation net-
works, i.e., networks of individuals joined by common membership of groups [4].
Recent studies have adopted the bipartite graph modeling to study sales trans-
action data; those findings motivated the development of a new recommendation
algorithm based on graph partitioning [5].

This paper applies bipartite graph modeling to study reader borrowing behav-
ior in the library of a university. We are interested in whether the real networks
deviate from the theoretical predictions based on the generating function method
which is introduced by Newman [6]. If these networks exhibit significantly dif-
ferent topological characteristics than expected values, we attempt to identify
the underlying mechanism that governs consumer-service behavior. Here we con-
sider the lending book as a kind of service supplied by the library institution.
We hope that our research can bring about useful insights to service institutions
which try to enhance their service efficiency and service quality by analyzing the
interaction between consumer and service.

2 Related Research Work

2.1 Bipartite Graphs

In organizations and events, people gather because they have similar tasks, in-
terests or share a preference for a particular thing. For instance, directors and
commissioners on the boards of a corporation are collectively responsible for its
financial success and meet regularly to discuss business matters. In such net-
works there are usually two sets of vertices, which are called actors and events,
and edges connect vertices from different sets only. This type of network is called
a two-mode network or a bipartite graph, which is structurally different from the
one-mode network or unipartite graph, in which each vertex can be related to
each other vertex. Examples of such networks include the board of directors of
companies, co-ownership networks of companies, collaboration of scientists and
movie actor collaboration networks. The last two are sometimes called collabo-
ration networks. In the case of movie actors, the two types of vertices are movies
and actors, and the net work can be represented as a graph with edges running
between each movie and the actors that appear in it [6].

In many cases, graphs that are bipartite are actually studied by projecting
them down onto one set of vertices or the other-so called “one mode” projections.
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In such a projection two actors are considered connected if they have appeared in
an event together. That is to say we study relations among one kind of vertices:
relation between actors or between events, but not between actors and events.
The construction of the one-mode network however involves discarding some of
the information contained in the original bipartite network, and for this reason it
is more desirable to model networks using the full bipartite structure[6]. But in
description of a bipartite network there are more complications: some structural
indices must be computed in a different way for bipartite networks, for example,
the concept of degree, distance and centrality of vertices. Techniques for analyz-
ing one-mode networks cannot always be applied to two-mode networks without
modification or change of meaning. So what can we do? The solution commonly
used is to change the two-mode network into a one-mode network, which can be
analyzed with standard techniques [7]. We also follow this projection approach
in our study. Some studies have done in extracting the hidden information of
bipartite network projection, such as the weighting method proposed by Zhou et
al.[8], which provides a method for compressing bipartite network and highlights
a possible way for personal recommendation. Zhang et al.[9] proposed a model
named a stretched exponential distribution (SED) to explain the topological
characteristics of many empirical collaboration networks.

Newman et al.[6] derived the theoretical predictions of the topological mea-
sures of the one-mode projection based on a given vertex degree distribution
of the full bipartite graph using generation function method. These topological
measures include average degree, average path length, and clustering coefficient.
The generation function G0(x) of a unipartite undirected graph is defined

G0(x) =
∞∑

k=0

pkx
k (1)

where pk is the probability that a randomly chosen vertex on the graph has
degree k. The theoretical predictions of the statistical properties of the unipartite
graphs projected from a bipartite graph can be derived from the two generating
functions associated with the degree distributions of the two types of vertices.

In our context, we will speak in the language of “readers” and “books” in
the bipartite consumer-service graph. Let be the probability distribution of the
degree of readers (the number of books which readers have borrowed) and be
the distribution of degree of books (the number of readers by which books have
been borrowed). Two generating functions can be constructed thus:

f0(x) =
∑

j

pjx
j , g0(x) =

∑
k

qkx
k (2)

Newman et al.[6] show that the generation function of the unipartite reader
graph projected from the he bipartite consumer-service graph is given by

G0(x) = f0(g1(x)) = f0(
g′0(x)
g′0(1)

) (3)
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The corresponding theoretical predictions of average degree z1, average path
L , and triangle clustering coefficient C are giver by

z1 = G′
0(1), L = 1 +

log(N/G′
0(1))

log((f ′′
0 (1)

f ′
0(1) )(g′′

0 (1)
g′
0(1) ))

C =
M

N

g′′′0 (1)
G′′

0 (1)

(4)

where M is the total number of books and N is the total number of readers. All
of these results work equally well if “readers” and “books” are interchanged.

2.2 Community Structure

Social networks usually contain dense pockets of people who “stick together.”
Social interaction is the basis for solidarity, shared norms, identity, and collective
behavior, so people who interact intensively are likely to be considered a social
group. This phenomenon is called homophily [7]. A numbers of recent studies
have focused on the statistical properties of networked systems. A few properties
seem to be common to many networks: the small-world property, power-law
degree distributions, and network transitivity. Another property which is found
in many networks is the property of community structure, in which network
nodes are joined together in tightly-knit groups between which there are only
looser connections [10].

The traditional method for detecting community structure in networks is hi-
erarchical clustering. The networks are represented a nested set of increasing
large components (connected subsets of vertices) according to how closely con-
nected the vertices are, which are taken to be the communities. But hierarchical
clustering has a tendency to separate single peripheral vertices from the com-
munities to which they should rightly belong [10]. Another deficiency of these
methods can’t tell us when the communities found by the algorithm are good
ones. Algorithms always produce some division of the network into communi-
ties, even in completely random networks that have no meaningful community
structure [11]. Girvan and Newman [10, 11] proposed an algorithm (GN) based
on the iterative removal of edges with high “betweenness” scores that appears to
identify community structure with some sensitivity, they also propose a measure
called modularity for the strength of the community structure, which gives an
objective metric for choosing the number of communities into which a network
should be divided. As pointed out by Newman and Girvan [11], the principal
disadvantage of their algorithm is the high computational demands it makes.

Newman [12] described a new algorithm for extracting community structure
from networks, which has a considerable speed advantage over previous algo-
rithms, running to completion in time that scales as the square of the network
size. This allows us to study much larger systems than has previously been pos-
sible. This algorithm is based on the idea of modularity Q which is defined as
follows. Let eij be the fraction of edges in the network that connect vertices in
group i to those in group j, and let ai =

∑
j

eij . Then
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Q =
∑

i

(eii − a2
i ) = Tre− ‖ e2 ‖ (5)

is the fraction of edges that fall within communities, minus the expected value
of the same quantity if edges fall at random without regard for the community
structure. If a particular division gives no more within-community edges than
would be expected by random chance we will get Q = 0 . Values other than 0
indicate deviations from randomness, and in practice values greater than about
0.3 appear to indicate significant community structure.

Starting with a state in which each vertex is the sole member of one of n
communities, we repeatedly join communities together in pairs, choosing at each
step the join that results in the greatest increase (or smallest decrease) in Q. The
change in upon joining two communities is given by #Q = eij + eji − 2aiaj =
2(eij − aiaj), we can select the best cut by looking for the maximal value of Q.
The entire algorithm runs in worst-case time O((m + n)n) on a network with
m edges and n vertices. It is worth noting that this algorithm can be trivially
generalized to weighted networks in which each edge has a numeric strength
associated with it, by making the initial values of the matrix elements eij equal
to those strengths rather than just zero or one[12].

3 Empirical Study

3.1 Consumer-Service Network

We constructed consumer-service networks using data sets provided by the li-
brary of a university in a seven year period from 2001 to 2006. The raw data
for the networks described here is a computer log file containing lists of infor-
mation, including readers, books they borrow, date, and other information such
as readers’ department, books’ China library classification code, and so forth.
Projection of reader-book network is straightforward. In the projected network,
two readers are connected if they have borrowed at least one common book. We
can also project book network in the similar way, but these results are not in
this paper.

For the simplicity of calculation, the network only includes readers who are
teachers and graduate students although data for undergraduate students are
available in the database. The bipartite reader-book graph has 3205 reader ver-
tices, 44127 book vertices and 135637 edges.

3.2 Topological Characteristics of the Network

The degree of a vertex is the number of links incident with it. The probability
of a vertex with degree k (or the degree distribution) pk is the most important
topological property of the network. In bipartite reader-book graph, the degree
distributions of both users pj and books qk which are calculated from Equation
(2) are shown on logarithmic scales in Figure 1, and pj appears to have power-
law tails, and an exponentially truncated power law is a better fit for qk. The
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Fig. 1. The degree distributions of both readers pj and books qk in bipartite graph

average degree of the network is the average value of all vertices degree. The
average degree of readers is 42.30 and that of books is 3.07.

The projected reader network contains only 31751 vertices and 269,721 edges.
There is only one giant component in the network, i.e., the network is completely
connected. In the reader network, degree of vertex means the number of neigh-
bors with which the reader borrowed the one or more same books. The degree
distribution ρk of the projected reader network is shown in figure 2, and it shows
more fluctuation.

1 If the degrees of some readers’ adjacent (books) vertices are 1, these reader vertices
are lost in the projected reader network [8].
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Fig. 2. The degree distribution ρk in projected reader graph

A fundamental concept in graph theory is the ’geodesic’ or shortest path of
vertices and edges that links two given vertices. With the concept of distance,
we can define closeness centrality. The closeness centrality of a vertex is based
on the total distance between one vertex and all other vertices, where larger
distances yield lower closeness centrality scores. We use breadth-first search [12]
to calculate exhaustively the lengths of the shortest paths from every vertex on
the network and averaged theses distances to find the mean distance between
any pair of readers.

An interesting idea circulating in the social networks community currently
is that of ”transitivity,” which describes symmetry of interaction among trios
of actors [14]. It refers to the extent to which the existence of ties between ac-
tors A and B and between actors B and C implies a tie between A and C. The
transitivity is that fraction of connected triples of vertices which also form ”tri-
angles” of interaction. Here a connected triple means an actor who is connected
to two others. This quantity is usually called the clustering coefficient, and can
be written

C =
3× number of triangles on the graph
number of connected triples of vertices

(6)

We calculated the actual topological measures of the projected reader network,
such as average degrees, average path lengths, and clustering coefficients. We
used equation (4) to calculate the expected average degree, average path length,
and clustering coefficients of the projected network with given two-mode network
degree distribution. These bipartite consumer-service graph degree distributions
were computed directly from the borrowing log file. The deviation of the actual
values from the expected values of the three topological measures would indicate
that the relationship between readers in projected network is not only determined
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by the degree distribution of the two-mode network, in other words, there is some
underlying mechanism to cause the deviation.

In Table 1 we show values of the three actual topological measures of the
reader network and theoretical predictions calculated from Equation (4). The
reader network exhibits a substantially larger average path length and higher
clustering coefficient than those of random networks, while the average degree
measure is smaller than that of its random counterpart. The percentage errors
of predictions from actual vales are given in the last row of Table 1. As the table
shows, these are all quite large: they vary from 36% for average degree to 90% for
cluster coefficient. These findings strongly suggest that the consumers’ demand
is not random, and we conjecture intuitively that the reader network may show
group structure. Communities appear in networks where vertices join together
in tight groups that have few connections between them. Dense connections in
groups can produce high clustering coefficient and not very high average degree,
and looser connections between groups cause larger average path length. One
might well imagine that reader network would divide into groups representing
particular areas of research interest or specialty. However, this assumption must
be empirically confirmed.

Table 1. Summary of the actual and predictive three topological characteristics for
the projection reader network studied here

z1 L C

actual 169.903 2.149 0.292
predictive 266.035 1.388 0.153
percentage error of prediction(%) 36.135 54.827 90.850

3.3 Community Structure Analysis

To analyze the community structure we use fast algorithm proposed by Newman
[12]. The algorithm is based on the concept of modularity, which is described in
section 2.2 of this paper. The algorithm proceeds as follows:

1. Starting with a state in which each vertex is the sole member of n commu-
nities.

2. Calculating the change Q in upon joining of a pair of communities between
which there are edges. If more than one #Q highest values, then one of them is
chosen at random.

3. Incorporating communities resulting in the greatest increase (or smallest
decrease) in Q and step 2 is repeated until one community remains.

4. Selecting the best division by looking for the maximal value of Q.

The result derived by feeding the reader network into the algorithm turns be-
yond expectation. The peak modularity is only Q = 0.155 which is too small to
indicate significant community structure (Q > 0.3). We doubt whether the com-
munity structure assumption is correct or there is important details we missed.
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Then we bring to mind the fact that in the reader network construction two read-
ers are connected by just one link, although they may borrow more than one
same book. The data sets used here present more information than in the simple
networks we have constructed from them. In particular, we can count quantity
of book each pairs of readers have borrowed during the period of the study. We
can use this information to make an estimate of the strength of relations.
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Fig. 3. Plot of the modularity Q versus community number n with unweighted and
weighted algorithms in projected reader graph

We introduce weighted reader network, which allows for this by including a
measure wij as the strength of interaction, which is the number of same books
they have borrowed. The algorithm of detecting community structure is gener-
alized trivially to weighted networks in which each edge has a numeric strength
associated with it, by making the initial values eij of equation (5) equal to
those strengths. The analysis reveals that the network consists of about 26 com-
munities, with a high peak modularity of Qw = 0.325, indicating significant
community structure. In figure 3 we show the modularity Q versus community
number n with unweighted and weighted algorithms. As we can see, Qw = 0.325
is steeper than Q at the beginning of joining two communities and then the
slope of Qw is gentle, i.e. the weighted algorithm joins the tightly connected
communities rapidly.

Eleven of the communities found by weighted algorithm are large, containing
between them 89% of all the vertices, while the others are small-see Table 2.
There appears to be a strong correlation between the community found by the
algorithm and the department division related to the readers. The largest de-
partment component of each community is bold font style.

The weighted algorithm seems to find two types of communities: Teachers
and students grouped together by similarity research background (community



The Topological Characteristics and Community Structure 649

Table 2. Crosstabulation between the community found by the algorithm and the
department divisions related to the readers

Community
Department code

Total
A B C D E F G H

+38 smaller
departments

1 493 13 6 8 4 36 31 591
2 57 7 42 35 2 140 3 5 40 331
3 5 16 196 10 7 2 14 39 289
4 1 234 1 5 1 16 2 11 280
5 41 10 168 1 3 1 14 238
6 26 8 5 8 154 3 4 2 24 234
7 127 10 6 7 6 5 2 2 31 196
8 152 10 2 3 1 5 3 1 16 193
9 18 116 8 1 10 3 15 7 178
10 6 26 60 46 8 4 18 168
11 11 46 8 6 3 26 10 22 132

+15 smaller
66 63 38 42 7 14 12 20 83 345communities

Total 962 599 376 337 193 185 94 93 336 3175

one, four, seven and eight), or by same foundation courses (community two,
ten), and farther analysis shows these courses can be concerning foreign lan-
guage or computer technology. From the view point of department, Readers of
a department are mainly distributed a few communities, especially in the large
size departments (department A, B). The community structure presents the di-
visions running along disciplinary lines as well as the mark of interdisciplinary
research or knowledge.

4 Conclusions

In this paper we have applied network analysis to study consumer demand in
a library setting. We represent service transaction as a bipartite graph, and
study the topological characteristics of the reader graph projected from the
consumer-service graph. The results show that the topological characteristics
of real reader graph deviate significantly from the theoretical predictions based
on a random bipartite graph. The graph exhibits smaller-than-expected average
degree, larger-than-expected average path length and stronger-than-expected
tendency to cluster.

We assume the existence of community structure in the reader network, and
use the algorithm for detecting community structure to confirm the assumption.
We have found that the unweighted reader network doesn’t present commu-
nity structure, while the network show clear community structure with a simple
weighting method. This is consistent with the statement that projection unipar-
tite graph from a bipartite graph causes information loss, and weighting method
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is proper way to retain the original information [8]. The community structure
analysis reveals that this construction captures essential ingredients of disci-
plinary interactions between readers.

Owing to the fact that knowing the interrelation of consumer’s demand is
the important thing when any organization wants to improve service quality
or enhance service efficiency, we hope that the ideas and methods presented
here will prove useful in the analysis of many other types of consumer-service
networks.
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Abstract. We present in this report a stochastic model for the virus
replication of influenza A in a cell culture. We consider not only the
infection process of individual cells but also the number of intracellular
components expressed in virus equivalent. Given that this expression is
non constant in time we suggest a variable threshold, related to a viral
resistance in the cell population, that could explain the time variation
in the viral expression in the cell seen in experiments.

Keywords: Virus Replication, Influenza A, Cellular viral Resistance.

1 Introduction

The inoculation of pathogens has been used for a long time in several cultures
around the world as a method to boost the resistance of the population against
viral infections. For instance, Voltaire describes how the inoculation of pustules
in small children has been used by Circassian womans as protection against
small-pox, a method that was later introduced in England in the XVIII century
[1]. Since its introduction and further development in Europe, this method has
become a fundamental element in modern medicine. A vaccine consists of a weak
form of a given pathogen that later is inoculated to an individual that has not
been infected. As a consequence the individual is infected in a controlled way,
inducing a reaction of the individual’s immune system, which not only attacks
the virus but also learns to recognize such kind of pathogens. This makes this
individual immune against this pathogen.

The use of vaccines requires its efficient production. In order to optimize
such production process it is necessary to understand how the infection in a
cell culture works. However, there is no enough information about virus-host
cell interaction in a cellular level and virus spreading in populations of cells in
bioreactors. In this report we describe the replication dynamics of influenza A
virus in mammalian cell cultures.

The replication of Influenza A virus has been extensively described in several
works [2,3]. In this frame the infection of the cell population, and not the virus
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Fig. 1. Replication cycle of Influenza A Virus.Following virus attachment to the sur-
face’s receptos of the cell, virions are incorporated to the cell. In diferent steps the
genome is transfered to the nucleus, virus protein syntesis and virus genome replica-
tion starts and the virus life-cycle ends with the budding and generating of new virus
particles (Figure from Sidorenko et al. [6]).

propagation inside a given human population (and the interaction of the virus
with the immune system) -see for instance [4,5]-, is the relevant question of
this investigation. The studied virus basically consists of a polar DNA molecule
encapsulated in a protein membrane forming two basic structures; hemaglutinin
and neuramidase. After virus attachment to the cell membrane the genome is
transferred to the nucleus. Thereafter virus protein synthesis and virus genome
replication starts and the virus life cycle ends with the release of newly generated
virus particles (See Fig. 1).

In some works the intracellular process of the infection cycle was considered
[6], whereas in other approaches the initial steps of infection and endocytosis
were implemented [9]. Other investigations have showed, how the ratio in the
production rates of different viral strains is, a relevant problem in order to ana-
lyze drug resistance of different viral variants [8,7]. However, the present model
describes systems where there is only one class of viral species, focusing more
on the specific infection mechanism of the cell rather than on the concurrence
with different viral variants. In a nut shell, the virus spreading in populations
as well as the differentiation of infected cells is not well understood (those are
two important factors for the optimization of vaccine production). In the present
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work we extend the investigation with the development of different variants of
adequate stochastic models for the replication of a virus population in a cell
culture based on a model sugested by Sidorenko et. al. [10].

Given that such model is not able to reproduce a time variation in the cells
infection grade, observed by means of experimental techniques, we propose in
the present approach mechanisms that could explain this variation. In particular
we consider the variability of the resistance of the infected cells, represented by
a non constant probability of infection, as a plausible mechanism explaining the
non monotone infection behavior of the cells. In the next section we introduce
the fundamental assumptions of the model and the implementation strategies.

2 Model and Strategies

The present approach considers a distributed balance model, accounting for the
stochastic nature of the infection process (See Fig. 1). In previous works a simi-
lar approach were adopted, allowing a qualitative and quantitative description of
the replication process [10,11]. In such model the interaction between virus and
host cells is explicitly represented. It is also assumed that the infection process
takes place depending on the concentration of virions. Hence, the fundamental
assumption is that the virus infection and replication in the cell culture takes
place as a consequence of the adsorption of free virions and not simply as the di-
rect contact among cells. This assumption additionally implies that the spatial
distribution of virions and cells is not explicitly considered (from the experi-
mental point of view the spatial distribution is not relevant, because the cell
culture is well mixed in a bioreactor). The basic formulation of the cell infec-
tion and degradation is similar to the mathematical basis of virus population
dynamics introduced by Nowak and May [12], where the population dynamics is
represented as a balance of infected and degraded cells. However, here the virus
expression is heterogeneous among the cell population. Therefore it is neccesary
to introduce an internal coordinate J that corresponds to the intracellular num-
ber of viral components expressed in virus equivalents (VE). For the sake of
the modeling of the system, this internal coordinate gives the different possible
reproduction pathways of the virus inside the cell. Experimentally this number
of VE is equivalent to the fluorescence intensity of the expressed cells.

The dynamics is modeled by means of a kinetic Monte Carlo method [13],
which requires different transition probabilities for each simulation step. An
individual cell can be infected, remain uninfected or suffer for degradation. One
process is the degradation of individual cells. If the cell survives then the internal
coordinate can adopt either the value J + 1, for virus replication, or J − 1, for
virus release. The change of this internal coordinate represents a change of the
class of the cell. Naturally it is assumed that a virus release is only possible if
J > 0. If the internal state reaches a maximal state Jmax then the cell does not
releases new viruses. The total population of free virions is again described using
a population balance equation.
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Fig. 2. Frequency of virus replication in the cell population (upper figure) and mean
number of free virions (lower figure) as a function of the time for two scenarios: when
the cell population develops a kind of resistance agains the virus and when there is
no resistance. In the second scenario the frequency of virus replication decrease after
some initial time regime (the lines are guides for the eyes).

This basic approach qualitatively (and quantitatively) represents the virus
spread in a culture. However, this approach does not account the time variation
of the cells infection grade, which has been experimentally obtained using flow
calorimetry and fluorescence techniques. Essentially it appears to be that con-
stant infection and release rates do not correctly represent the cellular dynam-
ics. In particular, the initial implementation assumes that the cellular culture
is simply infected depending on the concentration and a constant penetration
mechanism of the virus into the cell. However, it is also possible to assume that
the cells, after some time regime, are able to develop some incipient form of
resistance. Naturally, this resistance is a cellular mechanism is not related to the
action of an antibody system. In particular, cell signaling mechanism and media
mediated transport allow the growth of the concentration of interferons in the
cell culture, which have an antiviral function in the cellular host [14].
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In order to test this idea we propose that the expression of virus into the
cell depends on some threshold related to the whole population of infected cells,
assuming that some signaling mechanism advertise the population of non infected
cell, increasing their resistance

R = Θ(ΣiVi − Pr) (1)

where Θ(x) is the step function, R is the resistance probability, Pr the resis-
tance threshold, where Pr = (0, VMax], with VMax the minimal viral population
when there is no cell resistance; Vi are the free virions in the reactor. With this
assumption, at some particular time the expression process is stopped, reduc-
ing the number of free virions. This simultaneously reduces the number of cells
in the population able to express the virus, producing a time variation in the
VE. This time variation qualitatively shows that a similar mechanism should be
taking place into the cell culture (In [10] experimental results are reported).

The present investigation will be extended to a more detailed description of
the role of the host defence system in the dynamics of the virus population; a
detailed comparison with experimental results will be shown in future works.
Aditionally, a spatial distribution is not considered in this report. However,the
present results will help to consider if the the spatial distribution of the virus
particles, in particular if the formation of a kind of biofilm, in the microcarriers
play also a role in the regulatory process of the virus production.
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Abstract. Combining Social Network Analysis and recommender sys-
tems is a challenging research field. In scientific communities, recom-
mender systems have been applied to provide useful tools for papers,
books as well as expert finding. However, academic events (conferences,
workshops, international symposiums etc.) are an important driven forces
to move forwards cooperation among research communities. We realize a
SNA based approach for academic events recommendation problem. Sci-
entific communities analysis and visualization are performed to provide
an insight into the communities of event series. A prototype is imple-
mented based on the data from DBLP and EventSeer.net, and the result
is observed in order to prove the approach.

Keywords: Recommender systems, Social Network Analysis, commu-
nity analysis, community of practice, information visualization.

1 Introduction

Academic events play an important role as the major publication and dissem-
ination outlet in scientific communities. In computer science, the number of
academic events has increased dramatically in recent years, which is evident in
data from DBWorld1collected by [6] and data from DBLP and EventSeer.net
(see Figure 1). It is challenging, especially for young researchers to find suitable
events for submitting papers to and to join in some research communities. There
is also the need to identify the research community of a particular researcher.

Until now, tools and methodologies developed for academic events manage-
ment and documentation still have problems. Event management systems con-
sider event managing process from event announcement, paper submission, pa-
per review to paper acceptance notification. Digital libraries like ACM2, DBLP3

or CiteSeer4 mainly focus on research publications providing tools for papers
1 http://www.cs.wisc.edu/dbworld/
2 http://portal.acm.org/dl.cfm
3 http://www.informatik.uni-trier.de/~ley/db/
4 http://citeseerx.ist.psu.edu/
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Fig. 1. Number of events in DBLP (by distinct proceedings)

searching. Some other systems like EventSeer.net5 make a step forward to aca-
demic event and community analysis. None of the above mentioned systems
provides recommendation tool to help researchers in event finding.

To overcome the aforementioned problem, a model for academic events is re-
quired. Event and community data exists but it is unstructured. Past events
and their communities are documented by proceedings in digital libraries. Up-
coming events are recognized by Call for Papers and detail information can be
obtained from their web sites. There is no structured data for academic events.
Moreover, with the recent advantages in technical communication as well as the
increasing use of digital cooperation mechanism, there is also a requirement to
integrate new digital media such as blogs, wikis, mailing-list, images, etc., into
one model for events documentation. The model must reflect all aspects of events
and their communities as well as be capable to connect and collect data from
heterogeneous data sources such as digital libraries and the Web.

In this paper, we propose a model for events and scientific communities. Based
on this model, we realize a SNA based approach to recommend the events to
researchers. We study how the research communities support individual mem-
bers in events finding by applying collaborative filtering technique for event

5 http://eventseer.net/

http://eventseer.net/
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recommendation. The paper is organized as follow. In the next section, we briefly
survey the related work on Collaborative Filtering, Actor Network Theory and
Social Network Analysis. In Section 3, we present a conceptual model for aca-
demic events and communities. In Section 4, the design of recommendation al-
gorithm is discussed. In Section 5, we describe our experimental result with the
real dataset from DBLP and EventSeer.net. In Section 6, we conclude our paper
with a discussion and an outlook.

2 Related Work

Combining Social Network Analysis and recommender systems have been stud-
ied and applied in different application domains. In digital libraries, many ap-
proaches have been proposed to provide useful tools to researchers, e.g. citation
recommendation [19], book recommendation [20], paper recommendation [21]
etc. Generally, recommendation techniques can be categorized into three classes:
Collaborative Filtering (CF), Content based and Hybrid approaches. CF is based
on users community to generate recommendations, while Content based uses
the features of items. Hybrid approaches combine CF and Content based with
some other techniques such as demography, utility-based, knowledge-based rec-
ommendations to improve the quality of recommendation results. In this paper,
we investigate how CF could be applied to event recommendation problem. We
leave out hybrid approaches for the future work.

Collaborative Filtering (CF)
CF is widely used in commercial applications. CF provides the recommenda-
tions based on previous user’s preferences and the opinions of other users who
have similar preferences [4]. User’s preferences can be expressed explicitly (e.g.
rating for an item) or implicitly by interpreting user’s behavior like purchase his-
tory, browsing data and other types of information access pattern. Collaborative
filtering algorithms can be divided into two categories: memory-based collabora-
tive filtering algorithms operate on the entire user-item database to generate the
recommendations; model-based collaborative filtering algorithms use the user
database to learn a model which is then used for recommending.

In general, a recommender system has three components: background data
which is the information that the system has before the recommendation pro-
cess begins, input data which is the information that user must communicate to
the system in order to generate a recommendation, and an algorithm that com-
bines background and input data to arrive at its suggestions [2]. In collaborative
filtering, background data is the rating history of users on set of items, input
data is rating history of target user. Collaborative filtering works by viewing the
above dataset as a rating matrix. Ratings may be binary or real values indi-
cate user’s preference on the item. Columns in this matrix are items (called item
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vectors) and rows represent users (called user vectors). Each entry in the matrix
is the user’s rating for a particular item.

Actor Network Theory (ANT)
Actor-Network Theory (ANT) was developed by two French scholars, Michel
Callon and Bruno Latour [7]. Digital networks are a meeting point for the social
and technology. In ANT model, we have a network formulated by actors and
relationships [8]. A actor may be a human or an object without any distinction.
Any set of actors involved in a certain activity formulates a network. There are
three special kinds of actors. The member stands for a person or a community.
The medium enables members to do the activities, for example establishing com-
munication links and exchanging the information. Artifacts are objects created
by members using some media.

The conceptual model proposed in this paper is based on ANT. As men-
tioned earlier, digital media need to be integrated into the model for events and
communities documentation. ANT tries to explain social order not through the
notion of "the social" but through the networks of connections between human
agents, technologies and objects [9]. Communities of academic events have been
seen as communities of practice in which members exchange the information and
communicate with each others using the combination of various communication
methods such as face-to-face meeting and technology-enhanced methods, e.g.
discussion forums, websites, mailing-list, blogs, wikis etc. Technology-enhanced
communication techniques have became more and more important, especially
when the international degree of recent conferences increases. Members of the
community can live in different country and continents. Sometimes it is hard to
organize face-to-face meeting and discussion. Therefore advance communication
method is a important mechanism contributing to the successful of a scientific
community. All these aspects need to be modeled as a cross-media base for sci-
entific community.

Social Network Analysis
In digital library, it is possible to create the networks that reflects the collabo-
ration between researchers using the references in research papers. In particu-
lar, there are many research work have studied the creation of these networks
and applied Social Network Analysis for scientific community to understand the
structure and pattern of research collaboration [10,11,12]. In the domain of pub-
lication and venue ranking, many approaches have been proposed to measure
the impact of scientific collection (journals, proceedings) and scholar authors
[15,16,17,18], which focuss on citation and co-authorship networks as the profes-
sional network between researchers. There are also researches which try to apply
Social Network Analysis to evaluate the quality of academic events [6]. We are
adding to these work by investigating the role of research community in helping
researchers to find academic events and to identify research communities.
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3 Model for Academic Events and Scientific Communities

Based on ANT, a model for academic events and communities is proposed as
given in Figure 2. In this model, we consider the network of researchers in the
relation with academic events. For each event (and event series), we have a
network representing research collaboration between members. There are three
kinds of network under consideration, including co-authorship network, citation
network and co-participation network. Scientist entity describes the node of
network, Link entity represents the connection between nodes and Subnetwork
entity models the subnetwork extracted from global network which is composed
of Scientist and Link entities. Link entity has a attribute type to differentiate
three kinds of network: co-authorship, citation and co-participation networks.

Fig. 2. Model for events and communities

Each Event belongs to a Event series, e.g. ACM SIGMOD, VLDB series etc.
We consider all kinds of academic event, including conferences, workshops, inter-
national symposiums, doctoral consortiums as well as winter/summer schools.
In general, workshops can be held as independent events (therefore they have
their own series) or in combination with conferences, symposiums or consor-
tiums. Each Event has a set of Topics which presents event’s research domains
and objectives. In fact, research topics tracking as well as topics classification
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are complicated problems. Research topics can be categorized in hierarchical
structure in which a common topic (e.g. Database, Information Systems) can be
divided into sub-classes. To keep it simple, in our model we use a "flat" list of
topics used to specify research interests of a event. In mediabase, we integrate
all types of digital media, e.g wikis, blogs, web sites, videos, images etc.

This model intends to be the basic on which a recommendation tool is based.
It also serves as the foundation for event and community analysis. Mediabase
could be extent so that different media management and monitoring tools like
BlogWatchers, MailWatcher, WikiWatchers etc. can be applied.

4 Collaborative Filtering and Academic Event
Recommendation

Standard Collaborative Filtering needs to be map to event recommending prob-
lem. In this section, we present a model and algorithm based on research com-
munities of academic events. Formally, the problem can be stated as following:

Given a set of academic events E, set of researchers U and set of participation
history vectors V in which vu = (e1, e2, ...., en) represents the participation his-
tory of researcher u. Recommend top K upcoming events for target researcher ut.

General Algorithm
Standard collaborative filtering processes in three steps: building the model,
computing similarity and generating recommendation. Our algorithm follows
these steps and can be presented as following:

Input : set of events E = (e1, e2, ..., eN), set of researchers U = (u1, u2, ..., uM ).
Output : top K most recommended events to target researcher ut.

1. Building the model: construct the participating matrix R(MxN).
2. Computing the similarity between target researcher ut and others.
3. Generating recommendations: Select L most similar researchers and rank

unknown events by aggregating the rating of L most similar researchers.
Return most K ranked unknown events.

Building the Model
As presented in Section 2, collaborative filtering operates on a rating matrix in
which each entry is user rating on an item. To map this model to our problem,
we use the following approach: we consider academic events as "items" and
researchers are users who will get the recommendations. The rating value of a
researcher for an event is binary (i.e. 1 and 0), meaning that he participated
or he will take part in this event, or not. We use event participation history of
researchers as background data and the input data is the participation history of
a particular researcher. The rating matrix then can be built using the background
data. Formally, given a set of academic events E, set of researchers U then
R(M,N) is the rating matrix in which entry Ru,e = 1 if user u participated in
event e and Ru,e = 0 if user u did not participated in event e. We use Up to
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Fig. 3. Collaborative Filtering model mapping

denote the pth row of R which is called the researcher vector of researcher up

and Eq to denote qth column of R which is called event vector of event eq.
The above approach suffers from the start-up and generality problems. For

newbie researchers who did not attend any events before nor publish any papers
with other researchers, they will not get the recommendations since the system
has no information about them. To overcome this problem, we use profile build-
ing mechanism as in other recommender systems: users have to rate a sufficient
number of items before they can get the recommendations. Under the assump-
tion that normally a newbie researcher starts his researches with the help of his
professors or advisors as well as his colleagues. That means implicitly he has a
research community. He could also join the communities of events in which he is
interested, in order to keep track of what these communities is doing. Overall,
by explicitly declaring his own "implicit" community, a newbie researcher can
"embed" himself into a scientific community and let that community help him
to find events.

Generality problem emerges from the fact that researchers may change their
fields as well as work on different fields. For example, a researcher may work
on database system and distributed system. Therefore, he attends conferences
on database system and distributed system as well. Target researcher attended
many conferences with him on database system and then he may be recom-
mended conferences on distributed system. With many researchers like that, it
is difficult to find a set of recommended events which satisfy target researcher’s
preferences. We solve this problem by a subjective classification via profile build-
ing mechanism. User’s preference on topics is used to filter out events which are
not relevant before performing recommendation process. This preprocessing pro-
cedure ensures that recommendation algorithm will work on a set of events which
satisfies user’s needs in general.
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Computing Similarity
In this step we compute the similarity between researchers to find the set of most
"closed" researchers to the target researcher. According to [5], various approaches
can be applied to compute similarity. The two most popular approaches are
correlation and cosine-based. In our work, we use cosine-based approach. To
present them, let Ex,y be the set of events which researcher x or researcher y,
or both attended, i.e Ex,y = {e ∈ E | Rx,e = 1‖Ry,e = 1}. Ex,y is the union of
events which researcher x and y attended (Ex and Ey relatively). In correlation
approach, similarity function sim(x, y) is computed by the Pearson correlation
coefficient:

sim(x, y) =

∑
e∈Ex,y

(Rx,e − Rx)(Ry,e −Ry)√∑
e∈Ex,y

(Rx,e −Rx)2
∑

e∈Ex,y
(Ry,e −Ry)2

(1)

in which the average rating of researcher x, Rx is:

Rx =
1

| Ex |
∑

e∈Ex

Rx,e (2)

which is equals to 1 in our case.
In the cosine-based approach, the two researchers x and y are treated as two

vectors −→x and −→y inm-dimensional space, where m =| Ex,y |. Similarity between
two vectors can be measured by computing the cosine of the angle between them:

sim(x, y) = cos(−→x ,−→y ) =
−→x · −→y

‖ −→x ‖ × ‖ −→y ‖ =

∑
e∈Ex,y

Rx,eRy,e√∑
e∈Ex,y

R2
x,e

√∑
e∈Ex,y

R2
y,e

(3)
where −→x · −→y denotes the dot-product between the vectors −→x and −→y .

Generating Recommendations
Recommendation generating is a ranking process in which we compute a ranked
values for unknown events. According to [5], ranked value is usually computed
as an aggregate of the ratings of L most similar researchers for the same event:

Rc,e = aggrd∈CRd,e (4)

where C denotes the set of L researchers who are most similar to researcher c
and have participated in (or will attend) event e. Some of the aggregate functions
are:

Rc,e =
1
L

∑
d∈C

Rd,e (5)

Rc,e = k
∑
d∈C

sim(c, d)×Rd,e (6)

Rc,e = Rc + k
∑
d∈C

sim(c, d)× (Rd,e −Rd) (7)
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where Rc is computed as in previous section and multiplier k serves as a nor-
malizing factor and is usually selected as:

k =
1∑

d∈C sim(c, d)
(8)

We use aggregate as an average (defined in the first case). However, in more
complicated cases, the aggregate could be a weighted sum in which the similarity
between c and d is used as a weight, i.e the more similar c and d are, the more
weight Rd,e will carry in the ranked value Rc,e.

5 Prototype Evaluation

Datasets
To evaluate the approach, a prototype is implemented based on the data from
DBLP XML record and EventSeer.net6. First, DBLP XML record is parsed
to get the list of past events and co-authorship network of each event. Event
series are taken by parsing DBLP Website. Events then are bound into series
by the unique URL prefixes of event and event series. Location information of
events is also taken from DBLP Website. Upcoming events are extracted from
EventSeer.net Web site. EventSeer.net contains most of Call for Papers for con-
ferences in Computer Science. From EventSeer.net, we got a list of upcoming
(and past) conferences with the information about time, locations, topics, per-
sons and organizations. Overall, we have a dataset as summarized in Table 1.

Table 1. Dataset summary

Data Quantity
Events 16821
Series 2099
Authors 522938
Topics 4910
Co-authorship of events 1282796 links

Data from DBLP and EventSeer.net is enough for the evaluation, although it
is not complete. Ideally, we should have the list of all participants, authors and
programm committee members (PC members) of each event. DBLP contains
only the authors, while EventSeer.net indexes persons who are mentioned in
Call for Papers, so they are mostly PC members. However, using authors and
PC members as background data for recommendation algorithm is reasonable.
Authors and PC members of each event have a closed relation via papers review
process. Authors also have the knowledge about each others since they have
worked on the same problems.
6 http://bosch.informatik.rwth-aachen.de:5080/AERCS/

http://bosch.informatik.rwth-aachen.de:5080/AERCS/
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Fig. 4. Data preparation process

Fig. 5. Users satisfaction with recommendation result
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Fig. 6. ACM SIGMOD community visualization

Online Experiment
To evaluate the approach, we conducted a online survey on a set of users to
get the opinion about recommendation result and community analysis provided
by the system. Users are selected from colleagues and students working and
studying at the Chair of Database and Information Systems, RWTH Aachen,
Germany. A short tutorial is given to users and a questionaire is put online to let
users answer a set of questions. The tutorial guides users through several tasks
in order to get to know the concepts of the system, e.g. profile building, getting
recommendation, finding events and event series as well as community analysis
and visualization.

The system gains over 20 feedbacks in which most of the questions are filled
in. First, we analyze the feedbacks to see users experiences in academic events as
well as their roles in the events they attended. Most of users participated in 6 to
20 events, others attended 1 to 5 events. Among them, about 11 users took part
in the events as participants, 6 users as presenters and a small number (about 4
users) as PC members. This result shows that our users community are young
researchers.

In the second step, we assess the feedbacks to know users opinion about rec-
ommendation result. Users are asked to build their profiles in which they have
to declare the preferences on topics, locations, persons and events. System then
generates a list of upcoming events recommended to them. Users can compare
the list with events they are interested in as well as discover new events which
they do not know. Users express their opinion by answering a question about
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their satisfaction with recommendations. As shown in Figure 5, most of users
satisfy with recommended events.

Besides recommending events to users, we perform the analysis on event se-
ries communities. This aims to provide to users a look inside the community
of an event as well as event series. With our dataset, we are able to measure
and present some parameters about the communities as proposed by Wenger et
al. (2002) [14] and Kienle [13]. We analyze the development and continuity of
communities by measuring the number of participants over years and number
of participants according to the number of events they attended. Key members
of the communities are also identified according to the number of events they
attended in the series.

One of the most interesting features of the prototype is community visualiza-
tion. We provide co-authorship network visualization of an event and event series
as well as local network of a particular researcher. Community visualization is
implemented based on yFile AJAX - a commercial network visualization tool.
From the visualization, users can see the development of community of an event
series over years as well as the community of event series as a whole.

6 Conclusions and Outlook

Recommender systems for digital libraries and scientific communities is an on-
going research domain. A recommender system could be a great tool for young
researchers to find academic events to which they can submit papers. Our ex-
periments show that applying a community based recommendation algorithm
supports researchers in events finding. By using event participation history as
background data for a Collaborative Filtering based algorithm, we are able to
recommend the most relevant academic events to researchers. The algorithm
works on the dataset which can be easily extracted from references in papers
documented in digital libraries like DBLP, ACM or EventSeer.net.

The dataset of our system should be enhanced with some other data sources.
Currently, data from DBLP and EventSeer.net is imported into our database. To
have better recommendation results and analysis, we need also data from other
digital libraries such as ACM, CiteSeer. The problem here is how to connect
these data sources to provide a unique repository for academic events. We are
working on this problem by investigating and applying different data and Web
mining techniques in order to create a mesh data source network. Based on this,
useful services could be further designed and implemented.

In the future, it would be interest to investigate other recommendation tech-
niques as well as algorithms for event recommendation problem. Content-based
recommendation and the combination of content-based with CF and other rec-
ommendation techniques is a promising direction. It would also be interesting
to see these recommendation approaches in other domains. Currently, we are
performing the social network analysis of 45.000 schools in Europe.

Another idea is to follow the dynamic behaviour of researchers. The movement
of researchers between communities could be captured. The question is that what
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are important factors affecting this movement and the role of spanners in the
communities. By tracking and analysis the dynamic movement of members, we
could be able to recommend the future directions in research as well as carrier
for researchers.
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Abstract. In this paper we present an update on our novel visualization
technologies based on cellular immune interaction from both large-scale
spatial and temporal perspectives. We do so with a primary motive: to
present a visually and behaviourally realistic environment to the commu-
nity of experimental biologists and physicians such that their knowledge
and expertise may be more readily integrated into the model creation
and calibration process. Visualization aids understanding as we rely on
visual perception to make crucial decisions. For example, with our initial
model, we can visualize the dynamics of an idealized lymphatic compart-
ment, with antigen presenting cells (APC) and cytotoxic T lymphocyte
(CTL) cells. The visualization technology presented here offers the re-
searcher the ability to start, pause, zoom-in, zoom-out and navigate in
3-dimensions through an idealised lymphatic compartment.

Keywords: Visualization, Emergent Behavior, Immune Response.

1 Introduction

Emergent behaviour is the process whereby global features or structures emerge
naturally from a local system in which such features are not merely aggregates
of microscopic interactions. However, emergent behaviour can be a difficult
property to unambiguously identify, and therefore emergent behaviour is often
characterised by the process of systemic self-organisation where the higher-level
components of the model take on non-random spatial structures. Thus, self-
organisation becomes apparent through visual representation of system compo-
nents and patterns of change which occur over time.

Visualization is a burgeoning field of scientific computing which seeks to pro-
vide multi-dimensional graphical representation of underlying models or data.
Such representations can typically be subject to manipulation such as rotation,
transformation, animation and so on. Complex data sets are transformed into
visually meaningful 2-D or 3-D realizations in order to improve understanding
of the underlying data, and to aid in its interpretation. (See, eg, [1],[2] and [3])

One of the key pathways to successful and speedy drug design and develop-
ment is creation of accurate and realistic computational models and simulations

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 671–679, 2009.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2009
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of all levels of human biological response. Such models would then enable re-
searchers to both test their hypotheses as well as to form the basis of an advanced
biological knowledge repository. We therefore need to address the question of
how to effectively create a software application that will draw the experimental
biology community in to the process of model design and development. In the
past, this has proved to be extremely difficult, primarily, we feel, because such
models rarely, if ever, provided the researcher with mechanisms to visualise the
model dynamics. Therefore, it follows that this problem can be most effectively
addressed by the development of a feature rich 3D Bio-Visualisation platform.

2 Research Objectives

The two key objectives of this research effort are two-fold:

1. To develop better in-silico disease models of human disease progression, in
particular, the pathways and dynamics of inflammatory diseases (such as
arthritis and asthma). This type of modelling should be based on a mech-
anistic understanding of the disease process as a function of time, and not
merely on individual potential target molecules, in other words, systems
simulation versus target simulation.

2. The development of a 3-D software visualisation platform that will enable
us to integrate the domain expertise of experimental biologists. In addition,
this platform would enhance learning in the laboratory or classroom, in that
students of cellular biology might more quickly comprehend the complex
dynamical nature of typical immune system functions.

At first, these two objectives are not necessarily related. However, in order to
achieve the first of these objectives, we have concluded that the second objective
will be a crucial step.

2.1 Contribution to Knowledge

We are strongly encouraged and motivated in this research by the findings of a
recent EU report (“The Innovative Medicines Initiative (IMI) Strategic Research
Agenda Creating Biomedical R&D Leadership for Europe to Benefit Patients
and Society”) (http://www.efpia.org/4_pos/SRA.pdf) which indicates that
in-silico modeling and simulation of biological processes is a key requirement in
the development of cost-effective and timely new disease therapies. We see this
platform as a key enabler for this strategy, in that integration of the computing
and bio/medical communities continues to be problematic and inconsistent.

3 Model-View-Controller

The architecture of the application is based on the common design pattern known
as the model-view-controller (or MVC) pattern, popularised by [4]. In MVC, the
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model represents the information (the data) of the application and the business
rules used to manipulate the data; the view corresponds to elements of the
user interface such as text, checkbox items, and so forth; and the controller
manages details involving the communication to the model of user actions such
as keystrokes and mouse movements. This approach is presented in Fig 1.

Fig. 1. Model View Controller architecture, (image courtesy of Sun Microsystems)

Thus, in our model, we have the simulation (model) component executing in a
thread, with a shared data structure for the view thread to read and render every
10 seconds. A set of keyboard controls allow the user to navigate through the
model space in 3 dimensions, moving to sites within the lymphatic compartment
that may be of interest, and pausing the simulation to study individual cells, or
clusters of cells, that may be of specific interest.

3.1 Model

The model has two classes of nodes, the immune cells (ctl) the antigen-presenting
cells (apc). Although restricting the model to just apc and ctl cells is a simplifica-
tion of actual biological systems, it is justified by noting that virus-specific CTL
are generally considered to be the principal effectors in mediating recovery in the
acute immune response to respiratory viral infection (see references contained
in [5]). The model has some key parameters, such as initial cell levels, rates of
change in the lifecycle, frequency of infection events and many others. Some vi-
ral pathogens are capable of persistent re-infection, in that, although population
levels of infected antigen presentation cells may decline in response to clearance
pressure by a specific CTL response, over time, the number of infected cells rises
to chronic and sometimes acute levels. Examples of such viruses are HIV, HTLV,
hepatitis C (HCV), hepatitis B virus, CMV EBV and rubella Such persistent re-
infection pathogens have been associated with normal immune function suppres-
sion. This means that the model simulates persistent re-infection by randomly
scattering a repeat ‘dose’ of the pathogen, introduced some 300 time-steps in
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the simulation. This re-infection pattern is a represents a resurgence of infected
cells every 6.25 days, in discrete bursts. This model is discussed in more detail
in [6], [7] and [8].

3.2 View

As mentioned, the visualization of biological processes offers the researcher the
ability to speed-up, slow-down and hypothesize various parameters. Visualiza-
tion aids understanding as we rely on visual perception to make crucial decisions.
For example, with our initial model, we can visualize the dynamics of an ide-
alized lymphatic compartment, with APC and CTL cells. However, the early
models, although well received in the research community, still lack important
characteristics such as 3D rendering, zoom-in, rotation, projection and instant
reply. These initial deficiencies have now been rectified in the results presented
in this paper.

OpenGL Texture Mapping. One of the strengths of this platform is that
the user is always presented with visual cues which they can directly relate to
images of cells that might be encountered in the actual lab setting. With very
slight modifications we can convert typical 2D raster images into 3D spherical-
based objects.

Fig. 2. Left, an actual laboratory photo of a CTL cell and right, an image of an antigen
presenting cell. Images courtesy of the La Jolla Institute for Allergy and Immunology.

For this, we take freely available CTL images (see Fig. 2), convert them to
.tga format, and then load and bind them into our visualisation engine:

//load the naive CTL:

pImage = gltLoadTGA("./images/ctl.tga",

&iWidth, &iHeight, &iComponents, &eFormat);

glBindTexture(GL_TEXTURE_2D, CTL_IMAGE);

glTexImage2D (GL_TEXTURE_2D, 0, GL_RGBA, iWidth,
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iHeight, 0, GL_RGBA, GL_BYTE, pImage);

gluBuild2DMipmaps(GL_TEXTURE_2D, GL_RGBA, iWidth,

iHeight, GL_RGBA, GL_UNSIGNED_BYTE, pImage);

//...

Then we use the following OpenGL calls we map these images to GluSphere
objects:

glPushMatrix();

glColor3f(0.0, 0.0, 1.0);

//...

glBindTexture(GL_TEXTURE_2D, CTL_IMAGE);

gluSphere(qobj, 0.01, 20.0, 20.0);

glPopMatrix();

in this way, each of our biological entities (or agents) within the model, are
visualised in turn, at each update step.

Fig. 3. The initial view of the model lymphatic compartment, with the viewer camera
position placed far away along the z axis
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4 Visualisation Results

Our results are presented here, in the form of four renderings of the lymphatic
compartment outlined in the previous section. Although we model a space of
some x = y = z = 100 in size, we normalise this space to the OpenGL co-
ordinate space, which has each co-ordinate axis run from [−1, 1]. When the
simulation begins, the viewers perspective always starts out placed x = y = 0
with z = 20. This has the effect of placing the viewer far outside the space, but
looking towards the centre of the space, along the z-axis. This position is shown
in the imgage in Fig. 3.

The user can now begin to navigate the space, by using the following key
commands:

1. F2 key: move the camera postion along the z-axis towards the origin.
2. F3 key: move the camera postion along the z-axis away from the origin.

Fig. 4. Centre-right - above and behind is the APC, with the CTL visible to the front
lower right
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Fig. 5. An APC has been recognised, and the CTL cells begin their clonal expansion
phase (the cluster of yellow cells), prior to departing the lymphatic compartment

3. Up arrow: move the camera up the y-plane.
4. Down arrow: move the camera down the y-plane.
5. Left arrow: move left along the x-axis.
6. Right arrow: move right along the x-axis.

In this position, the viewer has moved the camera into the lymphatic space
and paused the simulation to examine two cells. Clearly visible in Fig. 4, the
results of texture mapping the 2D images from Fig. 2, we can see the antigen
presenting cell (with its characteristic centre and extended arms) above and
behind a naive CTL. Also visible are more distant APC and CTL cells.

One of the strengths of OpenGL for this kind of visualisation is that com-
pletely automates and hides the details for scaling and managing object depth
and distance. Using the gluBuild2DMipmaps() function call (as shown above),
we request the OpenGL engine to build a series of scaled images of our object,
which are then called directly by the rendering engine depending on the image
postion in the space.
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Fig. 5 we can see the camera has been moved to the proximity of a clonal
expansion process, triggered by the recognition of an APC by a CTL 1. This
expansion is marked by a steep increase in the number of CTL cells dividing
and arming in the search for more APC bearing the genetic material that trig-
gered the recognition. This population increase is carefully controlled in order
to prevent the lymphatic compartment becoming congested with cells.

4.1 Simulation Platform

DCU School of Computing has recently upgraded its cluster technology with the
purchase of a Linux-based 448-core compute cluster. This advanced platform is
crucial for the implementation of our research. We are also in the process of
equipping a dedicated research space with large-screen digital display facilities for
the projection of 3D graphical applications. In conjunction with ITT Dublin we
are jointly developing and funding Bio-visualisation projects in order to promote
the important work of our group.

5 Summary and Conclusions

We have developed a front end visualization platform, based on the MVC design
pattern, to allow student and lecturers in the classroom and lab to experiment
with a variety of parameters in order to study a range of possible outcomes from
normal to abnormal disease clearance.

In an exciting collaboration between Dublin City University School of Com-
puting, and ITT Dublin, we are developing novel visualization techniques to
study cellular interaction from both the large-scale spatial and temporal per-
spectives. Visualization of processes offers the researcher the ability to speed-up,
slow-down and hypothesize various parameters. Visualization aids understand-
ing as we rely on visual perception to make crucial decisions. For example, with
our initial model, we can visualize the dynamics of an idealized lymphatic com-
partment, with APC and CTL cells.

One of the strengths of this platform is that the user is always presented
with visual cues which they can directly relate to images of cells that might
be encountered in the actual lab setting. With very slight modifications we can
convert typical 2D raster images into 3D spherical-based objects. We are strongly
motivated in this research by the findings of a recent EU which indicates that
in-silico modeling and simulation of biological processes is a key requirement in
the development of cost-effective and timely new disease therapies.
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Abstract. The aim of a transportation system is to enable the move-
ment of goods or persons between any two locations with the highest
possible efficiency. This simple principle inspires highly complex struc-
tures in a number of real-world mobility networks of different kind that
often exhibit a hierarchical organization. In this paper, we rely on a
framework that has been recently introduced for the study of the man-
agement and distribution of resources in different real-world systems.
This framework offers a new method for exploring the tendency of the
top elements to form clubs with exclusive control over the system’s re-
sources. Such tendency is known as the weighted rich-club effect. We
apply the method to three cases of mobility networks at different scales
of resolution: the US air transportation network, the US counties daily
commuting, and the Italian municipalities commuting datasets. In all
cases, a strong weighted rich-club effect is found. We also show that a
very simple model can account for part of the intrinsic features of mobil-
ity networks, while deviations found between the theoretical predictions
and the empirical observations point to the presence of higher levels of
organization.

Keywords: complex networks, human mobility, transportation systems.

1 Introduction

The elements of many systems, ranging from technological to economic and social
ones, are often organized into hierarchies [1,2,3,4,5,6]. Investigating the nature
of the interactions among the highest-ranking elements of a system can offer
useful insights into the system’s organization and functioning. For example, do
the top elements attract and exchange among themselves the vast majority of
the resources available in the system, or do they tend to distribute resources ho-
mogeneously within the system? By adopting the framework of network theory –
where the system is represented in terms of nodes, corresponding to its elements,
and links connecting interacting elements [7,8,9,10,11,12,13] – researchers have
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begun to study interactions among top elements by investigating whether the
system’s structure displays higher interconnectedness among highly connected
nodes (also called rich nodes) than randomly expected [14]. This feature is known
as the rich-club phenomenon [14,15]. By analyzing the topology of a networked
system at its top hierarchical level, the rich-club phenomenon helps highlight
important organizational principles of the system’s structure [14,16,17,18,19].

This approach, however, assumes that the richness of a node is exclusively
given by the number of connections departing from the node. In this respect, it is
limited by the binary nature of links on which it draws, whereas a crucial piece of
information is encoded in the strength of connections that can vary substantially
across the network [6]. In infrastructure and information networks, variations
in the strength of links correspond to differences in the carrying capacity of
connections, measured in terms of the amount of information, energy, people, and
goods that can travel along them [5,6,20,21,22]. In social networks, strong links
are often found among socially embedded individuals [23,24,25,26,27,28,29,30].
A full understanding of how top nodes are organized, therefore, relies on the
study not only of which other nodes they interact with, but also of the strength
of their interactions. A recently introduced measure called the weighted rich-
club coefficient [31] enables us to study whether and the extent to which the
prominent elements of a system attract, control, and share among themselves
the vast majority of the system’s resources. In this paper, we apply this measure
to the case of real-world mobility networks. We introduce systems with different
transportation modes and of different scales of resolution, and in these systems
we investigate whether and the extent to which transportation hubs manage
and distribute traffic flows among themselves. Finally, we compare the empirical
results with the predictions obtained from a simple model for transportation
fluxes. This comparison allows us to probe which are the basic mechanisms
behind the organization of the transportation datasets.

2 Mobility Networks: Air Transportation and Commuting
Patterns

Transportation systems and mobility patterns of individuals can be mathemat-
ically represented as networks composed of nodes, corresponding to locations,
and links describing the movement of individuals from an origin to a destination.
In addition, each link connecting a node i to a node j is also characterized by
a weight wij that measures the travel flux, i.e., the amount of travelers mov-
ing along that connection. Several examples of mobility networks have been
analyzed, and found to exhibit skewed distributions of travel fluxes per connec-
tion, as well as large fluctuations in the traffic passing through various loca-
tions [6,20,32]. These results have been reported for different mobility types and
different geographic scales, from mobility within a city [32], to commuting pat-
terns at regional and country scales [33,34], to the worldwide air transportation
network [6,20].
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Fig. 1. Probability distribution of the traffic s of each node in the three mobility
networks. Left: the US air transportation system; center: the US commuting network;
right: the Italian commuting network.

Here we consider three empirical datasets involving various means of trans-
portation and coming from diverse geographic areas: the US air transportation
network [35], the commuting patterns among US counties [35], and the com-
muting patterns among Italian municipalities [36]. The US air transportation
network is composed of 676 nodes representing the commercial airports located
in the continental United States. The 3, 523 links represent direct flights between
these airports, while the weights of these links indicate the average number of
seats available per day in each connection [6]. The other two networks corre-
spond to commuting patterns of two countries of different size: the US and Italy.
In these networks, each node represents a location (i.e., origin or destination of
the commuting), and a link corresponds to the existence of a flow of individuals
commuting from an origin to a destination. The weight of each link represents
the total flux of daily commuters between any two counties in the US, or any two
municipalities in Italy. In both cases, the data was collected through national
census surveys [35,36]. In the US, there are a total of 3, 141 counties connected by
35, 340 weighted links, whereas in Italy there are 8, 101 municipalities connected
by 125, 246 weighted links.

Nodes in mobility networks can be characterized in terms of their strength
or traffic s, a measure of the number of travelers passing through each node,
defined as the sum of the weights of the links departing from a given node [6]:

si =
∑

j∈ν(i)

wij , (1)

where ν(i) is the set of neighbors of node i. In the three cases under study,
the traffic si of a node i corresponds to the number of airline travelers and
the number of daily commuters passing through i in the airline transportation
network and in the two commuting datasets, respectively. Figure 1 reports the
probability distribution P (s) of the traffic s, showing in all cases the presence of
large fluctuations, and signalling that the nodes are hierarchically organized in
terms of their traffic capacities.
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In what follows, we consider the traffic of a node as a measure of its prominence
in the system, and we measure the weighted rich-club coefficient [31] in order to
investigate the extent to which the hubs at the top of the hierarchy control and
share among themselves the strongest connections of the system.

3 Weighted Rich-Club Coefficient

The weighted rich-club coefficient is a measure that allows us to study the ex-
tent to which the top elements of a given system collude to secure and share
resources among themselves [31]. This measure can be applied to any networked
system in which ranking relationships can be established among the nodes ac-
cording to a given property. This property is usually referred to as the richness
parameter r [31], in analogy with the topological rich-club coefficient [14,15] that
measures the tendency of high degree nodes (also called rich nodes) to form tight
interconnected subgraphs.

The weighted rich-club coefficient builds on, and extends, the topological one
into a new broader framework in which the intensity and capacity of the links
are explicitly taken into account. More specifically, if we consider a richness
parameter r and aim to determine the relative strength of the links connecting
the rich nodes with respect to the system’s total capacity, the following weighted
rich-club coefficient can be defined [31]:

φw(r) =
W>r∑E>r

l=1 w
rank
l

, (2)

where the numerator is the sum of the weights associated to the links connecting
rich nodes. Assuming that the total number of links between the rich nodes
is E>r, the denominator corresponds to the sum of the weights of the E>r

strongest links of the graph. The term wrank
l represents an order relationship

established among the weights of the links in the network: wrank
l ≥ wrank

l+1 , with
l = 1, 2, ... , E, and E being the total number of links in the graph. Thus,
Eq. (2) measures the fraction of weights shared by the rich nodes compared with
the total amount they could share if they were connected through the strongest
links available in the network. φw(r) takes values ranging from 0 to 1. It is equal
to 0 if there is no link connecting the rich nodes, whereas it reaches the value of
1 when the links connecting the rich nodes are the strongest available ones.

In analogy with the topological rich-club coefficient [14], Eq. (2) in itself is not
informative and has to be compared to an appropriate null model [14,37]. In fact,
even random graphs can show a non-zero value in Eq. (2). To properly evaluate
the weighted rich-club phenomenon, we therefore need to assess it against a null
model that is random, but at the same time comparable to the real network. In
particular, our choice of an appropriate null model reflects the need to discount
for associations between weights and topology. To this end, the null model must
meet three main requirements. First, it must have the same number of nodes and
links as the original network. Second, it must have the same weight distribution
P (w) (i.e., the probability that a given link has weight w) – a crucial constraint
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since we are looking for non-trivial intensity of interactions among rich nodes.
Third, the nodes in the rich club must be the same as in the real network, which
also preserves the richness distribution P (r) (i.e., the probability that a given
node has richness r) of the real network. A null model that does not fulfill the
above three requirements cannot be compared to the real network, and thus does
not allow for a proper weighted rich-club assessment (for a full discussion and a
comparison with other proposed methods, see Ref. [31]).

In the context of mobility networks, we want to explore the tendency of highly
trafficked locations to attract the majority of the passenger fluxes circulating
on a system. By defining the richness parameter in terms of the traffic passing
through each node, we need a null model that is able to keep the node traffic fixed
while destroying all associations between links and weights observed in the real
network. In [31], we introduced a procedure to generate null models that keep
the value of node strength unchanged. We called this procedure Directed Weight
Reshuffle because it is based on the randomization of directed networks that
preserves not only the topology and P (w), but also the out-strength distribution
P (sout) (i.e., the probability that the sum of weights of the outgoing links of a
node is sout) of the real network [38]. In the Directed Weight Reshuffle null
model, the weights are locally reshuffled for each node across its outgoing links
(see Ref. [31] for details). This procedure is applicable to directed graphs but can
be easily extended also to the undirected case by duplicating each undirected
link into two directed links, one in each direction.

It is now possible to assess the weighted rich-club effect by measuring the
ratio:

ρw(r) =
φw(r)
φw

null(r)
, (3)

where the denominator is the weighted rich-club coefficient measured on the null
model. When ρw is larger than one, the network displays a positive weighted rich-
club ordering, with rich nodes concentrating a disproportionately large amount
of their efforts towards other rich nodes compared with what happens in the
random null model. Conversely, if it is smaller than one, the links among the
members of the club are weaker than randomly expected.

4 Results

We measured Eq. (3) in the three empirical datasets. As shown in Fig. 2, we
found that all mobility networks under study, while displaying a relatively mild
topological ordering, are characterized by a strong weighted rich-club effect. This
result clearly points to the presence of large backbones of travel fluxes associated
with the connections that link locations with very high traffic. Not only do busy
airports direct routes to one another, but they also secure control over travel
fluxes by channeling on those routes a larger proportion of passengers than
randomly expected [31].

In analogy with what was found in the airport network, also commuting flows
between highly trafficked locations are much stronger in terms of number of
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Fig. 2. Weighted rich-club coefficient for the US airport network (top), the US com-
muting network (center) and the Italian commuting network (bottom), where richness
is measured in terms of node traffic. The insets refer to the topological rich-club coef-
ficient.

commuters than would be expected in a fully random model. However, some
differences between the commuting patterns in the US and in Italy can be found.
If we compare the highest value reached by ρw(s) in the two cases, the weighted
rich-club effect is indeed twice as strong in the US network as it is in the Italian
one. Moreover, the strong fluctuations observed for very large values of s in
the Italian network, which bring the value of the ratio ρw(s) down to 1, are not
observed in the US case, characterized instead by an increasing trend of ρw(s) for
the whole range of traffic values. This behavior seems to uncover a difference in
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Fig. 3. Map of the ten top locations, counties or municipalities, in the ranking of
commuting traffic, top for the US and bottom for Italy. In the plot only the strongest
connections in number of passengers are shown.

the commuting patterns between the largest traffic hubs within the two countries
under study. In the US, the larger the commuting traffic passing through two
locations, the larger the travel flux that connects these two locations. In the
Italian case, this is true only up to a certain traffic value, approximately equal
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to 2·104 commuters. Above this threshold, the weighted rich-club ratio decreases,
thus showing that the largest commuting hubs in the country are more likely
to channel a large proportion of passengers toward less trafficked locations than
toward other hubs.

Geographic distances, population and area sizes associated to counties and
municipalities, and the costs associated with commuting, can partly explain the
variations in the flux of passengers traveling between locations seen in Italy and
in the US. Economic considerations come into play also as a result of the likely
change of means of transportation as distances between locations increase. While
short travels can be faced by means with similar low cost such as train, metro, car
or buses, longer travels require the use of planes. This observation finds support
especially if we look at the value of ρw(s) at the very end of the traffic range in
the Italian commuting network. This result shows that the connections between
the largest Italian centers of commuting (Milan and Rome) share a travel flow
of individuals that does not considerably deviate from the random value.

On the other hand, the commuting fluxes between neighboring counties, such
as those forming LA or New York (see Figure 3) strongly enhance the signal
observed for ρw(s) in Figure 2 at very high values of s. American large cities
indeed occupy on average larger surface areas than their European counterparts,
therefore typically including several counties, among which there might be a
larger commuting flow than among counties which are found at larger distances.
This behavior is not observed in Italy where the largest commuting hubs are not
found within close distance.

Additional sociological and cultural considerations can help explain the re-
sults. Demographic studies have shown that, while people in the US exhibit a
pronounced proclivity toward mobility not constrained by distances, not only
for enhancing their social and economic status, but also for raising residential
satisfaction [39], Italians are typically characterized by a stronger attachment to
the places where they started their career [40]. Thus, for cultural reasons, people
in Italy might not tend to look for jobs far away from where they live, even when
economic opportunities do not abound locally.

In order to gain a better understanding of the mechanisms that are respon-
sible for the observed rich-club effect, in the next section we introduce a simple
traffic model based on some statistical laws found in the empirical data, and
compare the predictions obtained from that model with the results we found in
our datasets.

5 Comparison with a Simple Traffic Model

A very peculiar feature observed in many transportation networks is that there
exists a relationship between the weight wij of a connection from node i to node
j and the product of the degrees of the two nodes, kikj [6,41,42,43,44,45,46]:

〈wij〉 = (ki kj)θ . (4)
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Fig. 4. Relationship between the weight wij of a link connecting node i to node j and
the product of the degrees of the two nodes, kikj , in the US airport network (left), the
US commuting network (center), and the Italian commuting network (right). The red
lines are fits to the empirical data.

This relationship was found in transportation networks of individuals at various
scales [6,44] and also in systems of freight and mail transportation [44]. The ex-
ponent θ is typically found in the range 0.4−0.6. Figure 4 shows this relationship
for the three networks here investigated, supporting previous results observed in
other settings.

This finding leads us to compare the real-world networks under study with a
simple traffic model for the location of the strong connections in a network. The
idea is to maintain the same structure as in the real network, and to generate
new weights for the links based on Eq. (4) [41,47,48]. We then check whether the
weighted rich-club effect observed in the previous section is just a byproduct of
the way weights are created through Eq. (4). It is important to note that, when
generating the new weights, we lose some of the variability in the location of the
strong connections since the value of the weight of each link only depends on
the degree of the two connected nodes. However, this simple traffic model is in
itself sufficient to test if the observed weighted rich-club ordering results simply
from the first order relationship captured by Eq. (4).

Figure 5 reports the rich-club ordering obtained from the model and the one
observed in the empirical datasets. In all three cases, the traffic model based on
Eq. (4) is able to reproduce approximately the whole range of values of traffic per
node s. However, it seems to fail to replicate some of the values for the weighted
rich-club effect observed in the empirical networks. In the US airport network
and in the US commuting network, the increasing trend of ρw(s) is captured
by the model but the observed values in the empirical datasets for the most
trafficked nodes are approximately 1.5 − 2 times larger than the ones theoreti-
cally predicted. In the Italian commuting network, the model correctly produces
the magnitude of the weighted rich-club effect. However, it fails to reproduce
the relative strength and capacity of the links connecting the highly trafficked
nodes. This result, therefore, highlights a deviation of the trend of commuting
flows between the Italian municipalities where the top locations do not share a
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Fig. 5. Comparison of the weighted rich-club effect observed in the mobility networks
(squares) and the one obtained by using the traffic model (diamonds). From top to bot-
tom: the US airport network, the US commuting network, and the Italian commuting
network.

considerably large amount of commuters, as instead predicted by Eq. (4). In
order to explain this deviation and the differences between the two commuting
patterns under study, other features ought to be taken into account. Among these
are the geographic distance between locations, transportation costs, problems of
traffic congestion, geographic concentration and availability of business oppor-
tunities, as well as possible cultural discrepancies between the habits, views, and
values of the populations on the two sides of the Atlantic.
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6 Conclusions

The study of how the prominent elements of a complex system interact with
one another has fundamental implications on our understanding of the organi-
zation and functioning of the system in a variety of empirical applications and
from a number of disciplinary perspectives. In this paper, we investigated trans-
portation networks by relying on a method that has been recently introduced
in [31]: the weighted rich-club effect. The empirical datasets considered here are
the US air transportation network, the US counties commuting network, and
the Italian municipalities commuting network. In the US networks, we found a
strong weighted rich-club ordering, showing that the most trafficked locations
control and share among themselves the vast majority of the overall traffic in the
system. The Italian commuting network displays deviations from this behavior
at the very top hierarchical level. We also considered a simple model for the
generation of travel flows in a transportation network, and tested the extent to
which this model can account for the observed weighted rich-club ordering in
the real networks. Interestingly, the deviations between the traffic model and
the real networks appear to be stronger for the commuting systems than for the
airport network. These results pave the way toward new avenues of investigation
concerned with the role played by additional factors (e.g., geographic distance,
congestion problems, cultural habits) in shaping the weighted rich-club ordering
in mobility networks.
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1. Pareto, V.: Cours d’èconomie politique. Macmillan, Paris (1897)
2. Zipf, G.K.: The Psycho-Biology of Language: An introduction to dynamic philol-

ogy. Houghton Mifflin, Massachusetts (1935)
3. Simon, E.H.: On a class of skewed distribution functions. Biometrika 42, 425–440

(1955)
4. Barabási, A.-L., Albert, R.: Emergence of scaling in random networks. Science 286,

509–512 (1999)
5. Pastor-Satorras, R., Vespignani, A.: Evolution and Structure of the Internet: A

Statistical Physics Approach. Cambridge Univ. Press, Cambridge (2004)
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37. Amaral, L.A.N., Guimerá, R.: Complex networks: Lies, damned lies and statistics.
Nature Phys. 2, 75–76 (2006)
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Abstract. Contrary to previous static knowledge, our dynamic view
in social network is so limited. Recent uncovering those hidden dynamic
patterns has posed a series of challenging problems in network evolution.
To make effective exploration, we present a fundamentally novel frame-
work for uncovering the intricate properties of evolutionary networks.
Different from static snapshots methods, we firstly trace the timelines
of networks, which could explicitly characterize the network to several
evolving segments. Then based on extracted smooth segments from the
timeline, a graph approximation algorithm is devised to capture the fre-
quent characteristics of the network and reduce the noise of interactions.
Moreover, by employing the relationship between multi-attributes, an
innovative community detection algorithm is proposed for detailed anal-
ysis on the approximate graphs. Besides the algorithms, to track these
dynamic communities, we also introduce a community correlation and
evaluation criterion. Finally, applying this framework to several syn-
thetic and real-world datasets, we demonstrate the critical relationship
between event and social evolution, and find that close-knit relationship
with well-distributed tie strengths among members of large communities
will contribute to a longer life span.

Keywords: Social Network, Dynamic patterns, Community Detection.

1 Introduction

Dynamic properties and evolving patterns have currently caught a consider-
able amount of attention in complex social networks. Many temporal analytic
methods have been actually implemented in various social networks [5][6][11].
In these methods, graphs are usually employed to describe the network during
a particular snapshot (e.g., one day, one week or one month) rather than the
whole lifespan. Based on these sequential graphs, the temporal properties can be
extracted [7][9]. However, these seemingly suitable methods neglect the random-
ness and emergency of the dynamic interactions, which can be helpful to uncover
critical social structures and behaviors (such as criminal gangs). In brief, there
are mainly two concernful properties neglected in prior hard snapshot methods:
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– Interaction Noise: Interactions of individuals may appear alternately. Such
noise may be amplified and affect the final results.

– Event: Traditional evolutionary analysis just neglected the function of events.
However, in most real-world networks, event is a driving property of social
evolution.

Considering both of these problems, the main contributions in this paper can
be induced into four parts: (a)Although previous works [3][5] have promoted
the concept of timeline, it is just a side product or can not be implemented
efficiently. In this work, we propose a efficient method that can generate the
timeline throughout the lifecycle of networks without any preconditions, which
will also guild our further analysis; (b)Different from traditional graph approx-
imation on single sparse graph [8], we propose a novel approximation method
to abstract graph sequence of a network. The goal in graph approximation in
our framework is to sculpt naturally occurring structure. This makes it an ideal
technique for characterizing the graph segments while avoiding noise; (c)To an-
alyze communities and their evolutions in a unified process with our framework,
we elaborate a community detection algorithm based on the weighted approx-
imate graphs. Our method, which is well adjusted to suit our framework, can
well reveal the hidden group structures of network and yield good results both
efficiently and effectively; (d)A variety of recent works have been mining multi-
dimension properties in dynamic networks [1][7][10]. To track the community
evolution, we propose a community correlation and evaluation method that can
be used practically for uncovering inherent patterns. By applying our method
to several real-world networks, we find out that large community with certain
compact structure usually survive for a long span.

The rest of this paper is organized as follows: Section 2 presents the notations
and definitions used in this paper. Section 3 introduce the datasets that used to
verify our framework. In section 4, we describes our framework and algorithms
in detail. The corresponding experimental results and statistical analysis are
soundly presented. Finally, we conclude our work in Section 5.

2 Notation and Definition

Table 1 lists the basic symbols used throughout this paper. Given a evolving
network made up of n snapshots, we describe it as

G = {G(1),G(2), . . . ,G(n)} (1)

Definition 1 (GRAPH SEGMENT). A graph segment consisted of n snap-
shots is defined as S(i) = {G(t),G(t+1), . . . ,G(t+n)}(n ≥ 0). i is the index of the
segment.

A network can be represented as a series of sequential and non-overlapping graph
segments as G = {S(1),S(2), . . .}.
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Table 1. Symbols

Symbol Definition
G Graph that describes the whole network
G(t) Graph snapshot at t
S(i) Graph segment at index i
T (i) Approximate Graph based on S(i)

C(i)
j Community in T (i) with index j

V (G(t)) The node set of G(t)

E(G(t)) The edge set of G(t)

adjt(v) The neighbors of node v at time t

dt(v) The degree of node v in G(t)

wt(v, u) The weight of edge (v, u) in G(t)

δ(G(t),G(t+1)) or δ(t, t + 1) The distance between G(t) and G(t+1)

d̃t,t+1(v) The distance of node v between snapshot t and t + 1
Corn(C(i)

j , C(i+1)
k ) Node correlation rate between community C(i)

j and C(i+1)
k )

Core(C(i)
j , C(i+1)

k ) Edge correlation rate between community C(i)
j and C(i+1)

k )

Definition 2 (APPROXIMATE GRAPH). An approximate graph T (i) is
an abstract image of a graph segment S(i) that can characterize the graph se-
quence of the segment.

3 Datasets

Here we collect several datasets to demonstrate our algorithm and suggest its
generality in solving problems with complex relationships.

Table 2. Datasets

name N E Nt Et ρ time span
Random 10k 872k 2k 8.7k 4.36 100

BA 1 10k 877k 1.5k 4.6k 3.0 100
BA 2 10k 890k 1.5k 4.6k 3.0 100
BA 3 10k 890k 1.44k 6.6k 4.6 100

VAST 1 400 9834 373 983 2.64 10(d)
Enron 2 150 24k 60 219 3.34 111(w)

cond-mat 3 52k 280k 1k 4k 3.95 117(m)
Cell Calls A 265 113k 167 812 4.83 118(d)
Cell Calls B 352 54k 196 436 2.23 102(d)
Cell Calls C 64k 1,090k 7.4k 10.8k 1.5 101(d)

1 From http://www.cs.umd.edu/hcil/VASTchallenge08/
2 From http://www.cs.cum.edu/enron/
3 From http://arxiv.org/archive/cond-mat
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Since typical real-world data does not have the ground truth (knowledge of
changes in structure) available, we resort to synthetic datasets as a proof of
concept to show the efficiency of our algorithm. As in table 2, the four synthetic
datasets are built up from two models. Random comes from random construc-
tion (simple ER model) while BA 1, 2 and 3 are constructed to comply with
BA model. During their evolvement, we update 40% nodes between every two
snapshots. BA 2 and 3 also introduce some events with 2% and 5% high degree
nodes disposal respectively to simulate structure changes during the process.

Currently increasing concentration on social behavior patterns of human, in-
cluding from phone calls to e-mails, often offering particular avenues to explore
both static and evolving social structures. In this paper, we also elaborate our
framework to uncover such undergoing patterns in real world. Here we would like
introduce our collected datasets including both public benchmarks and anony-
mous mobile call records.

The VAST Dataset is a challenge task from IEEE VAST 2008. It describes
a set of cell calls from a fictitious island over a ten-day period which was narrowed
down to about 400 unique cell phones during this period.

Co-authorship Dataset comes from Cornell e-Print cond-mat library span-
ning 70 months from 03/2001 to 12/2006. In this dataset, each record stands for
a co-authorship experience between two authors.

Enron Email Dataset contains data from about 150 users, mostly senior
management of Enron and spans 111 weeks from 12/1999 to 03/2002. During
this period, several symbolic events happened, including the collapse.

Company Calls A B are the call records from the same company during
different periods. Calls A spans 187 days from 10/2005 to 3/2006, while Calls B
spans 152 days from 12/2007 to 4/2008. During B period, there was a change in
top management of the company.

Cell Calls C is the cell call records of one province of an operator in China
from 12/2007 to 04/2008. The detailed information of each call pair, include the
duration and the frequency, is also reserved.

The call data used here is obtained from a mobile service operator. Although
a single call communication may not carry much information that can reflect all
the aspects of the relationship of the two involved individuals, reciprocal calls of
long duration can usually explain a profile of them as a signature of some work-,
family-, leisure-, ore service-based relationship [4]. Here, we utilize these mobile
call datasets as a proxy of real-world communication network.

We would like to mention that for the purpose of keeping the privacy of each
customer, all the phone numbers are identified by a surrogate key so that it is
not possible to recover the actual customer.

4 Methods, Algorithms and Experiments

As mentioned in Introduction, the framework in this paper divides the explo-
ration process into several steps which is applicable to track the network evolu-
tion in multi-dimension. Our primary concern in this section in developing the
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framework that we generate to solve problems is to make sure that the methods
and algorithms are more practical and suitable.

4.1 TimeLine Detection

Although previous works [3][5] have promoted the concept of timeline, it is just
a side product or can not be implemented efficiently (mainly due to their incre-
mental methods based on ready-made community structures). In our framework,
however, we propose a efficient method that can generate the timeline through-
out the lifecycle of networks without any preconditions, which will also guild our
further steps.

Fig. 1. moving window with size = 8. Green node stands for the nodes dead at change
spot. Red node is new born nodes at change spot. Dark blue stands for stable nodes
that both appears before and after the change spot while light blue for flush nodes that
only appear in one snapshot.

Our algorithm will calculate the value of each change spot illustrated as Fig. 1.
Our original method to quantify such change is inspired by the information
theories of relative entropy and type method. The distance δ(t, t + 1) at the
change spot is the accumulation of the distance between each corresponding
nodes pair d̃t,t+1(v) in the two graphs, which is defined as:

d̃t,t+1(v) =

⎧⎪⎨⎪⎩
| log dt(v)+1

1 | v ∈ {dead nodes}
| log 1

dt+1(v)+1 | v ∈ {born nodes}
| log dt(v)

dt+1(v) |+ | log adjt(v)
⋂

adjt+1(v)
adjt(v)

⋃
adjt+1(v) | v ∈ {stablenodes}

(2)

In our method, flush nodes are just neglected due to their small proportion4

and limited effect. For dead or born nodes, we simple focus on their change
in degree as Formula 2. While for stable nodes, we depict their change both
in degree (their activeness) and neighbors (their environment). The integrated
distance is formulated as

δ(t, t+ 1) =

∑
∀v∈V (dead)

d̃t,t+1(v) +
∑

∀v∈V (born)

d̃t,t+1(v) +
∑

∀v∈V (stable)

d̃t,t+1(v)

|V (G(t)) ∪ V (G(t+1))|
(3)

To avoid the side-effect brought about by graph size, here the distance is
penalized by the node union of graphs. Then given an evolving graph G, we can
get the raw timeline by Formula (3).
4 The proportion of flush nodes is dependent on the size of window.
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Fig. 2. TimeLines

By applying our algorithm to several synthetic and real-world datasets, the
generated timelines are plotted as Fig. 2. Considering the randomness in genera-
tion, the timelines of synthetic datasets (a)-(d) are more chaotic than the other 5
real-world5 datasets (e)-(f). From the perspective of effect, our algorithm locates
24 out of 29 events in BA 2 as marked in (c) and 31 out of 32 events in BA 3 as
marked in (d). In real-world, we efficiently find out the critical social emergence
in VAST 10 days call records as described in (e) and all the critical events such
as company collapse and CEO committed suicide in Enron as marked in (f).

4.2 Graph Segmentation and Approximation

The most recent work which is closely related to mine [5] also segments graph
stream in an incremental manner. However, minor deviation could accumulate
and form a big distance between graphs, which is also called butterfly effect. In
5 Although VAST dataset is also a synthetic one, it is considered to incorporate many

social properties in order to simulate such social behaviors. In this article, we take
it as a real one.
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Fig. 3. Segmentation

Table 3. Datasets

Enron cond-mat Cell Calls A Cell Calls B Cell Calls C
|S(i)| 13 15 18 18 16
S(i) 4 4 5 4 5

general, a network and the membership of groups often evolve gradually [1]. From
the social perspective, the evolving network usually alternates between change
and smoothness. So the change between two successive smooth segments can be
applied to describe the influence of that event. In our framework, we highlight
the smooth segments and abstract it into single graphs for farther research.

To obtain the smooth segments, here we propose a two-step auto segmentation
algorithm to extract smooth graph segments as follows:

1. We employ Bolling Bands [14], %b, to prune the raw event line and generate
the first base for linear segmentation, which is normalized between 0 and 1.
Fig. 3(a) shows the resulted %b line from Fig. 2(f)

2. The first windowing process is implemented to locate all the upper and lower
anchors. The window size is determined by real dataset. Here we apply this
process to (a) with window size = 10 and locate all the anchors described
as (b). The second windowing process is to smooth the lower anchors and
prune upper anchors. The obtained segment line is plotted as black line in
(c).

The results by applying the segmentation algorithem to our datasets is sum-
marized as Table 3.

When it comes from segmentation to approximation, we would like to present
our objects firstly. (a)The abstraction from S(i) to a single graph T (i) should
simplify the future evolutionary analysis. (b)T (i) should well characterize S(i).

It is intuitively occurred to us that T (i) should contain only the common
structure of a smooth segment. However, it is somewhat over-fit. Our approx-
imation process aims to depict more frequent structures rather then the most.
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Fig. 4. Approximation

Then how to obtain a proper approximate graph from the smooth segment? Here
we introduce the Graph Segment Description Distance between T (i) and S(i) as,

d(T (i),S(i)) =
√ ∑

G(t)∈S(i)

wiδ(T (i)||G(t))2 (4)

Even in a smooth segment S(i), there are also some small events among its
snapshots. We find out the lowest point, δ(t, t + 1), in S(i) and set wt = 1 and
wt+1 = 1. Other weights can be set by δ(j,j+1)

δ(t,t+1) . Along the adding procedure,
we can expect that, at the beginning, when the edges with high weight and
frequency are added to T (i), the value of the d(T (i),S(i)) will conspicuously
decrease. However when it comes to the low ranked edges, the distance increases
reversely. To demonstrate our method, we extract the segment S(45−48) (include
4 graph snapshots) from Fig. 3(c) and by employing our algorithm, the curve
of d(T (i),S(i)) which describes the process of approximation on S(45−48) shows
the shape V in Fig. 4(d). Fig 4(a) shows the approximate graph.
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Fig. 5. Approximation on cond-mat and cell calls C
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The generated graphs are usually tight relevant with their correspond time-
lines, which can be observed from Fig. 5. In Fig. 5(a). It is clearly that graph
size is almost as the rising shape as the timeline in Fig 2(i). By comparison, the
size of approximate graphs in Cell Calls C (Fig. 5(d)) is relatively smooth.

Besides precisely depicting segment, as the same time the event or certain
great change between two T (i) can also be observed, which can be employed to
explore the social transformation. Fig. 6(a) and (b) describe the change effect
at the 7th day in Fig. 2(e). It is clear that there is a significant event happened
at the high-level leaders. The replacement, such as from node 200 to 300, who
are recognized as the leaders, is obvious before and after the event. In Fig. 6(c)

(a) (b)

(c) (d)

Fig. 6. Graph Tracking: (a) and (b) picture the main structure of VAST before and
after the event; (c) and (d) picture the main structure of Enron before and after the
company collapse (Louise Kitchen labeled in red was the president of Enron)
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and (d), we extract the main top-level structures of Enron before and after
the event around time 96 in Fig. 2(f), when the company filed for bankruptcy
protection (2001/12/2). Fig. 6(c) describes the structure before the event. Most
of the people around Louise Kitchen are vise president. However in Fig. 6(d),
there are also some other people whose position may reflect the event, such as
Rick Buy (the Chief Risk Management Officer) and Mark Haedicke (a managing
director of Legal Department).

4.3 Community Tracking

CommunityDetection. Although traditional modularity-based optimal meth-
ods [13][15] yielded a good result on static graphs, they are not applicable to multi-
attribute graphs. In this subsection,we elaborate a communitydetection algorithm
based on approximate graphs. A rough description of our algorithm is presented
as:

1. Given an approximate graph T (i), we extract all k-clique communities [12]
where k is pre-determined by actual networks.

2. We split the overlapping communities by the weight, wi(v, C(i)
j ), of interac-

tions between v and its adjacent communities {C(i)
j , C(i)

k , . . .}. By finding out
the maximum value, the node is adjudged to that community.

3. In this step, each community try to attract the peripheral nodes around
it with the nodes judgement threshold Qv. That is to say, for any of the
adjacent communities of v, v can be adjudged to C(i)

j only if wi(v, C(i)
j ) > Qv.

4. In the last step, communities that are tightly connected are merged. A user-
defined threshold Qc is compared with wi(C(i)

j , C(i)
k ). C(i)

j and C(i)
k can be

merged if wi(C(i)
j , C(i)

k ) is greater than Qc.

We should mention that k, Qv and Qc are all determined by actual networks.
Higher values will result in more compact communities and fewer nodes coverage.

From the perspective of efficiency, by applying our Clique-Based Community
Detection algorithm (CBCD for short) to several datasets, table 4 illustrates
the results on 4 aspects. For our concentration primarily on more representa-
tive structure of dynamic graphs, the communities resulted from CBCD are not
obligated to cover all the nodes. So the number and size of the communities
extracted by our method is relatively smaller than the other two algorithms.
However, from the efficiency aspect, CBCD which is comparable to FAST have
an obvious advantage over GN. Because of the broad consensus that dramatic
change in a short time is unlikely [1][3], plausible community partition methods
should result in lower community fluctuation (Fluc) or higher community cor-
relation (Corc). From the last column of table 4, CBCD produces much higher
Corc than the others.

Community Correlation and Evaluation. Community tracking is a contin-
uous topic in evolutionary analysis. Traditional methods in earlier works mainly
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Table 4. Results of community detection algorithms on call graphs

name |{T (i)}| Alg. avg. Comm. N. avg. Comm. S. avg. T.7 avg. Corc

GN[15] 12.9 12.9 4.3s 0.019
FAST[13] 10.7 15.7 0.10s 0.015Cell Calls A 18
CBCD6 9.6 12.7 0.46s 0.037

GN 14 11.1 1.5s 0.016
FAST 22.6 7.9 0.13s 0.015Cell Calls B 19
CBCD 6.3 10.1 0.35s 0.017

GN 356 9.5 59.3s 0.031
FAST 221.1 12.6 1.8s 0.031Cell Calls C 16
CBCD 106 8.8 1.9s 0.037

focused on either node overlapping [9] or structure (edge) overlapping [7]. How-
ever, these two criterions have apparently weak points. In our framework, we
take both these two correlations into account.

To evaluate the evolutionary trend of communities, we propose a community
fluctuation criterion. For graph G(i) and G(i+1), which respectively contain m
and n communities, the community correlation is formulated as

Corc(G(i),G(i+1)) =
∑
C(i)

j
1�j�m

(
|N(C(i)

j )|
|N(G(i))|

∑
C(i+1)

k
1�k�n

Corn(C(i)
j , C(i+1)

k )Core(C(i)
j , C(i+1)

k ) (5)

then the community fluctuation, Fluc(G(i),G(i+1)), is defined as

Fluc(G(i),G(i+1)) = 1− Corc(G(i),G(i+1)) (6)

Palla et al. [7] defined the stationarity of a community to evaluate the rela-
tionship between its age and the average correlation between subsequent states.
However they neglect the effect of inherent structure of communities along the
evolvment. To relate the structure of community with its age and evolving cor-
relation, we define the compactness of community as the distance between a
community and its standard complete structure std(C(i)

j ), which is not only a

complete weighted graph with the same nodes and total edge weight with C(i)
j

but is the most compact structure. The quantity of compactness of C(i)
j is for-

mulated as

Comp(C(i)
j ) =

∑
∀(v,u)∈E(std(C(i)

j ))

| log
wC(i)

j

(v, u)

w
std(C(i)

j )
(v, u)

|/|E(C(i)
j )| (7)

This representation takes into account both link compactness and weight dis-
tribution of the structure. We would like to mention here that a small value of
Comp(C(i)

j ) stands for a more compact community structure.

6 With parameters k = 3, Qv = 0.6, Qc = 0.8.
7 Intel Xeon CPU 2.60GHz×2, 2G memory.
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Fig. 7. Community Tracking

Discussion. In reality in social networks, timelines are usually well-distributed.
That is to say, sometimes, changes only stand for the randomness of interactions
but not the events in infrastructure. A negative effect brought about in this
situation is that some significant events happened locally may be submerged by
the noise of peripheral random interactions. To find the needles in the hay stack,
here we employ our community fluctuation method to community tracking. It
is obvious that in Fig. 7(a) the line depicting the community fluctuation along
the evolution of Cell Calls A (solid blue line) has a relative smooth line. But for
Calls B (dashed green line), there is a quite high valued segment between 80 and
100, which implies there is a significant fluctuation in the community structure.
Actually, during this period, this company has a series of changes in personnel
which include many high-level replacements.

From the evolving aspect, it is recently a central issue in analyzing evolving
communities. Previous works [2][7][10][11] have already promoted a broad range
of seminal properties in community evolution mainly in macroscopic view. In
order to uncovering hidden structure properties, we employ two massive datasets,
cond-mat and Cell Calls to explore their community structure and evolution
trend. By imposing our community evaluation method to cond-mat and Cell
Calls C, Fig. 7(b) and (c) represent the relations between the average age span
at a given community size and the pre-defined compactness Comp(C(i)). In these
two statistical plots, we get similar results. To small communities as the red lines
describe, the average age span does not vary greatly along the decreasing of the
compactness of their structure. By contrast, to larger communities as the blue
lines describing, the average age span firstly maintains a relative high value, then
decreases sharply within a limited range and at last tends to be stable.

Our insight into the evolving community structure shows that a close-knit
relationship with well-distributed link weight among members of large commu-
nities will contribute to a longer life span while the phenomenon is not marked
in small communities.

5 Conclusion

In this paper, we aim to uncover the evolving patterns and temporal behaviors
related with social changes. In contrast with hard snapshot extraction of the
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evolving network, we employ timeline to segment networks. By approximating
the smooth segments, the generated graphs characterize the graph sequence of
smoothly evolving segments. This two-step method effectively avoids noise and
is more reasonable to reflect the infrastructure of these segments. The following
experiments present the event effect on the structure of those social networks.
For community exploration, we find that, in Co-authorship and Cell Calls, the
community structure is closely relevant to its age span.

In the future, we will improve our timeline detection method to be more effec-
tive. Our exclusive community detection is somewhat arbitrary in reality. A next
step of our work is to analyze the activities of core nodes or overlapping nodes
along the evolution. There are more factors, which could affect the temporal
behaviors of the community or even the whole network, to be explored.
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Abstract. In this paper, we briefly present a classification scheme of
information-based network complexity measures. We will see that ex-
isting as well as novel measures can be divided into four major cate-
gories: (i) partition-based measures, (ii) non partition-based measures,
(iii) non-parametric local measures and (iv) parametric local measures.
In particular, it turns out that (ii)-(iv) can be obtained in polynomial
time complexity because we use simple graph invariants, e.g., metrical
properties of graphs. Finally, we present a generalization of existing local
graph complexity measures to obtain parametric complexity measures.

Keywords: networks, network complexity, information measures.

1 Introduction

To find quantitative measures for detecting the complexity of graph-based sys-
tems is a research topic with ongoing interest. Here, we are interested in such
systems which can be described as complex networks. For example, quantitative
approaches to measure network complexity have been developed by [5,13]. In
[5], the complexity of a network was defined to be the number of its contain-
ing spanning trees. Minoli [13] defined the so-called combinatorial complexity
of a network. The key feature of this complexity measure is that it increases
with the number of each factor which contributes to the complexity of a net-
work structure. Further approaches to measure complexity of networks can be
found in [15]. In this paper, we deal with information-based complexity mea-
sures [2,3,14,16]. Classical measures are based on inducing vertex partitions of
a network to infer a finite probability distribution. Then, by using Shannon’s
entropy [17], information-based complexity measures for networks are obtained
[1,2,14,16].

The contribution of the paper is twofold: First, we present a classification
scheme for information-based network complexity measures. By briefly review-
ing existing measures and defining a class of parameterized local complexity
measures, we divide the measures into four major categories (see Figure (1)). In
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particular, we present general definitions to obtain so-called information func-
tionals which are based on using efficiently computable graph invariants. We will
see that those information functionals [6] can be used for defining both global
and local network complexity measures. Further, by applying this principle pre-
sented in [6], we obtain straightforward a generalization of existing local graph
complexity measures. Local complexity measures are here understood as mea-
sures for assigning a complexity score to each vertex of a network. As a final
remark, we emphasize that for each category (see Figure (1)) we only give ex-
amples for such measures, especially in terms of the partition-based measures
[2,3,16,14].

The paper is organized as follows: In Section (2), we begin with introducing
basic mathematical preliminaries. Then, we present the classification scheme
by starting with Section (3) that deals with classical partition-based network
complexity measures. In contrast, Section (4) outlines complexity measures for
networks which are not based on inducing vertex partitions. A generalization
of existing local complexity measures is introduced in Section (5). The paper
finishes with a summary and conclusion in Section (6).

2 Mathematical Preliminaries

We first state some mathematical preliminaries. Especially, we repeat the def-
initions of some known metrical properties of graphs [9,10,18]. We define an
undirected, finite and connected network represented by G = (V,E), |V | < ∞,
E ⊆ (

V
2

)
. G is called connected if for arbitrary vertices vi and vj there exists

an undirected path from vi to vj . Otherwise, we call G unconnected. GUC de-
notes the set of finite, undirected and connected graphs. The degree of a vertex
v ∈ V is denoted by δ(v) and equals the number of edges e ∈ E which are
incident with v. In order to measure distances between vertices in a graph, we
denote d(u, v) as distance between u ∈ V and v ∈ V expressed as the mini-
mum length of a path between u, v. d(u, v) is a metric. We call the quantity
σ(v) = maxu∈V d(u, v) the eccentricity of v ∈ V . Further, ρ(G) = maxv∈V σ(v)
is called the diameter of G. The j-sphere of a vertex vi regarding G ∈ GUC is
defined as Sj(vi, G) := {v ∈ V | d(vi, v) = j, j ≥ 1}. Further metrical properties
of graphs can be found in [18].

3 Partition-Based Complexity Measures

In this section, we give a short overview on classical partition-based information
measures for determining complexity of networks [2,3,16,14]. These measures
which are based on Shannon’s entropy formulas are graph entropy measures
which can be interpreted as so-called structural information contents. To under-
stand how to apply Shannon’s entropy to networks, we start with a network
G = (V,E), an equivalence criterion α, and X denotes an arbitrary graph in-
variant. By applying α, we get the following scheme:
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|X1| |X1| · · · |Xk|
p1 p2 · · · pk

⎞⎠ . (1)

The first row represents the obtained equivalence classes whereas the second row
represents the cardinalities of the induced vertex partitions. Now, by defining
the quantities pi = |Xi|

|X| , one obtains directly a finite probability distribution
PG = (p1, . . . , pk) indicated by the third row. If we now apply the well know
formulas for expressing the total and mean information content [3,4], we yield [3]

I(G,α) = |X | log(|X |)−
k∑

i=1

|Xi| log(|Xi|), (2)

Ī(G,α) = −
k∑

i=1

pi log(pi) = −
k∑

i=1

|Xi|
|X | log

( |Xi|
|X |

)
. (3)

According to α, Equation (2) denotes the total structural information content of
G = (V,E) and Equation (3) denotes the mean structural information content
of G, respectively. As examples for such measures, we express, e.g.,

IV (G) = |V | log(|V |)−
k∑

i=1

|Ni|
|V | log

( |Ni|
|V |

)
, (4)

ĪV (G) = −
k∑

i=1

|Ni|
|V | log

( |Ni|
|V |

)
, (5)

Ic(G) = min
V̂

{
−

h∑
i=1

ni(V̂ )
|V | log

(
ni(V̂ )
|V |

)}
;

V̂ = {Vi|1 ≤ i ≤ h}; |Vi| = ni(V̂ );h = χ(G). (6)

The first equation (see Equation (4)) is often called the total topological in-
formation content [16] of G. Here, the equivalence criterion α corresponds to
determine the automorphism group (vertex orbits) of G. The second equation
(see Equation (5)) represents the mean topological information content [16] of G
by using the same equivalence criterion. |Ni| stands for the cardinality of the i-
th vertex orbit. The third equation (see Equation (6)) representing the so-called
chromatic information content was originally developed by Mowshowitz [14].
h = χ(G) denotes the chromatic number whereas ni(V̂ ) are the cardinalities of
the vertex partitions induced by the underlying chromatic decomposition. As an
important remark, we note that the time complexity of an algorithm to compute
those vertex partitions can be very costly. For example, the problem to calculate
the automorphism group of a graph is equivalent to decide wether to graphs are
isomorphic. But for arbitrary graphs, there is no efficient algorithm to check if
there exists an isomorphism for two given graphs [12]. Similarly, the problem of
determining the chromatic number of an undirected graph is NP-complete [10].
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4 Non Partition-Based Complexity Measures

To avoid applying algorithms for inducing vertex partitions which are based on
algebraic principles (see Section (3)), we outline a method that results in non
partition-based complexity measures for networks [6]. We start with arbitrary
G = (V,E). If S represents a certain set, e.g., a set of vertices or paths etc.,
the monotonous and positive mapping f : S −→ IR+ is called an information
functional of G. f captures structural information of a network. If we now define
the quantities pf (vi) := f(vi)∑ |V |

j=1 f(vj)
, we infer a probability distribution Pf

G =

(pf (v1), . . . , pf(v|V |)). Instead of determining a probability value for induced
vertex partitions, we now assign a probability to each vertex v ∈ V . As a result,
we obtain the complexity measure

Īf (G) := −
|V |∑
i=1

f(vi)∑|V |
j=1 f(vj)

log

(
f(vi)∑|V |

j=1 f(vj)

)
. (7)

Equation (7) represents a family of information-based network complexity mea-
sures. We now state a definition for expressing two possible types of novel infor-
mation functionals.

Definition 1. We define two types of information functionals as

f = f(vi, X1, . . . , Xμ, c1, . . . , cμ), (8)
f = f(vi, X1, . . . , Xμ). (9)

Xi represents a graph-theoretical quantity (generally speaking a graph invariant)
and ck positive coefficients, respectively.

Example 1. We exemplary consider the information functionals

f1(vi) := ciδ(vi), ci > 0, 1 ≤ i ≤ |V |, (10)

f2(vi) := αciδ(vi), ci > 0, 1 ≤ i ≤ |V |, α > 0, (11)

f3(vi) := αc1|S1(vi,G)|+c2|S2(vi,G)|+···+cρ(G)|Sρ(G)(vi,G)|,
ck > 0, 1 ≤ i ≤ |V |, α > 0, (12)

f4(vi) := d(vi, v1) + d(vi, v2) + · · ·+ d(vi, v|V |), (13)
f5(vi) := σ(vi). (14)

The shown information functionals are defined for G ∈ GUC . To simplify the
notation, we write, e.g., f1(vi) instead of f1(vi, δ(vi), ci). Especially, it holds
μ = 1. Equation (10), Equation (11) and Equation (12) are parametric infor-
mation functionals which lead to parametric graph complexity measures (using
Equation (7)). f1(vi) is a linear information functional whereas f2(vi), f3(vi)
are exponential functionals. f3(vi) was originally defined in [8] where here the
functional can be derived as special case (by setting certain parameters in Def-
inition (1)). Equation (13) and Equation (14) are non-parametric information
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Fig. 1. Classification scheme for information-based network complexity measures

functionals based on metrical properties of graphs. As an important result, we
note that especially by using Equation (12) as information functional, the cal-
culation of the resulting graph complexity measure requires polynomial time
complexity [7]. For the remaining information functionals, this result can be
similarly proven.

5 Local Complexity Measures

In Section (3) and Section (4), we discussed (global) information-based com-
plexity measures for networks. These measures can be used for determining the
structural complexity of networks globally. In the following, we sketch a method
to obtain local complexity measures. This relates to measure the complexity on
local features or substructures of a graph. In particular, we now state a definition
to determine information-based complexity for the vertices in a network.

Definition 2. We define two types of information functionals as

g = gj(vi, Xj , cj), (15)

g = gj(vi, Xj). (16)

Xj represents a graph-theoretical quantity (generally speaking a graph invariant)
and cj positive coefficients, respectively.
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Definition 3. Let G be an arbitrary network. In general, we define the mean
local complexity of vertex vi by

Īg(vi) := −
|V |∑
j=1

gj(vi)∑|V |
j=1 g

j(vi)
log

(
gj(vi)∑|V |

j=1 g
j(vi)

)
. (17)

Here, we also use the simplified notation for the local information functionals.
The index j (1 ≤ j ≤ |V |) indicates that starting from vi, a local information
functional gj(vi) is calculated.

Example 2. We exemplarily consider the information functionals

gj
1(vi) := d(vi, vj), 1 ≤ i ≤ |V |, (18)

gj
2(vi) := cjd(vi, vj), 1 ≤ i ≤ |V |, ci > 0, (19)

gj
3(vi) := αcjd(vi,vj), 1 ≤ i ≤ |V |, ci > 0, α > 0. (20)

The shown information functionals are defined for G ∈ GUC . Again, we use the
simplified notation. Here, we see that the gj are based on metrical properties
of graphs. Applying Equation (17) and Equation (18) leads to an existing lo-
cal information complexity measure [11]. Equation (19) and Equation (20) are
(possible) generalized versions which finally lead to parametric local complexity
measures. The proof to show that the final local graph complexity measure can
be computed in polynomial time is very similar to the proof presented in [7].

The overall classification scheme for the presented approaches is depicted in
Figure (1).

6 Summary and Conclusion

In this paper, we presented a classification scheme of information-based network
complexity measures. We began with classical partition-based complexity mea-
sures which are mostly based on inducing vertex partitions of the graph in ques-
tion. By using pure algebraic principles, this can be a difficult problem. Then,
for obtaining measures with better time complexity, we outlined a recently con-
tributed method that leads to families of information-based network complexity
measures. Based on Definition (1), we saw that novel information functionals
can be easily inferred (see, e.g., Equation (10), (11), (14)). Finally, we expressed
Definition (2) for obtaining local complexity measures (for vertices). By stating
this definition, we generalized existing local complexity measures to measure the
information distance for vertices of a graph. As result, local parametric measures
can be easily obtained. In general, these information measures can be used to de-
tect structural complexity of graph-based systems, e.g., in biology and chemistry.
Especially in QSPR (quantitative structure property relationship) that is branch
of mathematical chemistry, a main problem is to characterize molecules by using
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information-theoretic complexity measures. The complexity measures presented
in Section (3) and Section (4) are suitable to characterize graphs (e.g., chemi-
cal structures) globally. That means starting from a graph, inferred structural
features and using Shannon’s entropy, we obtain a value for its information
content. In contrast, the measures given in Section (5) address the problem of
calculating entropies of local graph elements, e.g., vertices. In principle, this gives
us the possibility to study the importance of such graph elements among each
other or between different graphs.

As future work, we will apply these measures (local and global) for analyzing
biological networks and combine them with statistical techniques. Moreover, we
are interested in comparing the measures presented in this paper numerically
(measures of the four major categories). From this, one can gain novel insights
regarding the problem of studying the interplay between the measures.
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Abstract. In this paper we present an algorithm that allows to select
the input variables of Boolean networks from incomplete data. More pre-
cisely, sets of input variables, instead of single variables, are evaluated
using mutual information to find the combination that maximizes the
mutual information of input and output variables. To account for the
incompleteness of the data bootstrap aggregation is used to find a stable
solution that is numerically demonstrated to be superior in many cases
to the solution found by using the complete data set all at once.

Keywords: Bootstrap aggregation, Mutual Information, Boolean net-
works, Causality.

1 Introduction

The analysis of networks and their inference has gained much attention during
the last years. This interest is at least twofold. First, networks are very inter-
esting objects from a mathematical point of view that possess a multitude of
properties that are still to be investigated [1,5,6,16,22,21]. Second, networks can
serve as representation of phenomena, e.g., from physics, chemistry or biology
[11] to allow their systematic investigation. Especially, in molecular biology net-
works are nowadays found omnipresently representing, e.g., signaling, metabolic
or protein networks [2,3,12,17]. It is important to emphasize that in many of the
cases mentioned above networks represent some form of ‘interaction’ occurring
within the system. That means the network structure represents causal depen-
dencies or independencies among the variables in the system [9,19]. For this
reason, the inference of, e.g., gene networks from experimental data represents
one of the major goals in molecular biology because the inferred networks allow
to gain insights in the causal working mechanism of living cells.

In this paper, we present an information-theoretic method that allows to iden-
tify a set of input variables of a Boolean network. That means, we are aiming to
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identify a set of variables that effects, potentially causally, the outcome of an-
other variable. We use Boolean networks because gene networks are frequently
modeled as Boolean networks [13] and the inference of gene networks is an appli-
cation we have in mind when designing our method. The algorithm we suggest
is based on a recent method by Liang et al. [14] which they called REVEAL
(Reverse Engineering Algorithm). We extend this algorithm regarding two im-
portant points. First, we modify the algorithm that it can also deal with incom-
plete data. Second, we use bagging (bootstrap aggregation) to find the optimal
input set that is more robust against noise or outliers in the data [7]. We want to
emphasize that such a selection mechanism is useful with respect to the partiti
oning of the input space of Boolean networks because it may allows to reduce the
complexity of post-processing steps. Further, the obtained sets of variables can
be seen as larger components (larger than single variables) that might be used to
construct the overall network implying approaches that are beyond node-to-node
based tests like d-separation [10,18,20] or ARACNE [4,15].

This paper is organized as follows. In the next two sections, we present our
method and in section 3 we present numerical results. This paper finishes in
section 4 with conclusions.

2 Methods

For our study we assume that we have a given Boolean network that is defined
via its lookup table (LUT). The LUT provide a mapping from the binary in-
put variables to the binary output variables. For a Boolean gate with n input
variables there is a total of 2n different combinations that can be realized by n
binary variables. Hence, a complete LUT consists of 2n entries. The method we
propose is intended to be used for an incomplete LUT. That means, only a cer-
tain fraction of all possible input combinations is observed and used as training
set to identify the set of input variables.

Our method consists of a modified version of the REVEAL algorithm. The
principle idea of the REVEAL algorithm [14] is that under ideal conditions
the entropy of an output is completely determined by the mutual information
between the output and its input Is, i.e.,

H(O) = I(O; Is). (1)

Because the mutual information can be written as

I(O; Is) = H(O) −H(O|Is) = H(O) +H(Is)−H(O, Is) (2)

this implies that under ideal conditions

H(Is) = H(O, Is) (3)

holds. The REVEAL algorithm is an iterative algorithm starting with an input
Is consisting of just one variable. If condition 1 does not hold combinations of
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Algorithm 1. Maximization of mutual information

1: d∗ = 0
2: I∗

s = {}
3: for all allowed input sets do
4: update Is

5: calculate H(O)
6: calculate I(O; Is)
7: d = I(O; Is)/H(O)
8: if d > d∗ then
9: d = d∗

10: I∗
s = Is

11: end if
12: end for

variables are used as input Is until the perfect configuration is found. If no perfect
solution is found the algorithm does not make any suggestion for a candidate set.

In this paper we extend the algorithm above by allowing data that are not
sufficient for a perfect recovery of input variables, e.g., due to noise. This corre-
sponds to more realistic situations because, e.g., experimental data will always
contain noise to some extend that counteracts our goal to identify the perfect
input set of an output variable. For this reason we need to modify the optimality
criteria in Eq. 1 to account for experimental data in general. This can be accom-
plished by two modifications. First, note that entropies are always non-negative
[8]. This implies that (from Eq. 2)

I(O; Is) ≤ H(O), (4)

holds. Hence, we are searching an input set that maximizes the fraction, i.e.,

I∗s = argmax
Is

{
I(O; Is)
H(O)

}
. (5)

Here I∗s corresponds to the optimal input set that can be found for given data
from which all entropies are estimated. The second modification consists in the
stopping criteria. Because we do no longer expect to find a perfect solution we
calculate I(O; Is) for all input sets we want to consider. It is clear that the
number of possible input sets Is increases rapidly with the number of available
inputs for this reason we restrict this complexity by selecting only a subset
thereof. More precisely, in this study we allowed only input sets of size up to
3 = |Is|. Here |.| measures the cardinality of the set Is. Algorithm 1 gives pseudo
code of the principle mechanism of our approach.

In addition to these two modification we use bagging (bootstrap aggregation)
[7] to produce a more stable result. Briefly, we sample B bootstrap samples from
the original data of the same size (with replacement) and obtain this way B
solution sets Ib

s , b ∈ {1, . . . , B}. Hereby we consider each possible input set Is as
a model m. For these models we calculate the probability pm that model m has
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Fig. 1. Results for node 8. Top: Ns = 77 (30%) with VB = {6, 7}, VT = {1, 5}. Middle:
Ns = 51 (20%) with VB = {6, 7}, VT = {5}. Bottom: Ns = 25 (10%) with VB = {6, 7},
VT = {3}.

been chosen by all B bootstrap samples. This give us finally the model, input
set, that gives the most stable result,

VB = m∗ = argmax
m

{pm}. (6)
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We apply bagging to obtain a probability distribution over all possible models.
This allows us in addition to obtain an optimal solution for given data to see
how probable other models are for the same data.

3 Results

In this paper we study a Boolean network consisting of 8 variables. The network
is defined by the following equations corresponding to a synchronous updating
(as in [14])

O1 = I1 (7)
O2 = I2 (8)
O3 = I3 (9)
O4 = I4 (10)
O5 = I5 (11)
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Fig. 2. Results for node 8. Top: Ns = 13 (5%) with VB = {1, 2, 3}, VT = {1, 3, 8}.
Bottom: Ns = 3 (1%) with VB = {2}, VT = {1}.



720 F. Emmert-Streib and M. Dehmer

0 20 40 60 80

0.0
0

0.0
2

0.0
4

0.0
6

0.0
8

0.1
0

0.1
2

m

p m

0 20 40 60 80

0.0
0

0.0
1

0.0
2

0.0
3

0.0
4

0.0
5

m

p m

Fig. 3. Results for node 7. Top: Ns = 25 (10%) with VB = {3, 4, 5}, VT = {3, 7, 8}.
Bottom: Ns = 13 (5%) with VB = {3, 4}, VT = {4, 6}.

O6 = I1 or I2 (12)
O7 = D(I3, I4, I5) = (I3 and I4) or (I3 and I5) or (I4 and I5) (13)
O8 = I6 or I7 (14)

Here ‘and’ and ‘or’ correspond to logical gates and ‘D’ is defined by the right
hand side of Eqn. 13. Each input (I) or output (O) variable can assume values
in {0, 1}.

The purpose of our algorithm introduced in section 2 consists in finding input
sets for the output variables of a Boolean network that form at least candidates
for a causal dependence among these variables.

For our analysis we use always B = 1000 bootstrap samples from given data.
This implies that there are 256 = 28 state transitions. Because we are aiming to
realistic situations we use just a fraction of all possible states. In Figure 1 we
show results for O8. pm gives the probability that model m has been selected
by the bootstrap samples. For example, for the top figure Ns = 77 state transi-
tions (randomly sampled from all 256) have been used as data. All of these results
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Fig. 4. Results for node 1. Top: Ns = 25 (10%) with VB = {1}, VT = {1}. Bottom:
Ns = 13 (5%) with VB = {1}, VT = {1}.

VB find the correct input set {I6, I7}. Even if we use only Ns = 25 samples
(bottom figure), corresponding to 10% of all state transitions, gives the correct
result. Instead, when we use all data, not applying bagging, we find in all three
cases suboptimal input sets VT . Further reducing the amount of data finally
results also in suboptimal input sets as can be seen in Fig. 2. An interesting
observation from Fig. 1 and 2 is that the probability distribution over all possible
models involving three or less variables is shifted from the right to the left 1. The
interpretation for this shift is that the less data are available (low Ns values) the
less complex (lower number of variables) is the input set our algorithm suggests.
This behavior is reasonable because less data allow only simpler models without
risking over-fitting the data. Figure 3 and 4 also show this behavior. We repeated
our analysis 100 times drawing new test data of size Ns = 25 (10% of the data)
to study the behavior of the population. We found that in 70% of the cases our
algorithm identifies the correct input set.

1 The models are enumerated from simple (left) to more complex sets (right) compris-
ing more variables.
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In figure 3 and 4 we show two further results for O7 and O1. Also for these two
cases 10% of the data seem to be sufficient to identify the correct input set. Again,
using all data without bagging gives worse results, only the simple case O1 = I1
can be identified correctly. This demonstrates the usefulness of bagging and
justifies its use in our algorithm. Simulation results of further Boolean networks
containing different logical gates for varying parameters of our algorithm and the
number of data points confirm our results demonstrating that the exemplary
results presented in this section that visualize the working mechanism of our
algorithm hold in general. Also for node 7 we studied the population behavior
by drawing 100 times new data of size Ns = 25 (10% of the data). Here we found
that in 62% of the cases the correct input set could be found.

4 Conclusions

In this paper we presented an extension of the REVEAL algorithm [14]. The
extended algorithm provides a probability for each allowed input set (model)
of a Boolean network by using bagging. We demonstrated that for incomplete
lookup tables bagging gives better results than by using all data at once. In
general, the probabilistic evaluation of all allowed models could be exploited by
ranking all models to identify the candidate models that explain the entropy of
the output variable sufficiently well. Here ‘sufficiently well’ could be quantified
by significance tests based on, e.g., the randomization of the data. Our approach
represents a first step towards such a realization containing important ingredients
that would allow to partition the input space of Boolean networks according to
the significance of input sets rather than single variables. In this article we just
focused on the most probable set. In future work we will study the more general
problem.
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Abstract. Security vendors are facing a serious problem of defeating
the complexity of malwares. With the popularity and the variety of zero-
day malware over the Internet, generating their signatures for detecting
via anti-virus (AV) scan engines becomes an important reactive security
function. However, AV security products consume much of the PC mem-
ory and resources due to their large signature files. AV cloud computing
becomes a popular solution for this problem. In this paper, a novel Au-
tomatic Malware Signature Discovery System for AV cloud (AMSDS) is
proposed to generate malware signatures from both static and dynamic
aspects. Our experiments on millions-scale samples suggest that AMSDS
outperforms most state-of-the-art automatic signature generation tech-
niques of both industry and academia.

Keywords: anti-virus, network security, malware, cloud computing.

1 Introduction

Malwares are used to compromise computers and to steal the users private data by
exploiting software vulnerabilities[1,2]. In cases which malwares are the zero-day
threats, generating their signatures for detecting via anti-virus (AV) scan engine
becomes an important reactive security function. However, modern malwares can
easily bypass AV scanners by using code obfuscation, which can prevent malicious
file contents from being detected. Current malware signature generation technique
always involves in heavy manual work by studying emulation traces with hours
or even days delay. Therefore, security researchers are facing great challenges in
overcoming the complexity of malwares, and fighting against the malware backlog
is nothing new.

To effectively handle the scale and magnitude of new malware variants, anti-
virus functionality is moved into the cloud. In this paper, Automatic Malware
Signature Discovery System (AMSDS), a novel and lightweight desktop agent
for AV cloud is described. AMSDS keeps a good workload balance between the
desktop and cloud services. It can automatically generate a lightweight signature
database with the size hundreds times smaller than traditional signature ones. In
the AV cloud model, users do not need to install a large virus signature file, but
a lightweight set of “cloud signatures”. The benefits include easy deployment,
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low costs of operation, and fast signature updating. Further, AMSDS signatures
can be easily integrated into existing AV products.

We begin in Section 2 by presenting a brief introduction of virus executable file
format. In Section 3, we expound how AMSDS generates cloud desktop patterns.
We present experimental results in Section 4, and close in Section 5.

2 Virus Executable File Format

Executable files are special-formatted file objects that can be understood and
executed by operating systems. Examples of modern executable formats include
Portable Executable format (PE) for Windows, Executable and Linkable Format
(ELF) for Linux and Mach Object (Mach-O) for Mac OS. This paper is focused
on the PE format[3] as it is the most popular format for executables, libraries,
and drivers in Windows.

A PE file comprises various sections and headers which describe the section
data, import table, export table, resources, etc. A PE file starts with the DOS
executable header, which is followed by the PE header. The PE header begins
with the signature bits “PE”. The PE header also includes some general file prop-
erties, such as the number of sections, machine type, and time stamp. Another
type of header is called optional header, which contains an array of important
information segments. The optional header is followed by the section table head-
ers, summarizing each section’s raw size, virtual size, section name, etc. Finally,
at the end of the PE file is the section data, which contains the file’s Original
Entry Point (OEP). OEP refers to the execution entry point of a PE file, where
the file execution begins. To search a PE file for malwares, a scanner typically
scans the segments at certain offsets from OEP for the known signatures. PE
tools facilitate the ease to view, analyze and edit WIN32 PE files.

Existing commercial security applications search the binary files for
pre-defined signatures to identify known malwares. Unfortunately, this tech-
nique can be easily fooled by obfuscated viruses, which use software packers
[2](programs that compress and encrypt executable files in disk and restore the
original executable image, when loaded into memory), to protect the viruses’
internal code and data structures from being detected by security software.

3 AMSDS

AMSDS aims to generate intelligent malware signatures for AV cloud desktop.
Each client has a lightweight AMSDS signature file, whose size is hundreds times
smaller than traditional signature databases. Only when a suspicious file cannot
be detected by AMSDS patterns, clients will send a request to a cloud server,
where exists the full traditional pattern database.

In this paper, our assumption is based on the fact that the samples of the same
malware family must have some identical binary raw sequences. Among those
sequences, there exists a set of identical binary strings. Our AMSDS signatures
are generated from those strings. AMSDS firstly parses a suspicious PE sample
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Fig. 1. AMSDS de-noise PE sample files

and list its internal structures, such as PE header, optional header, section table,
import table, export table, and the resources. To speed up the signature gener-
ation, AMSDS will discard some raw data of this sample, and only reserves the
segments where hackers may insert their malicious codes. This process is called
”de-noise”. After the denoising, AMSDS can make the testing environment safer
by destroying malware’s PE formats. Therefore, the malicious sample can not
be executed. Fig. 1 shows the de-noise performance for some malware samples.
Owing to the de-noise stage, AMSDS can shrink the original file sizes almost by
half.

AMSDS is able to generate malware signatures from both static and dynamic
aspects. With the incoming of malware samples, the intelligent converter in
AMSDS parses malwares static information, and uses machine learning technique
to find multiple disjoint binary sequences. Based on those invariant substrings,
the static compound signatures are generated for inline matching. AMSDS can be
also used to automatically generate behavior signaures. Nowadays, the emulator
or sandbox is used to capture malware dynamic traces. However, the overwhelm-
ing static and dynamic “noise” generated by using code obfuscation make it hard
to analyze. Therefore, current malware signature generation techniques always
involve in heavy manual work by studying emulation traces with hours or even
days delay. A malware emulator and its tailored malware behavior ontology are
used to collect the dynamic execution token traces. Those tokens are abstract
representations by traversing the malware behavior ontology. Afterwards, the
malware behavior signatures are generated from those token streams.

4 Simulation

We describe our experimental results on on millions-scale samples in this section.
By using the disjoint invariant segments, AMSDS achieves low false positive rate;
By using “back up” signatures, AMSDS can defeat code obfuscation efficiently.
Our testing sets include more than 10 millions benign samples and almost 35k
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malware samples from 40 families. We choose small training set from 30 to 50
samples for each family. The average malware detection rate is around 80%. (For
larger training set, the detection rate will be higher.) As shown in Fig. 4, the
false positive rate for benign samples is 0.001%. In the aspect of speed, AMSDS
is comparable with current AV products. For example, AMSDS takes 1m26s
seconds to scan a folder, which includes 20,000 files.
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Fig. 2. Detection rate and pattern number

We also measured the malware detection rate for 30 families, which includes
10 Windows PE packer and 20 malware families. Fig.2 presents the detection
rates and pattern number for each family. The total pattern file size is less than
10k. Our testing suggests that the average malware detection rate is around
80%. We also found an interesting result: the pattern number for each packer
family is much less than that of malware family. The only reason we think is
that few patterns are enough to capture the packers’ unpacking semantics. Nor-
mally a packer’s unpacking process involves four consecutive steps: decompres-
sion or decryption, anti-debugging checks, import table rebuilding, and jumping
to OEP[2]. For packers, each above step always involves similar working flow. For
example, in the import table building stage, a packer extracts the DLL names,
followed by the trunk table addresses and APIs. For files with relocation tables,
the packer stores the Relative Virtual Address (RVA) of the relocatable data
blocks, which will be relocated when the relocation table needs rebuilding.
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5 Conclusion

In this paper, we propose AMSDS, a ontology-based automatic signature gen-
eration system for zero-day malwares, which generates both static and dynamic
tokens for AV cloud computing. Our approach is generic and flexible. Different
otologies can be plugged in for various detecting purposes. The experiments show
it outperforms state-of-the-art automatic signature generation techniques.
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Abstract. In this paper, the behavior characteristics that the specifical campus 
group users accessing world wide web has been studied, the dynamic group in-
terest network has been constructed, which was a para-bipartite graph and the 
topological structure had been discussed. Although the users’ visiting time is 
random and the web pages they visited are different but the interests of a major-
ity of the campus group are accordant. The results indicate that the incoming 
degree distribution of the group interest network follows power law. And the 
group interest spectrum was basically steady. The visiting behavior of the cam-
pus group had their special disciplinarian. 

Keywords: Complex network, para-bipartite graph, group interest spectrum, 
behavior characteristics, in-degree. 

1   Introduction 

The rapid development of information technology has brought the great challenges in 
theoretical study and practical application, and its significant social and economic val-
ues attracted significant coverage from all disciplines. The research of information sys-
tems’ complexity has become one of the important problems for international academic 
community, especially for the cross-frontier scientific research. Recently, with the re-
search and development of the complex networks, the information system regard as a 
complex system, has become a cross-research focal point [1-4]. Complex networks are 
available for studying a great deal of practical system, such as the World Wide Web, the 
Internet, the electrical power-grid networks, the biological nets and social networks  
[5-9]. Many empirical evidences indicate that the topological characteristics of practical 
networks are neither regular nor random [10], they belong to both small world [11] and 
scale-free [12, 13]. The findings of complex network reflect the basic characteristics of 
many complex systems, bringing material breakthrough to these systems’ research. For 
instance, scientist collaboration networks [14-16] can make us clear about the relation-
ships among the scientists in different fields, which have short average path length but 
big clustering coefficient. That is to say, the scientist collaboration networks have the 
characters of good connectivity and strong clustering. The power law degree distribu-
tion of World Wide Web let it has dual-characteristics, robust and frangible [17]. 
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These universal characteristics have significant theoretical meanings and engineering 
application values. As for the engineering application, the values are obviously. If we 
can identify all kinds of groups of 137 million Internet users in China and the popular 
resources of 0.843 million webs [18], then we can pick the most popular resources ac-
cording to their sort order to store. In this way, the power law distribution can ensure 
that the mainstream resources are able to meet the needs of the majority. 

Information in our life become more and more important. How to conquer ‘figure 
gulf’ to let everyone share information resources fairly is always being the global 
issue and also a full concerned issue to government administrator. Different groups of 
people need different web resources. In the limited resources, we should to consider 
which kind of information resources can meet the needs of the majority, and use the 
most proper way to let the individuals far from cities sharing sunshine information 
[19,20]. That means we should to study different groups’ interests. With the help of 
clustering analytical method, linearity regressive analytical method, we often dig web 
users’ interests and constitute interest model, according to word, text structure charac-
ters, paragraph and sorts expression ability [21]. For user’s preference, we can use 
self-adaptive theory to study user’s preference [22] and constitute user’s preference 
model base one data cube [23]. For the data digging method, we can use Markov 
model to searching for user’s behavior characters [24] and find out user interest pro-
file according to the implicit feedback [25], and then combining web content and 
behavior analysis [26] or base on its searching history [27] to invest interesting 
model. There are plenty of searching engines and information filtration methods. But 
none of those researches deal with group users’ interest structure characters, or ex-
plain group interest spectrum’s structure and stability mechanism, or reveal the clus-
tering phenomena and rules of group interests. 

Our researches are aimed at studying group users’ behavior characters and topo-
logical characters of group interesting network, finding out interest spectrum of group 
interest network and it self’s evolvement rules. This essay is only involved in intro-
duction researching results. The further results will be published in other papers as the 
researches go deeper.  

2   Data Analysis 

The group users in this paper refer to the faculty and the students in our campus. They 
visit the Internet by local area network in their offices or dormitories, there are one 
fixed IP address for one room, but one room may have several computers and more 
than one users, so we call these users as group users. 

There are 3 sets of records were collected during the continuous period (see table 1). 
For the dataset 1, the time period is during the second semester of our school year. In this 
semester, the senior students begin their graduation project, they have more free time to 
visite the Internet. For the dataset 2, the time period is during the first semester of our 
new school year. In this semester the new senior sdudents had their courses and the 
freshers just came into the school, began their military Training. For the dataset 3, the 
time period is during our ordinary school activity and all of the students and faculties 
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began their normal life. These data exist clearly periods. From fig.1, we can see that the 
lower traffic volume appeared during 23:00 Pm to 7:00 Am in every day, and the average 
traffic volume per hour in dataset 1 is more than that in dataset 2 and 3.  From fig.2, we 
can see that the web traffic volume reduced during legal holidays, and the traffic volume 
in holydays was less than the working days, lower traffic volume appeared during the 
weekends in every week, the lowest traffic volume appeared at October golden week. 
From fig.3, we can see common fluctuating cycles and some times of the day the varia-
tions are busier than others.  

Table 1. The data statistics 

Data set Begin time End time 
1 4:00 on Mar. 14, 2006  3:59 on Mar. 20, 2006  
2 4:00 on Aug. 30, 2006  3:59 on Oct. 8, 2006 
3 4:00 on Nov. 19, 2006  3:59 on Nov. 22, 2006 

 
 

 

Fig. 1. The average hourly activity per hour 

 

Fig. 2. The average week activity in Data Set 1 and 2 
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Fig. 3. The total traffic volume per minute in Data Set 3 

All these analysis results reflect the characters of the group user’ activities, the 
lowest traffic volume per day is corresponding to the dorms’ black out time. During 
the legal holidays, faculties don’t work and most students go home, so the traffic 
volume is also lower than the work time. That is to say, group users access campus 
network are mostly related to their work. As a result, although the visiting time of 
each users visiting the Internet in the campus are random, with the helpp of data ana-
lyzing, we still can find some general rules of the group users’ behavior. 

3   The Group Interest Network 

Actually, the activities of group users visiting the Internet should be a dynamic ran-
dom process, we can use the method of complex network to describe it. The group 
users’ web visiting at each moment can construct a group interest network. The group 
users’ web visiting during a period can constrcte dynamic group interest network. The 
network have the format of para-bipartite graph and it contain two kinds of vertices, 
one is user vertex, which refers to group users, the other one is information resource 
vertex, which refers to the web site resource constructed by many web pages and need  
 

 

 

Fig. 4. Schematic illustration of the group interest network. Nodes A-D represent group users, 

○ nodes 1-12 represent web pages, Dash dot circlesⅠ-Ⅲ represent resources (web sites) 
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to transfer. Since it’s not like the bipartite graph with explicit two different kinds of 
vertices like the definition in the graph theory, we call it as para-bipartite graph. 
Group users’ visiting activities set up the relationship between group users and infor-
mation resources, which can be expressed by directed connection. And the complex 
relationship of many users corresponding to many information resources construct the 
group interest network (see fig.4). According to the group interest network, we can 
get users relation network and resources relation network by the projection of users 
and resources respectively. 

We construct group interest network by classifying the web pages to different web 
site according to group users accessing habit per day (see table 2), which is a directed 
dynamic complex network. Basing on dataset 1, the Tuesday’s network contains 658 
users and 16078 web sites. The Wednesday’s network contains 676 users and 17491 
web sites. The Thursday’s network contains 674 users and 18233 web sites and etc. 
The network contains 1023 users and 60079 web sites in total during one week. We 
calculate this group interst networks’ in-degree. The in-degree here means the num-
bers of group users’ visiting a web site. Such as in fig.4, the group user A visited 5 
pages of web site 1 and B visited 2 pages of web site 1, then the visiting number of 
web site 1 is 7. In the same way, the visiting number of website 2 is 6 and number of 
website 3 is 5. Even though the number of user are different and the web sites they 
visited are different in every day, the in-degree distribution of group interest network 
have power law character (see fig. 5). Which means that lots of web sites are with a 
few links (visiting amount), a few web sites are with a medium number of links and a 
very few noteworthy web sites are with a large number of links in this network. The 
in-degree frequencies and their per centum of the group interest network can be seen 
in table 3. The in-degree frequencies refer to the numbers of a in-degree. Such as in 
fig.4, the in-degree frequencies of in-degree 1 are 7, in-degree frequencies of in-
degree 2 are 4, and 3 are 1.   

Table 2. The statistics of the group user visiting the Internet 

Week User Web page Web site Degree exponent 
3.14（Tuesday） 658 3727905 16078 1.530477 

3.15（Wednesday） 676 4361211 17491 1.533105 

3.16（Thursday） 674 6068099 18233 1520289 

3.17（Friday） 647 6931486 18390 1.528237 

3.18（Saturday） 381 5291921 12215 1.520854 

3.19（Sunday） 393 3844392 14488 1.532267 

3.20（Monday） 663 5710836 17584 1.521534 

Table 3. The in-degree frequencies and their per centum of the group interest network 

In-degree in-degree frequencies per centum 

1-100 
51218 85.25% 

101-800 
6845 11.39% 

801-1681974 
2016 3.36% 
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The in-degree distribution of group interest network follows power law,  
γ−∝ kkPin )( , 52.1=γ （see fig.5), so this network was scale free. 

 

Fig. 5. The in-degree distribution of the group interest network 

4   The Interest Spectrum 

By ordering the web resources of data set 1, in the web sites with the top 20 visiting 
volumes, users’number of 7 web sites is 1, users’ number, which is no more than 10, 
web sites are 3. Only 10 popular web sites have more group users. So we got the top 
ten popular web sites and page numbers of the group users visited (see table 4). These 
results reveal that which kind of web sites can attract much more our campus’ group 
user, and these users’ a part of interest spectrum. We find that the group interest spec-
trum have a good stability. For instance, although the top 10 web sites of the group 
users accessed have different orders each day, they are still in each day’s top 10 list. 
We can find out the number of the group users which visited the top ten web sites (see 
table 5). In the further research, we can get every group users’ interst spectrum. 

Table 4. The top 10 web sites of the group user surfing during one week 

Web site Web pages 

sina.com.cn 1681974 

163.com 1451668 

sohu.com 834362 

usst.edu.cn 662827 

online.sh.cn 444066 

msn.com 424835 

allyes.com 390524 

pconline.com.cn 385017 

taobao.com 321813 

chinaren.com 251568 
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Table 5. The users’ number of visiting the top 10P

th
P web sites during one week 

Date 
Web site 

Mar.14 Mar.15 Mar.16 Mar.17 Mar.18 Mar.19 Mar.20 

sina.com.cn 341 461 351 339 202 216 351 

163.com 338 360 343 331 199 224 349 

sohu.com 279 305 293 282 161 179 293 

usst.edu.cn 252 268 271 260 119 128 295 

online.sh.cn 128 129 130 114 63 61 123 

msn.com 283 287 301 283 243 190 318 

allyes.com 435 439 432 422 251 260 467 

pconline.com.cn 74 79 84 67 53 59 74 

taobao.com 111 126 124 128 80 85 147 

chinaren.com 112 134 127 109 75 78 123 

Researches indicate that the major users have the similar interests, and if we can 
conform the information resources interested by most individuals and use the abroad 
storage technique to maintain most peoples request, then we can let people to obtain 
sunshine information in the most economical way. 

5   Conclusions 

According to the relationship between group users and information resources, the 
special group users’ web visiting behaviour has been studyed, the time features that 
the group user visited world-wide-web has been observed, the group interst network 
has been set up, the topological structure has been discussed in this paper. With the 
help of complex network’s method, the study indicates that the group interest net-
work’s in-degree distribution belongs to power law distribution. The given group’s 
interest spectrum is basically stable and the visiting behavior of the campus group had 
their special disciplinarian, and the interests of a majority of the campus’ group users 
are accordant. 
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Abstract. Online social network attracts more researchers now. In this paper, we 
topologically analyze an online Chinese student social network--Xiaonei.com. 
We use Python language to crawl two datasets of Xiaonei in January and 
February, 2008. The degree distribution and small world phenomena are 
testified. We also use a social network analysis tool to analyze these two datasets 
from the viewpoint of social network structure. Seventeen measurements such as 
Fragmentation, Component Count, Strong/Weak are summarized to identify the 
exogenous attributes of Xiaonei.com. Additionally, two latent applications of 
online social network service are proposed in the discussion section.  

Keywords: Online Social Network, Topological Analysis, SNA, Complex 
Network Analysis. 

1   Introduction 

Nowadays, online social networks (OSN) such as MySpace, Facebook, Friendster, 
LinkedIn and Orkut have attracted millions of users, many of whom have integrated 
these sites into their daily lives. These sites have various objectives including 
connecting those with shared interests such as music or politics (e.g., MySpace.com), 
focusing on the college student population (e.g., Facebook.com), dating through one’s 
own friends to create a romantic relationship (e.g., Friendster.com), creating networks 
of co-workers and business associates (e.g., LinkedIn.com) and linking with Google 
site developers (e.g., Orkut). Besides these pure online social networks, there are also 
some online community sites such as the Flickr photo-sharing site, the Youtube 
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video-sharing site and the SinaBlog blog-sharing site, all of which inside maintain a 
latent social network.  

Out of all these social network services, Facebook is different because one must 
provide a real campus email address or a valid student identification if one wants to 
attend a certain network such as the CMU network. Thus the users in Facebook 
usually use their real names, real photos and have made highly identifiable profiles 
[1]. Facebook is a social networking site that reinforces and expands real-world social 
connections. In Facebook, there are more than 65 million active users and over 6 
million active user groups. Facebook has 85% market share of U.S. university 
students over half of whom return daily and spend an average of 20mins per day on it. 
In the view of the huge potential of Facebook, some cloned sites are emerging now. 
Xiaonei (www.xiaonei.com) is the Chinese version of Facebook.  

A social network represents relationships among friends and its structure has 
attracted a lot of interest from scholars. The evolution of the structure within the larger 
online social network of Flickr and Yahoo! 360 has been studied, characterizing users 
as either passive members of the network; inviters who encourage offline friends and 
acquaintances to migrate online; and linkers who fully participate in the social 
evolution of the network [2]. From the viewpoint of complex network theory, Alan 
Mislove et.al analyze Flickr, YouTube, LiveJournal and Orkut at the same time to 
confirm the power-law, small-world and scale-free properties of online social networks 
[3]. In this paper, we focus on researching college student-oriented network services 
because they more closely approximate a social network in the reality. In fact, these 
online users like to search to create links with friends with whom they have offline 
relationships [4]. About 396,836 nodes and 7,097,144 edges [5] in the Xiaonei network 
and about 4,200,000 users [6] in Facebook network have all manifested their small-
world and power-law phenomena. Besides, personal privacy and visualization [7] in 
these types of network services have attracted more and more scholarly in-depth 
studies [8].  

In this study, in addition to analyzing online social networks from the viewpoint of 
complex system theory, we analyze them also from the viewpoint of topological 
structure using a social network analysis method. Social network analysis methods 
include centrality measures, subgroup identification, role analysis, elementary graph 
theory, and permutation-based statistical analysis. From this study, we answer 
sociological questions such as who is the most important in the network when 
information diffuses, what is the impact on the entire network when one is isolated from 
the network and how do informal groups form to influence the information diffusion. 
Our contributions are listed as follows: 1) we analyze the degree distribution and small 
world phenomena of an entire Chinese student online social network; 2) we use a social 
network analysis tool—ORA[9]  to determine shortest paths and to analyze connected 
components for online social network; 3) we introduce the new measurements from the 
viewpoint of social network analysis. 

This paper is organized as follows. In section 2, Data sets and crawling method are 
introduced. In Section 3, we use topological analysis to analyze the structure of online 
social networks and give some measurements for SNA. In Section 4, we discuss the 
practical applications of this study. Finally, conclusions and suggestions for further 
research are presented. 
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2   Data Sets 

Because of the privacy policy of Xiaonei.com, we use the network of Huazhong 
University of Science and Technology (HUST). In the HUST network, there were 
44,419 nodes and 803,987 links in the beginning of January, 2008. In the end of 
February, 2008, there were 47,546 nodes and 876,983 links. We used these two 
datasets to analyze the topological structure and evolution of social networks among 
friends online. Compared to an ego-network, HUST network is a complete social 
network within a famous Chinese college online social network. It is entirely complete 
and closed, thus it is suitable for analysis as a sample of online social networks [10].  

2.1   An Overview of Xiaonei.com 

Xiaonei.com was created in December of 2005 and was an absolutely dominant 
college social network service in China. Currently, more than 1000 colleges outside 
China, 3000 Chinese colleges, 8000 Chinese high schools and 7000 companies have 
opened their network service in Xiaonei.com. Users can find their old friends, make 
new friends, share photos, music, movies, and share their blogs and personal news. 
College-oriented social networking sites such as Facebook and Xiaonei provide 
opportunities to combine online and face-to-face interactions within an ostensibly 
bounded domain. This makes them different from traditional networking sites: they 
are communities based “on a shared real space”[11]. Since the majority of these sites 
require a college’s email account for a participant to be admitted to the online social 
network of that college, expectations of the validity of certain personal information 
provided by others on the network may increase. Together with the apparent sharing 
of a physical environment with other members of the network, that expectation may 
increase the sense of trust and intimacy across the online community.  

2.2   Crawling Methods 

We used Python to design a script program to analyze the webpage in order to find 
user profiles and relationships with friends, and then to automatically download user 
profiles to store into the Mysql database. Due to personal privacy, we were only able 
to access the HUST network. Furthermore, there were also 5% users who didn’t open 
their profiles for non-friends in the HUST network. First, we used “browse users” 
function to obtain a fraction of the user ids randomly till the number of selected nodes 
didn’t increase dominantly. Second, we used these user ids to do a snowball sampling 
by breadth-first search (BFS) in the HUST network. It is known that the power-law 
nature in the degree distribution is well conserved under snowball sampling since the 
snowball sampling method easily picks up hubs. This property reduces the degree 
exponent and produces a heavier tail[12]. It was also annoyed that the verification 
code was required to input every time when we downloaded 100 profiles. Therefore, 
we use multi accounts and multi threads to download the profiles. 

2.3   Demographics 

The majority of users of the Xiaonei at HUST are undergraduate students (83.3% of 
all profiles). Furthermore, the majority of users are male (65.4% vs. 34.6%). The 
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average age is 22.14 years. Figure 1 shows the distribution for different users 
according to their entrance year that represent the year of using Xiaonei because 
Xiaonei only permits IP addresses from college campuses to register on the HUST 
network. Every September is the entrance month for students, thus students with 
entrance year of 2006 have used Xiaonei for one and a half years at most, and the 
students who entered into college in 2007 have just used Xiaonei for half a year. From 
their online times and last online dates of two sample data sets, we performed 
statistical analysis,, finding 71.4% of users login to Xiaonei more than 2 times one 
week. These users are active users who contribute more to the creation of a virtual 
community than non-active users. 
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Fig. 1. Percentage of Users according to Their Entrance year 

3   Topological Analysis 

A social network is a social structure made of nodes (which are generally individuals or 
organizations) that are tied together by one or more specific types of interdependency, 
such as values, visions, ideas, financial exchange, friends, kinship, dislikes, conflicts, 
trades, web links, sexual relations, disease transmission (epidemiology), or airline 
routes. The resulting structures are often very complex. The Social network analysis 
method originated in the sociology field and has been widely used in the analysis of 
online social networks [10]. We pay more attention to the topological structure of online 
social networks and use ORA [9] plus Matlab to analyze them.  

In the Xiaonei network, relationships between friends are reciprocal. The fact that 
one is directed to certain links can be useful for locating content in information 
networks. The links in the social networks we studied are regarded as undirected and 
users may link to each other. This property of symmetry is consistent with that of 
offline social networks [13]. 

3.1   Topological Analysis Tool 

UCINET is a very popular tool for social network analysis (SNS). It can only handle a 
maximum of 32,767 nodes (with some exceptions) although practically speaking 
many procedures get too slow at around 5,000 - 10,000 nodes. We tried to convert our 
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data into the UCINET data type and input it into UCINET, however the data file was 
very huge (2.3G) and the process speed was very slow. Therefore, UCINET is not 
suitable to analyze our data set because the Xiaonei network has 47,546 nodes that 
exceed the process ability of UCINET.  

In this paper, we used ORA [9] that was developed by the Center for Computational 
Analysis of Social and Organizational Systems (CASOS) of Carnegie Mellon 
University. Beside being a SNS tool, ORA is also a risk assessment tool for locating 
individuals or groups that are potential risks given social, knowledge and task network 
information. ORA is based on JAVA and uses XML file to store data, thus it is 
compatible with other tools in various operation systems. The converted XML file is 
just 79.6M large and importing it into ORA is very fast. 

3.2   Degrees Distribution 

For the college students’ online network, the entire Facebook and Xiaonei networks 
have been proven to satisfy the Power-law [14] rule in degree distribution [5, 6]. The 
partial samples of the virtual online networks Orkut and MySpace also satisfy Power-
law. Here, we also observed the degree distribution of Xiaonei HUST network. In 
Figure 2, we report the cumulative distribution of degree P (>k), which indicates the 
probability that a randomly selected node has more than k links. It can satisfy the 
Power-law (see the right log-log sub-figure of Figure 2), and it also can fit exponential 
function f(x) = a*exp(b*x) where a=4.247e+004 and b = -0.05131 in data1 and 
a=4.363e+004 and b =  -0.04898 in data2. Here, data1 and data2 were obtained at the 
beginning of January, 2008 and at the end of February, 2008 respectively. 

Furthermore, we observed the distribution of “online times” in the Xiaonei HUST 
network. The ratio of users according to their online times is shown in Figure 3. We 
used SPSS to compute the correlation of Degree and Online Times, and a strong 
correlation (Correlation Coefficient is 0.883) between them was found. That is to say, 
if one person had more online times, he/she would have more time to search for and 
make friends. Also he/she could spend more time to construct his/her own webpage to 
attract more users. 
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Fig. 2. Degree Distribution of Xiaonei HUST network 
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Fig. 3. Ratio of Users according to their Online Times 
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Fig. 4. Degree (45~75) Distribution of HUST network 

The users in Xiaonei increased very quickly, from the beginning of January to the 
end of February 2008. More than 3000 users register Xiaonei account in two month. 
These users need time to develop their friendships. Also, the CTO of Xiaonei Inc. 
reported that some users just register to attain a certain objective and then are never 
active to make friends. A large number of passive members [2] results in exponential 
decay in the first part of distribution curve. We amplified the degree distribution in 
Figure 2 and focused on the part between 45 and 75 degree shown in Figure 4. We 
can find the successive degree distribution curves move upwards. The probability that 
a randomly selected node has more than k links increases at the same “degree” value. 
There is a tendency to close to Power-law, but it evolves very slowly because a large 
number of new passive members register for Xiaonei HUST network.  

3.3   Small World Phenomena 

The small world experiment was comprised of several experiments conducted by 
Stanley Milgram examining the average path length for social networks of people in 
the United States. The research was groundbreaking in that it revealed that human 
society is a small world type network characterized by shorter-than-expected path  
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Table 1. Topological Measurements of Online Social Network 

MEASURE TYPE Data1 Data2 

Average Distance[16] Graph 4.15207 4.16321 

Clustering Coefficient, Watts-Strogatz[16]  Graph 0.198627 0.187391 

Component Count, Strong[10] Graph NA NA 

Component Count, Weak[10] Graph 173 764 

Connectedness, Krackhardt[17] Graph 0.991732 1.03602 

Density[10] Graph 0.000412741 0.000426163 

Diameter[10] Graph 44419 47546 

Edge Count Ratio, Lateral[18] Graph 0.563342 0.556119 

Efficiency, Global[19] Graph 0.253951 0.249533 

Efficiency, Local[19] Graph 0.303109 0.304126 

Fragmentation[20] Graph 0.0082677 0.0360216 

Span of Control[21] Graph NA NA 

Speed, Average[18] Graph 0.240843 0.2402 

Upper Boundedness, Krackhardt[17] Graph 0.999871 0.997303 

Network Centralization/Total Degree[22] Graph 0.0102928 0.00994435 

Hierarchy, Krackhardt[17] Graph 0.0082217 0.0080065 

Centrality, Closeness[22] Graph 8.88937e-05 8.81563e-05 

 
lengths. The experiments are often associated with the term six degrees of separation 
[14], which was a small world phenomenon. We check the average shortest path 
length between entities. As shown in Table 1, Average Distance on two data sets is 
4.15207 and 4.16321 respectively. Values less than six represent small world 
phenomena. Therefore, it can be proven that there exist small world phenomena in the 
Xiaonei HUST network. 

3.4   Shortest Path Finder 

Given a pair of two selected entities, we computed the shortest path between two 
entities according to Newman’s algorithm[15]. We used Java to implement 
Newman’s algorithm and compared it with ORA shortest path finder. The average 
consuming time of Newman’s algorithm is 25 second; however ORA just take 20 
second. For example, we computed the shortest path from agent 0-100013893 to 
agent 17868-223752718 and determined the number of shortest paths. There were 12 
shortest paths and the shortest path length was 5, as shown in Figure 5. The Sphere of 
Influence of each entity represents a series of relationships with friends who have a 
direct relationship with this entity. It can also be computed using ORA. As shown in 
Figure 6 and 7, where the degree of entity 0-100013893 is 3 and the degree of entity 
17868-223752718 is 12, the sphere of influence of entity 0-10001389 is obviously 
larger than that of entity 17868-223752718. The computation of the shortest path and  
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Fig. 5. Shortest paths from agent 0-100013893 to entity 17868-223752718 

 

 

Fig. 6. Sphere of influence for 0-100013893 and 17868-223752718 

the sphere of influence can provide a latent application for online social network, 
which will be discussed in Section 4. 

3.5   Connected Component Analysis 

The nodes in a disconnected graph may be partitioned into two or more subsets in 
which there are no paths between the nodes in different subsets. The connected sub-
graphs in a graph are called components [10]. A component in an online social 
network is a sub-network in which there are links between all pairs of users in the 
sub-network, and no link between a user in the network and any user not in the 
network. These disconnected components represent the informal groups in a network 
organization. Although online network services provide interest groups for users, it 
cannot be ignored that informal groups also take an important role in the construction 
of online social networks, which will be discussed more in Section 4. There are two 
types of connected components: strongly connected components and weakly 
connected components [9]. Because our Xiaonei HUST network is undirected, we 
chose the weakly connected component method to compute the number of connected 
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components. As shown in Table 1, through two months, the number of components 
increased from 173 to 764. More informal groups were born with the interaction of 
users in online social networks. 

3.6   Measurements on SNA 

For the purpose of analyzing online social networks, we had to filter some measures 
from more than 100 measurements in ORA. We paid more attention to the entire 
topological structure of online social networks, thus we filtered on the base of the 
Graph type of the measurements. In Table 1, we choose 17 measurements. The 
relative references are also listed in the Table 1. We briefly analyzed the results 
according to these measurements as follows. 

1) Density: The number of edges divided by the number of possible edges including 
self-reference.  
2) Diameter: The maximum shortest path length between any two nodes in a network.  
3) Connectedness: Measures the degree to which a square network's underlying 
(undirected) network is connected.  
4) Edge Count Ratio Lateral: Fixing a root entity x, a lateral edge (i,j) is one in which 
the distance from x to i is the same as the distance from x to j.  
5) Efficiency, Global: Measures the closeness of the entities in the network.  
6) Efficiency, Local: Measures the closeness of the entities in each ego network in the 
network.  
7) Fragmentation: The proportion of entities in a network that are disconnected. It is 
related to Component Count. In two month, the number of fragmentations in Xiaonei 
HUST network increases. 
8) Span of Control: The average number of out edges per node with non-zero out 
degrees. It is only used in the directed network. Therefore, for Xiaonei HUST 
undirected network, we can not obtain this result. 
9) Speed, Average: The average inverse geodesic distance between all entity pairs. 
The highest score is achieved for a clique, and the lowest for all isolates.  
10) Upper Boundedness: The degree to which pairs of agents have a common 
ancestor.  
11) Network Centralization, Total Degree: A centralization of a square network based 
on total degree centrality of each entity.  
12) Hierarchy: The degree to which a square network N exhibits a pure hierarchical 
structure.  
13) Clustering Coefficient, Watts-Strogatz: Measures the degree of clustering in a 
network by averaging the clustering coefficient of each entity. The clustering 
coefficient of a entity is the density of its ego network which is the sub graph induced 
by its immediate neighbors. 
14) Component Count, Strong/Weak: The number of strongly/ weekly connected 
components in a network. 
15) Centrality, Closeness: The average closeness of an entity to the other entities in a 
network. Loosely, Closeness is the inverse of the average distance in the network 
between the entity and all other entities. This is defined for directed networks. 
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4   Discussions 

Facebook has opened its API so that anyone can develop his/her own application, and 
then upload the application for using it online. Unfortunately, Xiaonei has not opened 
its API yet. Therefore, the latent applications demonstrated here don’t specify the 
application development of Xiaonei network. Furthermore, offline social networks 
also benefit from online social network services.  

 

User Interface

Users

Relationship

Aggregation

value added service

 

Fig. 7. Applications of Online Social Network 

In Figure 7, we classify applications of online social networks five categories. The 
basic application allows users to edit their own information freely. Second, for the 
purpose of creating friendships, we need to provide user-friendly application to 
display and maintain friend lists. Third, aggregation lets online social network 
services push all the information to users and lets users efficiently use that 
information. Fourth, the user interface on the website is very important for attracting 
new users and keeping old users. Finally, a value added service such as mobile SNA 
can allow users to enjoy a full virtual life. From the study on which paper is based, 
two latent applications emerge for online social networks at the level of relationships 
and aggregation. 

Shortest path finder. The ultimate objective of using online social networks is for 
people to extend their circle of friends. Since users even want to meet new people 
online, it is very useful to find the shortest path to do so. Even though, users can find 
this certain people according to his/her name, work place or other information and 
send an invitation to him/her. Generally, users do not like to add strangers as new 
friends[4].  Rather they prefer to add users whom they have known offline. Also, 
some people would like to become initially acquainted with each other online but 
actually interact in the real world. SNA is just a tool to make offline friends by first 
meeting them online. Therefore, shortest path finder can help users find efficient ways 
to make offline friends by search shortest path online.  

Informal Online Group Mining. The objective of this application is to help users to 
jump out of his/her own social group. By judging if the ego-network is disconnected 
components or not or by finding shortest path for jumping out of this disconnected 
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component, people can expend their social circles. Also, by mining informal groups 
that are disconnected components, online social network services can provide a lot of 
references to help users take part in certain informal groups. 

5   Conclusions 

In this paper, we used a topological analysis tool to analyze an online Chinese student 
social network—Xiaonei.com. We used Python to crawl two datasets of Xiaonei from 
January to February 2008. By these two datasets, degree distribution and small world 
phenomena were analyzed using Matlab and SPSS. It was found that degree 
distribution has a tendency to close to Power-law, however it evolves very slowly 
because a large number of new passive members routinely register for the Xiaonei 
HUST network. Xiaonei HUST network also has small world attribute. Then we used 
a social network tool, ORA, to analyze our datasets from the viewpoint of social 
network analysis. We summarized 17 measurements such as Fragmentation, 
Component Count, Strong/Weak. Also, 2 latent applications of online social network 
services were proposed in the discussion section. This paper also shows that ORA1 
have the advantages in finding shortest path and analyzing connected component. 

This is only a preliminary report for our work-in-progress research. In the future, 
we will contact Xiaonei Inc. to obtain their cooperation in order to analyze the entire 
Xiaonei network dataset. Further study for applying classical social network analysis 
to the analysis of online social networks will be carried out.  
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Abstract. In this paper we extend our 2007 paper, “Comparative Quantum 
Cosmology: Causality, Singularity, and Boundary Conditions”, http://arxiv.org/ 
ftp/arxiv/papers/0710/0710.5046.pdf, to include consideration of universal 
expansion, various implications of extendibility and incompleteness in 
spacetime metrics and, absent the treatment of Feynman diagrams, the use of 
Penning trap dynamics to describe the Hamiltonians of space-times with no 
characteristic upper or lower bound.  

Keywords: Quantum Cosmology, Incomplete Geodesic, Cosmic Inflation, Time, 
Singularity. 

1   Introduction 

Cosmology, and more particularly, quantum cosmology, has generated a number of 
different, often radically different viewpoints about both the beginning and the ending 
of the universe as well as a variety of possibilities with respect to cyclical theories of 
expansion and contraction. Despite the manifold differences between these theories, 
many of them, in particular, the theories expounded by Hawking (1999), Carroll and 
Chen (2004, 2005) and Peter Lynds (2003, 2006) often have more elements in 
common than those among which they differ.  In particular, the commonalities tend to 
cluster around the concepts of “weak singularity”, “no boundary condition”, and “the 
problem of specialness” with respect to scale, entropy and initial conditions.   

In the present paper we examine these concepts with particular attention to the 
nature and role of singularities relying in large part on two particular sources for our 
analysis. The first is the 1994 work of C.J.S. Clark on the analysis of space-time 
singularities, a work of general relativity largely exclusive of quantum mechanical 
effects and the second is a very recent paper by David J. Fernandez C. and Mercedes 
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Velazquez (2008) whose mathematics we employ to explore at a quantum mechanical 
level the turning points of cosmic expansion (i.e. maximal spaces with no further 
possible extensions) and the “big bang/big crunch” particularly in the context of the 
limitations imposed on the order of events suggested by Lynds (2006). 

1.1   The Mechanics of Contraction – The Standard Approach 

“Big Crunch” theories all depend on some sort of universal contraction although not 
nearly enough of these theories offer a plausible mechanism for why the universe 
should suddenly contract at a particular point. That is, "by what mechanism should the 
universe cease expanding, at which point gravity initiates an apparently unstoppable 
contraction?" The problem is sufficiently deep that for many years most physicists 
assumed a “steady state” model of the universe. In his treatment of incomplete 
geodesics and maximal spaces, C.J.S. Clarke offers at least one possibility in his 
treatment of the maximality assumption (p. 8): 

 
The foregoing result has shown that if M is inextendible then 

there is some timelike curve (actually a geodesic) - i.e. a possible 
worldline of a particle - which could continue in some extension of 
M but which in M itself simply stops. This seems unreasonable: 
why should M be cut short this way? It seems natural to demand 
that "if a space-time can continue then it will"; in other words, to 
demand that any reasonable space-time should not be inextendible.  
This is an assumption imposed upon space-time in addition to the 
field equations of Einstein. 

It can easily be shown that any space-time can in fact be 
extended until no further extension is possible. At this point the 
space-time is called maximal, and so we are lead to the idea that 
we need only consider maximal space-times.  But this idea is really 
not as innocuous as it might seem because of the problem that the 
extension of a space-time, when it exists, cannot usually be 
determined uniquely. In special cases there are unique extensions:  
an analytic space-time has (subject to some conditions) a unique 
maximal analytic extension; similarly, a global hyperbolic solution 
of the field equations (with a specified level of differentiability) is 
contained in a unique maximal solution. In both these cases a 
"principle of sufficient reason" demands that the maximal solution 
be taken. But suppose one has a non-analytic space-time where 
Einstein's field equations fail to predict a unique extension (either 
because there is a Cauchy horizon or because there is some sort of 
failure of the differentiability needed for the existence of unique 
solutions). Or suppose a situation arises in which there is a set of 
incomplete curves, each one of which can be extended in some 
extension of the space-time, but where there is no extension in 
which they can all be extended. (There exists admittedly artificial 
examples of this (Misner, 1967). In cases such as these, the same 
principle of sufficient reason would not allow one extension to 
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exist at the expense of another. Perhaps the space-time, like 
Buridan's ass between two bales of hay, unable to decide which 
way to go, brings the whole of history to a halt. 

2   The Quantum Mechanical Approach to Maximal States 

In at least one sense we must “jump the gun” a bit in order to discuss the quantum 
mechanical argument for the maximal extension of space-time never being achieved 
because this result is merely a byproduct of a quantum mechanical argument against 
the existence of strong singularity.  The gist of Fernandez and Velazques proof is that 
(8.0) “in identifying the appropriate displacement operator as well as an adequate 
‘extremal’ state for the Penning trap cavity…the corresponding Hamiltonian has 
neither a ground nor a top energy eigenvalue.  The proof of this claim, which we will 
return to in our discussion of singularities is as follows and is drawn directly from the 
previously reference paper by Fernandez and Velazquez.  In order to understand the 
proof, we must begin with their demonstration of the extremal state wave function: 

This existence of the extremal state |0,0,0  is guaranteed by a theorem which is 
proven elsewhere [5]. It ensures that, if the operators 

                  ,              ·   ,   1,2,3,           (1) 

Obey the commutation relations (17), then the system of partial differential equations 0,0,0  0, j = 1,2,3, for the extremal state wave function  |0,0,0  has a 
square integrable solution given by   exp   exp  r r ,                    (2) 

Where a =  is a complex symmetric matrix satisfying   ,   1,2,3,                                        (3)  

According to (22), through equations (12.16) we identify the vectors     /     1, , 0  ,  /  ,      /     1, , 0  ,  / ,                    (4)     √ /     0, 0, 1  , 2 / ,                                       
Thus, a = diag  ,  , √ 2 , , and from (23) we finally get the extremal 

state wave function we were looking for:  exp   .                      (5) 
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What is particularly interesting about this extremal state is that the Hamiltonian has 
neither a ground nor a top energy eigenvalue (p. 9) This is given a further exposition 
in the section on mean values of physical quantities. In particular, this calculation 
again demonstrates that the values of the extremal state as well as the CS wave 
function coincide with the previous calculation. Mathematically this is shown by the 
following exposition (pp. 7-8): 

Let us evaluate next the mean values  ,   , 1,2,3, 
and the corresponding mean square deviations in a given CS| . To do that, we 
analyze first how the operators ,  , ,  are transformed under D(z). By using 
equation (35) it is straightforward to show that:  Γ .    Σ , 1,2 ….           (6) 

Therefore:   Γ ,  X   X  2Γ  Γ , Δ  Δ            (7)   Σ ,  P   P  2Σ  Σ , Δ  Δ              (8) 

Notice that the mean square deviations of  Xj and Pj are independent of z1, z2, z3 but 
depend on , , , , 1, 2, 3, which need to be evaluated. The first 
six quantities can be obtained from the homogeneous equations   0,    0, 1, 2, 3 

(see (22)) and use that |0,0,0  0,0,0| 0.  By using (25), the system to be 
solved becomes:  √ 2   0 √     0, √     0, 

and the complex conjugate equations. Its solution is given by  0,         1, 2, 3.                                   (9) 

In order to obtain , , we calculate the mean values for the several 

products of pairs involving , . From these thirty six equations just twenty one are 

linearly independent: 0, 1, 2, 3,  (six equations); 0,1, 2, 3,  (six equations); 0, , 1, 2, 3, (nine equations).  By 
solving this linear system, the non-null results for the mean values of the twenty one 
independent products of Xi and Pj are now:    4  ,             8 ,     /4 ,             /2 ,   /2. 
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The previous formulas imply that equations (39, 40) become Δ  ΔY  4  ,       ΔZ  8 , ΔP  ΔP  /4 ,     Δ  /2 , 

and therefore Δ Δ Δ Δ  Δ Δ 1/2. 
This means that our CS have minimum Heisenberg uncertainty relations. 

Finally, by using equations (15, 21) we calculate the mean value of the 
Hamiltonian H in a given CS | :   | |  | |  | |  , , .                             (10) 

A similar calculation for (H2)z can be done, leading to: Δ   √ | |  √ | |  2 | | .    (11) 

Once again, the fact that H is not positive definite is clearly reflected in (42). 

Along this work we have assumed that 0. For 0, small 

differences concerning the identification of the appropriate annihilation and creation 
operators arise.  However, the extremal state and CS wave functions ,  as 
well as the corresponding mean values, will coincide with those previously calculated. 
In particular, the Heisenberg uncertainty relation will achieve once again its minimum 
value [14]. 

3   Singularity – Early Arguments 

One of the simplest arguments against strong singularity is simply that of a choice of 
improper metric.  In this case, an inappropriate choice of the Schwarzschild metric as 
a representation of strong or true singularity.  As Clarke explains: 

 
"In 1924 Eddington showed there was an isometry between the 

space-time M defined by the region r>2m in the Schwarzschild 
metric and part of a larger space-time M'.  Incomplete curves in M 
on which r -> 2m were mapped by this isometry into curves which 
were extensible in M': The singularity at 2m was no longer present.  
So if we identify the Schwarzschild space-time with the part of the 
Eddington space-time M' with which it is isometric, we see that it 
is not just incomplete in the formal sense defined above: it actually 
had a piece missing from it, a piece that is restored at M'. The 
singularity at r=2m is thus a mathematical artifact, a consequence 
of the fact that the procedure used to solve the field equations had 
fortuitously produced only a part of the complete space. 

We note that, despite this, there are still some authors who regard 
the Schwarzschild ‘singularity’ at r=2m as genuine; but this is only 
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justified if (as done by Rosen, 1974) one uses a non-standard 
physical theory in which there is some additional structure (such as 
a background metric) which itself becomes singular under the under 
the isometry of the metric into M', so that one structure, the metric, 
or the background is always singular at r = 2m. 

The situation in Schwarzschild clearly contrasts with that of the 
Friedmann metrics.  For these, on any of the incomplete curves the 
Ricci scalar tends to infinity.  For the smooth space-times that we 
are considering at the moment this is impossible on a curve which 
has an endpoint in space-time, and so there can in this case, be no 
isometric M' in which these curves have an endpoint.” 
 

Clarke’s subsequent arguments rest on the properties of extensibility and global 
hyperbolicity1 and ends up with various cosmic censorship models (both strong and 
weak forms) which either prevent the existence of strong singularities or which make 
them inaccessible to any particular observer in an inertial frame with bounded 
acceleration. Much of the distinction between these theories is a function of globally 
hyperbolic space-time and past-simplicity/past hyperbolicity such that for all timelike 
geodesics k in U0(s), J (k) < 2; also geodesics in U0(s) have no conjugate points  
(p. 127) From here he proceeds to eliminate what her refers to “primal singularities” 
and “dragging geodesics”. In this context, cosmic censorship provides a number of 
mechanisms for explaining why strong singularities are not accessible.  However, 
Peter Lynds offers a rather different approach, based on the second law of 
thermodynamics suggesting that the very nature of the big bang-big crunch makes any 
strong singularity inaccessible, even if it exists within the light cone and that this 
inaccessible history also explains the problems of scale and naturalness raised by 
Carroll and Chen (2004, 2005).  

4   Time 

In 2003, Peter Lynds published a controversial paper, “Time and Classical and 
Quantum Mechanics: Indeterminacy vs. Discontinuity” in Foundations of Physics 
Letters. Lynds’ theory does away with the notion of “instants” of time , relegates the 
“flow of time” to the psychological domain. While we have commented elsewhere on 
the implications of Lynds’ theory for mathematical modeling it might save a bit of 
time simply to borrow Wikipedia’s summary of this paper: 

 

Lynds' work involves the subject of time. The main conclusion 
of his paper is that there is a necessary trade off of all precise 

                                                           
1
 For every pair of points, p,q є U,I-(p)∩I+(q)is compact.  Here I±  is the future(past of a 
set S in space-time. “Causality” holds on U (no closed timelike curves exist). Classically, a 
more restrictive and technical assumption is required, namely, “strong causality” – that no 
“almost closed” timelike curves exist, but the recent work of Hawking and Penrose (1996) 
shows that causality suffices.  Global hyperbolicity implies that there is a family of Cauchy 
surfaces for U.  Essentially, it means that everything that happens on U is determined by the 
equations of motion, together with initial data specified on a surface. (Wikipedia). 
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physical magnitudes at a time, for their continuity over time. More 
specifically, that there is not an instant in time underlying an 
object's motion, and as its position is constantly changing over 
time, and as such, never determined, it also does not have a 
determined relative position. Lynds posits that this is also the 
correct resolution of Zeno's paradoxes, with the paradoxes arising 
because people have wrongly assumed that an object in motion has 
a determined relative position at any given instant in time, thus 
rendering the body's motion static and frozen at that instant and 
enabling the impossible situation of the paradoxes to be derived. A 
further implication of this conclusion is that if there is no such 
thing as determined relative position, velocity, acceleration, 
momentum, mass, energy and all other physical magnitudes, 
cannot be precisely determined at any time either. Other 
implications of Lynds' work are that time does not flow, that in 
relation to indeterminacy in precise physical magnitude, the micro 
and macroscopic are inextricably linked and both a part of the 
same parcel, rather than just a case of the former underlying and 
contributing to the latter, that Chronons, proposed atoms of time, 
cannot exist, that it does not appear necessary for time to emerge 
or congeal from the big bang, and that Stephen Hawking's theory 
of Imaginary time would appear to be meaningless, as it is the 
relative order of events that is relevant, not the direction of time 
itself, because time does not go in any direction. Consequently, it 
is meaningless for the order of a sequence of events to be 
imaginary, or at right angles, relative to another order of events. 
 

One can see from the above summary that this radical reformulation of the concept 
of time is bound to have significant cosmological implications.  We discussed some 
of these implications in a brief paper in 2004, “Time and Classical and Quantum 
Mechanics and the Arrow of Time”.2 We began with a discussion of John Gribbin’s 
analysis, “Quantum Time Waits for No Cosmos”, and Gribbin’s argument against the 
mechanics of time reversibility as an explanation for the origin of the universe, where 
he cites Raymond LaFlamme:3 

 

The intriguing notion that time might run backwards when the 
Universe collapses has run into difficulties. Raymond LaFlamme, 
of the Los Alamos National Laboratory in New Mexico, has 
carried out a new calculation which suggests that the Universe 
cannot start out uniform, go through a cycle of expansion and 
collapse, and end up in a uniform state. It could start out 
disordered, expand, and then collapse back into disorder. But, 
since the COBE data show that our Universe was born in a 

                                                           
2 “Time and Classical and Quantum Mechanics and the Arrow of Time”, paper presented at the 

annual meeting of the North American Association for Computation in the Social and 
Organizational Sciences, Carnegie Mellon University, June, 2004. 

3 http://www.lifesci.sussex.ac.uk/home/John_Gribbin/timetrav.htm\ 
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smooth and uniform state, this symmetric possibility cannot be 
applied to the real Universe. 
 

The concept of time reversibility, while apparently quite straightforward in many 
cases, seems never to be without considerable difficulty in cosmology, and indeed, 
explaining the mechanics of time reversibility and its relationship to Einstein’s 
cosmological constant is one of the major enterprises of quantum cosmology (Sorkin, 
2007).  The terns of the debate expressed by Gribbin above, have been extended by 
Wald (2005) who acknowledges Carroll and Chen’s work, discussed earlier in this 
paper, but who argues that at some point an anthropic principle introduces a 
circularity into the causal logic.  Sorkin covers much of the distance needed for a 
Carroll-Chen type counterargument in his 2007 paper, “Is the cosmological 
“constant” a nonlocal quantum residue of discreteness of the causal set type?”, 
however a complete discussion of Sorkin’s model is beyond the scope of our present 
exploration.4  

4.1   The Arrow of Time 

One set of problems with the thermodynamic arrow of time for the very early 
universe (and this is partially addressed by Sorkin) is that in addition to the problem 
of possible inhomogeneities in the early universe there is still a lack of consensus or 
unequivocal evidence on the invariance of fundamental physical constants during the 
early history of the universe.  Various authors have recently suggested that the speed 
of light may have been greater during the earliest period of the universe’s formation 
(Murphy, Webb and Flambaum, 2002). 

In our 2004 review of Lynds work on how we might better understand the 
thermodynamic arrow of time we also raised two moderately troubling complexity 
issues which at present remain largely unanswered. The first is the problem of 
heteroskedastic time behavior in the early universe.  This question is not unconnected 
to the question of changes in the values of fundamental physical constants in the early 
universe. In most models of early universe formation a smooth or linear flow of time is 

                                                           
4 In his conclusion, Sorkin argues “Heuristic reasoning rooted in the basic hypotheses of causal 

set theory predicted Λ ∼ ±1/√V , in agreement with current data. But a fuller understanding of 
this prediction awaits the “new QCD” (“quantum causet dynamics”). Meanwhile, a reasonably 
coherent phenomenological model exists, based on simple general arguments. It is broadly 
consistent with observations but a fuller comparison is needed. It solves the “why now” 
problem: Λ is “ever-present”. It predicts further that pΛ ≠ − pΛ (ш ≠ −1) and that Λ has 
probably changed its sign many times in the past.  The model contains a single free parameter 
of order unity that must be neither too big nor too small. In principle the value of this 
parameter is calculable, but for now it can only be set by hand.  In this connection, it’s 
intriguing that there exists an analog condensed matter system the “fluid membrane”, whose 
analogous parameter is not only calculable in principle from known physics, but might also be 
measurable in the laboratory!  That our model so far presupposes spatial homogeneity and 
isotropy is no doubt its weakest feature. Indeed, the ansatz on which it is based strongly 
suggests a generalization such that Λ -fluctuations in “causally disconnected” regions would 
be independent of each other; and in such a generalization, spatial inhomogeneities would 
inevitably arise. 
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assumed. However, it is possible to imagine inflationary models where the expansion 
of time dimension or the time-like dimensions of a higher order manifold inflate in a 
heteroskedastic fashion. To the extent that the thermodynamic arrow of time is invoked 
as an element of cosmological explanation,   It would need to be able to explain the 
dynamical evolution of the universe, not just as we know it today, but at those 
particularly difficult to characterize beginning and end points of the system.  The 
difficulty with heteroskedastic time distributions is that they may or may not allow 
recovery of the standard Boltzmann expression. At a deeper level, it is likely that in 
characterizing the development of the early universe, one may have to incorporate a 
significant number of non-commuting quantum operators. Further, in this context, our 
knowledge of the early universe is both substantively incomplete, because we lack any 
system of measurement for the first three hundred thousand years of time evolution of 
the system (i.e. the period prior to the decoupling of baryons and photons) and very 
likely theoretically incomplete as well. We can compare the problem to one of discrete 
time series evolutions with low dimensionality and discrete combinatorics. For 
example, the random order of a shuffled deck of cards can eventually be repeated 
because the dimensionality of the system is low. As dynamical systems take on higher 
orders of dimensionality their asymptotes become ill-defined (in at least one sense, this 
is the objection raised by Gribbin and LaFlamme).5 

Another problem is what Freeman Dyson characterizes as the struggle between 
order and entropy in the big crunch. As the universe approaches infinity and the 
average density approaches zero, temperature does not approach zero, and thus the 
nature of the struggle between order and entropy may actually be characterized by 
very different time evolutions that those with which we are familiar. In addition, there 
is the “Maxwell’s Demon” family of arguments. This is a systems dynamic which is 
particularly relevant to complexity science. The problem here is that there may be 
emergent phenomena at the end of the life of the universe which causes the system’s 
time evolution to then behave in unexpected ways.  In some sense this is logical trap 
lurking behind statistical reasoning. Under normal conditions, the descriptive and 
inferential statistical conjecture that the near future will look like the recent past (or 
more boldly that fundamental physical constants are perfect invariants) is entirely 
reasonable. However, in the face of emergent phenomena, this assumption may not 
hold.  Indeed, this problem is at the center of much of the debate over “relic” radiation 
and arguments over the age of the universe. 

Yet another problem, which may also encompass emergent behavior, has to do 
with symmetry breaking. The universe has undergone several phase transitions by 
symmetry breaking. As a result, additional forces have emerged at each of these 
transitions. First gravity separated out of other forces, and it is for that reason that we 
can expect gravity wave detectors to probe more deeply into the early history of the 
universe than any other technology. To return to the emergent properties argument, 
we cannot definitively rule out (by means of present theory and observations) the 
possibility that at some future time (presumably near the end of the system’s time 

                                                           
5 A substantial amount of work on non-extensive statistical mechanics has been done by 

Tsallis, et al. most recently (2007) “Nonergodicity and Central Limit Behavior for Long-
range Hamiltonians” http://arxiv.org/PS_cache/arxiv/pdf/0706/0706.4021v3.pdf  
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evolution) that some fifth force will separate out from the known four forces.6  At the 
classical level, time reversibility and a thermodynamic arrow of time is no longer 
problematical, but at the quantum level, and at the cosmological level, the concept 
remains murky at best. 

5   Lynds’ Conjecture 

Peter Lynds has developed an alternative cosmology, or an alternative foundation for 
cosmology which flows in part from his treatment of time. He introduces his approach 
by stating:7 

 
Based on the conjecture that rather than the second law of 

thermodynamics inevitably be breached as matter approaches a big 
crunch or a black hole singularity, the order of events should 
reverse, a model of the universe that resolves a number of 
longstanding problems and paradoxes in cosmology is presented. A 
universe that has no beginning (and no need for one), no ending, but 
yet is finite, is without singularities, precludes time travel, in which 
events are neither determined by initial or final conditions, and 
problems such as why the universe has a low entropy past, or 
conditions at the big bang appear to be so special, require no causal 
explanation, is the result. This model also has some profound 
philosophical implications. 
 

The model arises in part as a consequence of Lynds’ unique treatment of time, and 
his ability to present a scientific framework which dispenses with the conventional 
notion of “instants” and a concomitant “flow” of these instants of time. He develops 
his cosmology based on the conjecture that in a “big crunch”, at precisely the moment 
where the second law of thermodynamics would necessarily be breached in order to 
preserve symmetrical event structure, and just before the universe reaches a 
singularity, instead of breaching the second law of thermodynamics, the order of 
events would be reversed and universal expansion would begin without a singularity 
actually having been reached.  In Lynds words:8 

 
The natural question then became, what would happen if the 

second law of thermodynamics were breached? People such as 
Hawking (1996, 1999) and Gold had assumed that all physical 
processes would go into reverse. In other words, they had assumed 

                                                           
6 Admittedly, this is a significant part of the epistemological argument put forth by Carroll and 

Carroll and Chen in the “natural” universe conjecture.  Implicit in their theory is the idea that 
if cosmos formation is a “natural” phenomena, rather than the “unnatural” situation suggested 
by the differences in scale values for fundamental constants, then an additional, emergent 
force would be “unnatural”. 

7 Lynds, P. (2006) “On a finite universe with no beginning or end”, http://arxiv.org/ftp/physics/ 
papers/0612/0612053.pdf 

8 Ibid. 
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that events would take place in the direction in which entropy was 
decreasing, rather than increasing as we observe today. Furthermore, 
they had assumed that entropy would decrease in the direction in 
which the universe contracted towards a big crunch (in their case, 
towards what we call the big bang). But if the second law correctly 
holds, on a large scale, entropy should still always increase. Indeed, 
what marks it out so much from the other laws of physics in the first 
place, is that it is asymmetric – it is not reversible. If all of the laws 
of physics, with the exception of the second law of thermodynamics, 
are time symmetric and can equally be reversed, it became apparent 
that if faced with a situation where entropy might be forced to 
decrease rather than increase, rather than actually doing so, the order 
of events should simply reverse, so that the order in which they took 
place would still be in the direction in which entropy was increasing. 
The second law would continue to hold, events would remain 
continuous, and no other law of physics would be contravened. 

 
Hence, in Lynds’ model, any events which would have taken place in a situation 

where entropy was decreasing would experience a reversal of the time ordering of 
events, and in the subsequent expansion of the universe, “events would immediately 
take up at where the big crunch singularity would have been had events not reversed, 
and in this direction, no singularity would be encountered. The universe would then 
expand from where the big crunch singularity would have been had events not 
reversed (i.e. the big crunch reversed), and with events going in this direction, entropy 
would still be increasing, no singularity would be encountered, and no laws of physics 
would be contravened. They would all still hold.” (p. 6) 

Lynds’ argument necessarily bounds this reversal in the ordering of events to a 
very small region, and quite shortly thereafter, normal processes of inflation, 
including increasing entropy resume. Both the physical and the philosophical 
implications of this position are profound.  On the philosophical side, Lynds has 
introduced a new concept, not only of the ultimate origin of the universe, but also a 
complex redefinition of “past” and “future”: 

 
At this point, it becomes apparent that this would not only lead 

things back to the big bang, but it would actually cause it. The 
universe would then expand, cool, and eventually our solar system 
would take shape. It would also mean that this would be the exact 
repeat of the universe we live in now. Something further becomes 
evident, however, and it is perhaps the most important (and will 
probably be the most misunderstood and puzzled over) feature of this 
model. If one asks the question, what caused the big bang? The answer 
here is the big crunch. This is strange enough. But is the big crunch in 
the past or the future of the big bang? It could equally be said to be 
either. Likewise, is the big bang in the past or future of the big crunch? 
Again, it could equally be said to be either. The differentiation 
between past and future becomes completely meaningless. Moreover, 
one is now faced with a universe that has neither a beginning nor end 
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in time, but yet is also finite and needs no beginning. The finite vs. 
infinite paradox of Kant completely disappears. 

Although if viewed from our normal conception of past and 
future (where we make a differentiation), the universe would repeat 
over and over an infinite number of times, and could also be said to 
have done so in the past. Crucially, however, if one thinks about 
what is actually happening in respect to time, no universe is in the 
future or past of another one. It is exactly the same version, once, 
and it is non-cyclic. If so desired, one might also picture the 
situation as an infinite number of the same universe repeating at 
exactly the same time. But again, if properly taking into account 
what is happening in respect to time, in actuality, there is no infinite 
number of universes. It is one and the same. 

 
As previously indicated, this conjecture represents another radical and novel 

interpretation of time. However, one of the most interesting features of Lynds’ 
conjecture is that it actually meets the two primary criteria of Hawking’s M-Theory, 
(a) weak singularity (in Lynds’ case the singularity is there, but it is, in some sense, 
outside the light cone and outside the observable event horizon) and (b) no boundary 
condition (albeit, not in the precise fashion that Hawking interprets the no boundary 
condition restriction).9 Admittedly, the model is in some ways profoundly counter-
intuitive, but that is largely because in a very curious way, even when treating 
subjects in both relativity and quantum mechanics, we have a tendency to either 
overtly or covertly introduce Newtonian notions of time.  Some of this is addressed in 
Smolin’s critiques of general relativity and quantum mechanics.10  Lynds himself 
addresses a potential source of difficulty in the section of his article entitled “Potential 
Criticisms”: (p.9) 

                                                           
9 It is important to note that when the clock restarts at the big bang, the universe is not in the 

future or past of another one. In a sense, it is time itself that restarts (although, again, nothing 
in fact actually “restarts”), so there is no past or future universe. Because of this, no 
conservation laws are violated. It is also important to note that it is simply just the order of 
events that reverse - something that would be immediate. Time does not begin “flowing” 
backwards to the big bang, nor does anything travel into the future or past of anything, 
including time and some imagined “present moment”. Indeed, this model contains another 
interesting consequence. As there is no differentiation between past and future in it, and, 
strictly speaking, no event could ever be said to be in the future or past of another one, it 
would appear to provide a clear reason as to why time travel is not possible. In relation to 
future and past, there is clearly nothing there to travel into. Physically speaking, the same can 
be said for travel through an interval of time, a flow of it, as well as space-time. (p. 8) 

10 In “Three Roads to Quantum Gravity”, Smolin argues that the fundamental flaw in relativity 
is that it fails to incorporate the effect of the observer on observed phenomena and that 
quantum mechanics, while achieving the former has a tendency to treat quantum-mechanical 
events as occurring in traditional, Newtonian spacetime. He then argues that  the unification 
of the partial completeness of these two new physical paradigms will be required to develop 
an adequate theory of quantum gravity.  A quantum cosmology is likewise implicit in such a 
unification.  Lynds provides some interesting clues to this unification insofar as puts time on 
all scales on a firm Einsteinian footing.  In fact, one might answer Smolin’s provocative 
essay title “Where are the Einsteinians?” with the retort “In New Zealand”. 
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An obvious criticism for the model seems to raise itself. It 
implies that the universe can somehow anticipate future or past 
events in exact detail, and then play them over at will. At first 
glance, this just seems too far-fetched. How could it possibly know? 
With a little more thought, however, one recognizes that such a 
contention would assume that there actually was a differentiation 
between past and future events in the universe. With this model, it is 
clear there would not be.  Events could neither be said to be in the 
future or past of one another; they would just be. Moreover, as there 
is nothing to make one time (as indicated by a clock) any more 
special than another, there is no present moment gradually 
unfolding; all different events and times share equal reality (in 
respect to time, none except for the interval used as the reference). 
Although physical continuity (i.e. the capability for events to be 
continuous), and as such, the capability for motion and of clocks 
and rulers to represent intervals, would stop them from all 
happening at once (and to happen at all), all events and times in the 
universe would already be mapped out. As such, as long as it still 
obeyed all of its own physical laws, the universe would be free and 
able to play any order of events it wished. Please note that this 
timeless picture of reality is actually the same as that provided by 
relativity and the “block” universe model, the formalized view of 
space-time resulting from the lack of a “preferred” present moment 
in Einstein’s relativity theories, in which all times and events in the 
universe – past, present and future – are all mapped out together, 
fixed, and share equal status. 

 
Lynds model contains a number of additional features, including some novel 

treatments of Kaon decay, black holes and “white holes”, all of which are successfully 
incorporated in his model.  While it is beyond the scope of the present paper to discuss 
these details, they deserve mention as indicators of the level of sophistication in what 
some might initially imagine to be a naïve interpretation of quantum cosmology. 

6   Conclusion 

In the foregoing paper we have examined a number of cosmological dynamics, 
particularly in light of the recent theories of time and cosmology put forward by Peter 
Lynds.  Further, we have noted how the connection between the necessary conditions 
of extendibility and incompleteness with respect to Einstein’s field equations leads 
under a variety of conditions to “unobservable singularity”.  The novelty of Lynds’ 
solution is that it suggests that while the primordial singularity, including the 
problematic initial conditions of “specialness” explained by Carroll and Chen, exists 
within the light cone, it is nonetheless an inaccessible geodesic. Further, Lynds 
argument offers the novelty of a closed causal loop between the Big Bang and Big 
Crunch, no longer requiring an explanation for the special or natural entropic and 
scale conditions of the observable universe. 
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Abstract. Supply Chain Financing (SCF) refers to a series of innovative and 
complicated financial services based on supply chain. The SCF set-up is a 
complex system, where the supply chain management and Small and Medium 
Enterprises (SMEs) financing services interpenetrate systematically. This pa-
per establishes the organization structure of SCF System, and presents two  
financing models respectively, with or without the participation of the third-
party logistic provider (3PL). Using Information Economics and Game The-
ory, the interrelationship among diverse economic sectors is analyzed, and the 
economic mechanism of development and existent for SCF system is demon-
strated. New thoughts and approaches to solve SMEs financing problem are 
given. 

Keywords: supply chain financing, small and medium enterprises financing, in-
formation economics, optimization. 

1   Introduction 

Around the world, the source of external financing for small and medium enterprises 
(SMEs) is an interesting topic to academics, and it’s also an issue of great importance 
to policy makers. The practice of supply chain financing has expanded greatly in 
recent years, which brought new fields of study on the solutions to SMEs financing 
and financial innovation in the Banking Industry. 

As a new topic, limited systematic research results of SCF have been revealed.  
Some of the extant literature just put forward the idea or perception of SCF, described 
its consequence or worth [1-4]; others mostly focused on logistics to analyze the con-
ception, members, operational process etc of SCF models [5-8]. They have paid scant 
attentions to quantitative, systematic, and intensive study on SCF. 

In this paper, the economic organization of SCF is regard as a complex system 
composed of many interest parties. After establishing the organization structure of 
SCF System, we analyze the basic financing models of SCF systematically, and 
demonstrate the economic mechanism of its development and existence by game 
theory. Then the advantage, properties and financing mechanism come out 
clearly. 



764 L. Zhang and G. Yan 

2   SCF’s Properties and Financing Models 

As a new concept, there has not a vulgate definition for SCF. In this paper, the SCF 
system is defined as a complex financial system, which means a bank measures the 
quality of company’s supply chain, and then provides finance to one or several sup-
pliers and distributors (especially the SMEs) to ensure the integrated chain running 
stably and smoothly. The commercial bank, the big enterprises and SMEs on the 
chain, the 3LP, the government and other institutions co-exist in a mutualism envi-
ronment. The organization structure of SCF system is given in Figure 1. 

 

Fig. 1. The organization structure of SCF system 

2.1   SCF’s Conception and Properties 

According to the definition above, we can get three properties of the SCF models as 
follows. 

(1) An organ system. The SCF system is composed of series of interdependent sub-
systems with specific functions. It consists of three units, inputting, processing and 
outputting. Its ultimate aim is to expand the supply chain value and upgrade the over-
all competitiveness.  

(2) Collective rationality. In SCF system, the enterprises’ (including the banking 
institution) decisions react directly with other’s, which means chain parties’ present 
interests and long-term interests should be considered in decision making. And the 
collective rationality comes to effect because of the good competitive and cooperative 
relation and enhanced visibility among the subsystems. 

(3) Complexity. The SCF system’s participants are excessive, where include capi-
tal flow, logistics flow and information flow. They are all complicated and uncertain. 
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2.2   SCF’s Financing Models 

The cash gap [9] is the number of days between a business's payment of cash for goods 
and services bought and the receipt of cash from its customers for goods or services 
sold. As defined above, the cash gap model is made up of three parts: receivables, 
payables and inventory. Correspondingly, the models of SCF consist of three ones 
which are reflected in table 1. In details, the financial models can be divided into two 
main types, one is debt financing model without the participation of 3PL, the other is 
personalty financing model with the participation of 3PL. 

Table 1. The types of SCF models 

 
Financial 
Model 

3PL Stage Hypothecation 
Position on 
the Supply 
Chain 

Debt  
Financing 
Model 

Receivables 
Non-
participation 

Inventory 
Shipped to 
Cash Re-
ceived 

Creditor Right Supplier 

Payables Participation 
Inventory 
Arrives to 
Cash paid 

Real Right 
(Goods will  
be bought) 

Distributor 
Personalty 
Financing 
Model 

Inventory Participation 
All times 
with stable 
inventory 

Real Right 
(Inventory) 

Any Enter-
prises 

3   Game Theory Analysis of Debt Financing without the 
Participation of 3PL 

First, let’s analyze the debt financing model without the participation of 3PL, whose 
fundamental idea is: a SME, the creditor of a big enterprise, can apply for loan to 
bank through the creditor right. The availability of financing for a SME increases 
while the bank credit risk decreases. 

3.1   Repeated Game with Complete Information between Bank and Enterprise 

We assume that a SME needs loan L  for an investment project, whose success prob-
ability is α ( 0 1α< < ). Let β  be the rate of investment if successfully, then the 

SME’s expected revenue from the project loan is Lαβ . To the bank, let R  be interest 

income and C  be monitoring costs, then the return to the bank can be written as  

( )0,0L R L R C Rαβ αβ− − > < <  . 

For simplicity, we shall assume that the interest rate is fully liberalized on the mar-
ket and transaction cost between the bank and SME is zero. Their discount rate is 

( )0 1δ δ< < . 

With the information presented above, it is possible to specify the pay-off matrix of 
the game in Table 2. [10] 
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Table 2. Pay-off matrix of repeated game with complete information between bank and enterprise 

  SME Strategies 
 Repay Don’t repay 

Loan ,
1 1

R C L Rαβ
δ δ

− −
− −

 ,L C L Lαβ− − +  Commercial bank 
Strategies 

Don’t loan 0,0 0,0 

Whether he bank provide the loan or not is given on the success probability of the 
project α . 

Then  

1

L R
L L

αβ αβ
δ
− > +

−
 , 

that is 
R L L

L

δα
δβ

+ −≥  , 

the Nash Equilibrium in perfect information games sets. As a matter of fact, it cannot 
attain in practical because of “information asymmetry” and “credit grudging”. Then 
SCF emerges and provides new thoughts and approaches to solve the problem. 

3.2   Signalling Game between Bank and Enterprise in SCF System 

We assume that there are two types of SMEs. One is good SME whose success prob-
ability is 

1

R L L

L

δα
δβ

+ −≥  . 

It will repay the loan under complete information to keep good terms with the 
bank. The other one is bad SME whose success probability is lower, 

2

R L L

L

δα
δβ

+ −<  . 

It will not repay the loan without restrained mechanism. 
Suppose the SME has two strategies to select.  
The first one is to “be in” SCF system, that is, the SME has real and stable trade 

contacts with the big enterprise. If the SME fails to repay, the big enterprise will also 
make up for the lost of bank. To SME, we resume the reverse guarantee costs pro-
vided by big enterprise are S  (As debtor-creditor relationship between SME and big 
enterprise exists originally, the costs S  is too small and can be neglected.) and de-
fault costs are F . In SCF system, the information set the bank can observe is f .  

The second one is to “be out of” SCF system, which information set is i . With the 
information presented above it is possible to specify the extensive game in Figure 2. 

According to the strategy set of the SME, four aspects can be discussed. First of 
all, we analyze the situation (Be in, Be in). 

 



 The Complex Economic System of Supply Chain Financing 767 

Although the bank can’t judge a SME whether a good enterprise or not just by the 
signal sent by SME, the probability of a SME to be considered as a good one, 

( )0.5 1p p< < , is high provided that the SME has closer economic partnership with 

the big enterprise. 

 

Fig. 2. Signaling game between the bank and enterprise 

Within the information set f , the return to the bank if it selects “loan” is 

( )( )
1

1
1

f
B

R C
p p R C

δ
−Π = + − −
−

 ,         (1) 

and the return to the bank if it select “don’t loan” is  

2
0f

BΠ =  .          (2) 

It was patently obvious that 
1 2

f f
B BΠ > Π , and the bank will select “loan”. 

Within the information set i , the return to the bank if it select “loan” is 

( )( )
1

1
1

i
B

R C
q q L C

δ
−Π = + − − −
−

 ,        (3) 

and the return to the bank if it select “Don’t loan” is  

2
0i

BΠ =  .          (4) 
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If  

1 2

i i
B BΠ > Π  , 

then 

L C L C
q

R L L C

δ δ
δ δ

+ − −>
+ − −

 , 

the bank will select “loan”. 
Given the selection of the bank, the good SME will select to establish stable busi-

ness relations with the big enterprise on the supply chain. Given that 

2 0L L S Fα β + − − >  , 

that is  

2F L L Sα β< + −  , 

the bad SME will also choose to lean on the big enterprise. Then a pooling equilib-
rium can be gotten. 

We summarize the analytical result of signaling game between bank and enterprise 
in Table 3. 

Table 3.  Analytical result of signalling game between bank and enterprise 

 ( )S SME  ( )S Bank  ( ) ( )1 1 2 1,p m p mθ θ⎡ ⎤
⎣ ⎦

 ( ) ( )[ ]1 2 2 2,p m p mθ θ  

Pooling  

Equilibrium 

2F L L Sα β< + −  

(Be in, 

 Be in) 
(Loan, 
 Loan) 

( )0.5 1,0 1 0.5p p< < < − <  ,1
L C L C R C

q q
R L L C R L L C

δ δ
δ δ δ δ

⎛ ⎞
⎜ ⎟
⎝ ⎠

+ − − −> − <
+ − − + − −

 

Out-of  

Equilibrium 

(Be out of, 

 Be out of) 
/ / / 

Separating 

Equilibrium 

2F L L Sα β> + −  

(Be in, 

 Be out of) 
(Loan, 
 Don’t loan) 

( )1, 0  ( )0,1  

Out-of  

Equilibrium 

(Be out of, 

 Be in) 
/ / / 

3.3   Research Revelation of Debt Financing Model 

The above discussion thus shows that a pooling equilibrium can be gotten, 
if 

2 2

f i
C CΠ > Π  , 

that is 

2 2F L L S L Lα β α β< + − ≈ +  . 

In such a case, the return of “be in” is greater than that of “be out of”, and so both 
the SMEs, good or bad, will choose to apply to the bank for a loan under the SCF 
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system. Under this model, the bank cannot discriminate good SEM from bad, it will 
provide the loan to the “Be out of” SME given its prior belief 

( )2 2 R C
p m

R L L C
θ

δ δ
−<

+ − −
 . 

Then the bank can transfers the credit risk of the loan to the suppliers’ high-quality 
buyers as a joint-liability guarantor and will provide the loan to both good and bad 
SMEs, which is bound to cause loss to the bad SME’s counterpart. The big enterprise 
will “raise the threshold” accordingly to avoid this pooling equilibrium. 

On the other hand, a separating equilibrium can be gotten, 
if 

2 2

f i
C CΠ < Π  , 

that is 

2 2F L L S L Lα β α β> + − ≈ +  . 

In such a case, the good SME chooses to “be in” and bad one chooses to “be out 
of”. Consequently, the good one can secure the loan and the bad not. Then a "virtuous 
cycle" is starting between the bank and SME. Furthermore, the whole industrial chain 
can develop more stably and coordinately. 

4   Optimal Analysis of Personalty Financing with the Participation 
of 3PL 

“Payables” and “Inventory” belong to “Personalty Financing” model with the partici-
pation of 3PL, whose fundamental idea is: The bank B  holds the eminent domain of 
finance; the logistics provider L  holds supervision and control right over the inven-
tory. They make an alliance A  to provide financing services to SME. In such a case, 
the bank and logistics provider are principal, and the SME is agent. [11] 

4.1   Optimal Decision Analysis of Personalty Financing Model 

We assume that ultimate demand for products depends on the price, i.e., q pα β= −  

( ,α β  is nonnegative parameter). Supervision cost per unit product of the bank and 

logistics provider is Bc  and Lc  respectively. Product unit revenue defines as iu , 
, ,i B L A= . The SME’s production profit gained by demand can be measured by the 

bank’s profit simply, if the production cost is standardized to 0 and the interest is left 
out of account. 

Let a random variable iX  be the posterior belief of ( ),ic i B L= , its cumulative 

distribution function is ( )i xψ  and density function is ( )i xϕ . Meanwhile let a random 

variable ˆ
iX  signs the indirect information, its cumulative distribution function is 

( )ˆ
i xψ  and density function is ( )ˆ

i xϕ . All the distribution functions are assumed 

strictly positive and have increasing failure rate. 
For further analyses, let’s give a useful property. [12] 
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Property 1. Suppose a random variable iX  is a log-concave function, whose cumula-

tive distribution function is ( )iF x  and density function is ( ) , 1, 2if x i = . Then, 

(1) The increasing failure rate 
( )
( )

i

i

F x

f x
 is monotone decreasing. 

(2) If ( )t x  is twice differentiable and strictly log-concave, 
( )
( )

i

i

F x

f x
 is a log-concave 

function. 

(3) Integral equation ( ) ( ) ( )1 2 2 20

x
F x G x x G x= −∫ is a log-concave function. 

When A B Lu c c≥ + , the alliance will accept agreement offered by SME. The super-

vision cost of the alliance observed by SME can be denoted by ˆ
B LX X+ , so that the 

probability of signing the contract agreement at the first stage is given by 

{ } ( ) ( )
0

ˆ ˆAu

B L A L A B B BP X X u u x d xψ ψ+ ≤ = −∫  .        (5) 

The SME wishes to maximize its expected profit at the first stage 

( ) ( ) ( ) ( ) ( )
0

ˆmax ,
Au

A A L A B B Bp u p u p u x d xα β ψ ψΠ = − − −∫  .       (6) 

Since ( ), Ap uΠ , Au  is concave function with respect to p , find the critical num-

bers of p , then have 

2

2

A

A

u
p

u
q

α β
β

α β

+⎧ =⎪⎪
⎨

−⎪ =⎪⎩

 .         (7) 

By (6) and (7) we may consider the optimization problem of solving the following 
equation 

( ) ( ) ( )
2

0
ˆmax

4

AuA
L A B B B

u
u x d x

α β
ψ ψ

β
−

Π = −∫  .        (8) 

Calculate the first derivative and get 

( ) ( )
( ) ( )

0

0

ˆ

2 ˆ

A

A

u

L A B B BA
u

L A B B B

u x d xu

u x d x

ψ ψα β
β ϕ ψ

−−
=

−

∫
∫

  .        (9) 

Since ( ) ( )
0

ˆAu

L A B B Bu x d xψ ψ−∫  is the integral of Lψ  and ˆ
Bψ , it is also a log-

concave function according to Property 1. The right side of (9) is the increasing func-
tion of Au , while the left side of (9) is decreasing function of Au . Hence, we get the 
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unique optimal solution *
Lu  of (9), which means we attain the unique optimal solution 

( )* *, Ap u  of (6). 

4.2   Research Revelation of Personalty Financing Model 

Based on the optimism analysis above, we can state that the three participants, 
namely, the bank, 3PL and SME, can achieve the optimum and realize multi-win in 
the personalty financing model. Firstly, for banking institution, SCF represents an 
opportunity to generate new revenues, deepen relationships with regular clients, and 
reduce credit risk. Secondly, for logistics provider, SCF helps 3PL to upgrade service 
quality standards and enhance the value-added groups in marketing integration. 
Thirdly, for SME, SCF allows SME to increase its cash stock, strengthen its financial 
profile, and take advantage of its raw materials or finished goods on market as pledge, 
all of which contribute greatly to develop a more stable supply chain. 

5   Conclusion 

As an efficient and multi-win complex financial system, all participants in Supply 
Chain Financing system seek to maximize their profits by playing various roles re-
spectively, inter-coordinating and sharing the risks or profits together. In this paper, 
by using information economics and game theory, we try to analyze the two SCF mod-
els with and without the participation of third-party logistic providers respectively. 
Then, by proving the existence of unique optimum solution, this paper explains the 
economic mechanism why the SCF model can solve the problem of SMEs financing. 
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Abstract. Through collecting the library lending information of the University 
of Shanghai for Science and Technology during one year, we build the database 
between the books and readers, and then construct a bipartite network to de-
scribe the relationships. We respectively establish the corresponding un-
weighted and weighted bipartite network through the borrowing relationship 
and the reading days, thereout obtain the statistical properties via the theory and 
methods of complex network. We find all the properties follow exponential dis-
tribution and there is a positive correlation between the relevant properties in 
un-weighted and weighted networks. The un-weighted properties can describe 
the cooperation situation and configuration, but the properties with node weight 
may describe the competition results. Besides, we discuss the practical signifi-
cance for the double relationship and the statistical properties. Further more, we 
propose a library personal recommendation system for developing the library 
humanity design resumptively. 

Keywords: complex network, bipartite network, node weight, personal recom-
mendation. 

1   Introduction 

The analytic methods of complex network have been widely used in various fields [1-7] 
to describe the relationship between the individual and the collective behavior of the 
system. Thereinto, each individual corresponds to the different node, and individual 
interactions correspond to the edge of the two nodes. In the un-weighted network, the 
edge only gives the qualitative description that whether there is an edge between the 
nodes. However, in most cases, the distinctness of the interactional strength between 
nodes plays a vital role. In this way, the edge-weight is introduced to describe the inter-
action difference, thus form the weighted network [8, 9]. As a major expressive form of 
complex network, the bipartite network can commendably represent the original infor-
mation, which has been received more and more attention by researchers. A series of 
cooperation network in nature and society can be described as the bipartite network 
constituted with act and actor [10-12]. 

Library is a treasury trove of spiritual wealth of mankind, an important part of hu-
man spiritual civilization and an inexhaustible knowledge of human resources. Books 
lending is one of the ways to provide services of the library. The quantities of lending 
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books directly reflect the readers’ demand, also is used to measure the book using 
effectiveness and be regarded as an important factor toward the purchase of books. 
From the view of system, library lending network is a typical complex network, as 
well as a typical cooperation and competition network. Through lending process, we 
can establish certain links between books and readers, thus constitute the bipartite 
network. However, the prior empirical researches of the library network [13, 14] are 
un-weighted and lack definite rationality due to the unclassified books. Compared 
with the prior research, this paper improves as follows: 

(i) In the previous study, book is expressed by book barcode. However, in the li-
brary every book has different barcodes, and the number of the book with a same 
edition is usually more than one. Therefore, if a reader borrows some books with the 
same edition, it will be disposed as different books. Here, based on the disposal about 
the bibliography storeroom and library collection, we use call number instead of bar-
code, and then obtain the statistic of the books with same edition. 

(ii) Suppose a reader read a book with one or twenty days, the significance of the 
book is clearly different for this reader. Hence, if only using the times that the reader 
borrow a same edition book as the weight, the significance is not great. Dealing with 
the borrow-return record time based on the library computer system, we get the dura-
tion that the reader borrow and return the same edition book with days, and regard 
them as the weight between this reader and book. If the reader borrows the same edi-
tion book several times, the weight will be the sum of each time. 

Therefore, through the reasonable classification towards all books, we study the 
un-weighted and weighted bipartite network of the library lending relations, then 
obtain several accurate results and analyze the collaboration-competition relationship, 
hope to provide some new empirical foundation for the library research and help the 
procurement staffs to better understand the needs situation of readers. Finally, using a 
proper weighting method [15], we propose a library recommendation system.  

2   Constructing the Library Lending Bipartite Network 

In this paper, the data are from the library lending situation of the University of 
Shanghai for Science and Technology (USST) during one year, table 1 shows the 
specific data format. During this period, the total number of the borrowed books is 
83,959 (different book barcodes), which with different editions is about 51,084 kinds 
(different call numbers), and the total number of readers is 12,610. First, we introduce 
the statistical situation of original data in the library, as table 1, each reader corre-
sponds to a reader barcode, each book corresponds to a book barcode, and all the 
barcodes are different with each other. If one reader borrows a book, there will be a 
connection between the reader barcode and the book barcode. In the format data of 
the library bibliographic collection, a book call number corresponds to several differ-
ent book barcodes in table 2. This is because the library will provide several books of 
the same edition (the title, author, publishing company, publishing time are the same) 
to lend for readers, these books of a same edition is indicated with the same call num-
ber (convenience for readers to lookup), each book has a different bar code for dis-
tinction (convenience for the library staffs to take notes). In the actual situation, if a 
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Table 1. The data format of the library book 

Book 
barcode 

Reader 
barcode 

Reader grade Department Operation Dealing 
time 

842851 691 graduate student Business School borrow 2007-10-26 

801569 983 graduate student Business School return 2007-10-26 

689855 46  student English School return 2007-10-26 

848798 7938  student Business School return 2007-10-26 

850723 246  teacher Physics School return 2007-10-26 

734438 1658  student Business School borrow 2007-10-26 

Table 2. The data format of the library bibliography collection 

Call number Book barcode Superscription 
O551/Z53 E031208 Heat and trermodynamics 
O551/Z53 E038805 Heat and trermodynamics 
I565.44/A933 E010449 Pride and prejudice 
I565.44/A933 E028330 Pride and prejudice 
I565.44/A933 E031156 Pride and prejudice 
I565.44/A933 E028331 Pride and prejudice 

reader borrows two books with the same edition, we should regard them as the same 
book. Thus, in order to exhibit the lending situation more reasonably, we use call 
number instead of book bar code to establish the library network by SQL. 

In the library bipartite network, the nodes can be divided into two types. One type 
expresses the books, named “acts”; the other expresses the readers who participate in 
the acts, called “actors”. If there is a borrowing relationship between them, the two 
will be connected by a line forming an edge. In the entire bipartite network, there is a 
kind of collaboration-competition relationship among the acts, that is, the lending 
quantity of all the books present the level of library service , and the quality and popu-
larity of the books form a kind of borrowing competition for readers. On the other 
hand, the books borrowed by the same reader form a type of collaboration-
competition relationship, namely, these books together constitute the reader's knowl-
edge systems, and the books compete against each other to provide service owing to 
the reader’s limited energy. In each act, the relations between the actors also represent 
both collaboration and competition, the number of readers that borrow the same book 
constitutes the reading value of this book, and because the number of readers is rela-
tively larger than the books, the processes form the competition to borrow the same 
book for the readers. 

3   The Properties of the Bipartite Network for the Library 
Lending System  

For un-weighted bipartite network, we study two properties named act size and act 
degree which merely consider the borrowed times. In the study of the weighted  
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bipartite network, we regard the reading days as the edge-weight between the reader 
and the book, and obtain the node strength of books and readers respectively. 

3.1   Act Size and Act Degree  

Act size is the number of actors connected with an act, that is, the number of readers 
who borrow this book during the year, roughly indicate the competitiveness of the 
book. As shown in Fig. 1, except for the small impact on the tail, the distribution can 
be well approximated by an exponential form 

xey 258.09519.0 −=  

  

Fig. 1. The cumulative distribution of act size Fig. 2. The cumulative distribution of act degree 

Table 3 shows the distribution of the number of borrowed times, two books are bor-
rowed more than 70 times at best, 54.62 percent of the books are borrowed 2-9 times, 
and 36.70 percent are one time. The average size of the act is 9.44, that is, the average  
 

Table 3. The distribution of the book borrowed times 

Borrowed 
times 

79，71 50-59 40-49 30-39 20-29 10-19 2-9 1 

Books’ 
number 

2 5 13 42 268 3115 27903 18750 

Percent 0.00 0.01 0.03 0.08 0.53 6.10 54.62 36.70 
 

Table 4. The category distribution of the former hundred books 

Book 

category 

Chinese 

literature 

English 

language 
Computer 

Anglo-

American 

Literature 

Mathematics physics 

Books’ 

number 

29 20 16 11 4 4 
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Table 5. The borrowed times distribution of the readers 

Borrowed 
times 

1 2-9 10-19 20-
29 

30-
39 

40-
49 

50-
59 

60-
69 

70-
79 

79-
165 

Amount 1040 5452 3010 1491 750 434 202 111 57 62 

Percent 8.25 43.24 23.9 11.8 5.95 3.44 1.60 0.88 0.45 0.49 

borrowed times of all books in the year are 9.44. Surveying the category of the first 
100 books with the highest borrowed times as shown in table 4, the most frequent 
types are Chinese literature, English language and computer science. In the computer 
category, the number of books on Matlab and C++ is seven and four respectively 
accounting for the most. Similarly, among the four mathematic books, there are three 
about probability theory and mathematical statistics. Therefore, the library should be 
increase relevant procurement, as far as possible to meet the needs of readers. 

Act degree of an actor node is defined by the total number of borrowed books for a 
reader during one year, which expresses the competitive size of the reader. Act degree 
distribution describes the situation of the readers in the library, Fig. 2 shows the cu-
mulative distribution is approximated by an exponential function 

xey 0662.09555.0 −= on the whole. Known from table 5, 43.24 percent of readers bor-

row 2-9 books in the year. The average of actor degree for all readers is 14.16, that is, 
the average number of the borrowed books for every reader is 14.16 during the year. 
Through the statistic about the first 100 readers with the highest times, there are 4 
teachers, 71 graduate students and 24 other students. With practice, teachers have 
abundant knowledge and more engage in single areas, so they borrow books more 
specifically, also can purchase books continually owing to better economic status, 
while graduate students have fewer knowledge relatively, thirst for knowledge 
strongly, and need to gain a large number of relevant literature in study and research, 
also have better advantage of library privileges (borrowing 10 books one time) than 
other students (5 books), so their times are higher than other students. 

3.2   Node Strength Distribution 

Owing to the detailed records that readers borrow-return each book during one year, 
we can obtain the reading time using SQL and ACCESS. If a reader has been bor-
rowed a book, then we establish an edge between them, and regard the reading time as 
the weight of this edge. In this way, the weighted bipartite network is established. The 
node strength is a natural extend corresponding to node degree, and the role of the 
node strength distribution )(sp  is similar to degree distribution )(kp , which denote 

the probability of one node having node strength S. It is defined as  

∑
∈

=
iNj

iji ws  
(1) 

Where 
iN  represents the collection of neighbor nodes of node i. Node strength con-

siders not only the close neighbor of a node, but also the linked weights between this 
node and the neighbors, which represent the integrated information of this node. 
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Fig. 3. The cumulative distribution of the node strength, the left is about book and right for 
reader 

Table 6. The distribution of the book node strength 

Node 

strength 

0-30 31-60 61-100 101-
200 

201-
300 

301-
400 

401-
500 

501-
600 

601-
2176 

Amount 
14431 9740 8635 10204 4139 1955 960 425 415 

Percent 
28.25 19.07 16.90 19.97 8.10 3.82 1.88 0.83 0.81 

Table 7. The former hundred books of the highest node strength 

Specialty English 

language 

Computer Math Kinetics Mechanics Physics Anglo-

American 

literature 

Telecom  

Number 
29 25 9 8 6 5 5 4 

The node strength of a book denotes the sum of the reading days by every reader for 
this book, which indicate the competitive size more accurately. Fig. 3 shows the cumu-
lative distribution can well fit with an exponential function xey 0066.05465.0 −= . The 

average of the node strength is 106.74, namely, every book is kept for 106.74 days by 
readers during the year. Table 6 lists the specific situation distribution of the days, 92.29 
percent is within 300 days, less than a year's time. This shows that the book in the li-
brary can meet the reader’s demand basically. As the books with larger node strength 
represent the longer time of this book between borrow and return, namely more com-
petitiveness, which indicate the reader's interest and trend, so we analyze them as focus. 
Table 7 shows that English language and computer books are still on the top, but the 
literature books decrease significantly. This indicates the concept of readers is to place 
study first, entertainment second. At the same time, the readers pay great attention to 
English and computer books which have become an indispensable tool. In addition, the 
number of books in table 7 is uniform on dynamic engineering, mechanics, physics, 
radio and telecommunications technologies, which indicate that the readers of different 
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specialties all will borrow the relatively professional books during study and research, 
which further explain the accuracy of the empirical work. 

Fig. 3 shows the cumulative distribution of the reader node strength, the main part of 

the distribution follows an exponential function xey 0022.09871.0 −= . This node 

strength denotes the total number of the days the reader reads every book in one year, a 
more accurate competitive expression. The average of the node strength for all readers 
is 423.44 days, and the node with the greatest strength is a teacher in kinetic college. 
Through the analysis of prior 100 readers with the greatest strength, these readers are 
29 teachers, 70 graduate students and one other student. Because the stated reading 
time of teacher (90 days) is longer than graduate student (Doctor for 90 days, 30 days 
for master) and other students (30 days), the teacher total day increase accordingly. 

3.3   The Contrast of Un-weighted and Weighted Network 

In the bipartite network, a book act size in un-weighted network is the total borrowed 
times of the book by all readers, and book node strength in weighted network is the 
sum of the reading days by every reader, both express the book competitiveness. Simi-
larly, actor degree is the total borrowed times of a reader in un-weighted network, 
reader node strength in weighted network is the total reading days of the reader, and 
also both show the reader competitiveness. Then, is there a certain relation between the 
two pairs of distribution in the form of un-weight and weight network? First of all, they 
follow the same distribution on the whole, the same conclusion in previous study [16], 
the reasons of such mechanism are explained deep in a network evolution model [17, 
18]. Secondly, as shown in Figure 4, there is a positive correlation between them. More 
exactly, the node strength follows a power law with respective to act size, also to actor 
degree. This means that, the more times a book is borrowed, the longer time it can be 
kept. In the same way, the more times a reader borrow, the longer time he can keep. 
Through studying the statistical relationship between the act degree and node strength, 
we know that there is larger competitiveness when the actor participates more acts. In 
practice, as the library restricts the number of the borrowed books and the preserving-
book time for the readers, the readers usually faster return the less useful books in 
order to borrow the needed books for themselves. Then borrowing a book does not 
represent that the reading value of this book is existent, but the length of the reading  
 

         

 

Fig. 4. The empirical results of relationship between book node strength and act size (the left), 
also reader node strength and act degree (the right) 
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days reflect the different value of the book for each readers. Therefore, weighted bipar-
tite network can reflect the actual situation better. All these show that both of them can 
describe this collaboration situation and configuration, but only the latter can describe 
the competition results and other competition properties accurately.  

4   The Library Personal Recommendation System  

There are large numbers of books in library, which maybe have hundreds of kinds in 
one direction, and most of the same direction books also have different emphasis. 
Therefore, it is troublesome to find the most correlative book in them for readers. And 
using the historical books which a reader has been borrowed, we can discover his 
habits and consider them for him in the future. Here, we propose the library recom-
mendation system which make use of the reader’s historical information, and hope to 
provide several suggestions for the library humanity design.  

A reasonable assumption is that the books which a reader have borrowed are what 
he like, and a recommendation algorithm aims at predicting his personal opinions on 
those books he have not yet collected. Based on our database, the recommendation 
system consists of readers and books, and denotes the book-set as { },,, 21 nbbbB =  

and reader-set as { }mrrrR ,,, 21= . If readers have borrowed some books, the recom-

mendation system can be described by an n×m adjacent matrix{ }ija , where ija =1 if 

jr has already borrowed ib  and ija =0 otherwise. Through the application of the 

weighting method for bipartite networks presented in [15], we propose a recommen-
dation algorithm. First, we construct the bipartite reader-book network by book-

projection which is named G. Then, for a given reader ir , we set the initial resource 

located on each node of G as
jij abf =)(  . That is to say, if the book jb  has been bor-

rowed by jr , then its initial resource is unit, otherwise it is zero. Apparently, the initial 

configuration which captures personal preferences is different for every reader. The 
initial resource can be understood as giving a unit recommending capacity to each 
collected book. According to the weighted resource allocation process discussed in 

[15], the final resource, denoted by the vector f ′ , is fWf =′ . Thus components of 

f ′  are  

∑∑
==

==′
n

l
lijll

n

l
jlj awbfwbf

11

)()(  
(2) 

For any reader ir , all his borrowed books )0,1( =≤≤ jij anjb  are sorted in the 

descending order of )( jbf ′ , and those books with highest value of final resource are 

recommended. Note that, the calculation of )( jbf ′  should be repeated m times, since 

the initial configurations are different for every reader.  
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5   Conclusions 

Through collecting the detailed information of the library of USST during one year, 
we obtain the characteristics of the library lending network, including act size distri-
bution, act degree distribution, node strength distribution, and find they all follow 
exponential which imply the connecting numbers of most nodes are similar by nature, 
namely the nodes that is much higher or lower than average rarely exist. In this paper, 
it shows that the borrowed books in the library are balanced, the lending system is 
perfect basically, and the library can meet the readers’ needs on the whole. In addi-
tion, there is a positive correlation between the distribution of act size and book node 
strength, the same as act degree and reader node strength. Thus, compared with the 
un-weighted network, the weighted network can not only describe the cooperation 
situation and configuration, but also the competition results.  

From the analysis of the relevant statistics, we can see that the readers adhere to the 
concept of learning-oriented, while still read the literary book to enrich life. English 
and computer books are the favor, therefore the library should increase the corre-
sponding books. In the groups of readers, the node strength of teachers are far greater 
than students, which fully shows that they always stand at the forefront of the disci-
pline, and enhance academic standards actively. At the same time, graduate student 
have a strong thirst for knowledge and is the backbone of reader’s groups. 

Furthermore, we proposed a library personal recommendation system based on a 
proper weighting method. Through the historical borrowed books for a reader, we will 
give some suggestions to him when he needs some books. But now, the presented 
recommendation algorithm is just a rough framework whose details have not been 
exhaustively explored yet. Next, we will study further and model this mechanism in 
library. 
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Temperature-Induced Domain Shrinking in Ising
Ferromagnets Frustrated by a Long-Range

Interaction
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Abstract. We investigate a spin model in which a ferromagnetic short-
range interaction competes with a long-range antiferromagnetic interac-
tion decaying spatially as 1

rd+σ , d being the dimensionality of the lattice.
For σ smaller than a certain threshold σ̂ (with σ̂ > 1), the long-range in-
teraction is able to prevent global phase separation, the uniformly mag-
netized state favored by the exchange interaction for spin systems. The
ground state then consists of a mono-dimensional modulation of the order
parameter resulting in a superlattice of domains with positive and nega-
tive magnetization. We find that the period of modulation shrinks with in-
creasing temperature T and suggest that this is a universal property of the
considered model. For d = 2 and σ = 1 (dipolar interaction) Mean-Field
(MF) calculations find a striking agreement with experiments performed
on atomically-thin Fe/Cu(001) films. Monte Carlo (MC) results for d = 1
also support the generality of our arguments beyond the MF approach.

Keywords: frustrated systems, modulated systems, long-range interac-
tions, competing interactions, Ising model.

The competition between a short-ranged interaction favoring a uniformly
charged state and a long-range interaction preventing its realization on larger
spatial scales is often assumed to be the mechanism underlying pattern formation
in chemistry, biology and physics as well as opinion cluster emergence in social
networks. A minimal spin model in which the ferromagnetic nearest-neighbor
exchange interaction, J , competes with a long-range antiferromagnetic interac-
tion of strength g may hopefully contain enough complexity to be paradigmatic
for a variety of realistic systems. For σ ≤ σ̂ (see next Sect.), the lowest energy
configuration – which is indeed realized at T = 0 – is given by a succession of
domains with saturated positive and negative magnetization, which alternate
in a sharp mono-dimensional modulation of period 2hgs. At finite T , the spins
located at the interface between two oppositely magnetized domains are signifi-
cantly more susceptible to thermal fluctuations than spins in the interior of the
domains. As a result, the balance between the ferromagnetic exchange and the
antiferromagnetic long-range interaction is biased in favor of the latter, which
finally makes the modulation period shrink as T is increased.

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 783–786, 2009.
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Ground-State Properties. The spin Hamiltonian we consider is

H = −J
∑
〈i,j〉

σiσj +
g

2

∑
{i�=j}

σiσj

|rij |d+σ
, (1)

where σi = ±1 (Ising variables), J and g are positive constants, 〈i, j〉 and {i �=
j} indicate that the sum is extended either to nearest neighbors only or to
all the couples respectively. The site indices have to be thought of as integer
coordinates locating a spin in a lattice of any dimension, e.g. i ≡ (ix, iy, iz) if
d = 3; equivalently rij = i − j. When g = 0, the uniform state has the lowest
energy. If g �= 0, the creation of one domain wall in the uniform state causes
an increase of the exchange energy of 2J and a net decrease of the long-range
interaction energy ΔELR. The scaling of ΔELR with the number of spins in the
lattice N can be easily estimated in the continuum limit. For d = 1, integrating
over the sites on the left- (dx) and right-hand (dx′) side of the domain wall yields

ΔELR ∼ 1
rσ+d

∫
dx⇒ 1
rσ+d−1

∫
dx′
⇒ 1

rσ+d−2
.

This estimation can be generalized to any lattice dimension to get

ΔELR ∼
[

1
rσ−1

]N

1

∼
N→∞

{
∞ for σ ≤ 1 ⇒ domain ground state

<∞ for σ > 1 ⇒ domain/uniform ground state.

When ΔELR →∞ (in the thermodynamic limit N →∞), the system prefers to
split into domains and the ground state turns out to have a mono-dimensionally
modulated structure [1,2]. The half-period of modulation hgs depends on the
ratio J

g . For σ > 1 a more detailed analysis is required to define the thresh-
old σ̂ which separates the uniform- from the patterned-ground-state phase1. We
represent [6] the ground-state configuration in the regime σ ≤ σ̂ with a square-
wave profile of period 2h modulated along the x direction σj = Sq(k0jx) =∑

m≥0 am sin (kmjx) (with k0 = π
h , km = (2m+1)k0 and am = 4

π
1

2m+1 ). Exploit-
ing the orthogonality relation

∑Nx

jx=1 e
−i(k−k′)jx = Nxδk,k′ (with jx +Nx = jx),

two-point correlations at T = 0 can be computed by averaging over the site
variables j (〈. . . 〉j henceforth)

〈σj+rσj〉j =
1
Nx

∑
jx

Sq(k0(jx + rx))Sq(k0jx) =
1
2

∑
m≥0

a2
m cos (kmrx) . (2)

The form of Eq. (2) suggests the observation of a peak in the structure factor
located at every odd higher-harmonic of k0 = π

h at sufficiently low temperatures.
This is actually observed in MC simulations performed for d = 1 [6], in spite of
the fact that no long-range order is expected to occur at any T �= 0 [1]. Eq. (2)
allows writing the energy per spin for a square-wave profile
1 For σ > 1, σ̂ depends on the ratio J

g
. In d = 1, a straightforward discrete-lattice

calculation gives a closed equation involving the Riemann zeta function: ζ(σ̂) = J
g

[6].
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Eh = 2J
1
h

+
g

2

∑
m≥0

a2
m

∑
rν

∑
rx≥1

cos (kmrx)
|r|d+σ

= 2J
1
h

+
∑
m≥0

a2
mfσ(km); (3)

the exchange contribution comes just from counting the number of domain walls,
Nx

h , while the sum
∑

rν
is performed over d − 1 integer variables according to

the lattice dimension. The whole energy (3) depends parametrically on the half-
period of modulation, h, so that the ground-state is found by minimizing it with
respect to this variable to obtain hgs [1,2,6].

MF Approach and Experiments. An experimental counterpart of our
model (1) with d = 2 and σ = 1 is represented by ultrathin Fe films grown epitax-
ially on Cu(001) [3]. For these specific d and σ, the ground state is expected to be
a striped pattern [2]. In the experimental system such a magnetic-domain pattern
is indeed encountered together with a variety of different ones [3]. Throughout
all these patterns a significant domain width reduction is observed as T is in-
creased [4]. Fig. 1a shows how this experimental fact is well reproduced by a MF
treatment of Hamiltonian (1) [5]. In the shadowed region slow-dynamics effects
become important so that the equilibrium-thermodynamic description does not
apply anymore. In Fig. 1b a typical MF magnetization profile inside a single
stripe domain is reported for different T . Apart from T ∼ 0, the average mag-
netization of the domain-wall spins (full triangles), is systematically lower than
that of inside-domain spins. Consequently, the creation of new domain walls
“costs” less and less as T is increased: the balance between exchange and long-
range interaction is thus biased with respect to what happens at T = 0 and
domains with smaller equilibrium size are ultimately favored.

Elastic Model. To the aim of recovering the same phenomenology as with the
MF approach but with an alternative treatment of thermal fluctuations, let us
consider first the effect of a perturbative displacement field along x, ujx , of the
whole square-wave profile:

σj = Sq (k0(j + uj)) =
∑
m≥0

am sin (km(j + uj)) . (4)

After some algebra [6] and recalling the definition of fσ(km) (3), the perturbed
energy can be written as

ΔEh =
1
N

∑
q

∑
m≥0

{
a2

mk
2
m

[
1
2
fσ(km − q) +

1
2
fσ(km + q)− fσ(km)

]
|ũq|2

}
,(5)

where ũq is the Fourier transform of the displacement field. As far as the large-
distance behavior is concerned, Eq. (5) can be expanded for q � k0:

ΔEh =
1
N

∑
q

[
1
2
k2
0

∂2Eh

∂k2
0

q2|ũq|2
]
. (6)

Eq. (6) is formally equivalent to a Planar Degenerate System Hamiltonian. For
such systems and d = 1 the correlation length is expected to behave like ξ ∼ 1

T ,
which is in good agreement with our MC results [6]. Even in the absence of
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tmeas

a b

Fig. 1. a) Relative domain width variation as a function of the reduced temperature, TC

being the Curie temperature. Experimental points correspond to labyrinthine (open cir-
cles) and striped (full square) patterns. Lines correspond to MF calculations with d = 2
and σ = 1 performed for J

g
= 40 (violet) and J

g
= 45 (blue): exact (solid), parabolic

extrapolation (dotted). In the shadowed region the relaxation time – estimated inde-
pendently – becomes larger than the characteristic time of the measurements. b) MF
magnetization profile inside a striped domain. The average magnetization on each site
mix is plotted versus the site index ix itself.

long-range order, a characteristic length scale is preserved at finite temperatures
in the form of the modulation period of the two-point correlation function. In
the limit T → 0, this period approaches hgs continuously from below so that it
can be considered the d = 1 counterpart of the temperature-dependent domain
width in ultrathin Fe/Cu(001) films [4,5].

Justifying – in the framework of the elastic model – the decrease of the mod-
ulation period with the increase of T independently of the lattice dimensionality
d and of the occurrence of long-range order is a goal for future work.
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Abstract. In the diffusion-limited reaction process A + B → ∅ on ran-
dom scale-free networks, particle density decays as ρ(t) ∼ t−α when
ρA(0) = ρB(0), where α > 1 for the degree exponent 2 < γ < 3 and
α = 1 for γ ≤ 3. We investigate the reaction on fractal scale-free networks
numerically, finding ρ(t) decays slowly with the exponent α ≈ ds/4 < 1,
where ds is the spectral dimension of the network.

Keywords: diffusion-limited reaction, fractal scale-free network,
segregation.

1 Introduction

Diffusion-limited reaction kinetics has been studied for long time. It can be used
for modeling chemical reactions, epidemic spreading, and so on. Here, we limit
our interest to the two-species annihilation process A+B → ∅.

It is known that if the initial densities of A and B particles are equal, the
density decays as ρ(t) ∼ t−α. In a mean-field approximation, α is 1. This ap-
proximation is valid for the processes in Euclidean space with d > dc = 4. For
d < 4, however, the mean-field approach is invalid, and α is d/dc, which is less
than 1. This behavior is caused by the segregation effect: A-rich or B-rich do-
mains form, and reactions can take place only at the limited area, that is, the
boundary between those domains [1,2,3]. And this argument can be extended
to the fractal case, giving α = ds/4 when ds < 4 , where ds is the spectral di-
mension. Although this value is in good agreement with many numerical results
[15,16], this extension has been questioned [3] in some cases.

Recent studies show that in complex networks, particle density can decay
faster, and α can be larger than 1 [4]. In random scale-free networks, α can be
obtained analytically and is 1/(γ − 2) for 2 < γ < 3 and 1 for γ > 3 where
γ is the exponent of the degree distribution Pd(k) ∼ k−γ [8]. This fast decay
can be explained in terms of the existence of hubs and extremely small diam-
eter. Particles tends to move towards hubs which are closely located. Distance
between particles of different species are close because of small diameter. These
two factors cause A and B particles to mix, accelerating the reactions.

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 787–791, 2009.
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2 Two-Species Annihilation on Fractal Scale-Free
Networks

We study two-species annihilation reaction on fractal scale-free networks. When
a network is fractal, this network satisfies the scaling NB(lB) ∼ l

−df

B , where lB is
the size of boxes and NB is the number of boxes needed to cover the network. In
a fractal scale-free network, hubs are located repulsively. Particles move towards
the local hubs nearby, and reactions occur. As a result, it is likely to remain
particles of the same species in the vicinity of the local hubs, forming domains.
After forming domains, reactions take place at the boundaries between domains,
causing particle density to decay slowly.
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Fig. 1. The particle density as a function of time on the critical branching trees. Guide-
lines have slopes 0.40 (top) and 0.34 (bottom).
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Fig. 2. The particle density as a function of time on the (u, v)-flower networks. Guide-
lines have slopes 0.43 (top) and 0.38 (bottom).
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Table 1. Comparison of the numerically obtained exponent αnum with ds/4

CBT (u, v)-flower (u, v)-tree
γ αnum ds/4 (u, v) γ αnum ds/4 (u, v) γ αnum ds/4
2.5 0.40 0.38 (2,2) 3 0.53 0.5 (2,2) 3 0.34 0.33
2.7 0.37 0.35 (2,4) 3.58 0.45 0.43 (2,4) 3.58 0.37 0.36
3.5 0.36 0.33 (3,3) 3.58 0.43 0.41 (3,3) 3.58 0.31 0.31
4.0 0.34 0.33 (2,6) 4 0.43 0.42 (2,6) 4 0.40 0.38
4.5 0.34 0.33 (4,4) 4 0.38 0.38 (4,4) 4 0.31 0.30

We use the critical branching tree [10], (u, v)-flower and (u, v)-tree [19] as
substrates. Simulation results show that the particle density decays slowly as
shown Figs. 1, 2. Numerical values of α are less than 1 and close to ds/4 as can
be seen in Table 1 for the critical branching tree, (u, v)-flower, and (u, v)-tree.

3 Role of Local Hubs in Fractal SF Networks

To confirm the role of local hubs, we measure the particle density on the networks
generated by rewiring the links of (3, 3)-flower under the conservation of the
degree distribution. Fig. 3 shows the results. As we rewire the links, the density
of particle decays faster and α increases from 0.43 to 1, which is the value on
scale-free network with the same degree exponent γ.

Next, we measure a quantity introduced in Ref. [20],

QAB =
NAB

NAA +NBB
, (1)
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105

100 101 102 103 104 105
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/ρ
(0

)

t

f = 0
0.001
0.005
0.500

Fig. 3. The particle density on a (3,3)-flower(f = 0) and its rewired networks. f is the
fraction of rewired links. Guidelines have slopes 0.43 (bottom) and 1.0 (top).
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where NAB is the the number of contacts between A and B particles, NAA and
NBB are defined similarly. QAB close to 0 indicates that segregation occurs, and
the value close to 1 means A and B particles are mixed completely. Fig. 4 is the
plot of QAB as a function of time. From the figure, we confirm strong segregation
on a fractal network. And as more links are rewired and the distance between
hubs are closer, the segregation effect decreases.

10-2

10-1

100

100 101 102 103

Q
AB

t

f = 0
0.005
0.020
0.050
0.100
0.500

Fig. 4. Plot of QAB for the networks in Fig. 3

4 Summary

To sum up, in the two-species annihilation process A + B → ∅ on fractal SF
networks, segregation forms originated from the existence of local hubs, causing
the particle density to decay slowly with the exponent α < 1. More detailed
results can be found in our recent paper [22].
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Abstract. The standard pair approximation equations (PA) for the
Susceptible-Infective-Recovered-Susceptible (SIRS) model of infection
spread on a network of homogeneous degree k predict a thin phase of
sustained oscillations for parameter values that correspond to diseases
that confer long lasting immunity. Here we present a study of the depen-
dence of this oscillatory phase on the parameter k and of its relevance
to understand the behaviour of simulations on networks. For k = 4, we
compare the phase diagram of the PA model with the results of simula-
tions on regular random graphs (RRG) of the same degree. We show that
for parameter values in the oscillatory phase, and even for large system
sizes, the simulations either die out or exhibit damped oscillations, de-
pending on the initial conditions. This failure of the standard PA model
to capture the qualitative behaviour of the simulations on large RRGs is
currently being investigated.

Keywords: stochastic epidemic models, oscillations, pair approxima-
tions, random regular graphs.

A number of approaches has been used to study the spreading dynamics of an
infectious disease. A common paradigm, emerging from a simple deterministic
framework, is to assume that populations are not spatially distributed so that
individuals mix perfectly and contact each other with equal probability. Thus in
the limit of infinite populations, the time evolution of the disease is described
in terms of the densities of infectives and susceptibles as a function of time, and
governed by a system of coupled ordinary differential equations which can be
deduced from the law of mass action [1]. Another approach is to use stochastic
dynamics on a lattice (or more general graphs) where the variables at each node
represent the state of an individual. The effects of spatial correlations that mass
action models disregard play an important role in the behaviour of infection
dynamics on graphs, and therefore also in real populations [2]. The ordinary
pair approximation (PA) as well as various improvements to include higher order
correlations have been proposed in the context of ecological and epidemiological
deterministic models [3]. In [4], the performance of the PA in the description
of the steady states and the dynamics of the Susceptible-Infective-Recovered-
Susceptible (SIRS) model on the hypercubic lattice was analyzed in detail.
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In this study, we consider the dynamics of the same epidemic model on a
random network of homogeneous degree k and N nodes, a regular random graph
of degree k (RRG-k). Each node can be occupied by an individual in susceptible
(S), infected (I), or recovered (R) state. Infected individuals recover at rate δ,
recovered individuals lose immunity at rate γ, and infection of the susceptible
node occurs at infection rate λ multiplied by the number of its infected nearest
neighbours n, n ∈ {0, 1, . . . , k}:

I
δ→ R ,

R
γ→ S , (1)

S
λn→ I .

In the infinite population limit, with the assumptions of spatial homogeneity
and uncorrelated pairs, the system is described by the deterministic equations
of the standard or uncorrelated PA [4]:

d s

d t
= γ (1− i− s)− kλ si ,

d i

d t
= kλ si− δ i ,

d si

d t
= γ ri− (λ+ δ) si+

(k − 1)λ si
s

(s− sr − 2si) , (2)

d sr

d t
= δ si+ γ (1− s− i− ri− 2sr)− (k − 1)λ si sr

s
,

d ri

d t
= δ (i− si)− (γ + 2δ) ri+

(k − 1)λ si sr
s

.

In the above equations the variables s, i stand for the probability that a randomly
chosen node is in state S, I, and the variables si, sr, ri stand for the probability
that a randomly chosen pair of nearest neighbour nodes is an SI, SR, RI pair. As
expected, neglecting the pair correlations and setting the pair state probabilities
equal to the product of the node state probabilities these equations reduce to
the classic equations of the randomly mixed SIRS model.

The phase diagram of the PA SIRS model (2) for k = 4 is plotted in Fig. 1a).
We have set the time scale so that δ = 1. Region I represents susceptible-
absorbing states and region II corresponds to active states that can be asymp-
totically stable nodes or asymptotically stable foci. The critical line separating
regions I and II corresponds to the transcritical bifurcation curve that is given
by λc(γ) = (γ + 1)/(3γ + 2) (black dashed line). In addition, for small values
of γ we find a new phase boundary (black solid line), that corresponds to a
supercritical Hopf bifurcation of the nontrivial equilibrium and has been missed
in previous studies of this model [4]. This boundary separates the active phase
with constant densities from an active phase with oscillatory behavior, that is
stable at low γ.

In the thin phase of region III, the PA model predicts sustained oscillations
in the thermodynamic limit. We have performed a systematic study of the
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Fig. 1. a) Phase diagram in the (λ, γ) plane for the PA SIRS model, where region I
corresponds to susceptible-absorbing states and region II corresponds to active states
with nonzero infective densities. The critical line between regions I and II is the dashed
line. The second critical curve (solid line) bounds a region with limit cycle solutions
(region III). Parameters: δ = 1, k = 4. b) Phase diagram of the PA SIRS model for
δ = 1 and k = 2.1, k = 3, k = 4, k = 5. Dashed (dotted) lines correspond to the
transcritical (supercritical Hopf) bifurcation curves. The oscillatory region III becomes
smaller as k increases.

dependence of this oscillatory phase on the parameter k and of its relevance
to understand the behaviour of simulations on networks.

The phase diagram of the PA model for δ = 1 and several values of k in the
range k > 2 is shown in Fig. 1b). The critical lines separating the absorbing
and the active phases (dashed lines) are given by λc(γ) = (γ + 1)/((k − 1)γ +
k − 2). Within the active phase, the dotted lines are numerical plots of Hopf
bifurcation curves. The oscillatory phase is large for k � 2 and it gets thinner
as k increases, but it persists for the whole range of 2 < k � 6. A similar phase
diagram, with a Hopf bifurcation critical line bounding an oscillatory phase,
was reported in other studies of related models [5], where SIR dynamics with
different mechanisms of replenishment of susceptibles is modelled at the level
of pairs with the standard or another closure approximation. These different
models all exhibit an oscillatory phase in the regime of slow driving through
introduction of new susceptible individuals (small γ in the present case). This
suggests that this oscillatory phase may be related with the phenomenon of
recurrent epidemics in infectious diseases that confer permanent or long lasting
immunity.

We have compared the behaviour of the PA SIRS model (2) for k = 4 with
the results of stochastic simulations on RRG-4 for several system sizes. In the
stochastic simulations, the system was set in a random initial condition with
given node and pair densities and an efficient algorithm for stochastic processes in
spatially structured systems based on Gillespie’s method [6] was used to update
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Fig. 2. For δ = 1, k = 4, comparison of the solutions of the PA deterministic model
(dashed lines) with the results of stochastic simulations (solid lines) on a RRG-4 with
N = 106 for parameter values in region II. Susceptible and infective densities are
plotted starting from an initial condition with a small density of infectives. Parameters:
a) γ = 2.5, λ = 2.5; b) γ = 0.1, λ = 2.5.

the states of the nodes according to the processes of infection, recovery and
immunity waning (1). For each set of parameter values and initial conditions,
the simulations were averaged over 103 realizations of the RRG-4 graph.

The results of stochastic simulations for N = 106 and solutions of the PA
SIRS equations (2) are shown in Figs. 2 and 3. The susceptible (blue lines) and
the infective (black lines) densities are shown in Fig. 2 for two sets of parameter
values: γ = 2.5, λ = 2.5 (Fig. 2a)) and γ = 0.1, λ = 2.5 (Fig. 2b)). The numerical
solutions of the PA SIRS equations are plotted in dashed lines, and the results
of the simulations in solid lines. For parameter values well within region II of the
phase diagram as in Fig. 2a) there is excellent agreement between the solutions of
the PA SIRS model for the same initial densities and the results of the stochastic
simulations, both for the transient behaviour and for the steady states. This
agreement deteriorates as γ decreases and the boundary of the oscillatory region
is approached as can be seen in Fig. 2b). For parameter values in the oscillatory
region III most simulations (black solid line) die out after a short transient (Fig.
3b)) while the corresponding solutions of the PA SIRS deterministic model (blue
solid line) converge to the stable limit cycle for all initial conditions (a typical set
is denoted by B in the plot). By choosing initial conditions not far from the stable
cycle predicted by the PA SIRS model to avoid extreme susceptible depletion
during the transient, damped oscillations towards a non trivial equilibrium may
also be observed in region III. In Fig. 3a) a plot is shown of one of these surviving
simulations (black solid line), together with the solution of the PA equations
(blue solid line) for the same parameter values and initial conditions (in the plot
denoted by A). Thus, instead of an oscillatory phase, the stochastic model on
RRGs exhibits in region III a bistability phase, even for large system sizes.

This failure of the PA model to capture the qualitative behaviour of the sim-
ulations on large RRGs is currently being investigated. Extinctions due to finite
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Fig. 3. For δ = 1, k = 4, comparison of the solutions of the PA deterministic model with
the results of stochastic simulations on a RRG-4 with N = 106 for parameter values
in region III, γ = 0.025, λ = 2.5, and two sets of initial conditions A and B marked by
dots in the (s, i) plane. The solutions of the PA equations spiral towards a limit cycle.
In the simulations, the disease either goes extinct (right panel) or a non-oscillatory
steady state is approached (left panel). Initial conditions: a) s ≈ 0.4889, i ≈ 0.0287,
si ≈ 0.0104, sr ≈ 0.2369, ri ≈ 0.0129; b) s ≈ 0.9240, i ≈ 0.0731, si ≈ 0.0558,
sr ≈ 0.0024, ri ≈ 0.0005.

size are one of the reasons why the oscillatory phase is seen as an absorbing
phase in the stochastic simulations. Indeed, as can be seen in Fig. 3, the oscilla-
tions predicted by the PA SIRS deterministic model attain very small densities
of infectives during a significant fraction of the period (i < 10−5 for initial con-
ditions B in the transient regime). It would be interesting to check whether the
more regular oscillations that have been observed in the standard PA for some
predator-prey models [7] persist in stochastic simulations of these models on
RRGs.

However, the breakdown of the PA SIRS model as the boundary of the oscil-
latory phase is approached from above and the bistability regime found in region
III show that there are other effects at play. The standard pair approximation is
only valid for tree-like structures where each node has exactly the same number
of contacts and there are no loops, the Bethe lattices. These infinite structures
cannot be simulated on a computer. On the other hand, classic results of graph
theory show that a particular realization of a RRG-k will contain a large number
of loops, of which the large majority are long (with respect to the average path
length), so that locally the graph is essentially tree-like. One would expect then
the PA to perform well on RRGs, provided they are large enough.

Increasing system size up to N = 107 we still find suppression of oscillations in
region III and significant discrepancies between the transient and steady states
of the PA SIRS solutions and the results of the simulations in region II close
to the boundary with region III. A similar problem of oscillation emergence
and suppression and quantitative differences in Monte Carlo simulations versus
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mean-field approximation and PA of an evolutionary Rock-Scissors-Paper game
on different structures was carefully investigated in [8]. For this problem, a more
accurate multi-site approximation instead of the PA was shown to solve the
qualitative and quantitative discrepancies with the simulations. The study of
improved models beyond the PA for SIRS dynamics on RRGs will be the subject
of future work.
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Abstract. Recently, the studies of the complex network have gone deep into 
many scientific fields, such as computer science, physics, mathematics, sociol-
ogy, etc. These researches enrich the realization for complex network, and in-
crease understands for the new characteristic of complex network. Based on the 
evolvement characteristic of the author collaboration in the scientific thesis, a 
self-organized network model of the scientific cooperation network is presented 
by module emerging. By applying the theoretical analysis, it is shown that this 
network model is a scale-free network, and the strength degree distribution and 
the module degree distribution of the network nodes have the same power law. 
In order to make sure the validity of the theoretical analysis for the network 
model, we create the computer simulation and demonstration collaboration 
network. By analyzing the data of the network, the results of the demonstration 
network and the computer simulation are consistent with that of the theoretical 
analysis of the model. 

Keywords: Module emerging, Scientific Collaboration, Self-organized, Net-
work model, Complexity. 

1   Introduction 

The studies of the complex network have opened out the internal essence of many 
phenomena in real world. Erdos and Renyi presented the random network model 
(called ER model) [1] since 1960, ER random graph has been used as a basic model to 
study complex network. In 1998, a paper, written by Watts and Strogatz on small-
world network, was appeared in Nature [2] to depict the feature that there exist the 
shorter paths among nodes in a large network. Another seminal paper was written by 
Barabasi and Albert on scale-free networks in Science in 1999[3]. The scale-free 
network (also called BA model) is a network model inspired to the formation of the 
World Wide Web and is based on two basic ingredients: growth and preferential at-

tachment. The degree distribution of BA model produces the form γ−∝ kkp )( . Be-

cause the power distribution absents distinct characteristic length, this class network 
is called scale-free network. It has been shown that many real complex networks are 
small-world and scale-free network, these include transportation networks, phone call 
networks, Internet, WWW, the actors collaboration networks, scientific coauthorship 
and citation networks so on [4,5,6]. 
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The presentation of these two original results affords new theory to realize the 
complex network, and the upsurge of reaching complex network is raised in many 
science fields. The statistic of the static state parameter is analyzed for Internet, 
WWW, cinema and television actors’ collaboration network, scientists’ collaboration 
network, people relation network, and linguistics network so on. Based on the net-
work model, the dynamics features are studied to infectious disease, percolation 
model, network searching, and network navigation. Especially, for the research of the 
coauthorship network in scientific articles, many new results have been obtained 
recently [7-9]. These researches enrich the realization for complex network, and in-
crease understands for the new characteristic of complex network. 

The collaboration network of scientific researcher is a network describing the col-
laboration relation of scientific researcher. In this network, each node is denoted as a 
scientific researcher of the network, and each link between two nodes is created if two 
scientific researchers have published an article together. In this paper, based on the 
complex network, we establish an evolution network model to study the collaboration 
relation of scientific researchers.  

The remainder of this paper is organized as follows. In section 2, the definition of 
the module (also called motif) is presented, and a scientific collaboration evolving 
model is taken on based on the motif emerging. The complex characteristics of the 
network model are calculated in the section 3, and a computer simulation is created to 
validate the theoretic results. In section 4, a demonstration network is constructed to 
show the efficiency of the network model. Finally, some conclusions are made in 
section 5. 

2   Self-organized Network Evolution Model  

The scientific cooperation network is used to describe the collaboration relation 
among the scientific thesis authors. Generally, every scientific researcher is depicted 
as a node of the network, and the collaboration relation of the people (publishing a 
paper together) is pictured as the link between the nodes. When analyzing the collabo-
ration network, we found there are a lot of authors in a paper and these authors com-
pose of a full-connected sub-network. Here we call this sub-network as a module 
(also called motif). 

Since there are a lot of the same authors in the different papers, a module is em-
bedding into the scientific collaboration network by the same author. Then a self-
organized collaboration network model based on motif emerging is created. Follow-
ing the analysis, we present a new scientific collaboration network evolution model:   

Initially, suppose m0 articles and k0 authors in the network. The authors of a paper 
will compose of a motif; let the sum of the initialized motif be n0. With the time t 
changing, we increase an article every time, and author collaboration network evolves 
as following (Here, we suppose K is the most author number in a paper): 

(1) There are i authors in a new paper with a probability iq , and these authors will 

group a full-connected sub-network as a motif, where ∑
=

=
K

i
iq

1

1 . When i=1, there is 

only one node in the motif, i.e., this paper is written by one author.   
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(2) There are j authors in the motif who are identical as that in the primary network 

with a probability jp , where ∑
=

=
K

j
jp

0

1. The new motif will be inset the primary 

network with the same authors. When j=0, the nodes in the motif will have none of 
the identical nodes, and the motif will set into the network without connected.   When 
j=K, all node in the motif have been included in the network, and the nodes will be 
invariable after the motif inset. 

Rule 1: The motif degree of the node is defined as 1 if an author publishes a paper; 
and the motif degree will add 1 if this author publishes a new paper again, and so on. 

Rule 2: The link strength between the nodes is defined as the strength is 1 if two 
nodes are linked firstly; and the strength adds 1 if these two nodes are linked again, 
and so on. 

Rule 3: The node is selected to inset the network, following the method of motif 
degree preference, the selecting probability  

             ∑=Π
j

ji nni /)(                                               (1) 

where the numerator ni as the motif degree of node i, which is the summation of the 
paper of node i, the denominator is the summation of the motif degree of all nodes in 
the network. 

3   Degree Distribution of Network Model  

3.1   Analysis on the Characteristics of the Network Model  

In this section, we will research the complex feature of the evolution model. In the 
scientific collaboration, one author can publish several papers, i.e., the module degree 
of one node can be very large. One author can cooperate with many authors, i.e., the 
link strength of the node can be very large. In the description of the network, the de-
gree distribution p(k) is used to denote the probability of a node with degree k.     
Next, we calculate the module degree distribution and the strength distribution of the 
node in the new evolution model.  

The module degree of a node is the number of the paper published by the author. 
Following the algorithm description, the new module insets the network connected 

with j nodes that are decided by the probability jp . The diversification of the module 

degree of the node i 

                                          ∑ ∑
= =

Π=
∂
∂ K

l

l

j
jl

i ijpq
t

n

1 0

)( .                                         (2) 
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Since the sum of the module degree satisfying 
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where LJ /=β . We can calculate the module degree distribution using the method 
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Now we will calculate the strength distribution of the node. In the scientific col-
laboration network, if two scientific researchers publish one paper together, the link 
strength of the nodes is 1 with a line between two authors. If these two researchers 
collaborate once again, the link strength will increase 1. The strength of a node is 
equal to the sum of the link strengths of its neighbors. Following the evolving process 
of the model, the diversification of the strength of the node will satisfy      
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we have 
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From the theories analysis, it can be obtained that the module degree distribution of 
the node has the same power law as the strength degree distribution, and the scale-free 
feature is put up by the module degree and strength degree.  

3.2   Simulation 

Next, we apply the computer simulation to study the complex characteristic of the 

network model. Suppose K=4, 2.01 =q , 3.02 =q , 3.03 =q , 2.04 =q ; 

 

 

Fig. 1. The distribution plots (log-log plots) of the model 
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and 2.00 =p , 15.01 =p , 25.02 =p , 25.03 =p , 15.04 =p . In the initialized 

network, there are 10 authors with 3 paper published. Based on the network evolving 
model, a scientific collaboration network with 500 papers is built by the computer 
simulation, and the motif degree distribution and the strength degree distribution are 
calculated. The distribution plots (Log-Log) are shown Fig. 1 whose data are obtained 
from the average of 20 times simulations. These two distributions have the same 
power law and take on the feature of the scale-free network, which is accord with the 
theoretical results.  

4   Analysis on Demonstration Network  

We have been working a statistic of the papers in Journal of Information from January 
2001 to December 2006 in database of China National Knowledge Infrastructure 
(CNKI). A coauthorship database is created on the articles and their authors; there are 
801 articles and 1078 authors in the database. A scientific collaboration network is 
made from the coauthorship database, where a node denotes au author, link of two 
nodes denotes the cooperation between two authors (they have vended an article to-
gether). The module is defined as the collaboration authors in an article, which is full 
connected sub-network. It is easy to know that the cooperation network is a sort of 
self-organized network. The information of the database is shown in Table 1.   

Table 1. The information of the database of the Journal of Information 

Author Number 1 2 3 ≥4 
Paper number 223 325 212 41 

Percent 27.8% 40.6% 26.5% 5.1% 

Then, we analyze the characteristic of this network by calculating the module de-
gree of the node in the coauthorship network, which is the paper number of every 
author. The statistic result is shown in Table 2, where a lots of nodes have small mod-
ule degree (there are 1018 authors with module degree less 3) and few nodes with 
large module degree (only 6 authors with module degree greater than 10).  

Table 2. The module degree of the authors 

Module 
degree 

1 2 3 4 5 6 7 8 9 10 11 12 15 22 

Number of 
the authors 

805 157 56 23 9 8 4 5 5 1 1 2 1 1 

In the demonstration network, we calculate the strength degree of the node, i.e., 
the cooperation times with other authors (Table 3). There are many nodes with little 
strength degree (792 authors with module degree less than 3), however, there exists a 
larger node with strength degree 37 who has a very large workgroup and has more 
cooperation researchers.  
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Table 3. The strength degree of the authors 

Strength Degree 0 1 2 3 4 5 6 7 8 9 10 11 

Authors Number 135 340 317 107 79 31 16 11 10 4 4 4 

 
Strength Degree 12 13 15 16 17 20 30 37 

Authors Number 5 3 4 2 3 1 1 1 

 

Fig. 2. The plot of the distributions in the demonstration network (Log-Log) 

Based on the results of statistic, a plot of the distributions is drawn by using the 
data of Table 2 and Table 3 with log-log figure, where “*” defines the motif degree 
distribution of node and “◇” defines the strength degree of the node in the demon-
stration network.  In Fig. 2, the power law of the motifs degree is the same as that of 
the strength degree, which is consensus with the results in section 3.  

5   Conclusions 

In this paper, based on the collaboration ways of the authors, a self-organized collabo-
ration network model is presented. By defining the module with the authors sub-
network full-connected in a paper, the network is evolved by inset the module. It is 
validated by the theoretical analysis and computer simulation that the distributions of 
the module degree and strength degree satisfy the same power law and this network is 
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a scale-free network. By analyzing the data of the demonstration network in CNKI, 
the demonstration results are consistent with that of the theoretical analysis. There-
fore, this model can be applied to study the evolvement of the author collaboration 
network. 
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Self-organized Balanced Resources in Random
Networks with Transportation Bandwidths

Chi Ho Yeung and K.Y. Michael Wong

Department of Physics, The Hong Kong University of Science and Technology,
Hong Kong, China

Abstract. We apply statistical physics to study the task of resource al-
location in random networks with limited bandwidths for the transporta-
tion of resources along the links. We derive algorithms which searches
the optimal solution without the need of a global optimizer. For net-
works with uniformly high connectivity, the resource shortage of a node
becomes a well-defined function of its capacity. An efficient profile of
the allocated resources is found, with clusters of node interconnected by
an extensive fraction of unsaturated links, enabling the resource short-
ages among the nodes to remain balanced. The capacity-shortage rela-
tion exhibits features similar to the Maxwell’s construction. For scale-
free networks, such an efficient profile is observed even for nodes of low
connectivity.

Keywords: resource allocation, bandwidth, Maxwell’s construction,
scale-free networks, Bethe approximation, message-passing.

1 Introduction

Analytical techniques developed in statistical physics have been widely employed
in the analysis of complex systems in a wide variety of fields, such as neural net-
works [1,2], econophysical models [3], and error-correcting codes [2,5]. Recently,
a statistical physics perspective was successfully applied to the problem of re-
source allocation on sparse random networks [6,7]. Resource allocation is a well
known network problem in the areas of computer science and operations man-
agement [8,9]. It is relevant to applications such as load balancing in computer
networks, reducing Internet traffic congestion, and streamlining network flow of
commodities [10,11].

In this paper, we analyze resource allocation on networks with finite band-
widths. We derive algorithms which enable us to find the optimal solutions with-
out the need of a global optimizer. Compared with conventional techniques such
as linear or quadratic programming [14], the adopted approach in this paper
reduces the computational complexity. Furthermore, the analysis allows us to
understand the underlying mechanisms during resource redistribution, on both
scale-free and regular networks (i.e. networks with uniform connectivity). An
efficient profile of the allocated resource in found wth features similar to the
Maxwell’s construction.

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 806–818, 2009.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2009
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2 The Model

We consider a network with N nodes, labelled i = 1, . . . , N . Each node i is
randomly connected to c other nodes. The connectivity matrix is given by Aij =
1, 0 for connected and unconnected node pairs respectively. We first develop a
theory for sparse networks, namely, those of intensive connectivity c ∼ O(1) �
N , and subsequently consider its validity in networks of general connectivity,
such as scale-free networks.

Each node i has a capacity Λi randomly drawn from a distribution ρ(Λi). Pos-
itive and negative values of Λi correspond to supply and demand of resources
respectively. The task of resource allocation involves transporting resources be-
tween nodes such that the demands of the nodes can be satisfied to the largest
extent. Hence we assign yij ≡ −yji to be the current drawn from node j to i,
aiming at reducing the shortage ξi of node i defined by

ξi = max
(
−Λi −

∑
(ij)

Aijyij , 0
)
. (1)

The magnitudes of the currents are bounded by the bandwidth W , i.e., |yij | ≤W .
To minimize the shortage of resources after their allocation, we include in the

total cost both the shortage cost and the transportation cost. Hence, the general
cost function of the system can be written as

E = R
∑
(ij)

Aijφ(yij) +
∑

i

ψ(Λi, {yij|Aij = 1}). (2)

The summation (ij) corresponds to summation over all node pairs, and Λi is a
quenched variable defined on node i.

In the present model of resource allocation, the first and second terms corre-
spond to the transportation and shortage costs respectively. The parameter R
corresponds to the resistance on the currents, and Λi is the capacity of node
i. The transportation cost φ(yij) can be a general even function of yij . In
this paper, we consider φ and ψ to be concave functions of their arguments,
that is, φ′(y) and ψ′(ξ) are non-decreasing functions. Specifically, we have the
quadratic transportation cost φ(y) = y2/2, and the quadratic shortage cost
ψ(Λi, {yij|Aij = 1}) = ξ2i /2.

3 Analysis

The analysis of the model is made convenient by the introduction of the variables
ξi. It can be written as the minimization of Eq. (2) in the space of yij and ξi,
subject to the constraints

Λi +
∑
(ij)

Aijyij + ξi ≥ 0, ξi ≥ 0, (3)

and the constraints on the bandwidths of the links |yij | ≤W .
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Introducing Lagrange multipliers to the above inequality constraints with the
Kuhn-Tucker condition, the function to be minimized becomes

L =
∑

i

[
ψ(ξi) + μi

(
Λi +

∑
(ij)

Aijyij + ξi

)
+ αiξi

]

+
∑
(ij)

Aij

[
Rφ(yij) + γ+

ij(W − yij) + γ−ij (W + yij)
]
, (4)

where μi ≤ 0, αi ≤ 0, γ+
ij ≤ 0 and γ−ij ≤ 0. Optimizing L with respect to yij ,

one obtains

yij = Y (μj − μi) with Y (x) = max
{
−W,min

[
W, [φ′]−1

(
x

R

)]}
. (5)

The Lagrange multiplier μi is referred to as the chemical potential of node i, and
φ′ is the derivative of φ with respect to its argument. The function Y (μj − μi)
relates the potential difference between nodes i and j to the current driven from
node j to i. For the quadratic cost, it consists of a linear segment between
μj − μi = ±WR reminiscent of Ohm’s law in electric circuits. Beyond this
range, y is bounded above and below by ±W respectively. Thus, obtaining the
optimized configuration of currents yij among the nodes is equivalent to finding
the corresponding set of chemical potentials μi, from which the optimized yij ’s
are then derived from Y (μj −μi). This implies that we can consider the original
optimization problem in the space of chemical potentials.

We introduce the free energy at a temperature T ≡ β−1,

F = −T lnZ, (6)

where Z is the partition function

Z =
∏
(ij)

(∫ W

−W

dyij

)
exp

[
−βR

∑
(ij)

Aijφ(yij)− β
∑

i

ψ(Λi, {yij |Aij = 1})
]
. (7)

The statistical mechanical analysis of the free energy can be carried out using
the Bethe approximation, which is valid in the limit of low connectivity. In this
approximation, a node is connected to c branches of the tree, and the correla-
tions among the branches are neglected. In each branch, nodes are arranged in
generations, A node is connected to an ancestor node of the previous generation,
and another c− 1 descendent nodes of the next generation.

We consider the vertex V (T) of a tree T. We let F (y|T) be the free energy
of the tree when a current y is drawn from the vertex by its ancestor node. One
can express F (y|T) in terms of the free energies F (yk|Tk) of its descendents
k = 1, . . . , c− 1,
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F (y|T) = −T ln

{
c−1∏
k=1

(∫ W

−W

dyk

)
exp

[
−β

c−1∑
k=1

F (yk|Tk)− βR
c−1∑
k=1

φ(yk)

−βψ
(

max(−ΛV (T) −
c−1∑
k=1

yk + y, 0)
)]}

, (8)

where Tk represents the tree terminated at the kth descendent of the vertex,
and ΛV (T) is the capacity of V (T). We then consider the free energy as,

F (y|T)=NTFav+FV (y|T), (9)

where NT is the number of nodes in the tree T, and Fav is the vertex free energy
per node. FV (y|T) is referred to as the vertex free energy. Note that when a
vertex is added to a tree, there is a change in the free energy due to the added
vertex. In the language of the cavity method [4], FV (y|T) are equivalent to the
cavity fields, since they describe the state of the system when the ancestor node
is absent. In the zero temperature limit, we obtain a recursion relation,

FV (y|T) = min
{yk||yk|≤W}

[
c−1∑
k=1

(
FV (yk|Tk) +Rφ(yk)

)

+ψ

(
max(−ΛV (T)−

c−1∑
k=1

yk + y, 0

)]
− Fav. (10)

Fav(y|T) =

〈
min

{yk||yk|≤W}

[
c∑

k=1

(
FV (yk|Tk) +Rφ(yk)

)

+ψ

(
max(−ΛV (T) −

c∑
k=1

yk, 0

)]〉
Λ

. (11)

4 Distributed Algorithms

A distributed algorithm can be obtained by iterating the chemical potentials of
the nodes. The optimal currents are given by Eq. (5) in terms of the chemical
potentials μi which, from Eqs. (1) and (4), are related to their neighbors via

μi =

⎧⎪⎨⎪⎩
0 for h−1

i (0) > 0,
h−1

i (0) for −ψ′(0) ≤ h−1
i (0) ≤ 0,

g−1
i (0) for h−1

i (0) < −ψ′(0),

(12)

where hi(x) and gi(x) are given by

hi(x) = −Λi −
∑

j

AijY (μj − x), gi(x) = ψ′ ◦ hi(x) + x, (13)
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with function Y again given Eq. (5). hi(x) is the shortage of resource at node
i when μi takes the value x. ψ′ ◦ hi(x) is then the corresponding dissatisfaction
cost per unit resource of node j. This provides a simple local iteration method
for the optimization problem in which the optimal currents can be evaluated
from the potential differences of neighboring nodes.

An alternative algorithm can be obtained by adopting message-passing ap-
proaches, which have been successful in problems such as error-correcting codes
[12] and probabilistic inference [13]. However, in contrast to other message-
passing algorithms which pass conditional probability estimates of discrete vari-
ables to neighboring nodes, the messages in the present context are more com-
plex, since they are free energy functions FV (y|T) of the continuous variable y.
Inspired by the success of replacing the function messages by their first and sec-
ond derivatives in [7], we follow the same route and form two-parameter messages
Let (Aij , Bij) ≡ (∂FV (yij |Tj)/∂yij .∂

2FV (yij |Tj)/∂y2
ij). These are the messages

passed from node j to its ancestor node i, based on the messages received from
its descendents in the tree Tj . To obtain recursion relation of the messages, we
minimize in the space of the current adjustments εjk the vertex free energy

Fij =
∑
k �=i

Ajk

[
Ajkεjk +

1
2
Bjkε

2
jk +Rφ′jkεjk +

R

2
φ′′jkε

2
jk

]
+ ψ(ξj), (14)

subject to the constraints∑
k �=i

Ajk(yjk + εjk)− yij + Λj + ξj ≥ 0, ξj ≥ 0, (15)

together with the constraints on bandwidths |yjk + εjk| ≤W . φ′jk and φ′′jk repre-
sent the first and second derivatives of φ(y) at y = yjk respectively. We introduce
Lagrange multiplier μij for constraints (15). After optimizing the energy function
of node j, the messages from node j to i are given by

Aij ← −μij , (16)

Bij ←

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 for h−1
ij (0) > 0,

{∑
k �=iAjk(Rφ′′jk +Bjk)−1

×Θ
[
W−

∣∣∣∣yjk − Rφ′
jk+Ajk+μij

Rφ′′
jk+Bjk

∣∣∣∣]}−1

for −ψ′(0) ≤ h−1
ij (0) ≤ 0,

{
ψ′′(ξ)−1 +

∑
k �=iAjk(Rφ′′jk +Bjk)−1

×Θ
[
W−

∣∣∣∣yjk − Rφ′
jk+Ajk+μij

Rφ′′
jk+Bjk

∣∣∣∣]}−1

for h−1
ij (0) < −ψ′(0),

(17)
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where

gij(x) = [ψ′ ◦ hij ](x) + x, (18)

μij =

⎧⎪⎨⎪⎩
0 for h−1

ij (0) > 0,
h−1

ij (0) for −ψ′(0) ≤ h−1
ij (0) ≤ 0,

g−1
ij (0) for h−1

ij (0) < −ψ′(0),

(19)

and hij(x) is defined by

hij(x) = yij − Λj −
∑
k �=i

max
{
−W,min

[
W, yjk −

Rφ′jk +Ajk + x

Rφ′′jk +Bjk

]}
. (20)

Since the messages are simplified to be the first two derivatives of the vertex
free energies, it is essential for the nodes to determine the working points at
which the derivatives are taken. Optimal currents yjk are thus computed and sent
backward from node j to the descendent nodes k �= i. These backward messages
serve as a key in information provision to descendents, so that the derivatives
in the subsequent messages are to be taken at the updated working points.
Minimizing the free energy (14) with respect to yjk, the backward message is
found to be

yjk ← max
{
−W,min

[
W, yjk −

Rφ′jk +Ajk + μij

Rφ′′jk +Bjk

]}
. (21)

An important result of our study is that for the frictionless case with ψ′(0) =
0, the message-passing algorithm, in the two-parameter approximation, yield
solutions identical to the previous algorithm, which is exact for all connectivities,
as long as the algorithms converges. This is a remarkable result since the message-
passing algorithm is originally derived for dilute networks only.

5 The High Connectivity Limit

We consider the case that the bandwidth of individual links scales as W̃/c when
the connectivity increases, where W̃ is a constant. Thus the total bandwidth W̃
available to an individual node remains a constant.

We start by writing the chemical potentials using Eq. (12),

μi = min
[
Λi +

N∑
j=1

AijY (μj − μi), 0
]
. (22)

In the high connectivity limit, the interaction of a node with all its connected
neighbors become self-averaging, making it a function which is singly dependent
on its own chemical potential, namely,
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N∑
j=1

AijY (μj − μi) ≈ cM(μi). (23)

Physically, the function M(μ) corresponds to the average interaction of a node
with its neighbors when its chemical potential is μ. Thus, we can write Eq. (22) as

μ = min[Λ+ cM(μ), 0], (24)

where μ is now a function of Λ, and we have

M(μi) =
∫ ∞

−∞
dΛρ(Λ)Y (μ(Λ)− μi) (25)

where we have written the chemical potential of the neighbors as μ(Λ), assuming
that they are well-defined functions of their capacities Λ.

To explicitly derive M(μ), we take advantage of the fact that the rescaled
bandwidth, W̃/c vanishes in the high connectivity limit, so that the current
function Y (μj−μi) is effectively a sign function, which implies that the current on
a link is always saturated. (This approximation is not fully valid if c is large but
finite and will be further refined in subsequent discussions) Thus, we approximate

M(μi) =
W̃

c

∫ ∞

−∞
dΛρ(Λ)sgn[μ(Λ)− μi]. (26)

Assuming that μ(Λ) is a monotonic function of Λ, and for Gaussian distribution
of capacities, μ(Λ) is explicitly given by

μ = min
[
Λ − W̃ erf

(
Λ− 〈Λ〉√

2

)
, 0

]
. (27)

This equation relates the chemical potential of a node, i.e. the shortage after
resource allocation, to its initial resource before. Resource allocation through a
large number of links results in a well-defined function relating the two quantities.

Eq. (27) gives a well-defined function μ(Λ) as long as W̃ ≤ √
π/2. However,

when W̃ >
√
π/2, turning points exists in μ(Λ) as shown in Fig. 1(a). This

creates a thermodynamically unstable scenario, since in the region of μ(Λ) with
negative slope, nodes with lower capacities have higher chemical potentials than
their neighbors with higher capacities. Mathematically, the non-monotonicity of
μ(Λ) means that sgn[μ(Λ)−μi] and sgn(Λ−Λi) are no longer necessarily equal,
and Eq. (27) is no longer valid.

Nevertheless, Eq. (22) permits another solution of constant μ in a range of
Λ. Hence, we propose that the unstable region of μ(Λ) should be replaced by a
range of constant μ as shown in Fig. 1(b) analogous to Maxwell’s construction
in thermodynamics.

In the high connectivity limit, resources are so efficiently allocated that the
resources of the rich nodes are maximally allocated to the poor nodes. By
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ΛΛ

μ μ

Unstable Region

Λ< Λ> Λ>
Λ<

(a) (b)

A

B

Fig. 1. Maxwell’s construction on μ(Λ)

considering the conservation of resources, and letting (Λ<, μo) and (Λ>, μo) be
the end points of the Maxwell’s construction as shown in Fig. 1(b). we arrive at

−
∫ Λ>

Λ<

dΛρ(Λ)μo −
(∫ Λo

Λ>

+
∫ Λ<

−∞

)
dΛρ(Λ)μ(Λ)

= −
∫ Λo

−∞
dΛρ(Λ)Λ− Λo

∫ ∞

Λo

dΛρ(Λ). (28)

where Λo is given by Λo = W̃
∫ Λo

−∞ dΛρ(Λ). Nodes with Λ ≥ Λo send out their
resources without drawing inward currents from their neighbors, and can be
regarded as donors. Substituting Eqs. (24), (25) in the range Λ < Λ< and Λ >
Λ>, we arrive at the condition

μo

∫ Λ>

Λ<

dΛρ(Λ) =
∫ Λ>

Λ<

dΛρ(Λ)μ(Λ), (29)

which implies that the value of μo should be chosen such that the areas A and
B in Fig. 1(b), weighted by the distribution ρ(Λ), should be equal.

For capacity distributions ρ(Λ) symmetric with respect to 〈Λ〉, we have μo =
〈Λ〉 = (Λ< + Λ>)/2. As a result, the function μ(Λ) is given by

μ(Λ) =

⎧⎪⎪⎨⎪⎪⎩
〈Λ〉 for μ< < μ < μ>,

min
[
Λ− W̃ erf

(
Λ−〈Λ〉√

2

)
, 0

]
otherwise,

(30)

where as Λ< and Λ> are respectively given by the lesser and greater roots of the
equation x = 〈Λ〉+ W̃ erf[(x− 〈Λ〉)/√2].

Nodes i with chemical potentials μi = 〈Λ〉 represent clusters of nodes in-
terconnected by an extensive fraction of unsaturated links, which provides the
freedom to fine tune their currents so that the shortages among the nodes are
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uniform. They will be referred to as the balanced nodes. The fraction fbal of
balanced nodes is given by the equation

fbal = erf
(
W̃fbal√

2

)
. (31)

Note that fbal has the same dependence on W̃ for all negative 〈Λ〉. The inset of
Fig. 4 shows that when the total bandwidth W̃ increases beyond

√
π/2, the frac-

tion of balanced nodes increases, reflecting the more efficient resource allocation
brought by the convenience of increased bandwidths. When W̃ becomes very
large, a uniform chemical potential of 〈Λ〉 networkwide is recovered, converging
to the case of non-vanishing bandwidths.

Fig. 2. The simulation results of μ(Λ) for N = 10000, c = 15, R = 0.1, 〈Λ〉 = −1
and W̃ = 3 with 70000 data points, compared with theoretical prediction. Inset: The
corresponding results for W̃ = 1.2.

We compare the analytical result of μ(Λ) in Eq. (30) with simulations in
Fig. 2. For W̃ >

√
π/2, data points (Λ, μ) of individual nodes from network

simulations follow the analytical result of μ(Λ), giving an almost perfect overlap
of data. The presence of the balanced nodes with effectively constant chemical
potentials is obvious and essential to explain the behavior of the majority of data
points from simulations. On the other hand, for W̃ <

√
π/2, the analytical μ(Λ)

shows no turning point as shown in the inset of Fig. 2. Despite the scattering of
data points, they generally follow the trend of the theoretical μ(Λ).

Our analysis can be generalized to the case of large but finite connectivity,
where the approximation in Eq. (26) is not fully valid. This modifies the chemical
potentials of the balanced nodes, for which Eq. (26) has to be replaced by

M(μ) =
W̃

c

[∫ ∞

Λ>

dΛρ(Λ)−
∫ Λ<

−∞
dΛρ(Λ)

]
+

∫ Λ>

Λ<

dΛρ(Λ)
(
μ(Λ)− μ

R

)
. (32)
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We introduce an ansatz of a linear relationship between μ and Λ for the balanced
nodes, namely,

μ = mΛ+ b. (33)

After direct substitution of Eq. (33) into M(μ) given by Eq. (32), we get the
self-consistent equations for m and b,

m =
R

R+ c erf
(

Λ>−〈Λ〉√
2

) , b =
c erf

(
Λ>−〈Λ〉√

2

)
R+ c erf

(
Λ>−〈Λ〉√

2

)〈Λ〉. (34)

Thus, the Maxwell’s construction has a non-zero slope when the connectivity is
finite.

We remark that the approximation in Eq. (32) assumes that the potential
differences of the balanced nodes lie in the range of 2RW̃/c, so that their con-
necting links remain unsaturated. Note that the end points of the Maxwell’s
construction have chemical potentials 〈Λ〉 ± RW̃/c respectively, rendering the
approximation in Eq. (32) exact at one special point, namely, the central point of
the Maxwell’s construction. Hence, this approximation works well in the central
region of the Maxwell’s construction, while deviations are expected near the end
points.

In the simulation data shown in Fig. 3, the data points of (Λ, μ) from different
ratios of R/c follow the trend of the corresponding analytical results, both within
and outside the linear region, with increasing scattering within the linear region
as R/c increases. As expected, there are derivations between the analytical and
simulational results at the two ends of the linear region, with smoothened cor-
ners appearing in the simulation data, especially in the case of R/c = 2/20.

Fig. 3. Simulation results of (Λ, μ) for N = 2 × 105, W̃ = 3, c = 12 and 〈Λ〉 = −5
at different values of R, each with 65000 data points. as compared to the theoretical
predictions. Inset: the corresponding chemical potential distribution P (μ) of the 3 cases.
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We note that when R/c increases, the gradient of the linear region increases,
corresponding to a less uniform allocation of resources.

Remarkably, as evident from Eq. (34), even with constant available band-
width W̃ , increasing connectivity causes m to decrease, and hence sharpens the
chemical potential distribution. The narrower distributions correspond to higher
efficiency in resource allocation. It leads us to realize the potential benefits of
increasing connectivity in network optimization even for a given constant total
bandwidth connecting a node.

6 Scale-Free Networks

We have considered the allocation of resources in regular networks in the high
connectivity limit. However, recent studies of complex networks show that many
realistic communication networks have highly heterogeneous structure, and the
connectivity distribution obeys a power law [15]. These networks, commonly
known as scale-free networks, are characterized by the presence of hubs, which
are nodes with very high connectivities, and are found to modify the network
behavior significantly. Hence, it is interesting to study the allocation of resources
in scale-free networks.

The simulation results are presented in Fig. 4, where we plot the data points
of (Λ, μ) from nodes of c = 3 in scale-free networks. Despite their low connec-
tivity, their capacity-shortage relation exhibit the flat distribution characteristic
of the Maxwell’s construction, coinciding with the analytical results of the high
connectivity limit. This shows that the presence of hubs in scale-free networks
increases the global efficiency of resource allocation, leading to a more uniform
distribution of resources.

-6 -4 -2 0 2 4
Λ

-2.5

-2

-1.5

-1

-0.5

0

μ

Networks of  uniform c = 3
Nodes of c = 3 in Scale-free network
Theoretical

0 2 4
0

0.5

1

f ba
l

W
~

Fig. 4. Simulation results of (Λ, μ) for networks of N = 2 × 105, W̃ = 3, R = 0.1
and 〈Λ〉 = −1 with (a) uniform connectivity of c = 3 and (b) scale-free network of
P (c) ∼ c−3 with c ≥ 3. each with 2500 data points. as compared to the theoretical
predictions Eq. (34). Inset: the dependence of the fbal in Eq. (31) on the bandwidth W̃ .
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To confirm this advantage of the scale-free topology, we also plot in the figure
the data points obtained from networks of uniform connectivity c = 3. Evidently,
the data points are much more scattered away from the Maxwell’s construction.

7 Conclusion

We have applied statistical mechanics to study an optimization task of resource
allocation on a network, in which nodes with different capacities are connected by
links of finite bandwidths. By adopting suitable cost functions, such as quadratic
transportation and shortage costs, the model can be applied to the study of real-
istic networks. We employ the Bethe approximation to derive recursive relations
of the vertex free energies, which are useful in both algorithmic and analytic
aspects.

In particular, the study reveals interesting effects due to finite bandwidths. A
remarkable phenomenon is found in networks with fixed total bandwidths per
node, where bandwidths per link vanish in the high connectivity limit. For suffi-
ciently large total bandwidths, clusters of balanced nodes self-organized to have a
uniform shortage reminiscent of the Maxwell’s construction in thermodynamics.
In scale-free networks, such clusters even include nodes with low connectivity,
implying a more efficient resource allocation compared to networks with uniform
connectivity. We believe that the techniques presented in this paper are useful
in many different network optimization problems and will lead to a large variety
of potential applications.
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Abstract. A question in the modeling of populations of imitators is if
simple imitation or imitation based on learning rules can improve the
fitness of the individuals. In this investigation this problem is analyzed
for two kinds of imitators involved in a cooperative dilemma: One kind of
imitators has a replicator heuristics, i.e. individuals which decide its new
action based on actions of their neighbors, whereas a second type has a
learning heuristics, i.e. individuals which use a learning rule (for short
learner) in order to determine their new action. The probability that a
population of learners penetrates in a population of replicators depends
on a training error parameter assigned to the replicators. I show that
this penetration is similar to a site percolation process which is robust
to changes in the individual learning rule.

Keywords: Learning, Population Dynamics, Game theory, Percolation.

1 Introduction

Intuitively we know that being part of a community or a group makes us less
vulnerable to external influences (or technically speaking, increases our fitness).
The best strategy to being part of a group is behaving like its members, an
attitude that requires good imitator abilities. Imitation is a paradigm that not
only belongs to the study of social and biological sciences [1,2,3], but also to
the study of artificial intelligence [4]. In populations the problem consists to
find the rule that an individual uses to select an action from a finite menu.
Every individual is conditioning its decision on his endowed private signal about
the state of the world and observed predecessor’s decisions, without knowing
the private signals of these predecessor’s. The problem is, with which criteria is
possible to select the best heuristics to make imitation?

Several works analyze social dynamics that an imitator heuristics generates,
assuming that a group of individuals behave according to the majority choice
[5,6,7]. However, there is no criterion that dictates which specific heuristics is
the right imitation rule. The diversity of imitation heuristics imposes a difficult
problem in searching a criterion that matches to the desired rule [9]. One ap-
proach to solve this problem is to use an evolutionary perspective, assuming that
imitation heuristics depends on natural selection [8,10]. In general imitation in

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 819–831, 2009.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2009
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social dilemmas can be explored defining individuals without memory. However,
the reason to include individuals with memory in this investigation is based on
an argument introduced by Bull, Holland and Blackmore [16], namely the larger
the memory, the easier the imitation process is (where memory represents the
individual’s endowment of the private signals coming from its environment.).
Hence, the selection of better imitators will favor individuals with larger brains,
i.e. the human brain expanded in size by memetic and not genetic reasons.

In particular, the effect of memory in a social dilemma has been explored
in previous works, showing that memory (in particular larger memories) could
induce individuals to act in a more cooperative way [17,18]. The combined ef-
fect of this mechanism together with spatial extension allow individuals with a
prospect cooperative character to disseminate, form clusters and minimize inter-
actions with non-cooperative individuals [19,20,21,14]. In several of such models
individuals are modeled as a kind of automata that give an answer depending of a
mechanism that uses past information from the game. Two prominent examples
from the literature are Pavlov, i.e. the individual’s action switch whenever the
individuals was punished in the last time step (Nowak and Sigmund, 1993 [22]),
and TFT, i.e. the actual individual’s action is just the opposite as its neighbor’s
action [1]. These examples consider individuals with memory size one, i.e. these
individuals are able to store the information (either fitness or individual’s ac-
tion) from the previous time steep. However, there are other models considering
individuals with longer memory size. In such case the individuals store several
actions from its opponent in a vector; the new action is the result of the projec-
tion of this vector on the individual’s strategy [21,17]. Recently an alternative
learning schema combining past actions and past payoffs were introduced, allow-
ing the individual to adapt to the character of its opponent as well as the must
promising strategy behavior [24].

The present work is also based on the selection by evolution of different be-
havioral characteristics of a population. However, the present contribution is not
aimed to select different learning rules, but to find how evolution selects two rep-
resentative imitation heuristics in the context of a social dilemma (represented
by a prisoner’s dilemma game). As the author is aware, in the literature there is
no analysis of the behavior and concurrence of different learning rules in large
populations and spatial games. The present is the selection of two representative
mimetic heuristics that goes beyond the simple individual imitation rules usually
defined in these kind of problems.

The two basic rules to be considered are: mimetic rules based on replication,
i.e. where the individual imitate the behavior of its neighbors, and mimetic rules
based on learning, i.e. where the individual attempt to ’learn’ and reproduce the
behavior of its neighbors. The first kind of individual is called replicator, which
tries to minimize the generalization error by utilizing the available information
in a statistical optimal way [7,11,12], whereas the second kind of individual is
called individual with learning (for short learner), which is based on the idea
of coincidence training [13,12]. The behavior of both individuals is similar to
the behavior of conformists with memory [1,14,15], i.e. individuals that basically
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makes an imitation of the action of its opponent. The aim of the present work is
to consider if in a given population of learners can or cannot invade a population
of replicators. The question is: is an individual with a pay-off based learning rule
more effective than a simple imitator?

The remaining of this work is divided as follows. In the next section the model
is explained, in particular imitation heuristics and the co-evolving dynamics,
based on a game, are introduced as two coupled processes that determine the
selection of individuals with a given imitation rule. In section three the simulation
method and the main results are presented. In section four I present a discussion
of the principal implications of this investigation. The last section is devoted to
the main conclussions.

2 Model

Two learning heuristics are considered in this model. The first schema assumes
that an individual takes decisions under the influence of an informational band-
wagon effect. In this heuristics the individual tries to minimize the error in the
implementation of a new action by utilizing the available information in a sta-
tistical optimal way [12,7]. The second schema assumes that the individual’s
decisions are made as the result of an individual learning process based on coin-
cidence training [12,25]. Actions have uncertain payoffs. Additionally, individuals
receive signals from other individuals and not from the environment.

Before choosing an action, the decision maker i observes the history of his
private signal, σi(t−l), and the history of the actions of the opponent j, σj(t−l),
where 1 ≤ l ≤ M is the step in the time history , where M is the number of
signals that it is able to keep in its memory. This history is stored in a compact
space Ωi assigned to each individual i and is used in order to compute the
probability distribution of the individual’s new action σi(t), which is an element
of the set of the population’s actions A.

Once an action is defined the individual becomes a payoff in the frame of a
prisoner’s dilemma game. Hence the individual’s action can be either cooperate,
C, or defect, D (Both actions will be defined in the next subsections). If the
agent has low payoff respect its neighbors, then its learning schema is replaced
by the complementary heuristics. Otherwise, the individual conserves its actual
heuristics. In a nutshell, the population of agents owning a learning heuristics
depends on the actions adopted by this population, and the population of actions
depends on the population of learning heuristics. Furthermore remember that
relative large memories are defined in order to facilitate the imitation process
[16]. The agents are placed in a square lattice with periodic boundary conditions.

In the next subsections a detailed description of both the learning heuristics
and the population dynamics is done.

2.1 Replicators: Bayes Rule

The input signal σi
I and σj

I can be either 1 for C or -1 for D. The individual i
can follow a history Ωi composed by the signals of 1 ≤ l ≤Mi actions (σj(t− l))
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of its opponent j and Mi own signals (σi(t − l)), where mi is the memory size
of individual i. The decision maker i uses the observed action history and its
own private belief in order to compute the probability of the new action WRij

against individual j. The conditional probability that individual i cooperates,
i.e. σi = 1, is given by

WRij = min[1, e−βΔSij

], (1)

whereΔSij = Sij(t)−Sij(t−1). Here, Sij(t) is the history of the signals σi(t−M)
and σj(t−M) in the memory of individual i (this memory has a Mi size) given
by Sij(t) =

∑Mi

l=1 J
ijσj(t − l)σi(t − l), where Jij is the connectivity between

both signals. For simplicity, Jij ∼Mi. Observe that j also makes simultaneously
a new decision against i with a probability WRji. Hence Sij(t) �= Sji(t) and
WRij �= WRji. The parameter β = 1/Λ is a control parameter (valid for the
whole population) related to the training error of the replicator [12].

Hence, for large β the individual tends to adopt C because the whole popu-
lation reduces its fluctuations and a bandwagon effect appears. If β → 0 then
the individual must choose in a set of mixed strategies. Indeed, in this heuris-
tics the imitation of actions depends on the fluctuations of actions of the whole
population.

2.2 Minimal Neuronal Network

According to this schema the learner try to find some patron in the behavior
of their opponents. Hence, this heuristics requires a kind of individual’s mind,
which is modeled using a simple neuronal network. Imitation heuristics is based
on the pay-off of the individual, with a rule based on a linkage function that
depends on the individual’s utility.

The function S̃ij(t) for the learner is defined as

S̃ij(t) =
mi∑
l=1

J̃ ijσj(t− l), (2)

where J̃ij is the linkage parameter defined according to the following learning
rule: if σi(t − l) = 1 and σj(t − l) = 1 then J̃ij = 1; if σi(t − l) = 1 and
σj(t− l) = −1 then J̃ij = 1 (i.e. it is better to imitate the opponents actions); if
σi(t−l) = −1 and σj(t−l) = 1 then J̃ij = 1 (i.e. the individual transforms a non-
cooperative attitude into a cooperative attitude); if σi(t−l) = −1 and σj(t−l) =
−1 then J̃ij = 1 (i.e. it is better to imitate the opponents actions). This definition
corresponds to a strategy of the kind ((1, 1), (−1, 1)). Nevertheless an additional
analysis with a strategy of the form ((1, 1), (−1,−1)) (when σj(t− l) = −1 then
J̃ij = 1) will also be made in this investigation.

A simple example of the typical moves for a learner with M = 6 is presented
in table 1. In this example the opponent present to the learner two different
patrons that it should recognize. This response strongly depends on the initial
conditions.
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Table 1. An example of the learning heuristcs of a learner with M = 6. The elements
in the discrete table represent the first component of the output σi, where i is for
the reference individual and j its opponent. This table presents the learning process
(negative time t) and the actions in the first six time steps.

t σ̂j σ̂i J̃ij S̃ij

-6 -1 1 1 -
-5 1 1 1 -
-4 1 1 1 -
-3 1 1 1 -
-2 -1 1 1 -
-1 -1 1 1 -
0 -1 (-1,1) - 0
1 1 (-1,1) - 0
2 1 (-1,1) - 0
3 1 (-1,1) - 0
4 -1 (-1,1) - 0
5 -1 (-1,1) - 0

t σ̂j σ̂i J̃ij S̃ij

-6 -1 -1 1 -
-5 1 -1 -1 -
-4 1 -1 -1 -
-3 1 -1 -1 -
-2 -1 -1 1 -
-1 -1 -1 1 -
0 -1 -1 - -6
1 1 -1 - -2
2 1 1 - 2
3 1 1 - 6
4 -1 1 - 2
5 -1 -1 - -2

t σ̂j σ̂i J̃ij S̃ij

-6 -1 1 1 -
-5 1 1 1 -
-4 -1 1 1 -
-3 1 1 1 -
-2 -1 1 1 -
-1 1 1 1 -
0 -1 (0,1) - 0
1 1 (0,1) - 0
2 -1 (0,1) - 0
3 1 (0,1) - 0
4 -1 (0,1) - 0
5 1 (0,1) - 0

t σ̂j σ̂i J̃ij S̃ij

-6 -1 -1 1 -
-5 1 -1 -1 -
-4 -1 -1 1 -
-3 1 -1 -1 -
-2 -1 -1 1 -
-1 1 -1 -1 -
0 -1 -1 - -6
1 1 1 - 6
2 -1 -1 - -6
3 1 1 - 6
4 -1 -1 - -6
5 1 1 - 6

In the present simulation this learning process does not only take place at
the beginning of the process but also could take again place after some random
period of time. The transition probability for σi is in this case given by the
following function [25]

WP ij =

⎧⎨⎩
C if S̃ij > 0;
(C,D) if S̃ij = 0;
D if S̃ij < 0

(3)

This definition does not depends on any noise source, but on changes of J̃ij

according to the individual’s learning rules. The mathematical meaning of C
and D will be given in the next section.

This model for a learner is equivalent to similar definitions of individuals
owning a memory and that react according to the stored information and a fixed
strategy [21]. However, instead of a sigmoid function, the transition probability
is given by a delta function δ(S̃ij−S0), where S0 is the restriction imposed by the
strategy. Hence, such kind of individuals does not adapt to their environment (as
the learner), but own a strategy that is more or less fit to the given environment.

2.3 Co-evolutive Dynamics

The action of individual i is represented by the action σi, that can be σi = 1 for
C (Cooperate) or σi = −1 for D (Defect). The pay-off of individual i relative
to individual j, given by U ij , and individual j relative to i, given by U ij , are
defined according to the matrix defined in table 2 [26], with W > R > P > S,
where W is for temptation (or winner), R for reward, P for punishment and S
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Table 2. Definition of the pay off of individuals i and j in the prisoner’s dilemma game.
The first horizontal line corresponds to individual i; the first column to individual j.
D represents defect and C represents cooperate. W is for winner, R for reward, S for
sucker and P for punishment, such that W > R > P > S [23,17].

- C D
C R W
D S P

for sucker (please do not confuse S with Sij , the history of the signals for the
Bayes rule). The values of the matrix are defined as R > 1

2 (W + S), such that
for an individual is better to switch from cooperate to non-cooperate, but all
the other individuals will profit if a single individual switches from defection to
cooperation. Setting W = 5, R = 3, P = 2 and S = 0 this rule approaches the
game to the pay-off matrix introduced by Axelrod (1984) [23,17].

The total outcome for the individual i respect to its opponents is f i =∑K
j=1 U

ji and the total outcome of these opponents respect to i is given by
f ′i =

∑K
j=1 U

ij , where K is the number of neighbors. The utility is a fundamen-
tal quantity that should determine the co-evolutionary process. The structure of
the pay-off matrix is in general non-commutative; therefore, f ′i �= f i.

Suppose an individual in the lattice, that has a given heuristics, is selected and
plays simultaneously with its four neighbors. Also suppose that i is a replicator.
In this example the following actions were obtained: Ci1 vs. C1i, Di2 vs. C2i, Di3

vs.D3i andDi4 vs.D4i. Hence f i = 3+5+2+2 = 12, whereas f ′i = 3+0+2+2 =
7; hence, in this case f i > f ′i and, therefore, the agent can preserve its learning
heuristics. Otherwise this heuristics is replaced by its complementary heuristics.

2.4 Simulation

The results were obtained from computer simulations of this model. The popu-
lation has 2500 individuals placed on places of a two dimensional square lattice
with periodic boundary conditions. Each individual has a memory size M = 18
and interacts with its four neighbors randomly selected inside a circular radius
R = 2. The simulations were started introducing an initial random distribution
of actions in an initial period of time, equivalent to the memory size of the indi-
viduals, in order to compute the initial learning heuristics of the learner and the
initial action of the replicator. The final results do not contain the information
of the initial period of time.

3 Results

In a first analysis the reaction of two learners is shown. If both individuals have a
small memory size, the willingness to cooperate is relative high. But when one of
both individuals increases its memory, the frequency of cooperation decreases.
One suspect that the frequency of cooperation depends on the memory size,
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Fig. 1. Cumulative cooperation frequency of two learners with different memory (in-
formation storage) size as a function of the time. The strategy in this example is
((1,1),(-1,1)).

in particular those larger memories have a smaller cooperation rate. However,
the interaction of two learners with M > 10 show that the individual with small
memory size has a lower cooperation frequency. In general is possible to conclude
that individuals with M > 10 are more ’cautious’.

The analysis of the behavior of the individuals is extended to learners vs.
replicators. Given that the behavior of the replicators depends on the fluctuations
of the environment, the cooperation frequency also depends on the fluctuation
sizes, given by the parameter β. Low values of β imply large fluctuations in
the system. For low β the learner cannot imitate the replicator, because the
fluctuations in the behavior of the replicator does not help the individual in
its learning process. On the other side, the larger the value of β, the larger
is the cooperation frequency, because the learner can imitate the behavior of
its opponent. In this sense we suspect that the fluctuations of the environment
affects the form that a class of individuals can invade a given population.

The previous results were obtained for fixed memory sizes. However, there is
no clear criteria for the selection of the memory size of the individuals of the
population. One plausible starting point is to assume that the memory of the
individuals also co-evolve with the population. This option implies not only an
ensemble of imitators but also, additionally, an ensemble of memories assigned to
this population of imitators. The combination of both ensembles could represent
a more realistic system, but this assumption do not helps to understand the
specific role that the imitation rules have in the co-evolution of the population.
For this reason the memory size of the individuals will remain fixed in order to
restrict the dynamics of the population to the effects induced by the imitation
rules.

In order to analyze such a system it is necessary to find a criterion to fix the
memory size (storage size) of individuals. For the replicators, previous investiga-
tions shown that relative memory sizes are associated to larger individual fitness.
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Fig. 2. Cumulative cooperation frequency C (i.e. the number of times that anindividual
selects C) of a learner vs. a replicator as a function of the time. Different cooperation
frequencies were computed as a function of the fluctuations of the environment. The
learner’s strategy is ((1,1),(-1,1)).

Nevertheless, this result depends on β [27]; but we can assume in general that
this kind of individual’s large memory size represents an advantage in evolution.
In general it is reasonable to assume that both imitators share the same relative
large memory size. In the present investigation the individual memory size were
fixed to M = 18 (i.e. the individual can store 18 individual bits).

The initial configuration considers more replicators in order to analyze if the
learners can invade the initial population. If the control parameter β is small,
then the chance that a population of learners invades the population of replica-
tors increases. However, this final population of learners does not extinguish the
population of replicators, i.e. there is a coexistence of both groups of individu-
als. If β increases then the initial population of learners is almost extinguished;
this result is logic because the learner has a very poor performance while the
replicator respnses to the noise of the environment (fig 3). For this analysis
the population of learners grows as a function of the time until it reaches an
equilibrium state.

The dynamics of the population depends on the probability that a given imi-
tator is replaced by another imitator. This probability depends on the imitator’s
fitness. This transition has not only effect in the population of imitators, but also
in the number of individuals with a cooperative (or non-cooperative) behavior.
This process is similar to remove a given individual with a probability given by
Wp. Of course, this removal is preferential, depending on the individual’s fitness,
which also depends on β. Hence, the parameter β determines the probability
that a given class of individual will be replaced or not. Therefore, this is the
order parameter to be used in the subsequent analysis.

The strategy matrix for the learner allows the representation of different indi-
vidual behaviors. In particular, if the strategy is ((1,1),(1,1)) the individual sim-
ply repeats the same actions as its neighbors, i.e. the individual behaves using
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Fig. 4. Comparison of Tit for Tat ((1,1),(1,1)) against a ((1,1),(-1,1)) strategy. The
frequency of coopeators (mean number of cooperators represented by G) as well as the
population of learners (mean number of learers, represented by GP ) as a function of
β is shown (part A). In B the Population of learners as a function of the frequency of
cooperators (GP vs. G) is shown.

a kind of Tit for Tat strategy (TFT). In several experiments and computer tour-
naments it has been shown that this strategy is very successful [1,23]. In the
present work we also found that individuals with a large information endow-
ment are also successful if it adopts a TFT strategy against the replicators (See
Fig. 4, part A and B). In this simulation the frequency of cooperators G with
TFT shows a behavior similar to a ferromagnetic material, i.e. close to the critical
parameter βC there is a spontaneous change of non-cooperative to cooperative
actions; this behavior is logic because the learners simply reproduce the behavior
of the replicators, which essentially are a kind of Ising model. In contrast to this
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Fig. 5. Averaged number of defectors GD (i.e. individuals with actions of type D)
and replicators GR (i.e. individuals with a replicate heuristics) as a function of the
parameter β. The results are averaged and the error bars are smaller than the size of
the symbols. Two strategies assigned to the learners were considered. In the inset, the
number of replicators depends on the number of defectors in the population.

result, the behavior of ((1,1),(-1,1)) shows a kind of cross over, with a constant
exponent γ << 0.5 for the whole variation of the parameter β. In resume, in this
system there is a clear difference between TFT and other strategies, namely that
a population with strategies different to TFT gradually changes its frequency of
cooperation below a critical parameter βC , whereas individuals with TFT shows
a phase transition from defect to cooperate.

The dependence on β is a reminiscence of a kind of an Ising model. However,
in the present system the replacement of individuals avoid the appearance of
domains of cooperators or defectors. The replacement of individuals may imply
that this process is similar to a percolation process. In the fig. 5, the average of
the number of defectors and the average of the number of replicators is shown.

In the first case the increase of the β parameter suggest a kind of inverse
percolation process in the number of defectors. This result is equivalent to a
kind of net magnetization of the system. However, the critical parameter βc

(equivalent to a critical temperature) is β ∼ 0.09, which is much smaller than
the critical temperature of a common two-dimensional Ising model. Above this
parameter the population of defectors does not get totally extinguished. The
critical exponent is γ ∼ 0.1. This result shows a slight similitude to the random
node removal of scale-free networks [28], where β is equivalent to the fraction of
nodes to be removed.

In the second case there is also a decrease in the number of replicators. How-
ever, above the critical parameter βC the number of replicators increases again.
Contrary to the actions, the population does not clearly show a kind of reverse
percolation process. The phase diagram of number of defectors against the num-
ber of replicators shows that there is a critical number of defectors where the
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population is almost invaded by learners, at GD ∼ 0.45; below this value there
is again an increase in the number of replicators.

The present was not only restricted to a single strategy for the learners. A test
with a second strategy was also performed. For ((1,1)(-1,-1)) the critical exponent
is γ ∼ 0.1, which is much lower than the critical exponent for the original
strategy. Additionally, the number of learners above the critical value is much
slower than the original strategy. Hence, a change in the strategy introduces
changes in the whole population and in the critical exponents.

4 Discussion

The learners can reproduce some behavioral patron when the number of errors in
the training of the replicators is low. From an intuitive point of view this result
is reasonable because an efficient learning rule (as the rule used by learners)
requires low corruption of information by noise. However, this fact does not
exclude the chance that a set of learners cannot invade a population of replicators
when the number of errors in the imitation process is large. Even with β ∼ 0.0009
(i.e. the replicators change frequently of actions) a set of learners can also invade
a population of replicators. Only for very low values of β there is an extinction
process of learners. Hence, a learning heuristics can invade a simple replicator
heuristics if the individuals can make use of the informational stability available
from its environment. Naturally, trying to reproduce a patron is less effective
than doing a replication of the opponents actions; the present computation shows
that a population of learners with a TFT strategy (i.e. the heuristics for a learner
but without learning) is larger than a population of infividuals with learning.

This result is based on two representative heuristics, which are at the same
time a representative example within other several specific imitation heuristics.
The reader could have the opinion that this model is defined in an ad-hoc way
restricted to only two behavioral rules. Furthermore, the system is a popula-
tion constrained in a 2-Dimensional lattice with periodic boundary conditions.
However, the construction and the results computed with this model could have
potential implications in the use of tools coming from the statistical mechanics
in artificial intelligence to describe populations of individuals trying to define
some trend in the memetic heuristics, when errors in the imitation process (for
instance induced by the environment) are present.

5 Conclusion

In a population with two kinds of heuristics the control parameter β, related
to the training error of the replicator, has not only influence in the individual’s
actions, but also in the size of the population of individuals owning a particu-
lar heuristics. At the same time this behavior has influence in the frequency of
actions within the population, i.e. the willingness to cooperate or not with its
neighbors. Above a critical parameter βC the cooperative attitude of the indi-
viduals do not depends in this control parameter. Above this critical value βC
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the population of learners reaches also an optimal value. In general it has been
shown that the penetration process of learners in a population of replicators is
similar to a percolation process, and that this processis robust against changes
in the individual’s learning rule.

In this frame the following question could be made: is preferable to restrict the
actions to the information available after some decision process in the neighbor
or is better to try to find some reaction patron? In this case it is not clear if
learning or imitation is the basis in the formation of attitudes, in particular in
the consideration of social dilemmas and collective behavior of heterogeneous
individuals [29,30]. In the formulation of individual actions there is not only
imitation but also learning rules that influence individual attitudes: the combined
effect of both (and not simply imitation, as is usually assumed) is relevant when
an individual takes some decision.

References

1. Axelrod, R., Hamilton, W.D.: The Evolution of Cooperation. Science 211, 1390
(1981)

2. Dawkins, R.: The Selfish Gene. Oxford University Press, Oxford (1990)
3. Selten, R., Ostmann, A.: Imitation Equilibrium. Homo Oeconomicus 16, 114 (2001)
4. Breazeal, C., Buchsbaum, D., Gray, J., Gatenby, D., Blumberg, B.: Learning from

and About Others: Towards Using Imitation to Bootstrap the Social Understanding
of Others by Robots. Artificial Life 11, 31 (2005)

5. Kirman, A.: Ants, Rationality, and Recruitment. The Quartery Journal of Eco-
nomics 108, 137 (1993)

6. Nadeau, R., Cloutier, E., Guay, J.-H.: New Evidence About the Existence of a
Bandwagon Effect in the Opinion Formation Process. International Political Sci-
ence Review 14, 203 (1993)
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Abstract. A dynamical model is proposed to study sediment trans-
port in river networks in higher-water seasons. The model emphasizes
the difference between the sediment-carrying capability of the stream in
higher-water seasons and that in lower-water seasons. The dynamics of
sediment transport shows some complexities such as the complex depen-
dence of the sediment-carrying capability on sediment concentration, the
response of the channel(via erosion or sedimentation) to the changes of
discharge.

Keywords: sediment transport dynamics, fast transience, complexity,
self-organization, self-adaptation.

In decades past, natural river networks have attracted a good deal of attention
in physics and geophysics communities [1,2,3,4,5,6]. Three progresses can gener-
alize the main scientific achievements. The first one is the empirical observations
on natural river networks that revealed many power-law relationships between
some parameters of river networks [1,2]. The second one is the modeling studies
based on the local erosion rules to get deeper understandings of how these natu-
ral events occur in the evolutive processes [3,4,5,6]. The main spirit of the models
embodies the nature of the water: flows downhill and changes the local height
of landscape due to the erosion. Some parallel achievements are the theoretical
studies based on the minimum energy dissipation [7,8], which introduce the as-
sumption that an open system with fixed energy input tends to form a structure
that minimizes the total energy dissipation in the process of the precipitated
water flowing downhill. The third one, the insight into the mechanisms of what
creates the scaling laws, was carried into execution by Dodds and Rothman via
recurring to statistic physics method [9].

It is known that river patterns bear striking fractal forms and self-organized
characteristics [2]. As stated by Dhar [8], this self-organized structure is the
result of the feedback between the water flow and the landscape itself via the
variation of the erosion. This implies that sedimentation can not be neglected, at
least, for the purpose of investigating the evolution of the river patterns [10,11].

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 832–840, 2009.
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Recently, we proposed a dynamical model to simulate sediment transport in ma-
tured river networks in lower-water season by consideration of both functions of
erosion and sedimentation [12,13]. The core spirit of this model embodies the
feedback mechanism between erosion and sedimentation via the adjustment of
sediment-carrying capability(SCC )of runoff. A steady state predicated by the
model shows scaling laws that the quantity of erosion or sedimentation(QES)
distributes exponentially along the channel in the downriver direction. The re-
sult under one of the combinations of the two free model parameters implies
a catastrophe due to a great deal of sedimentation or erosion in the downriver
reach of the channel [13]. However, the way into the steady state will be in-
terrupted by frequent fluctuations in runoff, caused by random precipitations.
The response of the river to the abrupt change of the input shows self-organized
and self-adaptive behaviors. The self-organized characteristic is represented by
the observation that the variation of the SCC is opposite to that of the QES
as the discharge changes, which shows that the response of the river trends to
depress the increase of erosion as water flow increases and that of sedimenta-
tion as water flow decreases. This is actually incarnated by the rapid change of
QES, the preceding response to the change of water flow. After this, the dynamic
shows self-adaptive characteristics: the channel is forced to change its formation
by sediment erosion or sedimentation via adjusting SCC of water: erosion may
be enhanced(or sedimentation may be mitigated) as water flow goes up, while
sedimentation may be strengthened(or erosion may be mitigated) as water flow
goes down [see Ref. [13]].

This letter is aimed at a further investigation in a higher-water season to test
whether a river is commonly dominated by the aforementioned dynamics. The
model should give emphasis to the difference between the sediment transport in
higher-water season and in lower-water season. Sediment concentration usually
sharply increases in a higher-water season in comparison with a lower-water
season due to the erosion of the relative more precipitation. Therefore, the SCC
of water is not only adjusted by the undergone erosion or sedimentation state,
but also directly driven by the sediment concentration. This means that the
adjustments of SCC can be fallen into two types. The former is positive and the
latter is passive.

For the convenience of discussions, the passive adjustment of SCC is incarnated
in the relation between the transported sediment S and the discharge Q as well
as the sediment concentrationQs(which is actually sediment concentration of the
nearest neighboring upriver stream for the discussed segment). Then we have

S = kQαQβ
s . (1)

Where k denotes a part of SCC, which corresponds to the positive adjustment of
SCC based on the undergone erosion or sedimentation. α and β are indices, which
indicate, without losing generality, that the transported sediment S nonlinearly
depends on both of Q and Qs.

In our discussions, the ordering scheme of river is designed by differing the lat-
eral and not lateral between two injecting streams as the confluence takes place.
If one goes against a stream, say rank h, at each of nodes the laterally injecting
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stream belongs to the branches of rank h + 1, but the non laterally injecting
stream is actually one segment of this stream. So the rank of a stream can be
uniquely determined by the times of its laterally injecting confluences as it drains
to the sea. And the segments of a stream can be also numbered with the times of
its non-laterally injecting confluences as it drains to the sea. The first segment
is at the upper end, which is actually taken as the source. And then the segment
number increases one by one as branches of rank i+ 1 inject into the stream in
turn. For convenience, we denote the stream flowing on a channel segment by
the segment itself.

Let’s firstly consider the confluence on the segments in a time interval, t →
t+ δt, which can be simply denoted by t(one of the discrete time variables, i.e.,
t = 1, 2, · · ·). So the confluence, in the tth time step, can be directly expressed as

Ql
h(i+ 1, t) = Ql

h(i, t) +Qi
h+1(ilast, t). (2)

Where h = 0, 1, 2, · · ·, i, l = 1, 2, · · ·, and i = 1 denotes the source of the stream.
The character Q denotes the stream flow. The left side of Eq. (1) represents the
outflow of the i+1th segment of lth branch of rank h, the right side is the inflows
respectively coming from the ith segment of this branch and the ith branch
of rank h+1(which is in fact denoted by its last, ilast, segment). The outflow
balances the inflows. It implies that the change of water can only be attributed
to the confluence on condition that the rainfall in the basin is denoted by the
change of water from headstreams.

Generally, the sediment carried by the outflow may not be equal to that by
the inflows. So the erosion or sedimentation will occur in these segments. Based
on the confluence expressed by Eq. (1) and the definition presented above, the
QES can be determined by equation,

ΔSl
h(i+ 1, t) = Sl

h(i+ 1, t)− Sl
h(i, t)− Si

h+1(ilast, t). (3)

On the right side of the equation, the first term denotes the sediment carried by
the outflow, the second and third denote that carried by the inflows, respectively
from the upper segment and the injecting branch of higher rank.ΔSl

h(i+1, t) > 0
indicates that the i+1th segment is in a scouring state in the tth time interval,
while ΔSl

h(i+ 1, t) < 0 implies that it is in a deposition state.
According to the above discussions, the positive adjustment of SCC via the

self-variation of k can be conducted by the QES on a segment and that on its
neighboring segments. This is similar to that of lower-water season.

(1) For a natural river, the sedimentation implies that both the deposited
and the suspended sediment particles are relatively smaller, and the viscosity
intensity of fluid is enhanced, so that the friction of river-bed against the flow will
increase and the stream can carry more sediment. On the contrary, the erosion
implies the deposited material over the river-bed and the suspended particles
become coarser, the friction will decrease, thus the stream can transport lesser
sediment. It is the adjustment of k of a segment conducted by QES on itself.

(2) Whereas, the QES on the upriver neighboring segment will influence k
of the discussed segment, in comparison with what has been presented above,
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in the reversed way. If a segment is in scouring state, the increasing sediment
may cause k of its downriver neighboring segment to increase so that the stream
can discharge more sediment, while if the segment is in deposited state, the
decreasing sediment may let k of the downriver neighboring segment to decrease.
Naturally, the QES on a higher rank branch may affect k in the same way.

In fact, k of a segment should be determined by the integration of aforemen-
tioned factors. This integration may imply competition between the two opposite
effects, increasing and decreasing k of a segment. So the expression that presents
the above-mentioned self-adjustment mechanism can be given

kl
h(i+1, t+1) = kl

h(i+ 1, t)−A1ΔS
l
h(i+1, t)/(Ql

h(i+ 1, t+ 1))α(Ql
sh(i, t+ 1)

+ Qi
sh+1(ilast, t+ 1))β +A2(ΔSl

h(i, t)
+ ΔSi

h+1(ilast, t))/(Ql
h(i+ 1, t+ 1))α(Ql

sh(i, t+ 1)
+ Qi

sh+1(ilast, t+ 1))β.

(4)

Where A1 and A2 are free parameters of the model. They denote the adjust-
ment strength of k executed by the QES on a segment and its nearest upriver
neighbors, respectively.

In our model, any one upriver segment can be chosen as the most top one,
and also treated as the source of the stream. The regular or irregular changes,
ξ(t), of the discharge and that of sediment concentration, ζ(t), may represent
the rainfalls. Then we have

Ql
h(1, t) = Ql

h0
+ ξ(t), (5)

Ql
sh(1, t) = Ql

sh0
+ ζ(t), (6)

and
ΔSl

h(1, t) = ΔSl
h0

(7)

for all possible h, l and t. Where ΔSl
h0

may have a fixed value for the simpleness.
The core spirit of the model consists in the description of self-adjustability of

a river in the sediment transport process, which is manifested by the positive
adjustment of SCC that is expressed by Eq.(4). Similar self-adjustability often
dominates the dynamics of a completely open system. The simulation work may
not only help us to understand the nature of sediment transport on river networks
but also provide us with some illumination for general dynamics of self-adaptive
systems else.

Before carrying out the simulation with the model, it is necessary to test it.
The database about the Yellow River can provide us with the observed data to
perform this test [14]. However, a problem may occur: how to conduct the test?
Two objects to compare are not math in time scale: the observed data is the
average over a month, but the simulating results are instantaneous if we follow
the real scene in the river network(random rainfalls). So we have to introduce
random fluctuation of discharge to mimic the rainfalls confined by the condition
that the average of the discharge is equal to the average observed. The results
calculated by this scheme are presented in Fig. 1 and show that they are in good
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Fig. 1. The comparisons of (a) the calculated average QES(< S0 >) and (b) sediment
concentration < Qs0 >, with that of the observed on 15 segments from Tangnaihai to
Sanmenxia reach of the Yellow River in 1982. The formers are obtained by introducing
the random fluctuation each other 50 time steps, and taking average over 500 time
steps.

Fig. 2. The calculated results to show the dependence of (a) ΔS0 and (b) k0 on Qs0

of segment 4 and that of segment 14 showed respectively by (c) and (d). The details
are presented in the text.

agreement with the average observed QES and sediment concentration. These
indicate that our model can describe the sediment transport in river networks
in higher-water seasons. The model can be employed to mimic the process in a
natural river network. It is necessary to point out that data in the database are
only about the main stream and its first rank branches, we have to change our
model by neglecting the adjustment of k made by the first rank branches. So
ΔSi

h+1(ilast, t) in Eq. (4) can be deleted, and the superscripts of the terms can
be canceled.

Let’s firstly see about the influence of sediment concentration on the posi-
tive self-adjustable part of SCC, k, in the simplest case, that is, only the in-
jections of the first rank branches into the main stream are considered. The
result as sediment concentration of the first rank branches, Qs1, increases is
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presented by Fig. 2, which is obtained as the related variables take the follow-
ing values: ΔS0(1, t) = 50, Qs0(1, t) = 100, k0(i, 1) = 5.7 × 10−2, Q0(i, 1) =
RN(180, 350, N1)(RN(180, 350, N1) denotes N1 random numbers between 180
and 350),Qs0(i, 1) = RN(30, 108, N1), Q1(i, t) = 40, A1 = 0.6×10−4, A2 = 0.9×
10−5, α = 1.3, β = 0.98, Qs1(i, t) = 50 + ζ(t)(ζ(t) = 0.1 t

260 for mod(t, 260) = 0,
which implies that Qs1 will increase 0.1 at each regular time-step interval, 260).
The number of the first rank branches, N1 = 30. As shown in Fig. 2 (evolves for
23400 time steps), the influence of Qs1 on k0 or ΔS0 bears complex behaviors.

Two strong impressions of the figures on one may be the varying trends of
k0 and ΔS0 as Qs1 increases. The first one is that the variation of k0 is al-
most opposite to that of ΔS0 on the same segment, which implies that the
self-adjustment of the SCC tends, as a whole, to depress large increase of the
erosion or sedimentation. The second one consists in that the variation of k0 on
a upriver segment, say 4, are opposite to that of a downriver segment, say, 14.
This show a complex response mechanism of k0 to Qs0. Firstly, it demonstrates
a complex dependence of k0 on Qs0, and basically agrees with the fact that the
SCC will weaken incipiently and then strengthen when sediment concentration
monotonously increases from a relative smaller initial value. The experimental
results [15] indicated that the suspension of sediment is mainly attributed to the
eddy motion of a stream with smaller value of Qs. However, the eddy motion
will be damped as Qs gets larger. Therefore, as Qs increases to a threshold the
SCC of the stream will strengthen since the suspension of sediment particles is
governed now by the buoyancy force of water instead of the eddy motion. Sec-
ondly, the complexity of the dynamics is also indicated by the dependence of the
varying trend of SCC on the initial state, erosion or sedimentation. As the core
idea of our model, the SCC of stream is apt to go down when the segment is in a
scoring state, while SCC of stream is inclined to go up when the segment is in a
deposited state. Obviously, Fig. 2 represents the above-mentioned complexities.
Fig. 2(a) shows that segment 4 is initially in deposited state the SCC should
go up(Fig. 2(b)), meanwhile the stream has lower sediment concentration, the
SCC should go down. The competition of these two varying trends makes the
SCC to transform from increase to decrease at threshold, about 70, of Qs0. Fig.
2(c) and (d) indicates that both of the initial erosion of segment 14 and the
increasing sediment concentration of the stream can lead the SCC to decrease.
At threshold, about 160, of Qs0, the curve has an inflexion, which means that
adjustment mechanism of SCC dominated by the eddy motion is replaced by
that governed by the increasing buoyancy force due to the increase of sediment
concentration.

Now let’s discuss the transient characteristic of sediment transport dynamics
in the scouring or deposited process. It can be presented by the dependence
of QES on discharge. To show more related details, we calculate the QES by
considering the influences of the second order branches on the dynamics of the
mainstream in the case of the parameters and variables are set with the following
values: for all possible i, i

′
and t, ΔS0(1, t) = 50, Q0(i, 1) = RN(60, 120, N1 +

1),Qs0(i, 1) = RN(25, 90, N1 + 1),k0(i, 1) = 5.7 × 10−2, Q1(i
′
, 1) = RN(25, 90,
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Fig. 3. The transient QES on segment 30 as the confluence of the second rank branches
is considered. The inset is its partial magnification for showing the three SFTs. The
details are presented in the text.

N2 + 1), Qs1(i
′
, 1) = RN(50, 180, N2 + 1), k1(i

′
, 1) = 2.0× 10−1, A1, A2, α and

β are the same of Fig. 2. Q2(i
′′
, t) = RN(0.8, 1.6, N2) + ξ(t)(ξ(t) = 0.005 t

200
for mod(t, 200) = 0). The number of the first and the second rank branches is
N1 = 30 and N2 = 40, respectively.

The calculated results shown in Fig. 3 is similar to the characteristics of
transient dynamics, in a lower-water season, of which the response of QES to the
abrupt changes of discharge can actually be fallen into the faster and the slower
phases. The former is the rapid response of river to the change and will last for
the stream flow getting a new stationary value, the latter can lead the dynamics
to the steady state if the discharge keeps changeless. The partial magnification,
the insets, of Fig. 3, show that the faster transience can be divided into three
sub-phases, three so-called sub-faster-transiencies(SFTs). Ref.[13] has reported
the mechanism that SFT (1) is caused by the changing branches(in the water
flux) of first rank injecting, one by one, into this segment. It will last for all of the
changing stream from its upriver branches of the first rank reach the segment;
SFT (2) is induced by the more and more changed streams from the branches of
rank 2 reach the segment. This SFT will go on up to its nearest upriver stream of
rank 1 becoming stationary; then the transience enters into SFT (3), and comes
to the end time step at which the uppermost stream of rank 1 also get stationary.
The situation is opposite when the discharge of rank 2 stream decreases.

Obviously, SFT(1) embodies self-organized characteristics of the sediment
transport process: a river trends to depress a mass of erosion when the stream
flow increases, while control a vast sum of sedimentation when the stream flow
decreases. However, when the input of a river changes, it may be forced to adjust
its state to acclimatize itself to the new conditions. SFT(2) and SFT(3) are just
the case. They indicate that the QES has to increase as the discharge increases,
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but decrease as the discharge decreases. This may be a common characteristic
of self-adaptive dynamics for a kind of completely open systems. These dynamic
characteristics may have engineering significance. If the majority of random fluc-
tuations of discharge takes place within the faster transient phase, especially
within SFT(1), the gross of erosion trends to balance that of sedimentation, so
the channel can hold relative steadier. If we can control the discharge increas-
ing(decreasing) at regular time-step intervals within SFT(2) or SFT(3)(the latter
may be better), eroding(accumulating) can go on to improve the conditions of
river channels for transporting sediment.

Although the natural fluctuation of water flux is attributed to all of the upriver
branches of higher rank with random precipitation. This may weaken or erase
the divisions of the three SFTs. However, according to the above discussions,
engineers can take use some man-made-flood-peaks to control sediment transport
processes for different engineering purposes. The detailed descriptions of this
research and the other understandings to sediment transport in river networks
are in process.

This study is supported by the National Natural Science Foundation of China
under Grant No. 10565002 and the Program for New Century Excellent Talents
in University of China under Grant No. NCET-06-0914.
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Abstract. Validity of two scaling relations β = ν‖θ and z = ν‖/ν⊥
widely known in absorbing phase transitions is studied for the conserved
lattice gas (CLG) model and the conserved threshold transfer process
CTTP) both in one dimension. For the CLG model, it is found that
both relations hold when the critical exponents calculated from the all-
sample average density of active particles are considered. For the CTTP
model, various exponents are calculated via Monte Carlo simulations and
they are confirmed by the off-critical scaling and the finite-size scaling
analyses. The exponents estimated from the all-sample averages again
satisfy both relations. These observations are in strict disagreement with
earlier observations in two dimensions [Phys. Rev. Lett. 85, 1803 (2000);
Phys Rev. E 68, 056102 (2003)] but support the more recent observation
for the CLG model [Phys. Rev. E 78, 040103(R) (2008)].

Keywords: absorbing phase transition, conserved lattice gas, conserved
threshold transfer process, critical exponents, scaling relations.

1 Introduction

Nonequilibrium, continuous phase transition from a fluctuating active phase to
single or multiple absorbing states has attracted great attention during last
several decades [1,2,3,4]. So far, only few universality classes were identified; i.e.,
the directed percolation (DP) class [5,6,7,8] and the parity conserving (PC) class
[9,10,11,12] were firmly established, but the pair-contact process with diffusion
(PCPD) class is still under controversy [13,14,15,16]. The triplet and quadruplet
reaction-diffusion models were also claimed to belong to the new universality
class [17,18]. Besides these classes, a new universality class was proposed by Rossi
et al. for the models with a conserved field, generated from the symmetry that the
order parameter is locally coupled to a short-range nondiffusive conserved field
[19]. The conserved lattice gas (CLG) model, the conserved threshold transfer
process (CTTP), and the stochastic sandpile model were found to belong to this
universality class [20,21,22].

In usual critical phenomena, many physical quantities near criticality are
known to be described by the power-law behaviors [23,24]. For example, for the
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models with a conserved field, the density of active particles exhibits a power-law
decay against the evolution time, and the steady-state density in the supercriti-
cal region also yields a power-law behavior against the distance from criticality.
The universality classes are classified by the powers of such behaviors, known
as critical exponents. The critical exponents are not independent but they are
linked according to the scaling relationships derived from the scaling hypothesis.
The two scaling relations widely known in absorbing phase transitions are

β = θν‖ (1)

and
z = ν‖/ν⊥, (2)

where β and θ are the exponents associated with, respectively, the order param-
eter against the distance from criticality and the density of active particles in
time, ν‖ and ν⊥ are the exponents characterizing temporal and spatial correla-
tion lengths, and z is the dynamic exponent.

Rossi et al. [19] claimed that the former relation broke the “simple” scaling
for the CLG model in two dimensions. Failure of the scaling was first reported on
a sandpile model by Vespignani et al. [25] and was also discussed in other works
[22]. Lübeck and his collaborators also reported supported results [26,27]. Very
recently, however, the present authors studied the CLG model in one dimension
and found that the former scaling relation held precisely but the latter relation
was questioned [28]. Further extensive works in two dimensions revealed that
both relations held but the exponent ν⊥ calculated from the surviving-sample
averages were found to be inconsistent with the value in the thermodynamic
limit of an infinite size system. Similar results were also found for the CTTP
model [29].

In the CLG model, each lattice site may be occupied by at most one parti-
cle, and a particle is defined to be active if it has at least one particle in the
nearest-neighbor sites; otherwise, it is inactive. The dynamics proceeds with the
hopping of active particles to one of the nearest-neighbor empty sites. In the
CTTP model, on the other hand, each lattice site may be occupied by up to
two particles, and the doubly occupied sites are assumed to be active sites. In
each process, particles on each active site attempt to hop to randomly selected
nearest-neighbor inactive sites. If such inactive site is not available, the parti-
cle on an active site does not move. The density of active particles (sites) are
considered to be the order parameter for the CLG (CTTP) model. The crit-
ical behaviors of the CLG model and the CTTP model in one dimension are
particularly important by two reasons. Firstly, because of the simplicity of the
models by dimensional reduction, the critical density and some of the critical
exponents for the CLG model are known exactly, thus, enabling one to examine
the scaling relations. Indeed, de Oliviera calculated the exponents θ, β, and ν⊥
analytically [30], and the present authors estimated the rests of the exponents
very accurately by Monte Carlo simulations [28]. Secondly, the universality split
between the CLG model and the CTTP model is known to occur in one dimen-
sion, whereas in higher dimensions the two models are known to belong to the
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same universality class [31]. The cause of the universality split is known to be
the different hopping mechanisms for the two models. For the CLG model, since
only one of the two nearest-neighbor sites is empty, the hopping is deterministic
in one dimension, while for the CTTP model the hopping is stochastic because
the direction of hopping may be selected randomly when both neighboring sites
are inactive and at least one of them is empty.

In the previous work of the present authors [28], the scaling relations in Eqs.
(1) and (2) were examined with the known exponents for the CLG model in
one dimension, and the former relation was found to be satisfied while the latter
was not. This observation is in disagreement with the more recent work in two
dimensions, where both relations were found to hold precisely [29]. In this pa-
per, the scaling relations will be reexamined for the CLG model and the CTTP
model both in one dimension. For the CLG model, the known, presumably exact,
results will be used in the scaling analyses. For the CTTP model, various critical
exponents will be calculated and crosschecked via the off-critical and finite-size
scaling analyses. Since the scaling relations were examined in the previous work
only for the CLG model and the CLG model and the CTTP model are known to
exhibit different behaviors in one dimension, the present work completes exam-
inations of the validity of the scaling relations for the models with a conserved
field. (Note that in two and higher dimensions all variant models with a con-
served field are known to belong to the same universality class.) It is found that
both scaling relations appear to hold precisely for both models, but the critical
exponent ν⊥ obtained from the surviving-sample averages appears to be invalid
in the thermodynamic limit, in agreement with the earlier observation [29].

In Sec. 2, the known scaling theory will be reviewed briefly, introducing the off-
critical and finite-size scaling functions. In Secs. 3 and 4, the results for the CLG
model and the CTTP model will be presented, with appropriate discussions. The
concluding remarked will be made in the last section.

2 Scaling Theory

In both the CLG model and the CTTP model, initially ρL particles are dis-
tributed randomly, following the rules for each model as described in Sec. 1,
in a given system of size L. If the selected site is already occupied by the al-
lowed number of particles, the particle is not added and a new site is selected.
As the dynamics proceeds, the density of active particles, ρa, decreases in time
due to the repulsive contribution of hopping of active particles. If the density
of particles, ρ, is too small, all particles eventually become inactive and, if ρ
is sufficiently large, ρa saturates. Therefore, there exists a critical density ρc at
which ρa decreases, following the power law

ρa ∼ t−θ, (3)

θ being the decay exponent of the density of active particles. For ρ > ρc, ρa

converges to the steady-state density ρsat, which exhibits the power-law behavior
against the distance from criticality, i.e.,
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ρsat ∼ (ρ− ρc)β (4)

for ρ > ρc, where β is the order-parameter exponent. Therefore, the off-critical
values of ρa depend on the evolution time and the distance from criticality via
the correlation time τ ∼ |ρ− ρc|−ν‖ . Thus,

ρa(t) = t−θF(t/τ) ≡ t−θF(t|ρ− ρc|ν‖), (5)

where F(x) is the universal off-critical scaling function. Since ρa → ρsat in the
t � τ limit, the scaling relation in Eq. (1) follows. On the other hand, for a
finite system, since the correlation length cannot exceed the size of system L
near criticality, i.e., ξ ∼ |ρ− ρc|−ν⊥ ∼ L, it is obtained that |ρ− ρc| ∼ L−1/ν⊥ .
Therefore, Eq. (5) becomes

ρa(t) ∼ t−θG(t/Lz) (6)

with the aid of Eq. (2), where G(x) is the finite-size scaling function. If, on the
other hand, one focuses on the late time, Eq. (6) can be rewritten as

ρa(t) ∼ L−β/ν⊥H(t/Lz), (7)

where zθ = β/ν⊥ has been used.
The scaling in Eq. (7) is the simple scaling claimed to be broken by an anoma-

lous exponent θ. This scaling is particularly useful when ρa saturates in the
t � Lz region; thus, at ρc, Eq. (7) yields ρa(t) → ρsat ∝ L−β/ν⊥ as t → ∞,
which enables one to estimate the value of β/ν⊥.

3 Conserved Lattice Gas Model

For the CLG model in one dimension, the absorbing phase is one of the two
states 010101 · · · and 101010 · · · at the critical density of ρc = 1

2 . Using the
simplicity of dynamics, de Oliveira obtained β = 1 by considering the density of
nearest-neighbor pairs of occupied sites close to ρc. He also obtained ν⊥ using the
transfer matrix approach; although he proposed the classical result of ν⊥ = 1

2 ,
the present authors pointed out that his result was erroneous and the correct one
was ν⊥ = 1 (see Ref. [25] of Ref. [28]). The rests of the exponents were obtained
by the present authors via the numerical simulations. Summarizing the results,
they are

θ =
1
4
, β = 1, ν‖ = 4, ν⊥ = 1, z = 2.

It should be noted that the value of θ was obtained by direct simulations of ρa

against the evolution time at ρc, and the value of ν‖ was obtained from the best
data collapse for the scaling function in Eq. (5) and was also confirmed by the
scaling of the persistence distribution, i.e., the distribution of average time that
the system persists in one of the phases, e.g., in the phase that the density of
active particles is larger than the mean density of active particles. With these
results, it is clear that the relation in Eq. (1) holds.
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Fig. 1. The surviving-sample averages of ρa(t) against the evolution time at the critical
density ρc = 0.5 for the CLG model in one dimension. Data are for, from left to right,
L = 1000, 2000, 5000, 10000, 20000, and 50000.

The value of z was obtained from the best collapse of the data for the finite-
size scaling analysis of Eq. (6) using the all-sample average data. [Note that
the all-sample average is the average over all samples attempted, whereas the
surviving-sample average is the average over the samples remaining in an active
phase up to the time of interest.] The same result was also conjectured from
the spreading of the active particles in the close vicinity of the absorbing state
[28]. On the other hand, the exponent ν⊥ = 1 was obtained by transfer matrix
approach by de Oliveira [30] and was also obtained from the data for ρsat for
systems of various sizes L at ρc [29]. Since Eq. (7) focuses the steady-state density
of active particles in the late-time limit, the surviving-sample average should be
used to estimate the value β/ν⊥ because the all-sample average densities decay
in the long-time limit. Figure 1 shows the data for ρa(t) for L ranging from
L = 1000 to L = 50000 at ρc. The density of active particles for a given size
system yields the power-law behavior in the early time, decays sharply, then
saturates in the long time region, and eventually falls into the absorbing state.
In the close vicinity of an absorbing state, the active particles consist of a single
dimer, i.e., ρsat = 2

L , which implies β/ν⊥ = 1 or, equivalently, ν⊥ = 1. The
saturation values for various L (marked as arrows in Fig. 1) are precisely 2

L .
With the estimate of ν⊥ and the values of ν‖ and z, the scaling relation in Eq.
(2) appears to be violated. On the contrary, if one assumes that the scaling
relation in Eq. (2) is correct, then, z = ν‖

ν⊥
= 4 would be obtained.

In the previous works in which the simple scaling was claimed to be broken by
an anomalous value of θ, the value of z was obtained from the finite-size scaling
analysis of Eq. (6), the value of ν⊥ was measured from the data for ρsat at ρc

against the size of system L, and the scaling in Eq. (7) was examined with the
surviving-sample average data. We here test the scaling in Eq. (7) using both
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Fig. 2. The scaled density of active particles ρaLβ/ν⊥ for the surviving-sample averages
against the scaled time t/Lz, using β/ν⊥ = 1 and z = 4. The inset is the same data
scaled with β/ν⊥ = 1 and z = 2.
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Fig. 3. The scaled density of active particles ρaLβ/ν⊥ for the all-sample averages
against the scaled time t/Lz, using β/ν⊥ = 1

2
and z = 2

z = 2 and z = 4. In Fig. 2, the main plot is the scaling function ρa(t)Lβ/ν⊥

against the evolution time scaled with z = 4 and the inset is the same data
against the time scaled with z = 2. It is clear that both plots do not show data
collapsing, implying that at least one or more critical exponents used in the
scaling analysis might be incorrect. In the previous work of the present authors
in two dimensions, it was found that the scaling was failed due to the two time
scales for the surviving-sample averages, one at the first inflection point (which
appears on both the all-sample data and the surviving-sample data) at t = Lz
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Fig. 4. The double logarithmic plot of the steady-state density ρsat against the distance
from criticality, with ρc = 0.98285. Two dotted lines which veer up and veer down are
the trial plots for ρt

c = 0.98295 (above) and for 0.98275 (below), and the solid line is
the regression fit over the data for ρc = 0.98285.

with z = 2 and the other at the time when saturation sets in, i.e., at t = Lz′

with z′ �= z. The value of z′ may be estimated from the point that the data of
ρa touches the dashed line in Fig. 1 and is found to be z′ ≈ 2.15.

When the same scaling is examined with the all-sample data, the value ν⊥ = 1
should not be used because it was measured with the surviving-sample data.
Instead, it should be obtained from Eq. (2), i.e., ν⊥ = ν‖/z = 2. (Note that the
value z = 2 was obtained from the finite size scaling of the all-sample data.)
Figure 3 shows the all-sample averages of ρa(t) scaled by L−β/ν against the
scaled time, using β/ν⊥ = 1

2 and z = 2. It is clear that scaling holds perfectly,
indicating that the exponents used in this analysis are correct. This assures us
that the exponent ν⊥ obtained from the surviving-samples is not valid.

4 Conserved Threshold Transfer Process

For the CTTP model in one dimension, the critical exponents β, θ, ν‖, ν⊥, and
z were calculated by Lübeck and Heger [27] and, with the values, the scaling
relation in Eq. (1) was found to be violated. (In fact, Lübeck and Heger as-
sumed that the relation in Eq. (1) was invalid and they obtained ν‖ from Eq. (2)
using the estimates of ν⊥ and z.) However, since most of the estimates were not
crosschecked by alternative methods, such as the scaling analyses in Eqs. (5),
(6), and (7), it is necessary to recalculate the exponents in order for the close
examination of the scaling relations.

The critical density was estimated by Lübeck and Heger [27] from the best
power-law fit of ρsat against ρ− ρc using the surviving-sample average data up
to predetermined time steps. Since for any finite size systems there remain some
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Fig. 5. The off-critical scaling function of the active site density ρatθ against the scaled
time t|ρ − ρc|ν‖ for ρ = 0.955, 0.96, 0.965, 0.97, and 0.975 (below) and for ρ = 0.987,
0.989, 0.99, 0.995, and 1.0 (above) with θ = 0.116 and ν‖ = 3.39, and ρc = 0.98285,
for the CTTP model in one dimension.

surviving samples even below criticality, the value of ρc estimated in this way
with surviving samples would be underestimated, because the densities for which
samples remain in an active phase would be assumed supercritical. In this work,
ρc is predetermined from the power-law behavior of ρa and, with this value, the
power law of ρsat in the supercritical region is analyzed. Since we do not know
an accurate value of ρc, we use only the data which are the same for all-sample
averages and surviving-sample averages. [Note that two samples are identical if
no sample falls into absorbing states.] The predetermined value which yields the
best results for the test is determined as true ρc.

The critical density is obtained as ρc = 0.98285, with the regression slope
β = 0.393(4), as shown in Fig. 4. The two dotted curves which veer up and
veer down are for the trial densities ρt

c = 0.98295 (above) and 0.98275 (below),
and the solid line is the power-law fit over the data using ρc = 0.98285. It is
thus sufficient to estimate ρc up to four significant digits. The critical density
obtained is larger than that by Lübeck and Heger, but the exponent β is close to
the known values for the stochastic fixed-energy sandpile model, β = 0.42 [32],
and for CTTP model by Lübeck and Heger, β = 0.382 [27]. The regression slope
of ρa(t) yields the exponent θ = 0.116(3), which is slightly smaller than that by
Lübeck and Heger, the difference being apparently attributed to the larger value
of ρc. With the estimates of β and θ, it follows ν‖ = β/θ ) 3.39(4).

In order to crosscheck the value of ν‖, the off-critical scaling in Eq. (5) is
examined for the data of ρa(t). Plotted in Fig. 5 are the scaled densities ρa(t)tθ

against the scaled time t|ρ− ρc|ν‖ using θ = 0.116 and ν‖ = 3.39. It is clear that
data for various densities fall on the two separate curves, one for ρ > ρc (above)
and the other for ρ < ρc (below), indicating that the scaling indeed holds. This
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Fig. 6. The finite-size scaling function of the active site density ρatθ against the scaled
time t/Lz for systems of sizes L = 40000, 80000, 160000 for the CTTP model in one
dimension

confirms that the value of ν‖ is correct and, accordingly, the scaling relation in
Eq. (1) holds.

The finite size scaling in Eq. (6) is also tested with the trial value of z. Plotted
in Fig. 6 is the scaled density of active sites ρa(t)tθ against the scaled time t/Lz

for three selected sizes of systems, i.e., for L = 4×104, 8×104, and 1.6×105. Data
for different size systems exhibit the best collapse for z = 1.49, but the quality
of scaling is not as good as for the off-critical scaling. If we, however, choose the
size of system twice as large as the largest size selected, i.e., L = 3.2× 105, data
near the inflection point deviate slightly. Similar behavior was also observed
previously for the CTTP model on a checkerboard fractal substrate [33]. We
believe this to be that the scaling region is relatively narrow for the CTTP
model. Accepting z = 1.49, it is obtained that ν⊥ = ν‖/z = 2.28. In Table 1,
the estimates are summarized and compared with the estimates by Lübeck and
Heger [27]. It should be noted that, with the estimates in the present work, we
did not find any precursor of the violation of scaling relations and, thus, we
believe that our estimates are correct and both relations in Eqs. (1) and (2)

Table 1. Summary of the critical exponents for the CLG model and the CTTP model
both in one dimension, in comparison with the reported results. The values for the
CLG model are conjecture to be exact.

Exponents θ β ν‖ ν⊥ z

CLG model 1
4

1 4 2 2
CTTP model 0.116 0.393 3.39 2.28 1.49
Ref. [27] 0.141 0.382 2.452 1.760 1.393
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hold. It should also be noted that the scaling relation in Eq. (1) does not hold
with the estimates by Lübeck and Heger.

In order to test the scaling in Eq. (7), the surviving-sample average data for
ρa are also calculated for the CTTP model. Selecting the size of system as a
multiple of 2 of the base size, i.e., L0, 2L0, 22L0, · · ·, with L0 ranging from 103

to as large as 2 × 104, the steady-state values at ρa should be placed with an
equal vertical spacing of (β/ν⊥) ln 2 on a double logarithmic plot if the scaling
ρsat ∝ L−β/ν⊥ holds. For our estimate of ρc = 0.98285, the steady-state value
does not exhibit such behaviors. We also calculate ρsat for different trial values
of ρc. It is found that the steady-state densities are displayed with nearly equal
spacing for ρt

c = 0.98292, as shown in Fig. 7 for L = 2.5× 104, 5× 104, and 105.
However, choosing the larger size L = 2 × 105 or smaller size L = 1.25 × 104,
the steady-state value is no longer equally spaced and, with this value of ρc, the
power-law fit of ρsat against ρ−ρc becomes worse, though the exponent β is found
to be similar. Therefore, it is not possible to estimate ν⊥ with the surviving-
sample averages of ρsat for the CTTP model in one dimension. Similar behavior
was also observed for the CTTP model on a checkerboard fractal substrate. Since
the dynamics of the CTTP model on a checkerboard fractal is more likely one-
dimensional as was claimed in Ref. [33], it is plausible that the critical behaviors
of the CTTP model on a one-dimensional lattice and on a checkerboard fractal
are similar. Indeed, some of the exponents on a checkerboard fractal are similar
to those estimated in the present work.

5 Concluding Remarks

The two widely known scaling relations in absorbing phase transitions are exam-
ined carefully for the CLG model and the CTTP model both in one dimension.
For the CLG model, it was found that both relations appeared to hold when
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the exponents obtained using the all-sample average data of ρa are considered.
It was also found that the scaling in Eq. (7) was broken when the value of ν⊥
obtained from the surviving-sample averages was used, as was observed in the
earlier works in two dimensions. Such a failure of the scaling appeared to be due
to that the two time scales existing in the surviving-sample average ρa, i.e., one
at the first inflection point where the finite-size effect first comes into the system
and the other at the time when the saturation sets in, are different. The latter
time exists only on the surviving-sample averages and appears to have influenced
the value of ν⊥. In the thermodynamic limit of L → ∞, since the second time
scale associated with the saturation diminishes and a single value of ν⊥ would
be obtained. It is believed that this value of ν⊥ is identical to that obtained from
the finite-size scaling analysis with all-sample average data. Therefore, with the
exponents valid in the thermodynamic limit, both scaling relations appear to
hold.

For the CTTP model, we estimated the critical exponents β, θ, ν‖ and z from
direct simulations and off-critical scaling and finite size scaling analyses. During
the analyses, there was no precursor of violation of the scaling relations when
all-sample average data were used. For the surviving sample averages for the
CTTP model, it appeared that the scaling in Eq. (7) did not hold and, as a
consequence, the value of ν⊥ was not obtained.
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8. Muñoz, M.A., Grinstein, G., Dickamn, R., Livi, R.: Phys. Rev. Lett. 76, 451 (1996)
9. Takayasu, H., Tretyakov, A.Y.: Phys. Rev. Lett. 68, 3060 (1992)

10. Jensen, I.: Phys. Rev. E 50, 3623 (1994)
11. Kwon, S., Park, H.: Phys. Rev. E 52, 5955 (1995)
12. Cardy, J., Tauber, U.C.: Phys. Rev. Lett. 77, 4780 (1996)



852 S.-G. Lee and S.B. Lee

13. For the bosonic mversion of the PCPD model, Howard, M.J., Täuber, J.C.: J. Phys.
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27. Lübeck, S., Heger, P.C.: Phys. Rev. E 68, 56102 (2003); Lübeck, S.: ibid 66, 046114
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Abstract. The relation between the household electrical consumption
Y and population N for Chinese cities in 2006 has been investigated
with the power law scaling form Y = A0N

β . It is found that the Chinese
cities should be divided into three categories characterized by different
scaling exponent β. The first category, which includes the biggest and
coastal cities of China, has the scaling exponent β > 1. The second cat-
egory, which includes mostly the cities in central China, has the scaling
exponent β ≈ 1. The third category, which consists of the cities in north-
western China, has the scaling exponent β < 1 . Using a urban growth
equation, different ways of city population evolution can be obtained for
different β. For β < 1 , population evolutes always to a fixed point pop-
ulation Nf from below or above depending on the initial population. For
β > 1, there is also a fixed point population Nf . If the initial population
N(0) > Nf , the population increases very fast with time and diverges
within a finite time. If the initial population N(0) < Nf , the population
decreases with time and collapse finally. The pattern of population evolu-
tion in a city is determined by its scaling exponent and initial population.

Keywords: population, electrical consumption, scaling law, urban
growth.

1 Introduction

Cities can be considered as complex systems which organize in a decentralized
manner via interactions between agents, variables and the system itself [1]. An
urban system is also a manifestation of human adaptation to the natural en-
vironment [2]. In recent research, cities are suggested to be complex systems
that mainly grow from the bottom up and follow scaling laws [3]. With ex-
tensive body of data, L.M.A. Bettencourt et al. have shown that important
demographic, socio-economic, and behavioral urban indicators are, on average,
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scaling functions of city size [4]. Taking population N(t) as the measure of city
size at time t, the power law scaling of material resources or measures of social
activity in a city Y (t) take the form [4]

Y (t) = A0N(t)β , (1)

where A0 is a normalization constant. The scaling exponent β reflects the scaling
behavior of urban indicator. Scaling, as a manifestation of the underlying general
dynamics and geometry, exists throughout physics. It has been applied in un-
derstanding problems across the entire spectrum of science. Critical phenomena
are significant examples in which scaling has illuminated important universal
principles and provided responses to practical problems [8]. In the Bettencourt
et al.’s researches, the data of U.S. for many decades mostly and the data of
China and European countries also were used. They concluded that the scaling
relation Eq.(1) exist across different nations and times.

Among the indicators of a city, we take here the household electrical consump-
tion of cities for a more careful investigation. Electricity is the most important
energy in a modern society. It is related closely with the living standard and the
living style of cities. For household electrical consumption of Germany in 2002,
Bettencourt et al. have found that the data follow quite well the power law scal-
ing form with exponent β = 1.00 [4,6]. The scaling exponent of the household
electrical consumption of Chinese cities in 2002 has been calculated by them
also and β = 1.05 [4]. At β = 1.00, the household electrical consumption per
person is equal to the constant A0 in Eq.(1) actually. For β ≈ 1.00, the house-
hold electrical consumption per person deviates a little from the constant A0,
but the deviation is small. In developed countries, like Germany, the difference
of living standard between different cities is small and there is no large difference
in the household electrical consumption per person. With single constant A0, we
can relate the household electrical consumption with population of cities by the
power law scaling form Eq.(1). The situation for Chinese cities is different. Over
the last 30 years, China has experienced rapid development both in economics
and urbanization. But the development is quite heterogeneous in the different
parts of China. The development speeds of province-level and coastal cities are
much larger than the development speeds of the cities in inland China. In inland
China, the development speed in central China is larger than the development
speed in northwestern and southwestern China. Correspondingly the living stan-
dard and urbanization in different parts of China are also quite different. We
give two examples to demonstrate this heterogeneity. In 2006, the population of
prefecture-level and province-level cities in China is about 28 percent of the na-
tional population, but they consume about 55 percent of the national household
electricity [7]. For the cities above the prefecture-level, the highest household
electrical consumption per person is about 71 times of the lowest one. In many
aspects, China is a multi-class society with rapid development and urbanization.
In the analysis of Bettencourt et al.[4], they describe the data of Chinese cities
in 2002 by a power law scaling form with the scaling exponent β = 1.05 and sin-
gle coefficient constant A0. This is possible because of the usage of logarithmic
binning method, which has erased the heterogeneity of Chinese cities.
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It is to be expected that China will experience further rapid urbanization
in the next 20 years. During this period, the urban population in China will
increase from about 40 percent at moment to 80 percent. To know the situation
and development of China, it is extremely essential for us to investigate the
global properties of cities quantitatively. In the investigation of Chinese cities,
it is necessary to consider heterogeneity of Chinese cities. It needs to be checked
if Chinese cities satisfy still the power law scaling form after considering their
heterogeneity.

In this paper, we choose the province-level and prefecture-level cities of China
to explore the relation between household electrical consumption and population.
In section 2, we discuss the data of urban population and household electrical
consumption of the cities in 2006. In section 3, we analyze the data of the cities
with the power law scaling form. It will be found that the cities should be divided
into three categories, which follow the power law scaling with different scaling
exponent β and coefficient constant A0. In Section 4, we discuss the population
evolution of the cities in different categories with a urban growth equation. In
section 5 we make some conclusions.

2 Data of Urban Population and Household Electrical
Consumption

The data of household electricity for Chinese cities in 2006 are from Chinese
Urban Statistic Year Book 2007 [7]. The prefecture-level and province-level cities
contribute the main part of Chinese economics, even though their population
share is only about 30% of the whole nation. In 2006, there are 268 prefecture-
level cities , 4 provincial cities and 15 sub-provincial cities. Here sub-provincial
city is the city which has a little bit higher position in administration than normal
prefecture-level city. A provincial city is equal to a province in administration and
has more autonomy than a prefecture-level city. In the Chinese Urban Statistic
Year Book 2007, the data of cities Tibet and Wuzhou have been missed. So there
are only data of 285 cities for the discussion in the following. Provincial-level and
prefecture-level cities in China have not only urban area, but also rural area. We
will use only population and household electrical consumption of urban area for
discussion.

Table 1. Descriptive statistics of the data

N Min Max Sum Mean Max/Min
Population of

the city(ten thousand) 285 14.93 1510.99 36652.79 128.1566 101.2
Household Electrical

Consumption(ten thousand kWh) 285 2010 1223700 17784259 62400.91 608.8
Household Electrical Consumption

per person(kWh/person) 285 42 2964 – – 395.593 70.6
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The statistics of data is given in Table 1. The largest city has a population
of 15109.9 thousand. The smallest city has a population of 149.3 thousand. The
population of the largest city is about 101 times of the smallest city’s population.
Among 285 cities, the minimum of household electrical consumption is 20100
thousand kWh and the maximum is 12237000 thousand kWh, which is 608
times of the minimum. The household electrical consumption per person has the
minimum 42 kWh/person and the maximum 2964 kWh/person, which is about
71 times of the minimum.

3 Data Analysis

3.1 Power Law Scaling Form

We use the power law scaling form Eq.(1), introduced by Bettencourt et al. [4],
to investigate the relation between urban population and household electrical
consumption of 285 Chinese cities in 2006. With a double-logarithmic represen-
tation, the power law scaling form can be rewritten as

lnY (t) = lnA0 + β lnN(t). (2)

Using this representation, the data of Chinese cities are shown in Fig. 1. A
fitting line with slope β has been plotted in Fig.1. The scaling exponent β is
equal to 1.182 with lower limit 1.086 and upper limit 1.278 at 95% confidence.
The constant lnA0 is equal to 4.961 with lower limit 4.522 and upper limit 5.4
at 95% confidence. The R square of the linear fitting is equal to 0.674, which
means that the fitting has not caught the essential points of the data and is not
a good description. It can be seen in Fig. 1 that the data have been scattered
in a broad range, which is related to the very large difference of the household
electrical consumption per person in China.

Considering the large heterogeneity of cities in China, it is natural for us to di-
vide the 285 cities into different categories. For the cities in each category, we can
analyze the relation between household electrical consumption and population
with the power law scaling form.

3.2 Categorization of Cities in Term of Power Law Scaling

To improve the linear fitting, One of the methods is the logarithmic binning
[9]. The logarithmic binning can reduce the stochastic noise when dealing with
experimental data. In the fitting, the data are averaged in the bins. The value
of R square for ”binned” data can be remarkably better than original data in
the linear fitting.

Here we do not use the logarithmic binning because of the features of Chi-
nese cities. The strong scattering of the data in Fig. 1 is not only because of
the stochastic noise, but mostly because of the large difference of the household
electrical consumption per person for cities with similar sizes. If we use logarith-
mic binning, we will not only reduce the stochastic noises of data, but lost also
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Fig. 1. Double-logarithmic representation of household electrical consumption as a
function of the population size of cities in China

the detailed information about the heterogeneity of Chinese cities. For cities in a
developed country, like Germany, the living standard is similar and the scatter-
ing of data are related mostly to the stochastic noises of data. The logarithmic
binning can increase the accuracy of scaling exponent β substantially.

As mentioned before, the household electrical consumptions per person in
different cities of China are quite different. Even for cities above the prefecture-
level, the difference is almost of two order of magnitude. So we will divide the
285 cities into different category. For each category ”j”, we introduce the power
law scaling form

Y (t) = AjN(t)βj , (3)

where the scaling exponent βj and the constant Aj can be taken as the charac-
terization of category ”j”.

There are many methods for defining category, such as cluster analysis. Clus-
tering is the classification of objects into different groups, or more precisely, the
partitioning of a data set into subsets (clusters). In this way, the data in each
subset share some common trait - often proximity according to some defined
distance measure. In our study here, it is hard for us to define a distance when
using cluster analysis. Here we need to find a different way.

We will define a category by requiring the R square of cities belonging to this
category is larger than a value. The R square is the criterion which characterizes
the quality of a fitting. For population of cities et al., there is always stochastic
inaccuracy in their data. So the value of R square is always smaller than 1
and limited. At the same time, the value of R square should not be too small.
Otherwise the fitting cannot describe the data correctly.

At first, we choose the R square to be at least 0.90 for cities in a category. For
the first category, we begin from the city with the highest household electrical
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Fig. 2. Double-logarithmic representation of household electrical consumption as a
function of the population size of cities in China. (a) the first category with house-
hold electrical consumption per person ≥ 430kWh/person; (b) the second cate-
gory with household electrical consumption per person between 189kWh/person and
430kWh/person; (c) the third category with household electrical consumption per per-
son between 89kWh/person and 189kWh/person.
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Table 2. Categories of household electrical consumption per person of Chinese cities

Observations Max(kWh) Min(kWh)
Whole 285 2964(Shenzhen) 42(Yulin)

Category 1 90 2964(Shenzhen) 430(Huzhou)
Category 2 140 428(Chongqing) 189(Chaohu)
Category 3 48 188(Xuancheng) 91(Zhaotong)

Left 7 85(Dingxi) 42(Yulin)

Table 3. Scaling exponents for urban electrical consumption vs. population with R2 =
0.90

Observations β ln Aj 95% CI R2

Whole samples 285 1.18 4.961 [1.086, 1.278] 0.674
Category 1 90 1.110 5.943 [1.031,1.188] 0.90
Category 2 140 1.022 5.611 [0.964,1.079] 0.90
Category 3 48 0.941 5.227 [0.849,1.032] 0.90

consumption per person, which is the city Shengzhen with 2962 kWh/person in
2006. Then we add other cities with lower household electrical consumption per
person, such as Dongguan, Changsha, Guangzhou, etc. For the cities included,
we make a fitting to their data using the power law scaling form Eq.(3) with a
suitable scaling exponent β1 and a suitable constant A1. The R square decreases
when more cities are included. It reaches the value 0.90 after the city Huzhou is
taken into account. There are totally 90 cities in the first category. The data of
the cities in the first category are shown in Fig. 2a with a linear fitting, which
has the scaling exponent β1 = 1.110 and lnA1 = 5.943.

In this way, we can determine further the cities in the second and third cat-
egory. There are 140 cities in the second category whose household electrical
consumption is between 428 kWh/person and 189 kWh/person. The scaling
exponent in the second category is very near 1 with β2 = 1.022 and the cor-
responding coefficient constant is lnA2 = 5.611. The data and the fitting line
are shown in Fig. 2b. In the third category, there are 48 cities whose house-
hold electrical consumption is between 188 kWh/person and 89 kWh/person.
Its scaling exponent is less than 1 with β3 = 0.941 and its coefficient constant
is lnA3 = 5.227. We show the data and the fitting line of the third category in
Fig. 2c. There are still 7 cities left which cannot be described by a power law
scaling form.

The scaling exponents of different categories are summarize in Table 3, where
the lower and upper limit of the scaling exponents at 95% confidence interval
are given also.

In general, the category with higher household electrical consumption has
larger scaling exponent. The scaling exponent of the first category is definitely
larger than 1. The exponent of the second category is almost equal to 1. The
exponent β of the third category is obviously smaller than 1.
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Table 4. Scaling exponents of different categories divided by R2 = 0.90, 0.91, 0.89

R2 Category Observations β

0.674 all cities 285 1.18
Category 1 90 1.110

0.90 Category 2 140 1.022
Category 3 48 0.941

Left 7 – –
Category 1 78 1.108

0.91 Category 2 140 1.033
Category 3 58 0.960

Left 9 – –
Category 1 103 1.083

0.89 Category 2 125 0.983
Category 3 50 0.942

Left 7 – –

To understand our results, we identify the locations of the cities in different
categories. It is found that the first category includes the province-level and
coastal cities. The cities of the second category are in central China and the
cities of the third category are in northwestern China.

The province-level and coastal cities has β1 > 1. This means that the house-
hold electrical consumption of these cities increases faster than their population.
The larger cities in this category consume super-proportionally more household
electricity. The cities in northwestern China has β3 < 1. The larger cities in the
third category consume sub-proportionally less household electricity. For cities
in central China, β2 ) 1 and the cities in this category consume household
electricity in proportion with their population.

The classification of categories above is obtained by requiring that the R
square of each category is at least 0.90. To verify the robustness of our classi-
fication, we need to use different values of R square to classify the category of
the cities. As we have discussed before, the R square should has a reasonable
value which cannot be too large or too small. So we have chosen the R square
to be 0.89 and 0.91. The results of different R square are given in Table 3. Of
course, the city numbers of different categories and their scaling exponents will
be modified with the change of R square. But their dependence is weak. For
the three values of R square, we have always three categories of cities which
satisfy the power law scaling form and a few cities left, which do not satisfy. The
scaling exponents of different categories are kept to be almost the same. So our
classification of the categories of cities is robust and reliable.

4 Growth of City in Different Categories

As we have demonstrated in the last section, the cities of China can be divided
into three categories which follow the power law scaling form with different
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scaling exponents. We are interested in the urban growth of the cities of dif-
ferent categories. Related to household electrical consumption and population,
Bettencourt et al. have introduced a simple resource balance equation [4]

Y = r0N + e0(dN/dt), (4)

where r0 is the quantity per unit time to maintain an individual of the population
and e0 is the quantity to add a new individual to the population. This equation
can be rewritten into a general growth equation

dN(t)
dt

=
A0

e0
N(t)β − r0

e0
N(t). (5)

The solution of this equation [4] is

N(t) =
[
A0/r0 +

(
N(0)(1−β) −A0/r0

)
exp

[
−(1− β)

r0
e0
t

]]1/(1−β)

. (6)

In the following, we will discuss the solutions in for different β in detail.

(1) β = 1:
The solution reduces to an exponential form

N(t) = N(0)e(A0−r0)t/e0 . (7)

Because r0 is the electrical consumption per unit time to maintain an individual,
therefore

A0 =
Y

Nβ
= r0 +

e0
N

(dN/dt) > r0. (8)

In Fig. 3a, the population growth in this case is shown. From this result, we
can conclude that the cities in the second category with β ) 1 can have a rapid
population increase.

For scaling exponent β �= 1, the solution Eq. (6) has a fixed point Nf ≡
(A0/r0)1/(1−β). If the initial population N(0) = Nf , the population keeps to be
constant.

With the fixed point population Nf we can rewrite Eq.(6) as

N(t) =
[
N1−β

f +
(
N(0)(1−β) −N1−β

f

)
exp

[
−(1− β)

r0
e0
t

]]1/(1−β)

. (9)

If the initial population N(0) �= Nf , the population evolutes then with time.
The evolution at β < 1 is quite different from the evolution at β > 1.

(2) β > 1:
When N(0) > Nf , the population increases with time very fast and becomes

divergent in a finite time tc given by

tc = − e0
(β − 1)r0

ln
[
1− (N(0)/Nf)(1−β)

]
. (10)
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Fig. 3. The growth of population: (a) β = 1; (b) β < 1; (c) β > 1 with N(0) > Nf ;
(d) β > 1 with N(0) < Nf

In Fig. 3c, we show the evolution of population for different initial populations
N(0) = 1.1Nf , 1.05Nf , 1.02Nf . When N(0) < Nf , the population decreases
with time and collapse finally. The evolutions of population for different initial
populations N(0) = 0.98Nf , 0.95Nf , 0.9Nf are shown in Fig. 3d.

(3) β < 1:
If N(0) > Nf , the population decreases with time and reaches the fixed point

Nf finally. If N(0) < Nf , the population increases with time and approaches
Nf . The evolutions of population with β = 0.9 for initial population N(0) =
1.8Nf , 1.5Nf , 1.2Nf , 0.8Nf , 0.5Nf , 0.2Nf have been demonstrated in Fig. 3b.

In the analysis of Bettencourt et al. [4], the dependence of population evolution
on initial population in cases 2) and 3) has been ignored.

5 Conclusions

Using the power law scaling form introduced by Bettencourt et al. [4] for material
resources and population of cities, we have investigated the relation of household
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electrical consumption and population of Chinese province-level and prefecture-
level cities in 2006. In our discussion, the heterogeneity of Chinese cities has
been taken into account, which has been ignored in the investigation of Chinese
cities by Bettencourt et al. with the logarithmic binning [4]. From the data of
285 cities of China without the logarithmic binning, we find that the Chinese
cities can be divided into three categories which follow the power law scaling
form with different scaling exponents. The first category includes the province-
level and coastal cities and has the scaling exponent larger than 1. The second
category, which includes the cities of central China, has the scaling exponent
β2 ≈ 1. In the third category, the scaling exponent is less than 1 and the cities
of this category are in northwestern China.

With a urban growth equation, we have studied the population evolution of
cities in different categories with different scaling exponents and initial popula-
tion. We find that the population evolution depends essentially on the scaling
exponent and the initial population. For β < 1, the population will increase
or decrease with time to a fixed value Nf . When β > 1, the population will
be divergent in a finite time if initial population N(0) > Nf and collapse if
N(0) < Nf .

Electricity is just one kind of material resources of city. To get more under-
standing about Chinese cities, we need to explore the relation between other
kinds of material resources and population. Further it is very interesting to take
also individual needs and social activity of Chinese cities into account. In these
further investigations about Chinese cities, our results here have demonstrated
that the heterogeneity of Chinese cities must be considered. The Chinese cities
should be divided into different categories for discussion. In this way, we will
work on a quantitative description of the global properties of Chinese cities.
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Abstract. How can we understand a system that is too complicated
to be simulated and in which some important quantities cannot be de-
termined from observation? This is a question we were confronted with
when we analyzed experimentally observed magnetic patterns in ultra-
thin ferromagnetic films. We have now, for this specific case, found a
method that gives a good qualitative understanding of a surprising reen-
trance of order observed experimentally. This method is based on scaling
arguments and may prove useful in the study of other complex systems.

Keywords: frustrated systems, modulated systems, long-range interac-
tions, competing interactions, scaling, pattern formation.

Pattern formation is found in a wide range of physical and chemical systems and
often the result of competing interactions. Such a competition leads the basic
units to form modulated structures. This self-organization expresses itself in ge-
ometrical configurations such as stripes, labyrinths or bubbles that can extend
over length scales much larger than the basic units [1]. In such a situation, the
basic interactions cannot be completely satisfied individually and the system is
in a frustrated state. The difference in (free) energy of geometrically distinct
configurations can be very small. Nevertheless, the occurrence of geometrically
distinct configurations is deterministic and transitions between such configura-
tions can be triggered by varying an external parameter such as the temperature.
Normally, order tends to decrease with the increased excitation energy at higher
temperatures [2]. This, however odd it may seem, is not universal [3]. There are
rare instances where a system displays a lower symmetry (i.e. higher geometrical
order) at a higher temperature even though the overall entropy has to increase.
It is a challenge to understand the mechanisms that are responsible for such a
peculiar and unexpected behaviour.

We use a scaling analysis to investigate the experimentally observed reentrant
order in ultrathin ferromagnetic films [4,5]. Reentrance of order means that a less
symmetric pattern (here: stripes) that is present at lower temperatures reoccurs
at higher temperatures after a more symmetric intermediate state (labyrinth),
see Fig. 1. The basic units in this system are electrons that interact with each
other via the quantum-mechanical exchange interaction that favours a parallel
alignment of their magnetic moments and via the magnetostatic interaction be-
tween their magnetic moments that favours an antiparallel alignment. In princi-
ple, it is possible to study this system with Monte-Carlo simulations and test the
appropriateness of various models, but so far no single simulation has succeeded
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a b

Fig. 1. Images of magnetic patterns in ultrathin iron films on Cu(001) taken with
SEMPA (Scanning Electron Microscope with Polarization Analysis). The magnetic
moments in this system are perpendicular to the plane of the film. Areas where the
magnetic moments point downward are represented by dark grey levels, areas where
the magnetic moments point upward are marked by light grey levels. a Stripe pattern.
b Labyrinthine pattern. The width of the images is 92 μm.

in reproducing the experimentally observed behaviour [6,7,8]. We find that the
system sizes required to observe the phenomenon of reentrance in simulations
are beyond present-day computational capabilities, the main problem being the
long-range character of the magnetostatic interaction. Nonetheless, we have been
able to obtain a good qualitative understanding of the system by analytically re-
ducing this problem in two spatial dimensions to an effectively one-dimensional
problem that retains important properties of the original system. In a mean-
field approach [9], we find a highly anomalous temperature dependence of an
elastic constant. By means of a scaling analysis, we can relate this experimen-
tally inaccessible elastic constant to experimentally measurable quantities [10].
Comparison with experiment suggests that the driving force for the reentrance
of order is indeed the strongly anomalous behaviour of this elastic constant.

Our scaling analysis is based on one basic assumption for the effect of small de-
viations from the equilibrium state and correctly predicts anomalous behaviour.
We already have indications that our scaling approach adequately describes fur-
ther phenomena in ultrathin magnetic films and anticipate that a similar ap-
proach may prove fruitful in the analysis of other systems where system-size
requirements prohibit numerical simulations and interesting quantities are not
accessible experimentally, as in the observation of phenomena that cannot be
influenced at will.
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Abstract. We have investigated the population distribution of Chinese
cities from 1997 to 2006. The rank-size distributions of Chinese cities de-
viate from the Pareto distribution. For city size distribution of each year
we can find a population threshold Pc that characterizes the boundary of
the deviation. The cities with population more than Pc follow the Pareto
distribution, while the smaller cities deviate from the Pareto distribution.
Using Pc for every year, the rank-size distribution from 1997 to 2006
can be written into a scaling form R(P,T ) = C(T )P−α(T )f(P/Pc(T )),
where the Pareto exponent α(T ) is not equal to the value of Zipf’s law
and evolutes with time. According this scaling form, the data of the city
size distributions of Chinese cities from 1997 to 2006 can collapses to a
single curve, which is the scaling function of the city size distribution.

Keywords: city size distribution, Pareto distribution, scaling, Zipf’s
law.

1 Introduction

Over the last 30 years, China has experienced rapid urbanization. From 1978 to
2006 the Chinese national population increased from 962.59 million in 1978 to
1.314 billion in 2006, a 37 percent increase. The non-agricultural population in
urban areas had a 144 percent increase, which is much greater than the national
population growth rate. As a result, China has become more urbanized, with an
urban population share that has increased from 17 percent in 1978 to 44 percent
in 2006 [1]. The urban population share of China now is still much lower than the
70 percent of developed nations, but the Chinese urbanization speed is almost
the three times of the world average. With the large number of cities and very
active dynamics of urban organization, China’s urban system and urbanization
provide an important area for research.

The most economic activities of human being are happened in cities. One
of the most striking regularities in the location of economic activity is the size
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distribution of cities in a country [2]. The empirical study of city size distribution
has engaged scientists and economists since the beginning of last century [3].
In 1913 the German geographer Felix Auerbach found an interesting empirical
regularity that the product of the population size of a city and its rank in the city
size distribution appears to be roughly constant for a country. Since Auerbach
proposed this basic proposition, it has been widely accepted by scholars in a
variety of disciplines and refined by others. In 1941 Zipf [4] provided an empirical
analysis which suggested that the city size distribution can be represented by a
Pareto distribution with an exponent equal to 1.

Recently, the city size distribution has attracted renewed attention. The re-
searches of Rosen&Resnick [5] in 1980 and others recently [2] have shown, using
empirical analysis of the data from many countries, that the Zipf’s law is not
always tenable. The city size distribution as a Pareto distribution has an expo-
nent seldom equal to one. Even some doubts were raised regarding the validity of
the Pareto distribution. In 1990 Husing [6] argued that not only Zipf’s law, but
also the Pareto distribution as well were not supported by the empirical data.
In 1998 Laherrere and Sornette [7] suggested the use of a stretched exponential
distribution. Later it was thought that the Zipf’s law is spurious in explain-
ing city size distribution [8]. In 2007 Benguigui and Blumenfeld-Lieberthal [9]
went beyond the power law and proposed a new approach to analyze city size
distributions. More recently, it was suggested that cities are complex systems
that mainly grow from the bottom up [10]. Like a physical system in nature,
the size et al of cities follow scaling laws. As a manifestation of the underlying
dynamics and structure, scaling is well known in physics. It has been instru-
mental in understanding problems across the entire spectrum of science [11].
Typically scaling laws reflect generic features of the systems which consist of a
large number of interacting particles [12]. They are universal and independent of
the microscopic details of systems. The scaling hypothesis has been well verified
by a wealth of experimental data on diverse systems [13]. One prediction of the
scaling hypothesis is the scaling law which relates the various critical point expo-
nents characterizing the singular behavior of functions such as thermodynamic
functions. Another prediction of the scaling hypothesis is a sort of data collapse,
where diverse data collapse onto a single curve called a scaling function under
appropriate axis normalization.

In this paper, we analyze the city size distributions of Chinese cities from 1997
to 2006. The large number of cities in China make us be able to check if the sizes
of Chinese cities follow the Pareto distribution. The rapid changes of Chinese
cities from 1997 to 2006 make us be able to investigate the scaling behavior
of the city size distributions. The rest of our paper is organized as follows. In
Section 2, we describe the date of Chinese cities. In section 3, we analyze the data
of Chinese cities and propose a scaling for the city size distributions of China.
With the scaling form the city size distributions from 1997 to 2006 can collapse
onto a single curve, which is the scaling function of city size distributions. In
Section 4 we give some conclusions.
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2 Data of Chinese Cities

The definition of city in China is not straightforward. According to adminis-
trative level, Chinese cities are classified into three different groups: county-
level cities (XianJiShi), prefecture-level cities (DiJiShi) and province-level cities
(ShengJiShi). The small settlements with townships or lower administrative lev-
els are not called as city. The administrative criteria distinguishing cities are the
scale of urban population, the economic and political importance of an urban
agglomeration [14]. The counties or the county-level cities are administrated
by prefecture-level cities. The economic situations play the principal roles in
the dynamics of city population [15]. The dynamic movement of population in
China has resulted in that many counties had been reclassified as cities. The
total number of county-level cities increased sharply from 223 in 1980 to 656 in
2006. The prefecture-level cities increase from 78 in 1978 to 283 in 2006. Even
though prefecture-level and province-level cities share only about 30 percent of
the national population, but they contribute the main part of economics in the
whole nation.

When we look up the Chinese Urban Statistic Year Book, only the data of
prefecture-level and province-level cities are provided year by year from 1997 to
2006. There are three categories of population in the Chinese Urban Statistic
Year Book: the population of whole city including all rural and urban popu-
lation, the urban population who live in the urban region, the non-agriculture
population of the urban population who do non-agricultural work. In this article,
we study the city size distribution of the urban population in prefecture-level
and province-level cities from 1997 to 2006. We discuss the exponent of Pareto
distribution and the scaling behavior of the city size distributions. The urban
population can characterize really the size of a city. Other scholars have taken
the data of Chinese cities for discussions similarly [14,16].

3 Data Analysis

3.1 City Size Distribution Function

Auerbach(1913), Singer(1936) and Zipf(1949) demonstrated that the city size
distributions could be represented by a Pareto distribution

R = CP−α, (1)

where P is the population of a city and R is its rank which is ordered from
the largest to the smallest. α is the exponent of Pareto distribution and C is a
constant.

In Fig.1a, the rank-size distribution of Chinese cities in 2006 is shown. There
is a threshold of population Pc in the city size distribution. The cities with
population P > Pc follow the Pareto distribution, but the cities with population
P < Pc deviate from the Pareto distribution. The rank-size distributions of
Chinese cities in other years are similar to the year 2006. We can conclude that
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a

Fig. 1. (a) The rank-size distribution of 2006. (b) The mean square deviation versus
number of sample N .

the city size distributions of Chinese cities do not follow the Pareto distribution
as a whole. The small cities have obvious deviation. To describe the city size
distributions of most Chinese cities in different years, a modified form of the
usual Pareto distribution (1) is introduced as

R(P, T ) = C(T )P−α(T )f(P, T ) (2)

Where T denotes the year. The function f(P, T ) of population and year charac-
terizes the modification to the Pareto distribution. There is a Pareto distribution
when f(P, T ) = 1 and there is deviation when f(P, T ) �= 1.

We can rewrite Eq.(2) in a double-logarithmic representation as

lnR(P, T ) = −α(T ) lnP +M(P, T ) + lnC(T ) , (3)

where M(P, T ) is defined as

M(P, T ) ≡ ln f(P, T ) = lnR(P, T ) + α(T ) lnP − lnC(T ). (4)

The function M(P, T ) characterizes precisely the deviation of city size distribu-
tion R(P, T ) from the Pareto distribution.

3.2 Scaling Behavior of Cities Size Distribution

To calculate the function M(P, T ), we need to determine the exponent α(T )
from the rank-size distribution of the cities with population P > Pc at first.
We estimate Pc by using OLS method. We sort the cities with the order from
larger to smaller city. With suitable number of cities that N > 10, we can fit
the rank-size distribution by a Pareto distribution. Of course, the real data have
deviations from a Pareto distribution. Using the OLS method we can calculate
the mean square deviation σ between the data and the Pareto distribution with
an exponent α which fits the data at best. In Fig. 1b the mean square deviation
σ is shown as a function of N . σ has a minimum of σ at the number of cities
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Table 1. Threshold of population and exponent of Pareto distribution from 1997 to
2006

year N Nc Pc α ln C

1997 223 99 91.15 1.79148 12.60805
1998 229 125 68.33 1.62408 11.80417
1999 236 130 67.6 1.65552 11.96679
2000 262 144 67.14 1.68128 12.1731
2001 266 152 70 1.66078 12.16288
2002 278 154 74.53 1.64056 12.170393
2003 284 162 72.15 1.62331 12.1327
2004 285 166 74.53 1.63023 12.20675
2005 286 167 75.03 1.5887 12.04478
2006 286 166 77.36 1.61828 12.21067

N = Nc. When N > Nc, σ increases with the number of cities. So we define
the population of Nc-th city as the threshold of population Pc. For the city size
distribution of 2006, we find that Nc = 166 (see the sub-figure in Fig. 1b). In
the same way, we can obtain Nc, Pc, α and lnC of each year from 1997 to 2005.
All results are given in Table 1.

With the parameters α(T ) and C(T ) given in the Table 1, we can calculate
the deviation function M(P, T ) by using Eq.4 for each year. For P < Pc of each
year, M(P, T ) is approximately equal to zero. M(P, T ) at P < Pc from 1997 to
2006 is shown in Fig.2.

In physics, there is scaling when a system is near its critical point. As a
function of temperature and external field, the correlation length and thermo-
dynamic quantities can be written in a scaling form which is the product of a
power law term and an one-variable scaling function. The variable of the scaling
function is the ratio of a physical quantity to its characteristic quantity. Inspired
by the scaling in physics, we introduce a scaling form for the evolution of city
size distribution in China as

R(P, T ) = C(T )P−α(T )fs (P/Pc(T )) . (5)

Here we define the ratio of population to the threshold Pc as the scaling vari-
able. Correspondingly we can define the scaling form of the deviation function
M(P, T ) as

Ms(P/Pc) = ln fs(P/Pc). (6)

The validity of our scaling form Eq.(5) for the evolution of city size distribution
should be tested by the data of cities. In Fig.2a, it has been shown that the
deviation function M(P, T ) of Chinese cities depends really on population P
and time T . If M(P, T ) has a scaling form, the different curves in Fig.2a could
be collapsed onto a single curve after using the scaling variable P/Pc(T ). So the
two-variable function M(P, T ) becomes a single-variable function Ms (P/Pc(T )).
In Fig.2b, it is shown that the data of Chinese cities from 1997 to 2006 collapse
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a

Fig. 2. The deviation function M(P, T ) at P < Pc from 1997 to 2006: (a)with popula-
tion P as variable,(b) with the ratio P/Pc(T ) as variable

quite well onto a single curve. We can conclude that the evolution of city size
distributions in China from 1997 to 2006 satisfies the scaling form Eq.(5). In this
case, the evolution of city size distribution can be described by the evolution of
the exponent α(T ) and the population threshold Pc(T ). The scaling functions
in the critical phenomena are universal. Here we could suggest that the scaling
functions fs(x) and Ms(x) here have also universality which depends on the
macroscopic properties of a country, but not the microscopic details.

4 Conclusions

Nowadays cities play more and more important role in the world. It is estimated
that sometime in 2007 more people are living in cities than outside them, for
the first time in history. Cities are undeniably centers of politics, economics
and innovation. At the same time, they are also centers for the production of
waste, pollution and heat. It is of essential interests for mankind to find out the
regularities of organization and evolution of cities. Among them, the regularity of
city size distribution is a relatively simple and important one. Even this problem
has been investigated for nearly one century and many progresses have been
obtained, there are still many fundamental questions which are open.

In this paper, we investigate the rank-size distribution of Chinese cities from
1997 to 2006. In these rank-size distributions cities can be divided into two
parts. The cities with population more than a threshold Pc follow the Pareto
distribution. The exponent of the Pareto distribution α varies with time from the
smallest value 1.58 in 2005 to the largest value 1.79 in 1997. They are obviously
larger than α = 1 of the Zipf’s law. The cities with population less than the
threshold Pc deviate from the Pareto distribution. So the rank-size distributions
of Chinese cities cannot be described by a Pareto distribution as a whole.

In physics, thermodynamic quantities can follow scaling laws when the corre-
lation length of a system becomes very large. In the societies today, the correla-
tions between cities and people are also very large due to modern technologies in
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communication and transportation. So it is reasonable for us to suggest scaling
law for city size distributions. With respect to the evolution of rank-size dis-
tributions of Chinese cities from 1997 to 2006, we introduce a scaling form in
Eq. 5, which is the product of a Pareto distribution and a scaling function with
the scaling variable defined by the ratio of population to the threshold Pc. With
this scaling form we can describe the evolution of city size distribution by the
evolution of Pareto exponent α(T ), population threshold Pc(T ) and a constant
C(T ). The data of Chinese cities from 1997 to 2007 have been shown to collapse
onto a single curve and have confirmed the scaling form.

We plan to use the scaling form to investigate the rank-size distribution of
other countries in the future. We will check if there is also such scaling form for
cities of other countries and investigate the relationship between the scaling func-
tions of different countries if they exist. Taking cities as complex systems that
grow from bottom up, many ideas and methods in physics, especially statistical
physics, can be learned for the researches of phenomena in societies.
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Abstract. The value of complex social network and the optimization
of it are determined by the structure and nodes’ characteristics. Direct
friction and indirect friction are defined to describe the possible exchange
difficulty each node meets with its neighbors in exchange network. Ex-
ogenous intermediary and endogenous intermediary can decrease these
frictions by adding links. Agent-based Simulating results show that both
frictions and the optimization of them are influenced by demander and
supplier rate, the exchange network structure as well as the environment
constrains and exogenous intermediation acts better than endogenous
intermediation in decreasing both frictions. While assists exchange, the
results of this paper also implies social network as origin of impefect
market.

Keywords: Complex Social network, Exchange network, Direct friction,
Indirect friction, Intellectual Intermediary service.

1 Introduction

The relationship between structure and dynamics such as robustness, fragibility,
diffusion and spreading of complex network has been discussed by many liter-
atures of complex networks. It is essential for a deeper understanding of the
development and self-optimization of the society as a whole [1]. There are four
kinds of optimization at the leading edge of the current research on network op-
timization [2]. The optimization of social network is also an aspect of this field.
Intermediation plays a key role as an optimizer of our society. To understand
the role and function of the intermediation along the developing process of social
network is crucial to our comprehension of the formation and optimization of
complex social network.

Exchange network which possesses two kinds of nodes is common in complex
social network. In marrige, labor market as well as business dealings, a node
realizes its value no other than he meet other side and exchange successfully.
These relationship could be abstracted to two complementary services exists in

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 876–888, 2009.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2009
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exchange network, two sides yield value only by cooperation. The value of holis-
tic exchange network is to facilitate trades among the nodes. Analogizing with
friction in mechanics, frictions to exchange refer to the forces blocking the real-
ization of nodes’ value. The preference of demander [3], prices two sides willing
to accept [4] and other factors can be the source of frictions. Besides informa-
tion, time [5] and price concession [4][6] are identifiers to describe the frictions
to exchange. Frictions to exchange network should involve network structure as
substrate of these factors, the relation between nodes as well as the attributs
of nodes. Typically, there exists two kinds of intermediary to coordinate trade
of exchange network. One is exogenous intermediary such as govornment. The
other is endogenous intermediary emerging from the nodes of exchange net-
work, such as banks, brokers and so on. There are two ways for intermediary
to optimize exchange network. One is to link nodes and get the optimal out-
come [7][8]. The other is to link nodes and decrease the frictions to exchange.
Traditional economics literatures discussed the exist of intermediation at differ-
ent situation [9]–[11]. Coase’s traditional analysis model [12] is used to explain
the presence of intermediaries between demand and supply sides. Information
is a main topic in the function of intermediation [13]–[17]. Watanabe [18] has
promoted a uniform framework to analyze the function of intermediation.

Related with intermediation in complex social networks, key nodes and cru-
cial links such as structure holes, weak ties and strong ties prompt concern of
sociologists [19][20][21]. Efficiency and stability can coexist in a network with
intermediation by defining critical link and intermediary position [22]. How bro-
kers gain competitive advantage in a certain network [23], endogenous and ex-
ogenous intermediations in complex social networks are discussed. For example,
Based on Banknet developed by Askenazi [24], banking activity emerges from
the interaction of a continuum series of financial transactions between hetero-
geneous economics agents [25]. Total payoff contributed by intermediation as a
whole with different match mechanisms is discussed [7]. Goyal et al. [8] studies
a model of network formation where agents provided ability to block bilateral
interaction between two players and to be intermediations.

Based on general exchange network generated from a social network with
certain structure, exchange network frictions are considered to measure the dif-
ficulty nodes trade to each other. The influences that nodes’ attributes and the
exchange network structure bring to these frictions are discussed in section 2.
In section 3 and section 4, the optimization of exogenous and endogenous inter-
mediary are investigated respectively. Section 5 is conclusions and section 6 is
acknowledgement.

2 Frictions of Exchange Network

In social network G with |G| nodes such as figure 1(a), nodes refer to individuals
or organizations and links present their relationship. With trust b(b ∈ [0, 1])
between two nodes and time limit T (T > 0), exchange network KT is generated
from G by the communication between linked nodes with time T , see figure 1(b).
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Denotes average degree of G and KT as 〈G〉 and 〈KT 〉. With probability ρ and
1 − ρ, nodes in KT are divided into two parts: suppliers and demanders who
provide complementary services. Either side supplies homogenous service and
achieves his goals only by coorperating with complementary side. The value of
exchange network is to assist all nodes achieve their objectives. But the structure
of exchange network may block exchange while assist it. For example, a man only
knows men and his goal is to get merried on one hand. A demander’s objective
can’t obtained if he meet none supplier(woman) within any T and b. On the
other hand, if a man meet some women but these women know more other men
at the same time, then the chance to success of his merriage will be small than
these women only know him. Phenomenons like this are far-ranging in the social
and natural world. Merriage, kindney exchange, labor market, risk investment
and trade are involved here. Like fiction which block objects moving in classical
mechanics, frictions of exchange network are defined as the strenth or probability
to obstruct exchange.

2.1 Direct and Indirect Friction of Exchange Network

Just like the difficulty the man who want to get merried can meets, frictions
of exchange network are rooted in two aspects: one is how many agents an
agent meet can’t be partners and the other is how many corrivals it has. The
first illustrates the probability agents can’t meet trade partner and the second
accounts for the probability they meet corrivals. Average frictions present the
holistic friction level of exchange network and the standard deviations indicate
the discrepancy or heterogeneity among nodes.

Definition 1. Direct friction (DF ) at time t defined as

F t
i =

{
1 |Dt

i | = 0
|St

i |
|Dt

i | |Dt
i | > 0

(1)

Definition 2. Indirect friction (IDF ) at time t defined as

It
i =

⎧⎪⎪⎨⎪⎪⎩
1 F t

i = 1
0 ∃j ∈ N t

i and |Dt
j| = 1∑

j∈Nt
i

(|Nt
j |−1)/|Dt

j|

|Nt
i | Otherwise

(2)

Definition 3. Average direct friction(ADF ) of K at time t defined as

At
F =

|Kt|∑
i=1

F t
i

|Kt| (3)

Definition 4. Average indirected friction(AIDF ) of K at time t defined as

At
I =

|Kt|∑
i=1

It
i

|Kt| (4)
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Where St
i denoted the set of i’s neighbors in Kt which possess same attribute–

supply or demand to i andN t
i denoted the set of i’s neighbors inKt which possess

different attribute to i. Dt
i = St

i ∪ N t
i is the set of i’s neighbors. |Dt

i | denoted
the degree of node i and |Dt

i | = |St
i | + |N t

i |. Define At
F = 0 and At

I = 0 where
|Kt| = 0 or |Kt| = 1. The standard deviations of F t

i and It
i which shows the

equality or discrepancy of nodes are SF and SI . As shown in figure 1(b), frictions
of nodes and network can be computed according to formula (1)-(4)(〈G〉 = 1.25,
〈Kt〉 = 0.875, ρ = 3/8, each pair of numbers present F t

i and It
i of a node,

At
F = 0.29, At

I = 0.38, St
F = 0.341, St

I = 0.324).
Two nodes linked by an link with probability ρ2 + (1 − ρ)2 possess same

attribute. Assume the probability of node i with degree d is f(d) = Prob(|Dt
i | =

d), E[F t
i ] = f(0)+[1−f(0)](2ρ2−2ρ+1) = 1+2(ρ2−ρ)[1−f(0)] where there are

some isolated nodes and f(0) �= 0. ∂E[F t
i ]

∂ρ = 2[1−f(0)](2ρ−1) and the minimum
AF is Amin

F = f(0) + 1
2 [1 − f(0)] at ρ = 1

2 . If there is no isolated node in Kt

and f(0) = 0, then expected Fi of Kt is E[F t
i ] = 2ρ2− 2ρ+ 1 and the minimum

AF is Amin
F (1

2 ) = 1
2 at ρ = 1

2 . AF is only related to the probability of isolated
nodes instead of the distribution of degree of Kt. If Kt is random network with
connected probability p, E[F t

i ] = (1−p)|Kt|−1 +[1− (1−p)|Kt|−1](2ρ2−2ρ+1),
Amin

F = (1 − p)|Kt|−1 + 1
2 [1− (1 − p)|Kt|−1] at ρ = 1

2 .

Fig. 1. Exchange network Generated from Social Network

2.2 Features of Average Frictions in Exchange Network

Frictions are influenced by the features of the nodes ρ, the enviornment constrain
T and the relationship of pairs of nodes b. T , b and G determine the average
degree 〈KT 〉. Lower 〈KT 〉means more probability with isolated nodes and higher
AT

F and AT
I with same ρ.

Simulated with 500 networks with |G| = 2 − 500(b = 0 − 1, T = 1 − 30,
ρ ∈ (0, 1)) in order to investigate how frictions influenced by ρ and 〈KT 〉.
Respectively, figure 2(a) and figure 2(b) show AT

F , AT
I , ST

F and ST
I changed

with ρ. AT
F and AT

I are almost same at lower connectivity(〈KT 〉 = 0.2). But
AF is higher than AI at medium connectivity(〈KT 〉 = 2.0) and the dispar-
ity shrinked at higher connectivity(〈KT 〉 = 29.1). The relations between ST

F ,
ST

I and ρ(ρ < 0.5) are concave. ST
F and ST

I are increased with ρ(ρ < 0.5) at
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Fig. 2. Frctions and Standard Deviations of Networks

lower(〈KT 〉 = 0.2) and medium(〈KT 〉 < 〈KT∗〉, 〈KT∗〉 ≈ 1.98) connectivity.
ST

F is more gentle than ST
I at high connectivity. The maximum ST

F and ST
I are

reached where ρ = 0.5 at lower connectivity. But they are reached where ρ �= 0.5
at medium(〈KT 〉 > 〈KT∗〉) and higher connectivity(〈KT 〉 = 29.1). Figure 2(c)
shows AT

F , AT
I , ST

F and ST
D influenced by 〈KT 〉 at ρ = 0.5. AT

F (0.5) converged
to 0.5 where 〈KT 〉 > 5 for there is not any isolated nodes in KT . AT

I (0.5) de-
clines to 0.4 where 〈KT 〉 > 5 then goes up to 0.5 where go up 〈KT 〉 > 30. The
maximum ST

F and ST
I are obtained about 〈KT 〉 ≈ 2.

Microscopically, frictions a node meet come from its neighbors and its neigh-
bor’s neighbors. Macroscopically, AT

F are influenced mainly by the proportion of
demanders and suppliers as well as the probability of isolated nodes in the net-
work. AT

I and AT
F varied in different pattern where 〈KT 〉 = 5−15, AI converged

to AT
F while KT increased.

3 The Optimization of Exogenous Intermediary Service

3.1 Optimization Algorithm

Assume there is an exogenous intermediary such as labor broker, government,
e-commerce web site who know the globe information of KT and his function
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is to decrease the frictions of KT . The intermediary may not be located in the
network and add links to the nodes possessing different attributes where there
still has no link in KT . The new link may not exists in G.

Added link to node i and j can influence both direct friction and indirect
friction of them and indirect friction of there neighbors which possess different
attribute to them. There are two alternatives for exogenous intermediation to
decreasing the At

F or At
I of Kt(t ≥ T ) by adding links. Firstly, both frictions will

be reduced if the objective of exogenous intermediation is to reduce At
I by adding

links to two nodes with different attributes. Adding a link to two arbitrary nodes
i and j with different attributes can reduce At

F . An optimization algorithm(IRA)
for exogenous intermediation is developed to decrease frictions as follows. The
added link must reduce the maximum average friction of Kt.

Indirect friction reducing algorithm(IRA):

Step 0: t=T;
Step 1: Calculate friction of network Kt.
Step 2: Find each pair of nodes i and j with opposite attributes have no link

in Kt. If there are no such nodes, step 5.
Step 3: To all pair of nodes not linked in Kt, calculate ΔIt

i , ΔI
t
j , ΔI

t
k, ΔIt

l ),
and ΔAijt

I . Where k ∈ Dt
i and l ∈ Dt

j .
Step 4: Find {i∗, j∗} = minΔAt

I
{i, j|ΔAijt

I < 0} and add a link between i∗

and j∗. t = t+ 1. If there is no such {i∗, j∗}, step 5.
Step 5: End optimization.

Secondly, if the objective of exogenous intermediary is to reduce At
F , he can

simply adds links to all nodes with opposite attributes. To reduce Aijt
I can

decrease of both Fi(t) and Ii(t) but to reduce At
F is not always true. If |Dt

i | = 0 or
|Dt

j | = 0 before the link added, It
i or It

j can be reduced by the added link between
them. But if N t

i > 0 or N t
j > 0, the indirect friction of nodes in N t

i or N t
j can be

increased. So if the objective of exogenous intermediary is just adding links to
reduce direct friction of nodes, the link-adding process will be terminated once
additional added link may make At

I increased. Another algorithm called direct
friction reducing algorithm(DRA) which changed min{ΔAt

I} to min{ΔAt
F } is

different to IRA at step 3 and 4. The links will be added to the nodes with
Dt

i = 0 or N t
i = 0 where F t

i = 1 and It
i = 1firstly to make ΔF t

i < 0. If there is
no such nodes, the network can not be optimized.

Step 3(a): To all pair of nodes not linked in Kt, calculate ΔIt
i , ΔI

t
j , ΔI

t
k,

ΔIt
l , and ΔAijt

I . Calculate ΔF t
i , ΔF t

j , ΔF t
k, ΔF t

l , and ΔAijt
F at the same time.

Where k ∈ Dt
i and l ∈ Dt

j .
Step 4(a): Find {i∗, j∗} = minΔAt

F
{i, j|ΔAijt

F < 0}, if ΔAi∗j∗t
I < 0 then

add a link between i∗ and j∗, t = t+ 1; else step 5.
The least links can be added to KT to get a bipartite graph if 〈KT 〉 = 0.

Figure 3(a) and (b) shows the results of DRA and IRA where 〈KT 〉 = 0. Figure
3(a) shows there are 4 suppliers and 4 demanders. With DRA or IRA, exogenous
intermediary links them to pairs to make A(T+4)

F = 0 and A(T+4)
I = 0. Another
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Fig. 3. Optimized network where 〈KT 〉 = 0

Table 1. Different networks between DRA and IRA of 1000 samples

Result network Amount of links added AF AI

max 74 41 57 63
min 28 10 21 23
mean 49.054 24.158 37.271 40.146
SD 7.1305 4.7922 6.0713 6.3824

circumstance is that their are 4 suppliers and 6 demanders. Optimized result
with DRA or IRA form 4 links and 2 isolated nodes and A

(T+4)
F = 0.1 and

A
(T+4)
I = 0.1, as shown in figure 3(b). Figure 3(a) may match along with perfect

market and figure 3(b) implies one kind of imperfect market [29]. Figure 3(c)
shows the optimization result of 〈KT 〉 = 1.2. Two double lines are links added
by IRA and DRA. Here A(T )

F = 0.6333 and A(T )
I = 0.5667, A(T+2)

F = 0.3333 and
A

(T+2)
I = 0.1667. The result network is more complex than figure 3(a) and (b).

That means more negotiation and decision will be taken to realize the exchange.
It is interesting that monogamy as evolving institute practiced by many nations,
will be explained to reduce frictions of family. But to find partner in exchange
network is a frictional task.

DRA and IRA play same roles where KT is empty and complete graph. To
compare the effects of these 2 optimization mechanics where KT is arbitrary
network. Simulated with 1000 networks with 1000 times(|KT | = 2−500, b = 0−1,
T = 1 − 30, ρ ∈ (0, 1)), the number of different result networks are shown in
table 1. There is positive probability that DRA and IRA create same result
network as well as different result networks to any network. The probability to
same result is obviously higher than that of different results according to the
simulation results. Most networks can be optimized by DRA and IRA without
differency. But it is remarkable that even the numbers of links added are same
by DRA and IRA, these links added to different pairs of nodes and result to
different result networks. Some pairs of different result networks have same AT

F

and AT
I . Result networks of a certain original network with different AT

I may
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not possess different AT
F at the same time. AT

F and AT
I of DRA and IRA are

statistically indifference with t-test(α = 0.01, pF = 0.0578, pI = 0.4367).

3.2 Optimization Results Analysis

Figure 4 shows the optimization rate influenced by the connectivity of KT . In
figure 4(a), average degree of KT influenced by the number of the nodes in KT

where T is bigger(T = 5). It is obvious the optimization rate(rate of optimized
networks from 500 networks) decreased with the increase of T and decreace of ρ,
see figure 4(b). In figure 4(c) the optimization rate decreased with the increasing
of network density 〈KT 〉/(|KT | − 1). Even if at same density, the optimization
rate is much higher at small T (T = 1) than bigger T (T = 5) because bigger T
leads to higher 〈KT 〉.

Figure 5 indicates the optimization efficiency decreasing with the increasing
of 〈KT 〉. There are several measures be defined to describe the efficiency of
the optimization on figure 5. The first is the proportion of networks can be
optimized(network rate) and the second is the decreasing rate of AT

F (ΔAF /AF )

Fig. 4. Optimization Effect of Exogenous Intermediary Services

Fig. 5. Optimization Efficiency of Exogenous Intermediary Services
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and AT
I (ΔAI/AI). The second is the decreasing of AT

F and AT
I by each added

link and indicates the contribution of intermediation(ΔAF /ΔL and ΔAI/ΔL).
Both indexes are decreased with the increasing of 〈KT 〉.

4 The Optimization of Endogenous Intermediary Service

4.1 Probability of Endogenous Intermediary Service

A node may be an exogenous intermediary while considering his all neighbors as
G and he will act on the sub-network consisted of his neighbors. But he may be
endogenous intermediary while considering a more extensive network including
him. If there exists nodes i in KT that ST

i > 0 and NT
i > 0, he will be potential

intermediary. Compared with exogenous intermediary, endogenous intermediary
is embedded into KT and only has local information of his neighbors. So what
can he do is just link nodes remained unkown in KT and reduce directed friction
of KT . AT

F and AT
I will be influenced if a node acts as endogenous intermediary

and linked his neighbors with different attributes. In view of the direct friction
and indirect friction, define two kinds of intermediary probability of node i as
follows:

PFt
i =

∑
j∈Dt

i

Fj

Dt
i − ||N t

i | − |St
i ||

(5)

P It
i =

∑
j∈Dt

i

Ij

Dt
i − ||N t

i | − |St
i ||

(6)

Simulated with 500 random network(|KT | = 500), figure 6(a) and figure 6(b)
separately shows the rate of potential intermediary nodes according to PF (RB

F is
the rate before optimization by DRA and RA

F means the rate after optimization)
and PI(RB

I is the rate before optimization by DRA and RA
I means the rate after

Fig. 6. Probability of Endogenous Intermediary Service
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Fig. 7. Optimization Effects of Endogenous Intermediary Service

optimization) varies with the increase of 〈KT 〉. Both are increased with 〈KT 〉
increasing. But that of the optimized network is increased faster than the original
network. DF and DI mean the rate balances between optimized networks and
oringinal networks. The maximum difference between optimized network and
original network can be obtained at 〈KT 〉 = (2 − 3). There also exist some
networks that their rates reduced after optimization.

4.2 Optimization Results Analysis

CanKT be optimized if node i can link his neighbors with different attributes? It
is obvious that linked nodes with degree 0 or 1 can reduce both frictions. But the
information of i’s neighbors may be private to i. He links nodes as possible as he
can to ensure his intermediary income. Simulated with 1000 networks of different
ρ, Figure 7 shows the optimization efficiency influenced by ρ and 〈KT 〉. In figure
7(a)(ρ = 0.1), the maximum decreased direct friction(ΔAF ) and the maximum
increased indirect friction(ΔAI) reached their peak value at 〈KT 〉 = 8. ΔAF is
at about 〈KT 〉 = 5 and ΔAI is at about 〈Kt〉 = 8 while ρ increased. Figure 7(b)
shows the average level of 1000 networks. The average ΔAF is practically not
changed with ρ increased.
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5 Conclusion

The value to all agents on the network is propitious to trade. The opposite side
of it is to block trade. For example, electronic marketplaces as intermediary
can improved meeting probability between buyers and salers, but it also raised
the indirect friction. Although search costs of buyers will be reduced by elec-
tronic marketplaces, buyers and salers as well as intermediary may “wait and
see” to learn from others’ experiences [26]. Instead of qualitative analysis, this
paper puts forward quantitative measurements to measure how much the net-
work blocks exchange and give algorithms to reduce the blocks. This can help to
decide intermediary service what to do, how to do and how well he can do. Fric-
tions are defined to measure the hindrance of a network in which the nodes have
two different complementary attributes. Exogenous intermediary can optimize
exchange network by adding links to reduced AF and AI . Endogenous interme-
diay usually can only reduce AF but increase AI . Both effect and efficiency of
optimization are influenced by network structure as well as the characteristics
of nodes. As direct influence factors to structure, the time limit to form K as
environmental factor and the relationship between nodes b effect frictions and
the optimization of them.

The results of this paper can explain we need intermediation very much, but
the effect of intermediary service is limited. How well that market as invisible
hand [27] and government as the visible hand [28] coordinate with complex so-
cial network at least depend on the network structure and the characteristics
of agents in it. That means bounded rationality which leads to imperfect mar-
ket [29] is rooted the embededness of social and exchange networks as well as it
is regarded as the origin of the social and exchange networks.

It is reflects embededness of social networks [30][31] and ecology networks that
exchange network K is generated from existing network G. To map, diagnose
and improve the network consisted of individuals, brokers of social network are
crucial to the performance of the network [32]. The nodes of the network men-
tioned here is not only individuals but also organizations or subnetworks can be
regarded as systems. The links could be explained as the supply and demand of
both material product and intellectual products. Cooperation for ecological and
organization networks [33][34] are the examples of such bipartite relation dis-
cussed in this paper. By abstracting general attributes of two side exchange, our
results implies that as fundus of nodes’ dynamics occuring on, network structure
is a double-edged sword to agents to achieve their utilities. To close to real social
and ecology systems, homogenous services discussed here is not enough. Future
research will be penetrated deeply in heterogeneous services and the dynamics
of nodes besides more dynamics of ndogenous intermediary.
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Abstract. Spam filtering is one of the most challenging problems in
electric message systems. In general, recent studies on specifying real
spam source are based on content filtering because spammers usually
falsify their origin. We propose a method to specify spam source based
on structural analysis with complex network. We assume that each spam
sources either has the same victim list or uses the same spam-hosting
program. We treat spam source - target relationship as a bipartite net-
work and construct weighted spam source network by network projec-
tion using correlation measure. We find that community clustering meth-
ods are inappropriate with spammer network. We group spammers with
gradient-based grouping, which uses correlations between nodes as gra-
dient between nodes. We convert them into local minima, which helps to
cluster spammers into a few spam source groups. We investigate the we-
blog spam data with the proposed method and validate it. The method
that we propose can be applied to diverse categorization problems, such
as multiple text categorization and network subunit clustering.

Keywords: Electronic spam, complex network, clustering method.

Undesired electronic messages on World-Wide Web (for instance, E-Mail, com-
ments, trackbacks, and etc.) are becoming a serious problem of electric com-
munication. These ‘spam’ messages are usually sent for advertising services and
products, and some of them contain malwares that is made for cracking receivers’
computers.

Spam and spam-blocker development is a good example of fast evolving sys-
tem with competition. Spam usually does not contain helpful information for re-
ceivers. At the beginning of online advertisement market, spam could be treated
as noise in electronic communication because the portion of spam was relatively
small. Now the situation changed: most electronic messages are spams. Spam
consumes traffic, which is strongly related with communication resource. As
many studies are performed to avoid spam, spams also start to evolve: it is a
stiff fight between a spear and a shield.

Blacklist is one of well-known traditional filtering methods. If a message is
marked as a spam, spam filter adds the signature (usually URL or IP address)
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to blacklist. Blacklist method is easiest and strongest filtering method. How-
ever IP spoofing disturbs finding the spam sources [1]. Spam senders (called
Spammers) usually deceive spam referrer IP using zombie computers which are
hacked by spammers, thus the number of spammer looks quite big even though
it is small [2].

A modern approach, Bayesian spam filtering[3], based on Bayes theorem
has become a common filtering method due to its flexibility and effectiveness.
Bayesian filtering is one of content pattern matching methods which requires
more computing resource than blacklist. In spite of the power of Bayesian filter-
ing, Spammers use some tricks to evade spam filtering. For instance, Bayesian
poisoning is a well-known method to spoil Bayesian filtering. Basically, modern
spam filtering consists of combining blacklist and Bayesian filtering which are
common spam filtering methods.

IP spoofing exaggerates the number of spammers, and IP blacklist can be
too complex as a side effect. By the reason that spammer has content or URL
pattern for their spam, grouping zombie computers and specifying spammer can
help content-based filtering filter to extract spam pattern. Thus specifying exact
spam sources helps developing anti-spam methods.

In this paper, we propose a method to group diverse spammer IPs based on
complex network analysis with spam source - target relation data. Specifying
spam source is usually based on content (including URL, IP address) analogy.
We suggest a hypothesis that even though spammers use zombie computers to
spread spam messages, same spammer uses the same target list. If targets are
almost the same, those attacks can be originated from the same spam source
(or same spamming program). If this hypothesis is true, spammers might be
grouped by reconstructing spammer-spammer relation network even if spammers
falsify their IP address. We treat spam source - target relationships as bipartite
network [4], and project spam-target vector into spam sources relation matrix
using correlation measures.

Bipartite network structure can be converted into unipartite one [5]. Let σ̄μ

as signature vector of spammer IP address μ, where

σ̄μ
i =

{
1 if spam attacks victim i
0 otherwise (1)

Note that every spammer and victims are labeled. σ̄μ denotes the record
which victims are attacked by spammer μ. Thus the information of victim net-
work layer is treated as the connection information of spammer network. After
construction of every spammer’s signature vector, relations between spammer IP
addresses can be calculated with similarity measure which is a kind of symmetric
correlation measure [6]

Cμλ =
σ̄μ · σ̄λ

|σ̄μ||σ̄λ| ≡ cos θμλ (2)

where σ̄μ·σ̄λ is the scalar product between signature vectors. We can calculate ev-
ery correlation between all pairs of spammers and construct spammer-spammer
weighted adjacency network C.
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Fig. 1. Probability distribution of spammer network link weight. Result indicates that
the percolation-based filtering does not work well with weblog spammer network.
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Fig. 2. Gradient-based grouping method example. Each node makes group with an-
other node with highest link weight. Note that this graph is not an directed graph;
arrow indicates the belongings, not link direction.

Once the weighted network is determined, various group methods are studied.
Percolation-based filtering[4], which is the commonly used grouping method by
disconnecting nodes lower than specific filtering coefficient value, has a problem
with weblog spam network. Fig.1 shows that there is no transition point as
correlation varies. Thus it is hard to determine the proper filtering coefficient.

We propose gradient-based grouping method, inspired from energy potential
landscape network[7]. Gradient-based grouping method works as follows: first,
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Fig. 3. Percolation-based filtering result. Filtering coefficients are left) 0.68 and right)
0.75. Groups are made by breaking biggest island.
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Fig. 4. Relation between number of groups and filtering coefficient using gradient-based
group method. Result shows many groups and various group sizes. However, there is
no dominant group unlike other methods. The number of groups is not affected by
filtering coefficient.

check the weight of links of node i. Find link and connected node j with maximum
weight. Finally, mark node i as a same group with j. Repeat these process for
every nodes. Time complexity is ∼ O(n) for finding link with maximum weight,
and O(n) for loop. Thus the time complexity is around ∼ O(n2).

We investigate the weblog (commonly called as blog) spam data from Eolin
anti-spam service (EAS) [8]. We use spam data between July. 2006 and Nov.
2006. We extract 3118667 unique trackback spam pairs from spammer-victim IP
and prune 500th to 5500th spammers (861328 pairs) to reduce side-effect from
data irregularity. We find that the number of weblog spammers is usually bigger
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than number of victims similar to the E-mail spam, where spammers are known
to counterfeit the sender information.

We extract spam source IP - spam target relationship as a vector sets, and con-
struct the spam source adjacency matrix. Percolation-based grouping shows the
linear fragmentations as filtering coefficient varies. Groups are made by breaking
biggest island, thus the number of island heavily depends on the filtering coef-
ficient (Fig. 3). In contrast, result from gradient-based grouping method shows
uniformly sized, same number of group even if the filtering coefficients varies
(See Fig. 4).

To validate our grouping method, we compare the result with those from
other common methods. We perform content-based grouping by extracting rep-
resentative words from spam content. By comparing the content-based grouping
with the gradient-structure-based grouping, result shows that 81% of groups are
same. We emphasize that, even content-based grouping and our network struc-
ture based IP grouping are totally different methods, test results show meaning-
ful similarities; this result supports out hypothesis about spam target lists.

In conclusion, we address a grouping method in spam source specifying prob-
lem. We propose a methodology to group spam sources, which helps analyz-
ing spam patterns and characterizing the properties of them, based on com-
plex network analysis. We construct spammer IP address network from a spam
source-target bipartite network using correlation measures, and classify spam-
mer groups with gradient-based grouping method. We validate our method by
comparing with other methods.

Our method can be applied to diverse categorization problems with sparse
data, such as multiple text categorization, time-series analyses and network sub-
unit clustering.

Acknowledgments. Raw data and some tests for this study has been sup-
ported by Tatter and Company (TNC), acquired by Google inc. at Sep. 2008.

References

1. Spamlinks.net, http://spamlinks.net/filter-bl.htm
2. Song, S., Manikopoulos, C.N.: IP Spoofing Detection Approach(ISDA) for Network

Intrusion Detection System. In: Sarnoff Symposium. IEEE, Los Alamitos (2006)
3. Sahami, M., Dumais, S., Heckerman, D., Horvitz, E.: A Bayesian Approach to Fil-

tering Junk E-Mail. In: AAAI 1998 Workshop on Learning for Text Categorization
(1998)

4. Newman, M.E.J., Strogatz, S.H., Watts, D.J.: Random graphs with arbitrary degree
distributions and their applications. Phys. Rev. E. 64, 026118 (2001)

5. Newman, M.E.J.: The structure of scientific collaboration networks. Proc. Natl.
Acad. Sci. U.S.A. 98, 404–409 (2001)

6. Lambiotte, R., Ausloos, M.: Uncovering collective listening habits and music genres
in bipartite networks. Phys. Rev. E. 72, 066107 (2005)

7. Doye, J.P.K.: The network topology of a potential energy landscape: A static scale-
free network. Phys. Rev. Lett. 88, 238701 (2002)

8. Eolin Antispam Service, http://antispam.eolin.com

http://spamlinks.net/filter-bl.htm
http://antispam.eolin.com


Spiral Waves Emergence in a Cyclic
Predator-Prey Model

Luo-Luo Jiang1, Wen-Xu Wang2, Xin Huang3, and Bing-Hong Wang1

1 Department of Modern Physics, University of Science and Technology of China,
Hefei 230026 P.R. China

jiangluo@mail.ustc.edu.cn, bhwang@ustc.edu.cn
2 Department of Electronic Engineering, Arizona State University,

Tempe, Arizona 85287-5706, USA
3 Department Physics, University of Science and Technology of China,

Hefei 230026 P.R. China

Abstract. Based on a cyclic predator-prey model of three species, spi-
ral waves on global level of the system are obtained. It is found that the
predation intensity greatly affects on the behaviors of spiral waves. The
wavelength of spiral waves alter with the mobility in the form of λ ∼ Dθ.
Values of θ are determined by predation rates between species. It indi-
cates the behaviors of spiral waves varying with mobility are universal at
the same predation rate which reveals competition of resources among
species.

Keywords: cyclic predator-prey model, pattern formation, spiral waves.

1 Introduction

Spatial distribution of individuals is a common feature of ecological systems.
Recently, spatial heterogeneity of species has attracted much attention because
it is closely related with the stability and coexistence of species in ecological
and evolutionary systems [1,2,3]. Two factors concern spatial heterogeneity as
well as spatial patterns in which populations distribute spatially and individuals
interact locally. The first is internal noise which induce spatio-temporal pattern
of species in concerning range [4,5]. The second is predation intensity of species
[6]. In this paper, we systemically investigate spiral waves emergence on global
level of the system concerning the two factors.

Cyclical interactions of species which dominate each other in a cyclic manner
emerge widely in nature such as rodents in the hight-Arctic tundra in Greenland
[7], lizards in the inner Coast Range of California [8], and microbial popula-
tions of E.coli [9,10]. Recent experiment reveals that cyclical interactions pro-
mote biodiversity of three strains of E.coli [10]. Reichenbach et al. have found
that noise induced by mobility of individuals greatly affects the biodiversity
and spatial heterogeneity [4,5]. However, the intensity of interaction is seldom
concerned.
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In community food webs, each species have different predation intensity which
exhibits as the intensity of interaction among species. Predation intensity has
been confirmed to be strong coupled with diversity in ecological systems [6]
and invoked as an evolutionary force [11,12]. However, the effect of predation
intensity on spatial heterogeneity is not very clear when diversity is promoted.

In this paper, we investigate the effect of predation intensity on spiral waves
induced by mobility of individuals. It is found that predation rates affect the
local interactions of species which display global effect via mobility of individuals.
Spiral waves emerge when global oscillations are achieved. And the wavelength of
spiral waves is satisfied power law with the mobility of individuals, λ ∼ Dθ. The
value of θ is determined by the predation rate. It is confirmed that the behaviors
of wavelength altering with mobility of individuals is universal at the same value
of predation rate. In addition, preying rates are related with vacancy resources
in the systems. Our work provides basic understanding of effects of predation
intensity on the spatial heterogeneity of species as well as pattern formation.

2 Model

Based on the previous work of Reichenbach et al. [4,5], we introduce a cyclic
predator-prey model: nodes of spatial lattice present mobile individuals of three
species (marked by 1, 2, 3)in the microcosmic bacteria system. Each node can be
located at most one individual of a species or a vacancy (denoted by V ) which
presents resource. There are three interactions, namely predation, reproduction,
and exchange which only occur between neighboring nodes. Predation.— 1 beats
2 at a selection rate α and 2 becomes a vacancy, in the same way, 2 beats 3,
and 3 beats 1. Reproduction.— An individual can reproduce an offspring to a
neighboring V node at a rate of β. Exchange.— An individual could exchange
positions with one of its neighbors at a rate γ due to its mobility.

Unlike the deterministic approach which regards the time evolution as a con-
tinuous process, here, the applied stochastic approach regards the time evolution
as a kind of random-walk process. A standard algorithm for stochastic approach
simulation was developed by Gillespie [13,14]. In this model, reactions occur in a
random manner: preying happens with probability of α/(α+β+γ), reproducing
with probability of β/(α+β+γ), and moving with probability of γ/(α+β+γ).

3 Results

The initial condition are shown in Fig. 1. It is worth noting that nodes out
of these three area are copied by vacancies which present spatial resources to
reproduce new individuals. A node in a regular lattice can be occupied at most by
an individual or a vacancy. By using an efficient algorithm of Gillespie introduced
in section 2, we simulate the evolving process with Monte Carlo (MC) method.
At each simulation step, a randomly chosen individual interact with one of its
four nearest neighbors which is randomly determined. One step of Mote Carlo
time is defined as all the individuals having been chosen once on average. We set
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Fig. 1. Illustration of the initial condition. Here, R is set as 3.5, and the lattice com-
pletely inside the circle with radius R consist of the species’ initially locating area, and
three colors correspond three species. In this paper, the injected radius R is fixed at
10.5.

reproducing rate β=1, and the size of system N = 1024× 1024. The mobility of
individuals D is defined as follow[4,5]:

D = 2γ/N, (1)

As shown in Fig. 2, pattern formations depend on predation rate. All patterns
in this paper are obtained after the system reach a stationary state of non-
equilibrium. Low predation rate seems to promote spiral waves of global level. In
the top of Fig. 2 withD = 5.0×10−6, spiral waves format at α = 0.01, while edges
of spiral waves break up at α = 0.1, and spiral waves break into fragmentation
at α = 1.0 and α = 5.0. The α becoming larger makes internal noise larger,
which induce spiral waves breaking into fragmentation. The wavelength of spiral
waves is defines as λ = X/L, where X is length of a spiral waves as shown in
Fig. 2(a). In the bottom of Fig. 2, the wavelength of spiral waves decreases as
increasing of α, and the arm of spiral waves becomes rough, which falls to pieces
in the end, as shown in Fig. 2(h). In conditions of the same ability of individuals,
predation rate determines sizes of spirals’ arm which change into small one at
higher predation rate.

Fig. 3 shows oscillation of species’ percentage evolving with time for the
same parameter of Fig. 1. When the global oscillations of species’ percentage
are achieved, spiral waves emerge in the systems. It is interesting to find that
amplitudes of oscillation increase with the values of D, which is quite different
from cases in target waves. In conditions of the same mobility of individuals,
the average percentage of species decrease with the increasing of predation rate.
It is confirmed that with the increasing of predation rate make the increasing
of vacancies the same mobility, which induces strong internal noise to destroy
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Fig. 2. Pattern formation for different value of α and D. (a) and (e) for α = 0.01,(b)
and (f) for α = 0.1, (c) and (g) for α = 1.0, (d) and (h) for α = 5.0, at the same time
(a),(b),(c),(d) for D = 5.0 × 10−6 and (e),(f),(g),(h) for D = 5.0 × 10−5.

Fig. 3. Oscillation of species’ percentage evolves with time for the same parameters of
Fig. 2

global oscillation. Therefore, global oscillation can not be promoted at high pre-
dation rate, and the system comes into spatiotemporal chaos, as shown in Fig.
3(c) and Fig. 3(d) corresponds patterns in Fig. 2(c) and Fig. 2(d).

We systemically study the effect of predation rate on spiral waves. As shown
in Fig. 4(a), for the same value of α, wavelengths of spiral waves vary with the
mobility D in the form of λ ∼ Dθ. The exponent θ decrease with the increasing
of α. It means that the behaviors of wavelengths varying with the mobility are
universal at the same predation rate. λ ∼ √

D at α = 1.0, which confirms
the results of Reichenbach at el [4]. When α deviates from 1.0, the exponent θ
depart from 1

2 . At α = 1.0 the system can be described by stochastic partial
equation in which the mobility of individuals can be seen as diffusion. While
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Fig. 4. The top: wavelength of spiral waves as function of mobility D. The functions
satisfy λ = D0.55,λ = D0.51,λ = D1/2, and λ = D0.49 for α = 0.01, α = 0.1, α =
1.0, α = 5.0 respectively. The bottom: the percentage of vacancies ρ0 as functions of
mobility D for different value of α.

the system can be described by stochastic partial equation when α deviates
from 1.0. To study why behaviors of wavelengths varying with the mobility are
determined by predation rates, we define ρ0 as percentage of vacancies which
shows variation of resources. In the Fig. 4(b), one can find that ρ0 keeps the
same value ranging different mobility of individuals at a certain predation rate.
It is confirmed that percentage of vacancies control kinds of university in spiral
waves’ formation. Because all individuals reproduce via vacancies, the number
of vacancies determines properties of spiral waves’ propagation.

4 Conclusion and Discussion

To conclusion, we study emergence of spiral waves affected by predation intensity.
Spiral waves emerge when global oscillations are achieved. And the wavelength of
spiral waves is satisfied power law with the mobility of individuals, λ ∼ Dθ. The
value of θ is determined by the predation rate. It is confirmed that the behaviors
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of wavelength altering with mobility of individuals is universal at the same value
of predation rate. In addition, predation density is related with vacancy resources
in the systems. Our work provides basic understanding of effects of predation
intensity on the spatial heterogeneity of species as well as pattern formation [15].
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Abstract. To study the effect of parameter mismatch on the stabil-
ity in a general fashion, we derive variational equations to analyze the
stability of synchronization for coupled near-identical oscillators. We de-
fine master stability equations and associated master stability functions,
which are independent of the network structure. In particular, we present
several examples of coupled near-identical Lorenz systems configured in
small networks (a ring graph and sequence networks) with a fixed pa-
rameter mismatch and a large Barabasi-Albert scale-free network with
random parameter mismatch. We find that several different network ar-
chitectures permit similar results despite various mismatch patterns. ab-
stract environment.

Keywords: Synchronization Stability, Coupled Network Dynamics,
Near-Identical Oscillators, Master Stability Functions.

1 Introduction

The phenomena of synchronization has been found in various aspects of na-
ture and science [13]. Its applications have ranged widely, including from bi-
ology [4,10] to mathematical epidemiology [14], and chaotic oscillators [2], to
communicational devices in engineering [3]. With the development of theory
and application in complex networks [12], the study of synchronization between
a large number of coupled dynamically driven oscillators has become a popular
and exciting developing topic, see for example [11,15,16,18,19,20].

To model the coupled dynamics on a network (assumed to be unweighted and
undirected and connected throughout this paper), we consider, for i = 1, 2, ..., N :

ẇi = f(wi, μi)− g
N∑

j=1

LijH(wj) (1)

where wi ∈ *m is used to represent the dynamical variable on the ith unit;
f : *m × *p → *m is the individual node dynamics (usually chaotic dynamics
� J.S. and E.M.B gratefully acknowledges the support of the ARO grant 51950-MA.
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for most interesting problems) and μi ∈ *p is the corresponding parameter;
L ∈ *N×N is the graph Laplacian defined by Lij ≡ −1 if there is an edge
connecting node i and j and the diagonal element Lii is defined to be the total
number of edges incident to node i in the network; H : *m → *m is a uniform
coupling function on the net; and g ∈ * is the uniform coupling strength (usually
> 0 for diffusive coupling). The whole system can be represented compactly with
the use of Kronecker product:

ẇ = f(w,μ)− g · L⊗H(w) (2)

where w= (wT
1 , w

T
2 , ...w

T
N )T is a column vector of all the dynamic variables, and

likewise for μ and f ; and ⊗ is the usual Kronecker product [1].
The majority of the theoretical work has been focused on identical synchro-

nization where maxi,j ||wi(t)− wj(t)|| → 0 as t→∞, since it is in this situation
the stability analysis can be carried forward by using the master stability func-
tions proposed in the seminal work [8]. However, realistically it is impossible to
find or construct a coupled dynamical system made up of exactly identical units,
in which case identical synchronization rarely happens, but instead, a nearly syn-
chronous state often takes place instead, where maxi,j ||wi(t)− wj(t)|| ≤ C for
some small constant C > 0 as t → ∞. We emphasize that Eq. (1) allows for
nonidentical components due to parameter mismatch.

It is therefore important to analyze how systems such as Eq. (1) evolve, when
parameter mismatch appears. In [17], similar variational equations were used to
study the impact of parameter mismatch on the possible de-synchronization. To
study the effect of parameter mismatch on the stability of synchronization, and
more specifically, to find the distance bound C in terms of the given parameters in
Eq. (1), we derive variational equations of system such as Eq. (1) and extend the
master stability function approach to this case, which decomposes the problem
into two parts that depend on the individual dynamics and network structure
respectively.

2 Theory: Master Stability Equations and Functions

2.1 Derivation of Variational Equations

When the parameters μi of individual units in Eq. (1) are close to each other,
centered around their mean μ̄, the coupled units wi are found empirically to
satisfy maxi,j ||wi(t)− wj(t)|| ≤ C for some C > 0 as t→∞, referred to as near
synchronization[17]. When such near synchronization state exists, the average
trajectory well represents the collective behavior of all the units. The average
trajectory w̄ ≡ 1

N

∑N
i=1 wi of Eq. (1) satisfies:

˙̄w =
1
N

N∑
i=1

f(wi, μi)− g
N∑

i=1

N∑
j=1

LijH(wj)

=
1
N

N∑
i=1

f(wi, μi), (3)
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since
∑N

i=1 Lij = 0 by the definition of L. The variation ηi ≡ wi − w̄ of each
individual unit is found to satisfy the following variational equation:

η̇i = Dwf(w̄, μ̄)ηi − g
N∑

j=1

LijDH(w̄)ηj +Dμf(w̄, μ̄)δμi, (4)

where μ̄ ≡ ∑N
i=1 μi and δμi ≡ μi − μ̄; and Dw represents the derivative matrix

with respect to w and likewise for Dμ and DH . The above variational equations
can be represented in Kronecker product form as:

η̇ =
[
IN ⊗Dwf − g · L⊗DH

]
η +

[
IN ⊗Dμf

]
δμ, (5)

where ηi are stacked into a column vector η and likewise for δμ.

2.2 Decomposition of Variational Equations

Since we are dealing with undirected graph, the associated L is symmetric and
positive semi-definite, and thus L is diagonalizable: L = PΛPT [1], where Λ is the
diagonal matrix whose ith diagonal entry λi is the ith eigenvalue of L (arranged
in the order λ1 ≤ λ2 ≤ ... ≤ λN ); and P is the orthogonal matrix whose ith
column vi = (v1,i, ..., vN,i)T is the normalized eigenvector associated with λi, and
all these vi form an orthonormal basis of *N . Note that because of

∑N
i=1 Lij = 0,

we always have λ1 = 0 with v1 = 1√
N

(1, ..., 1)T ; and since we have assumed that
the graph is connected, the following holds: λ1 ≡ 0 < λ2 ≤ ... ≤ λN .

We may uncouple the variational equation Eq. (5) by making the change of
variables

ζ ≡ (PT ⊗ Im)η, (6)

or more explicitly, for each i,

ζi ≡ v1,iη1 + v2,iη2 + ...+ vN,iηN , (7)

to yield:

ζ̇ =
[
IN ⊗Dwf − g · Λ⊗DH

]
ζ +

[
PT ⊗Dμf

]
δμ. (8)

where ζ ≡ (ζT
1 , ..., ζ

T
N )T . Note that since

∑N
i=1 ηi ≡

∑N
i=1 (wi − w̄) = 0, and

v1 = 1√
N

(1, ..., 1)T , the following holds: ζ1 ≡ 0, by Eq. (7).
Note that since the transformation ζ ≡ (PT ⊗ Im)η is an orthogonal trans-

formation, ||ζ|| ≡ ||η|| with the choice of Euclidean norm. In other words, for
||.|| being the usual Euclidean distance, we have:

N∑
i=1

||ζi||2 ≡
N∑

i=1

||ηi||2. (9)
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The homogeneous part in Eq. (8) has block diagonal structure and we may
write for each eigenmode (i = 2, 3, ..., N):

ζ̇i =
[
Dwf − gλiDH

]
ζi +Dμf ·

( N∑
j=1

vj,iδμj

)
. (10)

The vector
∑N

j=1 vj,iδμj is the weighted average of parameter mismatch vec-
tors, weighted by the eigenvector components associated with λi, and may be
thought of as the length of projection of the parameter mismatch vector onto
the eigenvector vi.

2.3 Extended Master Stability Equations and Functions

The variational equation in the new coordinate system Eq. (10) suggests a generic
approach [8] to study the stability of synchronization for a given network cou-
pled dynamical system investigating on the effect of λi and

∑N
j=1 vj,iδμj on the

solution of Eq. (10). We define an extended master stability equation 1 for near
identical coupled dynamical systems:

ξ̇ =
[
Dwf − α ·DH

]
+Dμf · ψ (11)

where we have introduced two auxiliary parameters, α ∈ * and ψ ∈ *p. This
generic equation decomposes the stability problem into two separate parts: one
that depends only on the individual dynamics and the coupling function, and
one that depends only on the graph Laplacian and parameter mismatch. Note
that the latter not only depends on the spectrum of L as in [8], but also on the
combination of the eigenvectors and parameter mismatch vector.

Once the stability of Eq. (11) is determined as a function of α and ψ, the
stability of any coupled network oscillators as described by Eq. (1), for the given
f and H used in Eq. (11), can be found by simply setting

α = gλi (12)

and

ψ =
N∑

j=1

vj,iδμj (13)

where λi, vj,i, δμj can be obtained by the knowledge of the underlying network
structure L and parameter mismatch pattern. Thus, we have reduced the stabil-
ity analysis of the originalmN -dimensional problem to that of anm-dimensional
problem with one additional parameter, combined with an eigen-problem.
1 Note here that to obtain the MSF based on Eq. (11), we need the actual average

trajectory w̄(t), which can only be obtained by solving the whole system Eq. (1).
However, we found that the trajectory solved from a single system ṡ = f(s, μ̄) could
be used instead, resulting in good approximation of Ω. The supporting work for
proving the shadowability of w̄ by s will be reported elsewhere.
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The associated master stability function (MSF) Ω(α, ψ) of Eq. (11) is de-
fined as:

Ω(α, ψ) ≡ lim
T→∞

√
1
T

∫ T

0

||ξ(t)||2dt (14)

when the limit exists, where ξ is a solution of Eq. (11) for the given (α, ψ) pair.
For a given coupled oscillator network described by Eq. (1), we have the

following equation, based on the generic MSF Ω:

lim
T→∞

√√√√ 1
T

∫ T

0

N∑
i=1

||wi(t)− w̄i(t)||2dt

≡ lim
T→∞

√√√√ 1
T

∫ T

0

N∑
i=1

||ηi(t)||2dt ≡ lim
T→∞

√√√√ 1
T

∫ T

0

N∑
i=2

||ζi(t)||2dt

=

√√√√ N∑
i=2

Ω2(gλi, ψi) (15)

where λi are the eigenvalues of the graph Laplacian and ψi is obtained through
Eq. (13). Thus, once the MSF for the dynamics f and coupling function H has
been computed, it can be used to compute the asymptotic total distance from
single units to the average trajectory: 〈∑N

i=1 ||wi(t)− w̄i(t)||2〉 2 for any coupled
oscillator network by summing up the corresponding Ω2(gλi, ψi) and take the
square root.

In Fig. 1 we plot the MSF for f being Lorenz equations:

ẋ = σ(y − x)
ẏ = x(r − z)− y
ż = xy − βz (16)

as individual dynamics in Eq. (1) (w = [x, y, z]T ). The parameters are chosen
as: σ = 10, β = 8

3 , and r is allowed to be adjustable. Here r serves as the μ in
Eq. (1). The coupling function H is taken as: H(w) = w, i.e., an identity matrix
operator.

2.4 Conditions for Stable Near Synchronization

For near synchronization to appear in the presence of parameter mismatch, it
is required that the system described by Eq. (1) in the absence of parameter
mismatch undergoes stable identical synchronization, which can be checked by

2 Notation 〈a(t)〉 is introduced and used throughout, to represent the asymptotic root

mean square:
√

limT→∞ 1
T

∫ T

0
a(t)dt for the trajectory a(t).
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Fig. 1. (Color online) MSF for Lorenz system Eq. (16), with σ = 10, β = 8
3
, adjustable

parameter being r, and coupling function H being an identity matrix operator. The
domain shown here is for α from 5 to 50 and ψ from −0.04 to 0.04, while the actual
valid domain of MSF could be as large as the stability region of the identical Lorenz
system (in this case is the region α > λ0 where λ0 is the largest lyapunov exponent of
the original Lorenz system (≈ 1)).

using MSF [8]. In this case, the largest Lyapunov exponent of the synchronous
trajectory associated with the homogeneous variational equation:

ξ̇ =
[
Dwf − α ·DH

]
ξ (17)

is negative, and its solution can be written as ξ∗(t) = Φ(t, 0)ξ(0) where Φ(t, τ)
is the fundamental transition matrix 3, satisfying

||Φ(t, τ)|| ≤ γe−λ(t−τ) (18)

for t ≥ τ and some finite positive constants γ and λ.
Note that the transition to loss of stability at certain time instances can occur

due to the embedded periodic orbits [7,17], in which case the above inequality will
3 This transition matrix, as a function of two time variables t and τ , can be obtained

by the Peano-Baker series as long as Dwf − α · DH is continuous. See [5], Ch.3.
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not hold. In this paper we consider the situation where Eq. (18) holds for most of
the time, with λ being the Lyapunov exponent of the trajectory associated with
Eq. (17), although at certain time instances Eq. (18) need not hold, as discussed
in [7,17], referred to as bubbling transition [6].

The solution to Eq. (11) can be expressed as:

ξ(t) = Φ(t, 0)ξ(0) +
∫ t

0

Φ(t, τ)b(τ)dτ , (19)

where we have defined b(τ) ≡ Dμf(s(τ), μ̄) ·ψ. Under the condition of Eq. (18),
we have the following bound for ξ(t):

||ξ(t)|| ≤ ||Φ(t, 0)|| · ||ξ(0)||+
∫ t

0

||Φ(t, τ)||dτ · sup
t
||b(t)||

≤ γe−λt||ξ(0)||+ γ

λ
(1 − e−λt) sup

t
||b(t)||

→ γ

λ
sup

t
||b(t)|| as t→∞. (20)

Thus, the conditions for stable near synchronization of Eq. (1) are:

1. The corresponding identical system (without parameter mismatch) is stably
synchronized, or equivalently, the associated variational equation Eq. (17) is
exponentially stable;

2. The inhomogeneous part b(τ) ≡ Dμf(s(τ), μ̄) · ψ in Eq. (11) is bounded.

These conditions are sufficient to guarantee the boundness of pairwise distance
between any two units, so that near synchronous state is stable.

Eq. (18) and Eq. (19) also allow us to analyze quantitatively the magnitude
of asymptotic error of a near-identical system such as Eq. (1). For all other
variables being the same, if the magnitude of parameter mismatch is scaled by
a factor k, then the corresponding variation will become:

ξ̃(t) = Φ(t, 0)ξ(0) + k ·
∫ t

0

Φ(t, τ)b(τ)dτ (21)

where ξ(t) denotes the variation of the original unscaled near-identical system,
which follows Eq. (19). The first term of both Eq. (19) and Eq. (21) goes to zero
according to Eq. (18), so that asymptotically the following holds: ξ̃(t) = k · ξ(t),
i.e., the variation is scaled by the same factor correspondingly.

3 Examples of Application

3.1 Methodology

When the units coupling through the network are known exactly, meaning that
the parameter of each unit is known, then from Eq. (12) and Eq. (13) we may



Synchronization Stability of Coupled Near-Identical Oscillator Network 907

use the Ω obtained from MSF at the corresponding (α, ψ) pairs. In Sec. 3.2 and
Sec. 3.3 we illustrate this with examples of small networks.

On the other hand, for large networks, in the case that parameters of indi-
vidual units are not known exactly, but follow a Gaussian distribution: δμi ∼
N(μ̄, ε2), then in Eq. (10) we have:

N∑
j=1

vj,iδμj ∼ N(μ̄,
N∑

j=1

v2
j,iε

2)

∼ N(μ̄, ε2) (22)

assuming the δμi are identical and independent. The standard deviation ε may
be used, as an expected bound for ψ in Eq. (13), to compute an expected MSF
to predict the possible variation of individual units to the average trajectory. In
Sec. 3.3 a scale-free network with N = 500 vertices is used to illustrate.

In all the examples, the individual dynamics is the Lorenz equation Eq. (16),
with parameters σ = 10, β = 8

3 , and ri = 28 + δri where δri is the parameter
mismatch on unit i. The coupling function is chosen as H(w) = w with coupling
strength g specified differently in each example. The variation of individual units
to the average trajectory 〈∑N

i=1 ||ηi(t)||2〉 is approximated by T = 200 with
equally time spacing τ = 0.01.

3.2 Example: Ring Graph

We consider a small and simple graph to illustrate. The graph as well as three
different patterns of parameter mismatch are shown in Fig. 2. In Fig. 3 we show
the actual variation on individual units and that by MSF.

The MSF predicts well the actual variations found in this near-identical oscil-
lator network, in all three cases. Furthermore, the way parameter mismatch are
distributed in the graph is relevant, as a consequence of Eq. (10). From left to
right in Fig. (2), the parameter mismatch is distributed more heterogeneously,
resulting in larger variation along the near synchronous trajectory.

3.3 Example: Sequence Networks

Sequence networks [21] are a special class of networks that can be encoded by
the so called creation sequence. In Fig. 4 three different sequence networks of the
creation sequence (A,A,A,B,B,B) under different connection rules are shown.
Interestingly, despite the fact that the structure of these networks are different,
the variation of individual units to the average trajectory are the same, under
the mismatch pattern [−ε,−ε,−ε,+ε,+ε,+ε], see Fig. 5.

Study on the eigenvector structure on these networks shows that this comes
from the fact that the eigenvectors of all these three networks are the same,
and more importantly, the parameter mismatch vector [−ε,−ε,−ε,+ε,+ε,+ε] is
parallel to one of the eigenvectors, corresponding to the same eigenvalue λ = 6
in all three cases. Thus, the only active error mode in the eigenvector basis are
the same for all three networks, resulting in the same variations.



908 J. Sun, E.M. Bollt, and T. Nishikawa

−

−−

−

−

−

−

−

−

Fig. 2. (Color online) Ring graph (red circles represent vertices and black lines repre-
sent edges) with specific parameter mismatch on each unit. The magnitude of parameter
mismatch on each unit is assumed to be the same, ε. The plus/minus sign on a vertex
represents the corresponding sign of mismatch on that unit, + for +ε and − for −ε.
So the left graph has the parameter mismatch pattern (starting from the top unit):
[−ε, +ε,−ε, +ε,−ε, +ε], the middle graph has the pattern [−ε,−ε, +ε,−ε, +ε, +ε], and
the right graph has the pattern [−ε,−ε,−ε, +ε, +ε, +ε].
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Fig. 3. (Color online) Validating MSF on a ring graph. Here the coupling strength is
g = 5. The units are coupled through a ring graph, with specific parameter mismatch
patterns as shown in Fig. 2. The vertical axis represents the average variation at each
given ε. Blue squares, crosses, and circles are obtained from actual time series, com-
puted through 〈∑N

i=1 ||ηi(t)||2〉 where ηi(t) is the distance from unit i to the average
trajectory at time t. Black lines (dashed, solid, and dotted) are theoretical prediction√∑N

i=1 Ω2(αi, ψi) from MSF at (αi, ψi) paris, where (αi, ψ) are computed according
to Eq. (12) and Eq. (13).

3.4 Example: Scale-Free Networks

The synchronization stability of a large network, with the knowledge of the
probability distribution of parameters, is another interesting problem. To show
how an expected MSF will apply, we use a scale-free network as an example. The
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Fig. 4. (Color online) 2-letter sequence nets [21] consisting of 6 vertices and 2 layers
(red and blue circles represent vertices and black lines represent edges) obtained from
the same creation sequence (A, A,A, B, B, B) under three different rules, on the left
the connection rule is B → A, meaning that whenever a vertex of type B is added into
the current net, it connects to all previous vertices of type A, thus a bipartite complete
graph is created based on this sequence; on the middle the connection rule is B → A, B,
resulting in a threshold graph; while on the right the rule A → A, B; B → A, B is
applied to yield a complete graph. Ovals and boxes are used to highlight the layer
structure: vertices within an oval do not have connections, while vertices within a box
connect to each other; a thick edge going from one group to the other connects every
vertex in one group to all the vertices in the other group. The parameter mismatch
pattern here is prescribed to coincide with the type of vertices, which is, for the given
ε: [−ε,−ε,−ε, +ε, +ε, +ε].
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Fig. 5. (Color online) Validating MSF on sequence networks. Here the coupling
strength is g = 2. The parameter mismatch pattern is shown in Fig. 4. The verti-
cal axis represents the average variation at each given ε. (Blue) markers represent
variations obtained from actual time series, and (black) dashed lines is the prediction
obtained by MSF. Here the MSF line for all three networks are the same.
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Fig. 6. (Color online) Validating MSF prediction for a BA scale-free network. The
network consists of 500 vertices with average degree 12. Parameter on unit i follows a
Gaussian distribution N(28, ε2). The expected MSF is obtained through Ω(gλi, ε).

network is generated using the BA model [9]: start with a small initial network,
consecutively add new vertices into the current network; when a new vertex
is introduced, it connects to m preexisting vertices, based on the preferential
attachment rule [9]. The network generated through process is known as a BA
network, which is one example of a scale-free network. Here we use such a BA
network with N = 500 vertices and m = 12.

In Fig. 6 we show how parameter mismatch affect synchronization on a BA
network. The parameters on each unit are assumed to follow the Gaussian dis-
tribution with mean 28 and standard deviation ε for each given ε. The expected
MSF, as described in Sec. 3.1, predicts well the actual variation to the average
trajectory, see Fig. 6.

4 Summary

In this paper we have analyzed the synchronization stability for coupled near-
identical oscillator networks such as Eq. 1. We show that the master stability
equations and functions can be extended to this general case as to analyze the
synchronization stability. The variational equations in the near-identical oscilla-
tor case highlight the relevance of eigenvectors as well as eigenvalues on the effect
of parameter mismatch, which indicates the importance of knowledge of the de-
tailed network structure in designing dynamical systems that are more reliable.
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Abstract. Impulsive control and exponential synchronization analysis
of a class of complex networks with time-varying coupling delay is in-
vestigated in this paper. Our aim is to enhance the synchronizability of
the complex networks by applying impulsive control. By introducing a
comparison system and estimating the corresponding Cauchy matrix suf-
ficient conditions on global exponential synchronization are derived. An
impulsive controller is explicitly designed not only to achieve synchro-
nized dynamics for the complex networks, but simultaneously to ensure
the states of synchronous error converging with a given decay rate. A
numerical example is presented to illustrate the theoretical results and
proposed controller design procedure.

Keywords: Complex Networks, Impulsive Control, Synchronization,
Delay.

1 Introduction

In recent years, complex networks have been extensively studied by researchers
from disciplines as diverse as physics, chemistry, biology, social science, telecom-
munication and engineering [1,2,3,4] since the remarkable small-world networks
[5] and scale-free networks [6] were put forward. With the dynamical units re-
garded as nodes and the interplay between them expressed by the links of nodes,
network topology structure provides a powerful metaphor for describing sophis-
ticated collaborative dynamics of many practical systems in essence.

As a collective dynamical behavior, synchronization of complex networks has
been actively investigated in the literature [7,8,9,10,11,12,13]. There are dif-
ferent types of definition for synchronization, including complete or identical
synchronization, phase synchronization, lag synchronization, generalized syn-
chronization and anticipating synchronization. The emergence of synchronous
phenomenon has a close relation with network attributes, such as network topol-
ogy structure, average path length, degree distribution, betweenness and
coupling delays [11,12,13,14]; hence much effort has been made to assess and
compare synchronization propensity for different complex networks. On the other
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hand, some control strategies have been developed to achieve the synchronized
dynamics for complex networks. In the pinning control technique [15], a small
fraction of network nodes are chosen to carry out local feedback control strategy
and ultimately the dynamics of the whole network was pinned to its equilib-
rium state. Some other control algorithms, such as adaptive control [16], state
feedback control [17] and hybrid control [18], are also proposed as strategies to
synchronize the interacting dynamical nodes toward an identical orbit.

As is well known, impulsive control is characterized by the abrupt changes
in the system dynamics at certain instants, which is an advantage in reducing
the amount of information transmission and improving the security and robust-
ness against disturbances especially in telecommunication network and power
grid [19]. In some cases, the scheme of impulsive control cannot be substituted
by continuous control. For example in a financial system, with the amount of
money in a market and saving rates of a central bank serving as two state
variables, a monetary control policy is usually implemented at some particular
instants. Considering these traits, impulsive control has been introduced into
complex networks to achieve the synchronous dynamics [20,21,22]. Time delays
are ubiquitous in biological and physical networks and often their variation is
too significant to be ignored owing to the finite speeds of transmission [23]. How-
ever, most available literature on impulsive synchronization only take account
of constant delay case for simplicity.

In this note, we investigate the impulsive exponential synchronization of com-
plex networks with time-varying coupling delays. A dynamical network model
is given and reformulated into the direct product form. By some transforma-
tions, the impulsive synchronization problem of the complex network is con-
verted equally into the stability problem of the impulsive control system with
time delays. Further, some sufficient conditions of impulsive synchronization are
derived based on the comparison method and Cauchy matrix estimating. The
impulsive controller is delicately designed, which can ensure the network dy-
namics exponentially synchronizing with a given decay rate. It is noteworthy
that the purpose of introducing impulsive control is not to compete with the
other control schemes, but to provide a new viewpoint to deal with the specific
synchronization problem.

The rest of the paper is organized as follows. In section 2, complex network
model is presented, and some relevant definitions and lemmas are presented.
Section 3 deals with the synchronization analysis and gives the controller design
procedure in detail. In Sectionx 4, theoretical results are verified by a numerical
example to illustrate their effectiveness. Conclusions are drawn in Section 5.

Notation: The notation used throughout the paper is fairly standard. Let N be
the set of natural number; R

n denotes the n-dimensional Euclidean space; Let
A ⊗ B be the direct product of the matrices A and B. For a matrix A, the
largest eigenvalue and the smallest one are denoted by λmax(A) and λmin(A),
respectively; the induced matrix norm and matrix measure are

‖A‖ =
√
λmax(ATA), μ(A) =

1
2
[λmax(AT +A)].
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2 Problem Formulation and Preliminaries

Consider the ensemble of N identical diffusively coupled nodes, with each one
being an n-dimensional dynamical system. The proposed weighted dynamical
network is described by

ẋi(t) = Axi(t) + f(xi(t)) +
N∑

j=1

GijΓxj(t− τ(t)), i = 1, . . . , N (1)

and the initial condition function

xi(θ) = ϕi(θ), θ ∈ [−τ̄ , 0].

where t ∈ R is the continuous time variable, xi ∈ R
n is the state variable of node

i, f is continuously differentiable map, τ(t) is bounded time-varying delay with
0 < τ ≤ τ̄ , A is the constant matrix, and Γ is a constant inner coupling matrix of
the nodes of network at time t, G = (Gij) ∈ R

N×N is the outer-coupling matrix
combining both configuration and weights of the entire networks. Accordingly,
this is a general weighted complex network [9].

We design an impulsive control law as below to globally exponentially syn-
chronize the complex dynamical network (1)

Ui(k, xi(tk)) = Dikxi(tk), i = 1, . . . , N, k ∈ N (2)

The complex networks under impulsive control is obtained⎧⎪⎨⎪⎩
ẋi(t) = Axi(t) + f(xi(t)) +

∑N
j=1GijΓxj(t− τ(t)), t ∈ (tk, tk+1]

#xi(t) = xi(t+k )− xi(t−k ) = Dikxi(t−k ), k ∈ N

xi(θ) = ϕi(θ), θ ∈ [−τ̄ , 0]

(3)

It is assumed that xi(t) is left continuous at t = tk, that is, xi(tk) = xi(t−k ).
Therefore, the solutions to (3) are piecewise left-hand continuous functions with
discontinuities only at tk.

Let x(t) = [xT
1 (t), . . . , xT

N (t)]T , F(x(t)) = [fT (x1(t)), . . . , fT (xN (t))]T , Dk =
diag{D1k, . . . , DNk}, then the coupled dynamical network (3) can be rewritten
in the compact form⎧⎪⎨⎪⎩

ẋ(t) = (IN ⊗A)x(t) + F(x(t)) + (G⊗ Γ )x(t− τ(t)), t ∈ (tk, tk+1]
#x(t) = x(t+k )− x(tk) = Dkx(tk), k ∈ N

x(θ) = ϕ(θ), θ ∈ [−τ̄ , 0].
(4)

Our aim is to find a set of sufficient conditions on the impulsive control time
sequence tk and the constant control gain matrices Dk, such that the closed loop
complex network (4) is exponentially synchronized with a given decay rate.
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In the sequel, we present some definitions and useful lemmas required through-
out this paper.

Definition 1 ([13]). The hyperplane

S = {(xT
1 , . . . , x

T
N )T ∈ R

n×N ;xi = xj ; i, j = 1, . . . , N.} (5)

is said to be synchronization manifold of dynamical complex network (1).
Let S(t) = (sT (t), . . . , sT (t))T ∈ S be the synchronized state, where s(t) is

the solution to ṡ(t) = As(t) + f(s(t)), which may be an equilibrium, aperiodic
trajectory or a chaotic attractor of the uncoupled dynamical behavior of each
node.

Definition 2. The complex network (1) is said to be globally exponentially
synchronized with respect to the state S(t) via impulsive controller U(k,x(tk)) =
Dkx(tk) (k ∈ N), if for any initial function ϕ(θ), there exist the constant λ > 0
and M > 0 such that the following exponential estimates hold:

‖x(t)− S(t)‖ ≤Me−λt‖ϕ(θ)‖, (6)

where λ is called the decay rate of exponential synchronization.

Lemma 1 ([24]). Let P ∈ R
n×n be a symmetric positive definite matrix and

P = QTQ. For any x, y ∈ R
n and A ∈ R

n×n, then

1. xTATPAx ≤ ‖QAQ−1‖2xTPx
2. xT (ATP + PA)x ≤ 2μ(QAQ−1)xTPx

3. |xTPy| ≤
√
xTPx

√
yTPy

Lemma 2 ([25]). For the matrices A, B and the scalar α, by the definition of
direct product, the following properties are satisfied:

1. (αA) ⊗B = A⊗ (αB)
2. (A+B)⊗ C = (A⊗ C) + (B ⊗ C)
3. (A⊗B)(C ⊗D) = (AC)⊗ (BD)

3 Main Results

In this section, the global exponential synchronization conditions of complex
dynamical networks are presented. Moreover, the controller design procedure is
given to ensure the network dynamics converging with a given decay rate.

3.1 Synchronization Analysis

Define the network synchronization error of node i with respect to s(t) as ei(t) =
xi(t) − s(t) and e(t) = [eT

1 (t), . . . , eT
N(t)]T , then the error dynamical network is

denoted by:{
ė(t) = (IN ⊗A)e(t) + F(e(t)) + (G⊗ Γ )e(t− τ(t)), t ∈ (tk−1, tk]
e(t+k ) = x(t+k )− S(t+k ) = (E + Dk)e(tk), k ∈ N

(7)
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where F(e(t)) =
[
fT (x1)−fT (s), . . . , fT (x1)−fT (s)]T , IN is a N×N dimension

identity matrix and E is a Nn × Nn dimension one. It may be seen that the
exponential stability of the impulsive time delay system (7) is equivalent to the
impulsive synchronization of the complex network (1) with respect to S(t).

Assumption 1 (A1). Suppose that there exists a nonnegative constant Li (i =
1, . . . , N) such that

‖f(xi, t)− f(s, t)‖ ≤ Li‖xi(t)− s(t)‖ = Li‖ei(t)‖, (8)

We may obtain that

‖F(e(t))‖ ≤ max{L1, . . . , LN}‖e(t)‖ = L‖e(t)‖, (9)

where L = max{L1, . . . , LN} is a positive constant.

Theorem 1. Under A1, if there exist 0 < ρ = supk∈N{tk − tk−1} < ∞ and a
nonsingular matrix Q ∈ R

Nn×Nn such that

−p > q (10)

‖E +QDkQ
−1‖ ≤ β, 0 < β < 1 (11)

where

p =
2 lnβ
ρ

+ 2μ
[
Q(IN ⊗A)Q−1

]
+ 2L

λmax(QTQ)
λmin(QTQ)

+ 1,

q = β−2‖Q(G⊗ Γ )Q−1‖2,

then the complex dynamical network (1) is globally synchronized via impulsive
control (2) in the following sense:

‖x(t)− S(t)‖ ≤Me−
λ
2 t, t ≥ 0 (12)

where M = 1
β

√
λmax(QT Q)
λmin(QT Q) sup−τ̄≤θ≤0{‖φ(θ)‖}, λ > 0 is the solution of

λ+ p+ qeλτ̄ = 0. (13)

Proof. Choose a Lyapunov function as follows:

V (t) = eT (t)Pe(t), (14)

where P be a symmetric positive matrix and P = QTQ.
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The derivative of V along the trajectories of the error dynamical network (7)
is given by

V̇ (t) =eT (t)
[
P (IN ⊗A) + (IN ⊗A)TP

]
e(t) + 2eT (t)PF(e(t))

+ 2eT (t)P (G⊗ Γ )e(t− τ(t))
≤2μ

[
Q(IN ⊗A)Q−1

]
eT (t)Pe(t) + 2LλmaxP‖e(t)‖2 + 2

√
eT (t)Pe(t)

×
√
eT (t− τ(t))(G ⊗ Γ )TP (G⊗ Γ )e(t− τ(t))

≤2μ
[
Q(IN ⊗A)Q−1

]
eT (t)Pe(t) + 2L

λmax(P )
λmin(P )

eT (t)Pe(t) + eT (t)P )e(t)

+ ‖Q(G⊗ Γ )Q−1‖2eT (t− τ(t))P )e(t − τ(t))

≤
(
2μ

[
Q(IN ⊗A)Q−1

]
+ 2L

λmax(P )
λmin(P )

+ 1
)
V (t)

+ ‖Q(G⊗ Γ )Q−1‖2V (t− τ(t)), t ∈ (tk−1, tk]

And also
V (t+k ) =eT (tk)(E + Dk)TP (E + Dk)e(tk)

≤‖E +QDkQ
−1‖2V (tk)

≤β2V (tk), k ∈ N

Let ε > 0 be an arbitrary constant. Construct the comparison system as follows:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

ν̇(t) =
(
2μ

[
Q(IN ⊗A)Q−1

]
+ 2L

λmax(P )
λmin(P )

+ 1
)
ν(t)

+ ‖Q(G⊗ Γ )Q−1‖2ν(t− τ(t)) + ε, t ∈ (tk−1, tk],

ν(t+k ) =β2ν(tk), k ∈ N

ν(θ) =λmax(P )‖φ(θ)‖2, −τ̄ ≤ θ ≤ 0

It may be seen that V (θ) ≤ ν(θ), for −τ̄ ≤ θ ≤ 0. According to [24], it leads to

V (t) ≤ ν(t), for t ≥ 0

The trivial solution of the comparison system is

ν(t)=W (t, 0)ν(0) +
∫ t

0

W (t, s)
(
‖Q(G⊗ Γ )×Q−1‖ν(s− τ(s)) + ε

)
ds, t ≥ 0

where W (t, s) is the Cauchy matrix and estimated by

W (t, s) =β2η(t,s) exp
{
1 + 2L

λmax(P )
λmin(P )

+ 2μ[Q(IN ⊗A)Q−1](t− s)}
≤β2( t−s

ρ −1)e(p−
2 ln β

ρ )(t−s)

=β−2ep(t−s)
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in which η(t, s) is the number of the control impulses in the interval (s, t]. Ac-
cordingly, for t > 0, we have

ν(t) ≤β−2λmax(P )‖φ(0)‖2+
∫ t

0

β−2ep(t−s)
(‖Q(G⊗ Γ )Q−1‖2ν(s− τ(s)) + ε

)
ds

≤γept +
∫ t

0

ep(t−s)
(
qν(s− τ(s)) + ε

)
ds

(15)
where γ = β−2λmax(P ) sup−τ̄≤s≤0 ‖φ(s)‖2.

In the following, we utilize the method of reduction to absurdity to verify that

ν(t) ≤ γe−λt − ε

β2(p+ q)
, t ≥ 0 (16)

Since ε > 0 and −p > q, then we have ε
β2(p+q) < 0. Firstly, it is assumed that

there exists a t∗ > 0 such that

ν(t∗) ≥ γe−λt∗ − ε

β2(p+ q)
, (17)

ν(t) < γe−λt − ε

β2(p+ q)
, t < t∗ (18)

According to (13), (15) and (18), it holds

ν(t∗) ≤γept∗ +
∫ t∗

0

ep(t∗−s)[qν(s− τ(s)) + ε]ds

<ept∗{γ − ε

β2(p+ q)
+

∫ t∗

0

e−ps[γqe−λ(s−τ(s)) − εq

β2(p+ q)
+

ε

β2
]ds

}
≤ept∗{γ − ε

β2(p+ q)
+ γqeλτ̄

∫ t∗

0

e−(p+λ)sds+
εp

β2(p+ q)

∫ t∗

0

e−psds
}

≤ept∗{γ − ε

β2(p+ q)
+ γ[e−(p+λ)t∗ − 1]− ε

β2(p+ q)
(e−pt∗ − 1)

}
=γe−λt∗ − ε

β2(p+ q)

This contradicts (17), thus the assumption is not tenable and the estimate (16)
holds. Let ε→ 0, then

V (t) ≤ ν(t) ≤ γe−λt, t ≥ 0 (19)

Moreover,
V (t) ≥ λmin(IN ⊗ P )‖e(t)‖2, t ≥ 0 (20)

Combining the inequality of Eq. (19) and Eq. (20),

‖e(t)‖ ≤ 1
β

√
λmax(P )
λmin(P )

sup
−τ̄≤θ≤0

{‖φ(θ)‖}e−λ
2 t

which implies the conclusion (12) and this completes the proof. �

Due to the limited space, similar results for the case β ≥ 1 is omitted.
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3.2 Impulsive Controller Design

In the sequel, a design procedure of impulsive controller is provided based on
Theorem 1. For a given scalar λ0 > 0, we shall provide a set of steps such that
the complex network (1) may be synchronized under the impulsive control (2)
with an exponential decay rate λ ≥ λ0.

Design procedure:

1. Calculate the parameters L,τ̄ ;
2. Choose a symmetric positive definite matrix P , which is factorized as P =
QTQ. Select the matrices series {Dk} such that ‖E +QDkQ

−1‖ ≤ β;
3. For a given λ0, determine the set of the impulsive control instants {tk} ,
t ∈ N as below: let Θ := 2μ

[
Q(IN ⊗A)Q−1

]
+ 2Lλmax(P )

λmin(P ) + 1 + β−2‖Q(G⊗
Γ )Q−1‖2

(
1 + eλ0 τ̄

)
> 0, then the upper bound of control intervals can be

taken as ρ = supk∈N{tk − tk−1} = −(lnβ)/Θ.

4 Application to the Network of Coupled Lorenz
Oscillators

In this section, a numerical example is presented to illustrate the effectiveness
of derived results.

For the sake of simplicity, consider a dynamical network consisting of 6 iden-
tical Chen systems. A single Chen system is described by⎛⎜⎝ ẋi1

ẋi2

ẋi3

⎞⎟⎠ =

⎛⎜⎝ a(xi2 − xi1)
(c− a)xi1 − xi1xi3 + cxi2

xi1xi2 − bxi3

⎞⎟⎠ , (21)

with a = 35, b = 3, c = 28. For these parameter settings the dynamics of the
system has a chaotic attractor as shown in Fig.1.

Rewrite (21) in the Lur’e form as

xi = Axi + f(xi),

where

A =

⎛⎜⎝ −a a 0
c− a c 0

0 0 −b

⎞⎟⎠ , f(xi) =

⎛⎜⎝ 0
−xi1xi3

xi1xi2

⎞⎟⎠ ,

As shown in Fig.1, the trajectory of Lorenz attractor is restricted in a bounded
region Ω ∈ R

3. An estimation of the upper bound for a chaotic system is R =
30.23, such that |xij | < R, sj < R (i = 1, . . . , N ; j = 1, 2, 3). Thus

‖f(xi)− f(s)‖ < 2R‖ei‖.
Since each node has the same dynamics and the identical bound of trajectory,
then we have L = 2R = 60.46.
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Fig. 1. Dynamical behavior of Chen chaotic system.(a = 35, b = 3, c = 28)

Without loss of generality, we assume that the asymmetric outer-coupling
matrix is

G =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−3 1 1 0 0 1
3 −4 0 1 0 0
1 0 −5 2 0 2
1 1 2 −5 1 0
0 0 0 1 −3 2
2 0 2 0 2 −6

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

and the inner-coupling matrix is

Γ =

⎛⎜⎝1 1 0
0 1 1
1 0 1

⎞⎟⎠ .

Let τ(t) = 0.05 sin t, which is bounded by τ̄ = 0.05. Take Q = 0.1E and P =
QTQ. Select the impulsive feedback controller gain as Dik = diag{−0.8,−0.8,
−0.8}, then β = ‖E + Dk‖ = 0.2 < 1. Let the decay rate λ0 = 50, then
Θ = 224.4997. Accordingly, the upper bound of the impulsive interval is ρ =
supk∈N{tk − tk−1} = − lnβ/Θ = 7.2× 10−3.

We implement the equidistant impulsive control and denote ΔT = tk+1−tk =
5× 10−3, k ∈ N. Define the i-th element of the synchronous state error between
node 1 and node i as eji = xj1 − xji(j = 1, 2, 3 and i = 2, . . . , 6), then the
results of the dynamical network under impulsive control law {tk,Dkx(tk)} is
shown in Fig. 2. For comparison, state error of original complex networks without
controller is visualized in Fig.3.
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Fig. 2. Synchronous state error for the complex networks via impulsive control. (λ0 =
50, ΔT = tk+1 − tk = 5 × 10−3, Dik = diag{−0.8,−0.8,−0.8}).
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Fig. 3. Synchronous state error for the complex networks without control

From the Fig. 2 and Fig. 3, we can see that synchronizability of the complex
networks has been significantly improved by introducing impulsive controller
strategy. On the other hand, control actions are performed for the dynamical



922 Y. Dai, Y. Cai, and X. Xu

network at every 0.005 interval, which is prominent in reducing information
exchange in the circumstance of large scale network.

5 Conclusion

In this paper, the global exponential synchronization of complex dynamical net-
works via impulsive control is investigated. A general model of network consist-
ing of time-varying coupling delays has been formulated and the synchronous
sufficient conditions have been established. An impulsive controller is designed
and analyzed, which may ensure the dynamical networks achieve synchroniza-
tion with a given decay rate. Compared with the other control methods in the
literature, our control scheme is efficient and practical in dealing with synchro-
nization problems particularly in the mass data transmission circumstances. As
application, the numerical simulations of coupled Chen systems are given to
demonstrate the usefulness and practicability of proposed theoretical results.
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Abstract. In this paper, inspired by the idea that many real networks
are composed by sorts of communities, we investigate the synchroniza-
tion property of oscillators on such community networks. We identify the
communities by two ways, one is by the structure of individual commu-
nity and the other by the intrinsic frequencies probability density g(ω)
of Kuramoto oscillators on different communities. For the two sorts of
community networks, when the community structure is strong, only the
oscillators on the same community synchronize. With the weakening of
the community strength, an interesting phenomenon appears: although
the global synchronization is not achieved, oscillators on the same sort
of communities will synchronize independently. Global synchronization
will appear with the further weakening of community structure.

Keywords: complex network, community structure, synchronization.

1 Introduction

Many social, physical and biological systems have the structure of networks. It is
found recently that these networks are not simply regular lattices or random net-
works but bear some common and important characters, such as short average
distance, large clustering coefficient and the power-law degree distribution [1].
Networks possessing these characters are often called complex networks. Besides
these characters, many real-world networks have the so-called community struc-
ture [2,3]. Community network can be divided into several subsets of nodes,
where the edges within a subset are much denser than those between them. It is
worth notice that communities in networks may not be the same sort: they may
be different in the structure or in the characters of nodes.

Collective synchronization phenomena have been observed for hundreds of
years and also exist in a variety of field, including natural, physical, chemical
and biological systems [4]. Because of the limitation of knowledge of networks,
the studies of collective synchronization are restricted to either on the regular
lattices or the random networks for a long time. Recently, with the development
of physical networks, the focus of the studies of collective synchronization shifts

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 924–933, 2009.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2009
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to dynamical networks with complex structures. Without surprise, it is found
that the property of collective synchronization on complex networks is much
different from that in regular lattices or random networks. To date, scientists
have investigated the relationship between some topological coefficients and the
network synchronizability, and found that only the combination of short aver-
age distance and homogeneous degree distribution that ensures better network
synchronizability [5,6,7,8]. Furthermore, the synchronization on community net-
works is studied [9,10,11], and community structure is proved to inhibit the
global synchronization of oscillators. However, the synchronization property of
dynamical networks having different sorts of communities is still unclear.

In this paper, with the help of Kuramoto model [12,13,14,15,16], we investigate
the synchronization property of complex networks with different sorts of commu-
nities from two aspects: we take the famous Watts-Strogatz (WS) small-world
[17] model with different rewiring probability p to represent different community
structure, and use the natural frequencies probability density g(ω) of Kuramoto
oscillators to identify the communities.

This paper is organized as follows. In section 2, the Kuramoto model and the
order parameter are introduced. In section 3 and section 4, we will give the sim-
ulation results of synchronization properties of Kuramoto oscillators on complex
networks with the communities different in the structure and the characters of
nodes separately. The conclusion remarks are drawn in section 5.

2 Kuramoto Model and the Order Parameter

In this paper, we use the coupled phase oscillators, Kuramoto model, to analyze
the collective synchronization on complex networks. A modified Kuramoto model
is as follow,

dφi

dt
= ωi − σ

ki

∑
j∈Λi

sin(φi − φj), (1)

where φi, ωi and Λi are the phase, the intrinsic frequency and the neighbor set
of node i, respectively, and σ is the coupling strength. ωi is chosen from the
probability density g(ω).

The order parameter M is defined as

M ≡
⎡⎣〈

∣∣∣∣∣∣ 1
N ′

N ′∑
j=1

eiφj

∣∣∣∣∣∣
〉⎤⎦ , (2)

where 〈···〉 and [···] denote the average over time and over different configurations,
respectively. N ′ is the number of nodes. In this paper, we not only consider the
order parameter of all the nodes in the networks, but also take into account the
order parameter of oscillators on individual community and that of the group
of nodes composed by the same sort of communities. For different situation, the
sum goes over the group of nodes we interested in, and N ′ is taken accordingly.
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3 Communities Identified by Structure

WS small-wold model is built on a low-dimensional regular lattice and then
rewire one end of each edge with probability p to create some “shortcuts”. that
join remote parts of the lattice to one another. In this procedure, the number of
edges in the network keeps fixed, and it has been found that with the rewiring
probability p’s increasing, the network synchronizability gets stronger [18,19,20].
Thus, take some WS networks with different rewiring probabilities as different
sorts of communities, and then add a few edges randomly among them, a com-
munity network is composed.

In this paper, we take a one-dimensional lattice of 500 nodes with periodic
boundary conditions, and join each node to its neighbors 3 lattice spacings away,
rewire one end of all the 1500 edges with probability 0.15, then a small-world
model with about 225 short cuts is created. With the same procedure, create
another small-wold model with rewiring probability 0.5. These two networks we
created have the same size (the same number of nodes and edges), but different
structures, and the latter is much easier to synchronize than the former. Create
five WS small-world networks of each kind, and take the ten networks as com-
munity units, then add some edges among them, a network of 5000 nodes with
two sort of communities are composed. The community strength C is defined
as the ratio of the number of edges between communities (external edges) and
in the communities (internal edges), it is used to measure the strength of the
community structure. Clearly, a smaller C corresponds to spars external edges
thus a stronger community structure.

In the simulation, the phase φi and the intrinsic frequency ωi are randomly and
uniformly distributed in the intervals [0, 2π] and [0, 1] initially. The numerical
results are obtained by integrating Eqs. (1) using the Runge-Kutta method with
step size 0.01. After 2000 time steps to allow for relaxation to a steady state,
the order parameter M are obtained from the average over 2000 time steps. All
the presented data are the average over 100 realizations of configurations.

Figure 1 displays the relationship between the order parameter m and the
coupling strength σ for different community strength C. From the figure one can
see that no matter how strong the community structure is, individual community
synchronize soon with the coupling strength’s increasing, but the community
with larger rewiring probability shows stronger synchronizability than with the
smaller one. However, when the community structure is very strong (C is small),
although some communities of the network are composed by similar structure
units (WS small-world networks with the same p), because of the external edges
is very sparse, the coherent phenomenon is not appear among them, and the
network part composed by the easier to synchronize community (WS small-
world networks with smaller p) show better synchronizability than the other part.
When the community strength C is large, the above-mentioned phenomenon is
not evident.

When the oscillators are coupled, after some times’ iteration, they will ro-
tate at some stable frequencies, which are not equal to their intrinsic frequencies
usually. We define them as stable frequencies Ωi. Figure 2 shows the stable



Synchronization in Complex Networks with Different Sort of Communities 927

Fig. 1. (color online) The relationship between order parameter m and the coupling
strength σ for the community network identified by the community structure. Red
circles and green triangles represents the order parameter of the individual community
with rewiring probability p = 0.5 and p = 0.15 separately, blue up triangles and bright
blue diamonds represents that of the group of communities that composed by the
units of similar structure, and the black squares represent the order parameter of the
whole network. There are two sort of communities in the network and the number of
communities of each sort are equal.

frequencies Ωi vs the intrinsic frequencies ωi at community strength C = 0.03.It
can be seen that with the coupling strength’s increasing, individual community
synchronize first, and then the communities composed by the same structure
unit and then the whole network, but the communities composed by easier syn-
chronized units also synchronize easier than composed by harder synchronized
units, which is consistent with the former results.

Community networks with different size and community number and commu-
nity sort number have been verified, and there is no essential difference.

4 Communities Identified by the Intrinsic Frequencies
Probability Density

Communities can also be identified by the sort of oscillators on the commu-
nities. In this paper, intrinsic frequencies probability density g(ω) are used to
brand the communities, i.e., the intrinsic frequencies of the oscillators in different
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Fig. 2. (color online) The relationship between stable frequencies Ωi and the intrinsic
frequencies ωi for the community network identified by the community structure. Green
triangles, red circles and black squares represent a community that composed by a WS
small-world network with p = 0.5, the communities that composed by similar structure
units with p = 0.5 and the communities that composed by similar structure units with
p = 0.15, respectively. There are two sort of communities in the network and the
number of communities of each sort are equal.

communities are distributed with different probability density g(ω). In this sec-
tion, we use a toy model that has power-law degree distribution and tunable
community strength to simulate the synchronization process.

The model is created as follows. Start from n community cores, each core
contains m0 fully connected nodes. Initially, there are no connections among
different community cores. Thus, there is in total n new nodes being added
in one time step. Each node will attach m edges to existing nodes within the
same community core, and simultaneouslym′ edges to existing nodes outside this
community core. The former are internal edges, and the latter are external edges.
Then the network’s community strength C = m′

m . Similar to the evolutionary
mechanism of Barabási-Albert (BA) networks [21], we assume the probability
of choosing an existing node i to connect to is proportional to is degree ki.



Synchronization in Complex Networks with Different Sort of Communities 929

Fig. 3. (color online) (color online) The relationship between order parameter m and
the coupling strength σ for the community network identified by the intrinsic frequency
distribution probability g(ω). Red circles represent the order parameters that a com-
munity with the oscillators’ intrinsic frequencies distributed in [0, 1]. Green triangles
and blue up triangles represent that of communities that the oscillators intrinsic fre-
quencies distributed in [0, 1] and [1, 2], respectively. And the black squares represent
the order parameter of the whole network. There are two sort of communities in the
network and the number of each sort are equal.

Each community core will finally become a single community of size Nc, and the
network size N = nNc. By using the rate-equation approach [22], one can easily
obtain the degree distribution of the whole network, p(k) ∝ k3.

From 10 community cores, and with m +m′ = 3, network of 5000 nodes are
created and the average degree is k̄ = 6. Five communities are located Kuro-
moto oscillators with intrinsic frequencies distributed randomly and uniformly
distributed in the interval [0, 1], and the other five in [1, 2]. Figure 3 shows
the simulation results. It is easily drawn that for stronger community struc-
ture, the oscillators on each community are phase synchronized but the phase
synchronization dose not emerge between different communities. With the com-
munity structure’s weakening, phase synchronization appear among the same
sort of communities but not the whole network and then all the oscillators are
synchronized.

Figure 4 shows the relationships between stable frequencies and intrinsic fre-
quencies of each oscillator at different coupling strength for C = 0.3. From the
figure it can be seen that for a weaker coupling strength, the stable frequencies Ωi
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Fig. 4. The relationship between stable frequencies Ωi and the intrinsic frequencies ωi

for the community network identified by the community structure. There are two sort
of communities in the network and the number of each sort are equal.

are almost equal to the intrinsic frequencies ωi, increasing the coupling strength
σ will make oscillators on communities with the same intrinsic frequency distri-
bution rotate at about their own average frequencies separately. Increasing the
coupling strength furthermore will make all the oscillators rotate at almost the
same frequency and then the synchronization is realized.

We also test the community networks with different size and composed by
communities with more structure sorts but with each sort the same number of
communities, and no essential difference is found. However, we notice that when
the number of communities are not equal between different sort of communities,
the synchronization property is not the same as the conclusion drawn above.
Figure 5 shows the order parameter m vs coupling strength σ in network with
two sort of communities. The meaning of geometry configurations in the figure
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Fig. 5. (color online) (color online) The relationship between order parameter m and
the coupling strength σ for the community network identified by the intrinsic frequency
distribution probability g(ω). There are two sort of communities in the network and
the ratio of the number of each sort are 2:3.

Fig. 6. With the community structure strength changes from strong to weaker, the
synchronization phenomenon appears on the individual community, the same sort of
communities and then the whole network.
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is same to figure 3, but the number of oscillators whose intrinsic frequencies
distribute in [0, 1] are 2000, and the number of the others are 3000. It is clearly
seen that the sort of communities with small number synchronize much easier.

5 Conclusion and Discussion

In conclusion, we investigated the synchronization properties in complex net-
works with different sorts of communities and found that when the community
structure is strong, only the oscillators on the same community synchronize,
with the weakening of the community strength, oscillators on the same sort of
communities will synchronize independently, only when the community struc-
ture is not evident that all the oscillators on the network can synchronize, this is
clearly shown in figure 6. Furthermore, when the communities are identified by
their structure, communities composed by easier to synchronize unit also show
strong synchronizability. However, when the communities are identified by the
intrinsic frequency distribution probability, the sort of communities that have
smaller number of unit are more synchronizable.
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Abstract. Over the centuries, world economic system and the corresponding 
economic structure have been in a state of continuous evolution. In this paper, 
through the empirical analysis on the evolution history of world economic 
structure, we show that the underlying driving force for the evolution of world 
economic structure is Technology Innovation. Specifically, we find that sym-
metry breakings not only emerge in the whole economic structure, but also take 
place in the local economic relation and economic status of inner countries 
along the long evolution history of world economic structure. We also elaborate 
the detailed mechanism of symmetry breaking of world economic structure. 
That is, in the evolution of world economic structure, all those countries par-
ticipating in world economic open market are affected to varying degrees by 
symmetry breaking that is caused by technology innovation, which eventually 
determines current world economic structure with competitive countries evolv-
ing into economic centers and countries completely marginalized evolving into 
‘singularities’ of world economic network. 

Keywords: world economic structure, symmetry breaking, technology innova-
tion, economic long wave, international division of labor. 

1   Introduction 

World economic system is an open and complex system. One of defining features of 
such systems is its continuous evolution. It is theoretically and practically meaningful 
to find out the mechanism of evolution of the system and characterize the evolution 
orbit of the system by exploring the structure and function of the economic system. 
Thus, people can continuously optimize resource allocation of the economic system, 
improve the economic structure and strengthen its functions. 

‘World system’ theories have attracted considerable attentions since their birth  
[1-3]. One of important branches following the theory is the Immauel Wallerstein and 
Braudel research center, which studies world economy and its transformation from 
the perspective of structuralism. In light of the underlying theory, their notions are not 
too much different with that of Andre Frank’s [4]. That is, they also believe that the 
origin of world economic system can be traced back to Age of Discovery. However, 
their theory emphasize on world economic structure that is made up of economic 
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center, half periphery market and periphery market, namely the center-half periphery- 
periphery structure. Hereafter, different opinions on the formation of the world eco-
nomic system are proposed in the subsequent papers [5-10]. Kasja Ekholm and Jona-
than Friedman think the center-periphery structure lie in world economic system since 
ancient times, which is also an important organization form in the ancient economy 
[11]. However, center-periphery means different things in different times. In ancient 
times, it is the center and periphery position in the sense of economic geography, 
while at present it means center-periphery structure in the international division of 
labor and is codetermined by the economic geography and industrial structure. Be-
sides these efforts to understand the structure of world economic system, Robert Cox 
further employed “History structure” concept to analyze the world economy and its 
transformation, which make a significant contribution to the innovation of methodol-
ogy on International Political Economy [12-14]. 

Although we can easily describe the evolutional history of world economic system, 
it is not trivial to explain the mechanism of the evolution of world economic system. 
In recent years, symmetry and symmetry breaking has attracted certain interest in the 
study of structure of complex systems [15-18]. It is widely believed that the evolution 
of the system is caused by symmetry breaking [16]. Hence, it is meaningful to inves-
tigate the evolution of world economic system from the perspective of symmetry and 
symmetry breaking of world economic structure. 

Symmetry in physics has been generalized to characterize invariance-that is, lack of 
any visible change-under any kind of transformations. It is a significant property to 
describe the state of the system. It is believed that symmetry dominates modern natu-
ral science [19-20]. Hence, it’s necessary to analyze symmetry of the system when 
exploring static or dynamic properties of systems [21]. Symmetry is also shown to be 
one fundamental property of world economic structure [18]. Symmetry breaking can 
be described as a phenomenon where small fluctuations acting on a system crossing a 
critical point decide a system's fate, by determining which branch of a bifurcation is 
taken [21]. It is symmetry breaking motivate the system to evolve. The evolution of 
the cosmos, life and society all experience the process from complete symmetry to 
local symmetry, and eventually asymmetry [21]. 

Similar to concepts of other symmetries in physics, symmetry of network structure 
characterizes the invariance under certain transformations. Symmetry in network struc-
ture characterizes the invariance of adjacency of vertices under the permutations on 
vertex set, which implies that ’invariance’ of the symmetry in network structure is the 
relation among vertices and the ’transformation’ is permutations on vertex set [18]. 

With the increase of the openness of the world economy and high degree of eco-
nomic interdependence, the world economic system evolved from early bilateral 
structure to present multilateral network. National countries are not independent but 
coexistent in the world economic network which is increasingly complicated. Once 
the economic behaviors and trade start, and subsequently markets come into being, 
the original homogeneous and symmetric nodes will evolve into economic center or 
periphery market spontaneously. Due to different position in the geographical and 
international division of labor, countries are located in different hierarchy of the eco-
nomic network. However, national countries in the same hierarchy are symmetric in 
terms of their economic spatial position, their status and function in the world eco-
nomic network are also similar. 
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2   Technology Innovation – The Driving Force for Symmetry 
Breakings Emerging in World Economic Structure 

In ‘Innovation Theory’, Schumpeter elaborated great effect of technology innovation 
on the economic development for the first time, which pioneered the studies about the 
correlation between technology innovation and the evolution of the economic system 
[22]. Hereafter, a number of economists including R.Solow, T.W.Schultz, K. Arrow, 
G.Grossman, E. Helpman, R.Barro, P.Aghion, P.Krugman, A.Young, G.Becker, 
demonstrated that technology progress is a decisive factor to promote economic con-
tinuous growth from the perspective of human capital accumulation, product variety 
increase, product quality improvement, technology imitation，specialized division of 
labor, respectively. 

The function of technology innovation in the economic history is similar to that of 
gene mutation in the biological evolution. Enormous energy conserved in the process 
of economic development burst out, consequently, the equilibrium and symmetry of 
the system is broken. In the long development history of world economic structure, 
technology innovation motivates the economic structural transformation, leading to 
continuous symmetry breaking of the economic structure, and accordingly continu-
ously evolution of the economic system. 

The economic history has periods of dramatic transformation, which is the same as 
human evolution history. Multi-factors will affect dramatic transformation of eco-
nomic system. The most important factor is always technology innovation, which is 
“the kernel engine to drive the capitalistic economic growth” and “the driving force 
for the transformation of economic pattern”. During the last 100 years, the world 
economic system has experienced five dramatic transformation periods. Each trans-
formation period is characterized by certain fundamental technology innovation. 

In the first economic long wave, the use of steam engine leads to fundamentally im-
provement of instruments for production, which give rise to the fist leap of industrial 
productivity. In this period, the central country of the first industrial revolution is UK. 

In the second economic long wave, iron and steel industry and coal mining industry 
stand out from the various industries, growing to be leading industries with rapid 
growth. In this period, the center is still UK; while French, US, Germany, Russia and 
other countries in the half periphery region achieved economic ‘take-off’. 

The third economic long wave is marked by the electric power in the 1880s. The 
developments of electric power result in the renovation of vehicles and communica-
tion tools. Automobiles, airplanes, telegraph, telephone, fax and radio appeared in 
succession. With the wide usage of new technique, electric industry, chemical indus-
try, machinery manufacturing, and other heavy industries have replaced the light 
industry represented by textile industry, becoming the new leading industries. In this 
period, Germany and US become economic leaders. Japan and Canada cut a figure at 
this time. 

In the 1950s, with the advent of the fourth economic long wave, new technologies, 
including computer, atomic energy and space technology, are emerging. In this pe-
riod, instruments of production, transportation and communication system have 
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reached a new level. As the initiator of new industries, US further consolidate its role 
as world economic center. 

In the 1970s, information, network technology suddenly come to the force, and re-
sult in a new economic long wave coming unconsciously. 

From the past five economic long waves, we can see that each of the major techno-
logical innovations arising from fluctuations in the economic cycle change world eco-
nomic structure at least in two aspects: first, changing industry structure, which is 
caused by technology innovation and adjustment of supply and demand; second, chang-
ing of relative economic strength and corresponding status among countries, which is 
caused by the unbalanced innovation and development [23]. With the ups and downs of 
economic long wave, organization form of the world economy, the patterns of coopera-
tion and competition will lead to some fundamental changes in the economic structure, 
and consequently, symmetry breaking emerges in the economic structure. 

3   Continuous Symmetry Breakings in World Economic Structure 

During the past five economic long waves, for world economic system, both its whole 
structure and internal structure have been in a state of constant evolution and continu-
ous symmetry breakings. 

3.1   Symmetry Breakings Emerging in the Whole World Economic Structure 

After the former four economic long waves, world economic system take on a tradi-
tional center-half periphery- periphery structure (which is illustrated in Fig 1) with 
US, Japan and EU as the economic centers. 

 

Fig. 1. Illustration of old world economic structure 
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In the 1990s, with the advent of another technological revolution-information revo-
lution, as well as ensuing changes of production and organization pattern, symmetry 
breakings of the whole world economic structure emerge, new economic structure 
comes into being. 

At first, owing to the difference in the competitive capacity and adjustment cost of 
labor market, symmetry breaking took place in the traditional economic centers in the 
process of economic globalization. US is distinctively outstanding in the upsurge of 
new economy in the 90s and became a large country inventing and producing infor-
mation product, consequently, it surpasses other countries in the international division 
of labor. In light of EU, European countries led by Germany, also have outstanding 
performance in the process of globalization. They participate in part of the interna-
tional division of information products. However, for Japan, 90s is the lost ten years. 
Due to its unsuccessful economic restructuring, Japan’s economic still mainly relies 
on automobile manufacturing industries, which decrease its status in the international 
division of labor. But in other high-end consumer product manufacturing, Japan still 
takes priority in the world. It is the formation of vertical structure of international 
division of labor that results in the ten years of economic boom of US and economic 
recession of Japan, the richest country in Asia. 

Secondly, countries near the three traditional economic centers, including North 
America, west Europe and east Asia have benefited from economic diffusion to the 
fullest extent. They get more opportunities than other regions through open economy, 
which increase their production efficiency and promote their economic growth. These 
three regional economic groups are the main beneficiary in the process of interna-
tional division of labor, also become main battlefield of international markets. 

Finally, from both geographical and industrial perspectives, periphery participants 
of international division of labor have become the periphery of the world economic 
structure. In Europe, Asia and America, represented by Russia, India, Brazil and Ar-
gentina, respectively, all these counties have vast land and population. However, due  
 

 

Fig. 2. Illustration of new world economic structure 
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to lack of enough consuming power or steady political and economical environment, 
they do not participate in the globalization process completely but also become pe-
riphery beneficial groups. Some industries in these periphery countries, such as soft-
ware industry in India and high technology military industry in Russia, are 
outstanding and internationalized, however, their globalization index are very low or 
they participate in international division of labor just as raw material export countries. 
Even worse cases are irrelevant countries that are completely excluded from global-
ization. Most of countries in Africa fall into such a predicament. 

World economic structure in the current world (illustrated in Fig 2) is similar to the 
structure of pyramid, which can be described as follows: On the top of the pyramid is 
US, which creates new economy and steers human being into information society. On 
the second ladder of the pyramid is EU represented by UK and Germany. UK is a 
leading financial services provider in international division of labor, while Germany 
specializes in the capital goods production. On the third ladder of the pyramid are 
some developed countries represented by Japan. They specialize in final consumer 
products with intensive capital and high technology and added value. On the fourth 
ladder of the pyramid are a large number of developing countries. They specialize in 
final consumer products with intensive labor. On the last ladder of the pyramid are 
periphery participants in the process of international division of labor. 

3.2   Symmetry Breakings Taking Place in Economic Relations and Economic 
Status between Inner Countries  

US, EU and Japan are three traditional economic centers, their status in world eco-
nomic structure are symmetric. However, symmetry breaking emerges in their relative 
economic status with the advent of the information age. US are expanding its eco-
nomic predominance, and still maintain the economic center in the world economic 
structure. As for EU, its inherent rigidity of systems (labor market, capital market) 
result in innovation deficiency, even worse, the “brain drain” is intensified. However, 
However, EU is carrying out positive eastward expansion and integration strategy. 
Although in the short run, there are still great obstacles such as instability and struc-
tural adjustment cost, but from the source of economic growth, long-term effects 
driven by markets expansion are obvious. Hence, EU can be classified into the second 
ladder of international division of labor. Japan, on the one hand is the same as EU in 
structural defects in the labor and capital markets, which takes her a decade to adjust 
the economic structure. Even worse, neither its currency policies nor financial poli-
cies, turn out to be effective. Hence, it is difficult for Japan to go through a renais-
sance. On the other hand Japan is different from EU in its physical space which is 
relatively narrow, and consequently the absolute space for economic enlargement is 
limited. Besides these negative factors, East Asian countries are traditionally dubita-
ble in foreign policies to Japan. All these factors together are great obstacles for Japan 
to develop its economy rapidly in the East Asian markets, which caused Japan to drop 
from the economic center into the third ladder. In the 90s, the economic growth (an-
nual percent change) of three traditional economic centers is illustrated in fig.3. 
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Fig. 3. The economic growth (annual percent change) of US, EU and Japan (Data source: 
www.imf.org. and www.oecd.org) 

In the 1990s, the status of developing countries is advancing in world economic 
system. The eye-catching change in the world economy is the development of devel-
oping countries. Taking advantage of their cost advantages, developing countries get 
more and more opportunities to participate in international division of labor, conse-
quently, they get more benefits from spill-over effects. For example, they are acquir-
ing more advanced technologies and improving supply and demand of labor force. 
They enter the export market of technology-intensive production which they can not 
produce previously, and become part of international production system. In 2001, 
China, Mexico, Singapore and Turkey became big countries with high foreign direct 
investment (FDI), while FDI in US, UK, Canada and Germany were slowing down. 

The international competition of some country can be evaluated in the following 
aspects: 1) the ability of economic restructuring and technical capacity under condi-
tions of globalization; 2) the ability of entering big competitive open markets, such as 
markets of developed countries; 3) the price gap between production cost of original 
place and the price of target markets, which determines the potential profits in the 
future; 4) the political prospects and development policies. It is very difficult to 
measure the above-mentioned aspects directly. Therefore, we choose two compre-
hensive indicators, the total amount of FDI and total imports and exports, which can 
be quantified to evaluate the international competition of a country. 

China is the biggest winner among developing countries benefiting from interna-
tional production system. It plays increasing role in the world economic system. 
China used to be an economically-backward country in the Third World. But now the 
Chinese market has a pivotal position in the East Asian region. As is evident from 
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Fig. 4. Exports of China as a share of newly industrialized Asian economies (Data source: 
www.imf.org. and www.oecd.org) 

 

 

Fig. 5. Inflows of foreign direct investment of China as a share of developing Asia (Data 
source: www.imf.org. and www.oecd.org) 
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Fig.4 and Fig.5, exports of goods and inflows of foreign direct investment of China all 
account for a large proportion of the Asian developing countries. It is no exaggeration 
to say that China has become regional economic center of East Asia, and will has far-
reaching influence on the Asian regional economical evolution. 

4   Conclusions 

Symmetry breakings emerge continuously in the evolutional process of the world 
economy. Symmetry breakings took place both in the overall economic structure and 
economic power of interior countries. The most active factor of the economic system 
is technology innovation, which motivates symmetry breakings emerge in the eco-
nomic structure. The developments of transportation and communication resulting 
from technology innovation break through the limitations of the space distance, and 
consequently, production structure must be reconstructed in the worldwide range and 
resource allocation must be optimized, so that symmetry breakings will emerge, and 
economic system will evolve. 

In the evolution of economic system, not only emerging industrial regions can get 
opportunities to catch up by adoption of new production and organization patterns, 
but also old industrial regions are also facing new opportunities brought by ‘symme-
try breaking’. Once the transformation of production and organization patterns is 
successful, the economy of the whole old industrial regions may get recovery. 

In this economic network, countries that can take advantage of economy of scale 
and economic externalities will be outstanding in the competition, In other words, 
those economic nodes having both comparative advantage and absolute advantage 
will get more opportunities. Asymmetric rules of technology diffusion determine that 
a lot of countries and regions with economic developments of low speed would be 
completely marginalized and become “singularities” of the world economic network 
in the process of economic development. 
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Abstract. Characterized by their openness, complexity and large scale, forest 
ecosystems interweave themselves with social system, economic system and other 
natural ecosystems, thus complicating both their researches and management 
decision-making. According to the theories of sustainable development, 
hierarchy-competence levels, cybernetics and feedback, 25 factors have been 
chosen from human society, economy and nature that affect forest ecosystem 
management so that they are systematically analyzed via developing an 
interpretive structural model (ISM) to reveal their relationships and positions in 
the forest ecosystem management. The ISM consists of 7 layers with the 3 
objectives for ecosystem management being the top layer (the seventh layer). The 
ratio between agricultural production value and industrial production value as the 
bases of management decision-making in forest ecosystems becomes the first 
layer at the bottom because it has great impacts on the values of society and the 
development trends of forestry, while the factors of climatic environments, 
intensive management extent, management measures, input-output ratio as well as 
landscape and productivity are arranged from the second to sixth layers 
respectively. 

Keywords: Forest ecosystem management, Interpretive structural model, Factors, 
Decision-making. 

1   Introduction 

Although they have played certain positive roles in the history of forest management, 
traditional forest management modes have been seriously challenged because of their 
relatively single-purpose and irrational pursuit of timber production, and neglect of forest 
ecosystem functions in most cases. Since the concept of New Forestry [1, 2] was 
developed in 1980s, things have been gradually bettered via establishing and recognizing 
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the new forestry theories focused on forest ecosystem functions. Consequently an 
ecological approach to forest ecosystem management, namely, a method for forest 
ecosystem management has been formed, and perfected step by step [3, 4]. Hereafter, 
forest ecosystem management has become a vital development trend of modern forestry 
[5]. Because it is very complicated and characterized by its diversity, complexity, 
openness and large scale [6], a forest ecosystem unavoidably interweaves with social 
system, economic system and other physical ecosystems [7, 8], thus forming a more 
complicated macro-system. In order to manage such a complicated forest ecosystem 
effectively, it is, first and foremost, necessary to understand fully the constituents that 
compose the system, the factors that fundamentally affect the system’s formation and 
development, and the correlations that exist among the constituents. Interpretative 
Structural Modeling (ISM) is a process, with which groups can structure complex issues 
to form interpretable patterns. Developed in the period from 1971 to 1973 by John N. 
Warfield, an American scholar, as an initial process for ISM of a complex system at the 
Battelle Memorial Institute, the process was first described in Battelle Monograph 
Number 4, titled Structuring Complex Systems [9, 10], and it proved to be an effective 
means of studying complicated systems as well. Later, a variety of papers were published 
to further the studies of this field. Report by Warfield [11] showed how to order the 
elements of a system in such a way that much of the data required could be computed 
from supplied data. Another study described computer operations which assisted in the 
interpretation of complex structural models, thus a weighting matrix applied to the 
elements of a maximal cycle set permitted a set of digraphs to be developed [12]. Also in 
his another study, the problem of interconnecting two multilevel subsystems models 
defined by binary matrices A and B and a common, transitive, contextual relation to form 
a system model defined by matrix M is solved [13]. As a result, the overall structure in 
complex systems have been analyzed by means of relational matrix principles in graph 
theory, the correlations and both direct and indirect restraint conditions among the system 
constituents are interpreted via the relational matrix [14], and the results can be directly 
elaborated by graphics. From what has been described above, therefore, the correlations 
between the forest ecosystem constituents and factors can be systematically analyzed to 
lay reliable theoretical bases for the decision-making in forest ecosystem management by 
applying ISM principles and methods in spite of the extreme complexity of the forest 
ecosystem. 

2   Determination of Decision-Making Constituents for Forest 
Ecosystem Management 

As the most complicated and largest ecosystem on land, the forest ecosystem maintains 
its existence and development via circulation of materials, flow of energy and exchange 
of information. Owing to its openness, it is incessantly in exchange with exterior 
environments [15, 16]. Included in the exterior environments are not only the factors of 
climates and other living things beyond forest ecosystem, but also the more 
complicated factors of humans, society and economy, none of which have no great 
impacts on forest ecosystem. Only by taking all the factors above into full consideration 
according to the characteristics of forest ecosystems and modeling analyses on the 
ecosystems based on the ISM theory, can solid and reliable theoretical bases be laid for 
forest ecosystem management decision-making. 
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2.1   The Theoretical Base in Determining Decision-Making Constituents 

The factors affecting forest ecosystem management decision-making are very 
complicated since their complexity lies chiefly in the multitude of the factors, and the 
nonlinear relations between system and factors as well as among the factors. Although 
there might be some other different approaches to dealing with these anfractuous 
relations, the authors of this present paper have selected and determined the major 
factors for forest ecosystem management decision-making according to the theories of 
sustainable development, hierarchy-competence levels, cybernetics and feedback.  

The Theory of Sustainable Development 
Sustainable development is the development that meets the needs of the present without 
compromising the ability of future generations to meet their own needs, as defined by 
United Nations Environment Program. The theory focuses that a healthy economy 
should be developed on the decision-making bases of the ecological sustainability, 
social equity and people’s active participation [17]. Since the sustainability of 
development lies on the sustainability of environments and resources, sustained yield 
can only be realized via rational exploitation and wise preservation of natural resources 
for present and future needs respectively. The index system for forest ecosystem 
management decision-making must, therefore, be determined in accordance with the 
above principles as an indispensable restriction of human exploitation activities, for the 
purpose of good circulation of ecological environments and optimal management for 
sustained yield of natural resources [18, 19]. 

The Theory of Hierarchy-Competence Levels 
The theory of hierarchy- competence levels, or the theory of hierarchy-capacity levels, 
means that different hierarchies are functionally compartmentalized according to the 
status of various managed objects, a competence level of a hierarchy indicates the 
division of its function and the weight of its power, and the problems of various 
hierarchies should be treated in their relevant hierarchy- competence levels [20]. 
Involving the different hierarchies of economic, social and environmental macro- 
systems, forest ecosystem per se is composed of various subsystems connected with one 
another at various levels. The application of the theory of hierarchy-competence levels 
in forest ecosystem management, therefore, can not only reflect the exact features of 
forest ecosystem, but also make the decision-making more scientific and rational. 

The Theory of Feedback and Cybernetics 
Information transfer is one of the three major functions in ecosystem [21]. It is found 
that information transfers not only from input to output in the system, but also 
represents its feedback from output to input. In the light of cybernetics, it is the 
feedback of information that makes ecosystem adjustable and controllable. In the 
process of ecosystem management, information of constant feedback is collected from 
the dynamic ecosystem by means of monitoring and administration to control the 
activities and production modes in the controlled areas so as to maintain the optimum 
status of forest ecosystem management decision-making when the management 
objectives are fixed on the basis of the theory. 
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2.2   The Factors of Forest Ecosystem Management 

Based on the theory of sustainable development, it is required that the objectives of 
forest ecosystem management be unified with economic objectives, social objectives 
and ecological objectives. The attainment of all these objectives, however, is affected 
by social factors, economic factors, physical environment factors, management factors, 
landscape factors, system productivity factors, etc. [22]. According to the theory of 
hierarchy-competence levels, feedback theory and cybernetics, it is revealed that the 
management objectives are the results integrated with these factors having their 
relevant impacts on the one hand, and in turn the objectives have effects on the 
selection of these factors on the other.  

In this present study, the factors are categorized into seven groups as follows: 
Groups of management objective factors, socioeconomic factors, physical environment 
factors, management factors, landscape factors and system productivity factors. Group 
of management objective factors includes the factors: (1) economic objective, (2) social 
objective and (3) ecological objective. In group of socioeconomic factors, there are 
factors of: (4) the ratio between agricultural production value and industrial production 
value, (5) gross domestic product, and (6) policy, law and regulation. In group of 
physical environment factors, there are ten factors, i.e., the factors of: (7) annual 
average air temperature, (8) frostless period, (9) annual accumulated temperature, (10) 
annual precipitation, (11) altitude, (12) land feature, (13) aspect, (14) slope position and 
(15) vegetation type. Group of management factors consists of the factors of: (16) 
forest type, (17) investment per unit area, (18) amount of work per unit area, and (19) 
management measures. Group of landscape factors contains the factors of (20) 
landscape type and (21) landscape fragmentation degree. Included in group of system 
productivity factors are those of: (22) stocking volume per unit area, (23) growth 
increment per unit area, (24) input-output ratio and (25) employees’ quality.  

3   The Establishment of Interpretive Structural Model 

A table of relationships among factors for forest ecosystem management (as shown in 
Tab. 1) is first established in the light of the factors for forest ecosystem management 

described in 2.2. In this table, if the element ijx  is 1, then this means Factor i  has 

effect on Factor j , otherwise ijx is 0. In step 2, an accessible matrix of all the forest 

ecosystem management factors as shown in Table 2 is obtained by means of computer 
operations. In step 3, the accessible matrix is divided into hierarchies, eliciting a 
distribution table of the layers and their factors in the ISM as presented in Table 3. In 
step 4, a figure of the ISM for forest ecosystem management decision-making (See 
Figure 1) has finally been developed on the basis of both Table 2 and Table 3 [23]. The 
results have systematically revealed the correlations among factors, thus laying solid 
theoretical bases and offering an excellent decision-making support for forest 
ecosystem management.  
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Fig. 1. The interpretive structural model for forest ecosystem management decision-making 

No 1 to 25 represents the selected factors as follows: economical objective, social 
objective, and ecological objective as No 1, 2, 3; the ratio between agricultural 
production value and industrial production value, gross domestic product, and policy, 
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law and regulation as No 4, 5, 6; annual average air temperature, frostless period, 
annual accumulated temperature, annual precipitation, altitude, land feature, aspect, 
slope position, and vegetation type as No 7, 8, 9, 10, 11, 12, 13, 14, 15; forest type, 
investment per unit area, amount of work per unit area, and management measures as 
No 16, 17, 18, 19; landscape type, and landscape fragmentation degree as No 20, 21; 
stocking volume per unit area, growth increment per unit area, input-output ratio, and 
employees’ quality as No 22, 23, 24, 25 respectively. 

Table 3. The layers and their factors in the interpretive structural model 

Layers Factors 
VII (Top) 1, 2, 3 
VI 16, 20, 21, 22, 23 
V 24 
IV 19, 25 
III 6, 15, 17, 18 
II 5, 7, 8, 9, 10, 11, 12, 13, 14 
I (Bottom) 4 

4   Discussion 

(i) Forest ecosystem management decision-making is very complicated system 
engineering with multitudinous factors, including the environmental and socioeconomic 
factors outside of the system as well as the ones of its own. In stead of being isolated 
among them, all the factors are interwoven, interacted on and affected one another, they 
have been proved to be in various layers, and the factors in the lower layers dominate 
those in the higher layers, thus the factors in the lowest layer at the bottom are the most 
important and influential ones [24, 25]. 

(ii) Forest ecosystem is a multiple-objective management system [26], and its 
objectives include economic, social and ecological ones that compose the top layer of 
the ISM for forest ecosystem management decision-making. 
 
(iii) The first layer at the bottom of the ISM consists of socioeconomic factor indicated 
by the ratio between agricultural production value and industrial production value. 
Since the ratio is one of important indices in socioeconomic development, it influences 
the values of a society greatly and the development trend of forestry as well. With the 
development of economy, people tend to require multiple demands including 
ecological ones from forestry rather than the traditional single need for timber. No 
longer should forestry pursue just economic benefits, therefore, it should pay more 
attention to social and ecological benefits instead [27].  

(iv) The second layer from the bottom of the ISM consists chiefly of the factors of 
climatic environments that affect the distribution of forests [28] and produce the 
ecotypes of forests which, in turn, are the objects and bases of forest ecosystem 
management since different management measures should be taken according to 
different forest types. The factors are also the important factors for the division for forest 
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ecosystem management while the division is a base of the ecosystem management. 
Consequently, the factors are selected in this layer. 

(v) The third and the fourth layers are mainly composed of the factors of intensive 
management extent and management measures. Forestry production is implemented 
according to different types of the forest ecosystem management division, and relevant 
intensive management extents and measures are adopted to insure the realization of the 
objectives of forest ecosystem management. The factors as such are arranged in these 
two layers respectively.  

(vi) The fifth layer is made up of the factor of input-output ratio that is also regarded as 
special one. Considering that an input-output ratio not only reveals how well a forest 
ecosystem is managed, but also affects the investment for the ecosystem management, 
the factor itself covers a layer. As the input-output ratio is proved to be an important 
factor that deals with whether forest ecosystem management is intensive or not, thus 
showing close effects on the factors in the sixth layer, the factor of input-output ratio is 
arranged in the fifth layer.  

(vii) The sixth layer consists of both the factors of landscapes and productivity of a 
forest ecosystem. The types of a forest ecosystem are determined by the landscape 
factors, and every forest ecosystem type, in turn, has its own ecological service 
functions, whereas the productivity factors determine the degrees of realizing the 
system functions. As a result, the factors of landscapes and productivity are located at 
the top of the ISM as the seventh layer. 
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Abstract. We consider the structures of six plant-pollinator mutualistic
networks. The plants and pollinators are linked by the plant-pollinating
relation. We assigned the visiting frequency of pollinators to a plant as a
weight of each link. We calculated the cumulative distribution functions
of the degree and strength for the networks. We observed a power-law,
linear, and stretched exponential dependence of the cumulative distribu-
tion function. We also calculated the disparity and the strength of the
nodes s(k) with degree k. We observed that the plant-pollinator net-
works exhibit an disassortative behaviors and nonlinear dependence of
the strength on the nodes. In mutualistic networks links with large weight
are connected to the neighbors with small degrees.

Keywords: complex network, food web, mutualistic network, disparity,
disassortative.

1 Introduction

Complex networks appear in many areas such as social, economic, and biologi-
cal systems[1-20]. Food webs are the well known networks in ecology. Recently
the complex structures of the food web are an interesting topic in the complex
systems. Ecological networks are very interesting networks with weights of links.
The species strongly interact with some species, but another species interact
weakly with some species. We can characterize the interacting strength as a
weight of link in ecological networks. Therefore, ecological network is a typical
example of weighting complex networks.

In ecological network the total number of nodes is smaller than abiotic net-
works. The total number of nodes is less than a thousand in the reported eco-
logical networks. These small numbers of nodes make difficulty in analysing
the ecological network. Network properties of the food webs were reported for
many prey-predator and mutualistic networks[21-27]. In the mutualistic network
such as plant-pollinator network, the species interact with each other and the
network is described by bipartite graph of species interaction[28-37]. The total
number of visits by pollinators to plants consider as the strength of interaction.
The pollinators have some favoring plants. They visit a plant frequently, but
rarely another plants. The weight of link is assigned by the strength of the in-
teraction. In the plant-pollinator network, pollinators prefer some plants. The
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network properties of the mutualistic networks are important to understand the
dynamics and diversity of the ecological system. In this work we consider three
plant-pollinator mutualistic networks. We calculate the cumulative distribution
function of the degree and strength for the networks. We observed very rich
functional dependence of the CDF. This article is organized as followings: In
section 2 we introduce the information for data. In section 3 we present the re-
sults of the CDF for networks and the properties of the mutualistic network. In
section 4 we give the concluding remarks.

2 Data of Food Web

We considered six plant-pollinator food webs. We selected these food web because
they had enough nodes to analyze the network properties. We presented basic
informations for networks in Table 1. Bar food web (Barrett and Helenurm 1987)
was a breal forest in Canada with Npo = 102 pollinators and Npl = 12 plants[32].
Ino food web (Inouye and Pkye 1998) belonged to montane forest which consists
of Npo = 91 pollinators and Npl = 42 plants[33]. Mem food web (Mommett
1999) had Npo = 79 pollinators and Npl = 25 plants and it belongs to meadow
food web[34]. Kat food web (Kato et al. 1990) was a beech forest food web and
contained Npo = 679 pollinators and Npl = 93 plants[35]. Oll food web (Ollerton
et al. 2003) was an upland grassland which consists of Npo = 56 pollinator and
Npl = 9 plants[36]. Sma food web (Small 1976) was a peat bog food web and
it contained Npo = 34 pollinators and Npl = 13 plants[37]. We summarized the
total number of links L and connectance C = L/N2 where N = Npo +Npl is the
total number of species in the food web.

Table 1. Structural properties of six plant-pollinator food web

food web type pollinator plant link weight connectance
Bar boreal forest 102 12 167 550 0.0129
Ino montane forest 91 42 281 1459 0.0159
Kat beech forest 679 93 1202 2384 0.0020
Mem meadow 79 25 299 2183 0.0276
Oll upland grassland 56 9 103 594 0.0244
Sma peat bog 34 13 141 992 0.0638

3 Structure of Mutualistic Networks

We calculated the network properties from the mutualistic networks such as the
cumulative probability distribution function(CDF) of the degree and strength,
the average disparity Y (k), and the average strength s(k) of the node with the
degree k. When we calculated the probability distribution function, we consid-
ered all species in the food web including the pollinators and plants. We assigned
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Fig. 1. The log-log plot of the cumulative probability distribution function of (a) the
degree and (b) strength for the six mutualistic pollinator-plant networks. When we
calculate the distribution function, we include all species in the network.

the weighting wij of the link as the visiting frequencies of the pollinators to the
plants. Then, the network constructed was a weighted mutualistic network.

In Fig. 1 we present the CDF of the degree amd strength for all species in
the six food webs. The degree distribution is not universal and it depends on
the food webs. The CDF of the degree for all species also follows the power law
except Mem and Sma food web. The stretched exponential functions are the best
fitting functions in Ino, Mem and Sma food webs. Similarly, we also consider the
CDF of the strength for all species. We observe the CDF of the strength for all
species follows the power law. The CDF of the strength in the Mem food web,we
observe two scaling regions. We summerize the functional forms of the CDF.

Table 2. The functional forms of the cumulative probability distribution function for
the degree and strength in six plant-pollinator food webs. PL means the power-law
and PL(2) means two regions of the power-law. SE means the stretched exponential
dependence.

food web degree strength
Bar PL PL
Ino SE PL
Kat PL PL
Mem SE PL(2)
Oll PL PL
Sma SE PL
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Fig. 2. The log-log plot of the average strength as a function of the degree. The solid
line is a linear function s(k) = k.

The strength si of the node is defined by

si =
∑

j=Ni

wij (1)

where Ni is the nearest neighbors of the species i. In the homogeneous linear
weighted network, the average strength s(k) is proportional to the degree k. In
Fig. 2 we present the average strength as a function of the degree. All mutualistic
network shows the nonlinear dependence on the degree. The average strength
has the functional form like s(k) ∼ kβ . We calculate the exponents β by the least
square fits. We obtain the exponents, β =0.9(2)(Bar), 1.1(2)(Ino), 1.11(5)(Kat),
1.43(7)(Mem), 1.3(2)(Oll), and 0.74(16)(Sma).

The disparity of a node i is defined by

Yi =
∑

j=Ni

(
wij

si

)2

(2)

If the links have the comparatively same weights, then the average disparity is
inversely proportional to the degree, Y (k) ∼ 1/k. If the weight of a link or a
few link are dominated, the average disparity is constant, Y (k) ∼ 1. In general
the average disparity shows the power law, Y (k) ∼ k−δ. We observe that the
mutualistic network exhibits an disassortative properties. Larger weight links are
connected to the neighbor with smaller degree, or vice verse. In Fig. 3 we show
the average disparity as a function of the degree. The data points are above the
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Fig. 3. The log-log plot of the disparity Y (k) as a function of the node. The solid line
is a inverse function Y (k) = 1/k.

1/k function. We obtain the exponents δ =0.7(1) (Bar), 0.49(9) (Ino), 0.58(6)
(Kat), 0.62(7) (Mem), 0.5(1) (Olll), and 0.71(7) (Sma).

In the mutualistic network, the network is strongly influenced by the com-
petitions between the pollinators to get the pollens and the conditions of the
environment. The plant prefers to connect to many pollinators to disperse their
pollens. However, the pollinators favor plants to collect their foods easily. These
competing interactions determine the structure of the networks.

4 Conclusions

We consider six mutualistic pollinators-plant food webs. The CDF of the degree is
classified into the power-law and stretched exponential functions. The CDF of the
strength follows the power law in all food webs. We calculate the average strength
as a function of the degree and the average disparity. The average strength shows
a nonlinear dependence on the degree. From the average disparity we observed
that the pollinator-plant mutualistic network exhibits a disassortative behavior.

Acknowledgments. This work has been supported by Research Fund of Inha
University. We use the data of the food web in the interaction web database.
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Abstract. The spreading of an epidemic depends on the connectivity of the un-
derlying host population. Because of the inherent difficulties in addressing such
a problem, research to date on epidemics in networks has focused either on static
networks, or networks with relatively few rewirings per timestep. Here we em-
ploy a simple, yet highly non-trivial, model of dynamical grouping to investigate
the extent to which the underlying dynamics of tightly-knit communities can af-
fect the resulting infection profile. Individual realizations of the spreading tend to
be dominated by large peaks corresponding to infection resurgence, and a gener-
ally slow decay of the outbreak. In addition to our simulation results, we provide
an analytical analysis of the run-averaged behaviour in the regime of fast group-
ing dynamics. We show that the true run-averaged infection profile can be closely
mimicked by employing a suitably weighted static network, thereby dramatically
simplifying the level of difficulty.

Keywords: complex systems, networks, epidemics, group dynamics.

1 Introduction

The way in which a given virus, idea, rumour or activity spreads throughout a popu-
lation, will depend on the underlying connectivity structure of the network describing
the population. If the population is sufficiently well connected that it can be considered
well-mixed, then the standard approximations of mass-action epidemiology should ap-
ply [1]. Much research in the complex systems literature has focused on understanding
spreading phenomena in static networks with limited connectivity [1,2,3]. More re-
cently, researchers have begun to relax the assumptions of a static network, by allowing
rewirings from one timestep to the next [4,5,6,7,8].

The implicit complexity of competing time and length scales, means that there is
still an outstanding challenge to describe spreading phenomena in networks in which
there may be an arbitrary number of rewirings per timestep, and where communities
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can abruptly change their identity and number in time. This is particularly important
since dynamical grouping processes, in which groups coalesce and fragment over time,
are thought to occur widely in biological and social systems [9,10,11,12,13].

In this paper, we focus on this problem by considering a variety of spreading processes
in a population which is characterized by a particularly simple, but highly non-trivial,
dynamical grouping mechanism [11]. Our focus is to understand how this underlying
group dynamics (GD) affects the spreading process for a number of standard epidemio-
logical models. The shift from grouping models to dynamical networks, can be achieved
simply by allowing the network nodes to represent individuals within the population –
and then specifying that any two individuals have a strong link whenever they are within
the same group, but have a negligibly weak link when they are in different groups. Since
the groupings change in time, so too will the links between them. Most importantly, as
groups break up (fragment) or join together (coalesce), a variable number of links will
be broken or formed. At the two extremes, a very large group of size ∼ N breaking up
will represent the net loss of∼ N(N−1)/2 links in a given timestep, while two groups
of size ∼ N/2 joining together will represent an increase in the number of links from
∼ 2.N2 (N

2 − 1)/2 to ∼ N(N − 1)/2. This shift in descriptive emphasis from groups to
networks also means that the group size distribution n(k), which is proportional to the
probability that a randomly chosen node is in a group of size k, is simply related to the
network connectivity distribution P (k), which is the probability that a randomly chosen
node has k contacts.

Our interest in this paper is confined to problems in which there is no obvious spatial
component. In other words, instead of dealing with the well-studied patch setups typ-
ified by the spread of a real virus between geographically distinct regions [1], we are
interested in populations within which the connections have a more general and variable
topology – such as communities on the Internet, or in a financial market – and hence are
arguably better described by general coalescence and fragmentation probabilities with
no direct spatial interpretation. With these applications in mind, we employ a general-
ization of a simple but highly non-trivial model of grouping dynamics that exhibits a
power-law distribution of group sizes with an exponential cutoff [11,13]. In addition to
being qualitatively consistent with a variety of real-world social phenomena, including
financial market behaviour [11,13], the model has the beauty of just featuring two pa-
rameters: the probability that a chosen group fragments in a given timestep νfrag, and
the probability that it instead coalesces with another group νcoal [11,13]. We consider
the dynamics of several different types of epidemic model: SIR, SIS, SIRS. Using stan-
dard terminology [1], individual nodes are either Susceptible, Infected or Recovered.
There are two particular forms of infection process S → I which one might reasonably
consider using. The linear form states that the susceptible node gets infected with rate
i.p if it is connected to i infected nodes; the more correct nonlinear form says that if it is
connected to i infected nodes, the probability will be 1− (1− p)i [3]. We use this more
correct latter version in our simulations, noting that for p� 1 they tend to converge as
can be seen from a simple binomial expansion of the nonlinear form.

In the limit of a well-mixed population, the mass-action differential equations for all
these standard epidemic processes can be written in the following compact form:
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dS

dt
= μ− (1− (1− p)I)S − μS + γI + ωR

dI

dt
= (1− (1 − p)I)S − qI − μI − γI (1)

dR

dt
= qI − μR− ωR .

where p is the infection rate, q is the recovery rate, μ is birth and death rate, γ is the rate
of transmission from I to S, and ω is the rate of transmission from R to S.

We now discuss the initial setup for the simulations. Prior to the initial infection, we
suppose that the grouping dynamics have been underway for a sufficiently long time
that the system has reached its steady state. At some arbitrary time which we call t = 0,
the largest group is selected and an arbitrary individual in this group becomes infected.
This mimics a situation of real-world relevance, such as a financial market [11,13], in
which there is a power-law steady-state distribution of group sizes or communities, and
then one member of the population gets infected with a virus. Comparing the time scales
for epidemic spreading and grouping dynamics, our investigations show that there are
three broad regimes of subsequent spreading behaviour:

(1) The grouping dynamics are much slower than the epidemic spreading: The virus
then tends to remain within the initial group. The spreading dynamics therefore become
equivalent to mass-action spreading in a population whose size is equal to the initial
group size. The infection is oblivious to the larger population of susceptibles. This large
population of susceptibles is granted an accidental but effective immunity, by happening
to be members of different groups at the right time.
(2) The grouping dynamics are of comparable timescale to the epidemic spreading: The
grouping dynamics can now play a significant role in suppressing or amplifying the
spreading, because they will determine the contact condition for the infected nodes at
any given timestep. Due to the existence of relatively large groups which can change
their membership on a timescale similar to the spreading, a rather generic spiky infec-
tion profile I(t) tends to emerge.
(3) The grouping dynamics are much faster than the epidemic spreading: The virus
now sees a time-average of the network’s connectivity, where this average is taken
over some suitably large time-window. In the limit of very fast grouping dynamics,
this static, time-averaged network will correspond to a fully-connected weighted net-
work, in stark contrast to the sparse, disconnected network which is characteristic of
individual timesteps. Section 3 explains how we have managed to develop an analytical
analysis in this regime, based on a suitably averaged measure of the grouping dynamics.

2 Epidemics within a Population Undergoing Dynamical
Grouping

Since the dynamics describing the spreading of an infectious disease will depend on the
contact structure which underlies the population, our simulations and analysis are cho-
sen to highlight this interplay between epidemic spreading and the grouping dynamics
– in particular, the virus is able to spread within groups but not between groups. As
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a result of the grouping dynamics, the infectious nodes can themselves move between
groups as a result of the fragmentation-coalescence process, and hence propagate the
virus. As mentioned earlier, we wish to mimic aspects of modern-day human interac-
tion, e.g. long distance travel and communication, as well as rapidly evolving social
networks in cyberspace, hence the grouping dynamics we use is independent of any
spatial length scale. In addition, the model allows a group’s size and membership to
change over time – moreover, groups may disappear or form in time and hence the total
number of groups may change in time. We consider a fixed populationN of individual
objects (e.g. people). At each timestep, a group or cluster is chosen by random-picking
a node among the N possible nodes, and then looking to see to which group this node
belongs at that timestep. In other words, groups are picked proportional to their group
size, reflecting the fact that any one individual is equally likely to initiate a group-
formation or group-breakup event. With probability νfrag, the group fragments, while
with probability νcoal a second group is picked in a similar way, to join with the first
one [11,13]. Naturally, νfrag + νcoal ≤ 1.

2.1 SIR Process within the Dynamical Grouping Model

Here we consider the results for the basic SIR process passing through the dynamical
grouping model. In the language of the well-mixed mass-action equations of Eq. 1, this
process is described by setting μ, γ, and ω equal to zero (see Fig. 1(a)).

Figures 1(b) and (c) show the fraction of the populationN who are infected at time
t, obtained in a single run of the simulation. It is remarkable that even though the profile
looks reasonably standard in Fig. 1 (b), the profile in Fig. 1(c) is completely different
in character. Most noticeably, Fig. 1(c) features multiple peaks and a far slower decay
than that of Fig. 1(b). Indeed, the overall decay of infection in Fig. 1(b) is of order
20 timesteps while that in Fig. 1(c) is 2000, which is two orders of magnitude larger.
Despite the fact that there are only four parameters – the p and q values of the SIR
process together with νfrag and νcoal for the dynamical grouping – our exploration of
the parameter space shows that it is easy to produce a broad range of qualitatively dif-
ferent behaviors [14]. Common to many of the runs, are the features of multiple, large
peaks and a very slow, possibly fat-tailed decay. These I(t) profiles cannot be repro-
duced in general by the well-mixed SIR model, either in its deterministic form (Eq. 1)
or in stochastic simulation. Instead, the changing contact structure acts to drive these
large fluctuations and slow decay. Even if we employ a weighted network (Fig. 1(d)) as
described in Section 3, the individual run profiles I(t) and the run-averaged behaviour
I(t)RunAvge differ significantly from it.

2.2 SIS Process within the Dynamical Grouping Model

We now turn to the standard SIS process (Fig. 2(a)) in which any infected individual
recovers to the susceptible state – in other words, there is no immunity conferred by
having had the disease [1]. To analyze this case in the well-mixed limit corresponding
to the mass-action equations of Eq. 1, we set q, μ and ω equal to zero.
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(a) (b)

(c) (d)

Fig. 1. SIR process within the dynamical grouping model. (a) Schematic of the SIR process.
(b) An individual run showing the infection profile I(t) under GD, which corresponds to the
fraction of the entire population N who are infected at time t. Here N = 104, νfrag = 0.001,
νcoal = 0.99, p = 0.001 and q = 0.1. (c) An individual run showing I(t) for N = 104,
νfrag = 0.01, νcoal = 0.9, p = 0.001 and q = 0.001. (d) Solid red curve shows the run-
averaged profile IRunAvge(t), obtained by averaging I(t) over many runs. Dashed blue curve
shows the run-averaged I(t) for a static weighted network, where nodes i and j are connected by
a time-independent link of strength Pi,j . The same parameters are used as in panel (c).

The finite value of I(t) in Fig. 2(b) corresponds to an endemic equilibrium, and is
reached after a slow growth. Both these features arise as a direct result of the suppress-
ing effect of the grouping dynamics. Specifically, the grouping dynamics only allows a
small fraction of the entire populationN to be in contact with an infected individual at
a given timestep. The remainder of the population are isolated from the infection since
they are located in groups comprising entirely susceptibles. As a result, before any in-
fected node can contact the rest of the population and infect them, it gets turned back to
susceptible.

Comparing Figs. 2(b) and (c) shows how changing the probabilities γ and νfrag,
affects the stability of the I(t) curve in the steady state. Increasing γ aids in producing
large jumps because it replenishes the pool of susceptibles. Likewise reducing the frag-
mentation probability νfrag increases the effective timescale over which groups break
up – this in turn allows larger spikes to appear by allowing time for significant decay
between jumps. Once again, the weighted network cannot reproduce the run-averaged
behavior, as evidenced in Fig. 2(d).
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(a) (b)

(c) (d)

Fig. 2. SIS process within the dynamical grouping model. (a) Schematic of the SIS process. (b)
An individual run showing the infection profile I(t) with N = 104, νfrag = 0.01, νcoal = 0.99,
p = 0.01 and γ = 0.0001. (c) An individual run showing I(t) with N = 104, νfrag =
0.001, νcoal = 0.99, p = 0.01 and γ = 0.001. (d) Solid red curve shows the run-averaged
profile IRunAvge(t), obtained by averaging I(t) over many runs. Dashed blue curve shows the
run-averaged I(t) for a static weighted network, where nodes i and j are connected by a time-
independent link of strength Pi,j . The same parameters are used as in panel (c).

2.3 SIRS Process within the Dynamical Grouping Model

The SIRS process is summarized in Fig. 3(a), and corresponds to setting μ and γ equal
to zero in Eq. 1. As can be seen in Figs. 3(b) and (c) it is qualitatively similar to SIS.
However, the presence of a temporary, intermediate R-state (i.e. waning immunity)
allows the dynamics to build up even stronger decays – hence the observable peaks
appear even stronger as compared to the SIS case.

2.4 Demographic SIR Process within the Dynamical Grouping Model

Finally we discuss the introduction of demography into the SIR model, which we call
SIRD. This epidemiological process corresponds to setting γ and ω equal to zero in
Eq. 1 – in addition, we assume that the natural mortality is μ. In other words, each
individual has a lifespan given by 1/μ [1]. In order to keep the total population constant
S + I + R = N , μ is also taken to represent the birth rate within the population
(Fig. 4(a)). Figure 4(b) shows that when the birth-death processes are much slower
than the infection and recovery processes, it is effectively the same as the SIR model
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(a) (b)

(c) (d)

Fig. 3. SIRS process within the dynamical grouping model. (a) Schematic of the SIRS process. (b)
An individual run showing the infection profile I(t) with N = 104, νfrag = 0.01, νcoal = 0.99,
p = 0.01, q = 0.001 and ω = 0.001. (c) An individual run showing I(t) with N = 104,
νfrag = 0.001, νcoal = 0.99, p = 0.01, q = 0.001 and ω = 0.001. (d) Solid red curve
shows the run-averaged profile IRunAvge(t), obtained by averaging I(t) over many runs. Dashed
blue curve shows the run-averaged I(t) for a static weighted network, where nodes i and j
are connected by a time-independent link of strength Pi,j . The same parameters are used as in
panel (c).

within the dynamical grouping model, as discussed earlier. The associated endemic
equilibrium is shown not to be stable in Fig. 4(b), however this stability returns by
increasing μ, as shown by comparing Fig. 4(b) to Fig. 4(c). Again, the results for the
run-averaged case cannot be reproduced by the static weighted network, as evidenced
by Fig. 4(d).

3 Regime of Fast Grouping Dynamics

So far, we have established that new features occur in the I(t) profile both for individual
runs, and when run-averaged. In particular, the I(t) curve typically has more peaks and
has a slower general decay – in short, it appears more bursty or ‘noisy’, however we
emphasize that this ‘noise’ is actually meaningful (and interpretable) dynamics within
our model, resulting from the intrinsic group formation and breakup processes of coa-
lescence and fragmentation. Even though other group fusion-fission mechanisms could
be introduced and the same procedure followed to investigate the various epidemiologi-
cal processes, we expect the features that we have found to remain qualitatively similar.
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(a)
(b)

(c) (d)

Fig. 4. SIR process with demography, within the dynamical grouping model. (a) Schematic of the
SIRS process. (b) An individual run showing the infection profile I(t) with N = 104, νfrag =
0.01, νcoal = 0.99, p = 0.01, q = 0.001 and μ = 0.000001. (c) An individual run showing I(t)
with N = 104, νfrag = 0.01, νcoal = 0.99, p = 0.01, q = 0.001 and μ = 0.001. (d) Solid red
curve shows the run-averaged profile IRunAvge(t), obtained by averaging I(t) over many runs.
Dashed blue curve shows the run-averaged I(t) for a static weighted network, where nodes i and
j are connected by a time-independent link of strength Pi,j . The same parameters are used as in
panel (b), but with μ = 0.001.

This is indeed exactly what we find when, for example, we consider another popular
dynamical grouping mechanism such as that introduce by Levin [9].

Looking back at the first case that we discussed, of the basic SIR process within the
dynamical grouping model, there are essentially four timescales: the group fragmen-
tation timescale τfrag ∼ ν−1

frag, the group coalescence timescale τcoal ∼ ν−1
coal, the

infection timescale τp ∼ p−1, and an individual’s recovery timescale τq ∼ q−1. The
first two timescales correspond to the timescale of the grouping dynamics, while the lat-
ter two are instead related to the epidemic process itself. Although there are only four
parameters, and they are all physically meaningful, this is still a very large parameter
space to analyze – hence for brevity, we will here focus on the regime of fast grouping
dynamics, i.e. the first two timescales τfrag and τcoal are much smaller than τp ∼ p−1

and τq ∼ q−1.
With fast group breaking and merging processes, one can imagine that the group-

ing dynamics would manage to refresh or reshuffle the whole population within an
infection/recovery period. In other words, the heterogenous population would become
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(a)

+ + =

(b) (c)

Fig. 5. Regime of fast grouping dynamics. (a) Schematic showing the aggregation of the instanta-
neous network links, to form a fully connected, weighted network. (b) Comparison between our
analytic result for Pi,j and numerical results obtained directly from the simulation. (c) Results
for the run-averaged infection profile IRunAvge obtained by simulation (red circles) and using the
generalized mass-action partial differential equations of Eq.5. Here νfrag = 0.05, νcoal = 0.95,
p = 10−6, and q = 10−6.

effectively homogenous as far as the spread of epidemics is concerned. In this limit, we
find that we can capture the features of the run-averaged dynamics using a suitably aver-
aged quantity to capture the average network properties. With this purpose in mind, we
focus on a probability Pi,j corresponding to the averaged probability that two random
nodes i and j are connected. Figure 5(a) shows the effect of aggregating the network
dynamics over some sufficiently large time-window that it eventually becomes a fully
connected, weighted network. Pi,j is the resulting weight of the links, which for our
grouping dynamics then satisfies the following master equation:

dPi,j

dt
= −P 3

i,j

1
N
νfrag + (1− Pi,j)

1
N2

P 2
i,jνcoal , (2)

where we have assumed that all Pi,j ’s are equal. The first term on the right-hand side
of the master equation corresponds to the fragmentation of a group, while the second
term corresponds to the coalescence of two groups into one larger group. Solving Eq. 2
by setting the left-hand side equal to zero, yields:

Pi,j =
1

1 +N
νfrag

νcoal

. (3)

This expression for Pi,j fits remarkably well with simulation results, as evidenced by
the excellent agreement in Fig. 5(b). In the limit Nνfrag � νcoal, Eq. 3 reduces to the
more approximate form
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Pi,j =
νcoal

Nνfrag
. (4)

Using this result, the effective infection rate becomes p · Pi,j instead of p. In this
particular regime, the mass-action partial differential equations from Eq. (1) can be
modified to the following approximate form for the SIR process in the presence of a
dynamically evolving network:

dS

dt
= −pPi,jSI

dI

dt
= pPi,jSI − qI (5)

dR

dt
= qI .

Because of the small values of the epidemic parameters (i.e. small p, q, μ, γ, and ω) we
can use the linear form for the infection process. The situation therefore becomes a virus
spreading on top of a static weighted network, where all the nodes are fully connected
with each other and where the links all have a uniform strength, Pi,j . Figure 5(c) shows
that a good fit can be achieved for the SIR process. As a result, the basic reproductive
ratioR0 should instead be written asR∗

0, with p ·Pi,j replacing p. For a large population
N →∞, we therefore obtain R∗

0 = pνcoal

qNνfrag
.

4 Discussion

We have addressed the fascinating theoretical, yet practically relevant, question of how
a population’s underlying grouping dynamics might affect epidemiological spreading
processes. We have considered the specific case of a coalescence-fragmentation group-
ing model subject to various standard epidemiological processes. This led to the appear-
ance of multiple peaks and a slower overall decay, as compared to the usual mass-action
limit for well-mixed populations. Such features are not uncommon in empirical infec-
tion data both in real viral infections, and the profile of activity in online communities
[15]. For the specific regime of fast group dynamics, we were able to provide a modified
mathematical model to explain the run-averaged infection profile.

We hope that our work provides useful insight and additional motivation to other
researchers in the field of complex networks and complex systems, in the common quest
to develop a general theory of epidemic spreading in the presence of arbitrarily complex
population dynamics – in particular, in the presence of internal group formation and
breakup processes.

P.M.H. acknowledges the support of a grant CUHK-401005 from the Research
Grants Council of the Hong Kong SAR Government.
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Abstract. Statistical properties of cell topologies in two-dimensional
tissues have recently been suggested to be a consequence of cell divi-
sions. Different rules for the positioning of new walls in plants have been
proposed, where e.g. Errara’s rule state that new walls are added with the
shortest possible path dividing the mother cell’s volume into two equal
parts. Here, we show that for an isotropically growing tissue Errara’s rule
results in the correct distributions of number of cell neighbors as well as
cellular geometries, in contrast to a random division rule. Further we
show that wall mechanics constrain the isotropic growth such that the
resulting cell shape distributions more closely agree with experimental
data extracted from the shoot apex of Arabidopsis thaliana.

1 Introduction

Cell division in plants has been studied by plant biologists for over one hundred
years (see review in [1]). From simple microscope observations biologists have
formulated rules for cell division. During mitosis plant cells are divided into two
daughter cells by introducing a dividing cell wall. Hofmeister suggested a rule
where new cell walls are formed perpendicular to the main axis of growth, i.e.
perpendicular to the main axis of the cell [2]. Sachs noted that new walls form
almost perpendicular to old walls [3]. Similarly to Hofmeister’s rule, Errara’s rule
state that the division is along the shortest path dividing the mother cell into
two parts of equal volume [4]. More recently, experiments where spherical cells
have been compressed into oval shapes agrees with these rules [5,6]. It has also
been seen that the arrangement of cytoskeletal structures reveal the placement
of new cell walls [1].

Many biological tissues develop in two-dimensional sheets. The epidermal
layer in plants is an example, where anticlinal divisions and the lack of cell migra-
tion assure the two-dimensional structure of the layer. The epidermal layer can
then be described by a network of connected polygons (cells), edges (walls) and
vertices, where the connections are updated at divisions only. The predominant
existance of three-vertices leads to the average number of cell neighbors (walls)

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 971–979, 2009.
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to be six following Euler’s rule. But the average can be fulfilled by many neighbor
distributions, and already in the 1920’s F. T. Lewis studied this in growing and
proliferating cucumber epithelia [7,8]. He found that although most cells had six
neighbors (47%), the distribution was not symmetric, with more five-sided cells
(25%) compared to seven-sided (22%). He also noted the non-existance of trian-
gular cells as well as cells with more than nine neighbors. Recently, Gibson et.
al. found similar asymmetric distributions in epithelial cell layers in several an-
imal tissues including epithelia from Drosophila melanogaster wing primordium
[9]. Interestingly, they also introduced a probabilistic model where a discrete
Markov chain was used to describe topological updates due to cell divisions and
the model was able to predict the experimental distribution of the number of
cell neighbors.

The approach by Gibson et al. focused on the topology of the cells in the tissue,
but disregarded details of cellular geometry, growth and proliferation. Here, we
use a two-dimensional cell-based tissue growth model to analyze how explicit
division rules and wall mechanics lead to different topological as well as cellular
shape distributions. We assume isotropic growth, and mainly study tissues with
quite homogeneous cell sizes. This resembles the situation in the plant shoot
apex, and we compare our models with novel data from the Arabidopsis thaliana
shoot apical meristem.

Our model allow us to compare Errara’s classical division rule (new walls
are placed such that the cell is divided into two equally sized daughters along
the shortest path) with a random-direction division rule. We also investigate
how wall mechanics constraining the purely isotropic growth affect the topol-
ogy and cell geometry. We compare the resulting tissues with the distributions
of the number of neighbors (topology) as well as cell shapes (geometry) from
experimental data.

2 Materials and Methods

2.1 Experimental Data

The model results are compared with the experimental data presented in Gibson
et al. [9], as well as new data from the shoot apex in Arabidopsis thaliana (Fig. 1).
The shoot data was extracted from a confocal projection using the merryproj
software [10]. It is interesting to note that although the statistics is sparse, the
overall topological distribution in the shoot data is very similar to the Drosophila
case as well as the Lewis data [7,8].

2.2 Tissue Model

The model is a two-dimensional model where the spatial degrees of freedom are
for vertices, which are connected via edges that represent cell walls. Each cell
is described by a polygon, i.e a number of vertices together with corresponding
edges. The vertex positions are updated viscously, where we assume that veloc-
ities are proportional to the forces acting upon them. The cell walls are treated
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Fig. 1. Data from an image of the meristem of Arabidopsis is compared with data
from Drosophila presented by Gibson et al.. A) The original image taken with confocal
microscopy. Cell walls are marked manually. B) The template extracted from the image.
C) The distribution of the number of neighbors for Arabidopsis thaliana marked with
filled black squares (�) (110 cells) and Drosophila melanogaster marked with empty
white squares (�) (2,172 cells) [9].

as mechanical springs. We describe the dynamics with a system of ordinary dif-
ferential equations originating from an isotropic growth term, wall mechanics,
and plastic wall growth. The contribution from wall springs is described by

dvi

dt
= kw

∑
j∈C(i)

uij

|uij |
( |uij | − Lij

Lij

)
, (1)

where vi is the position of vertex i, kw is a material constant setting the strength
of the wall springs, Lij is the resting length of the wall spring between vertex i
and j, and uij = vj − vi. The summation is over vertices connected via edges
to vertex i.

Cell walls under tension grow plastically. The change in resting length of a
wall spring is

dLij

dt
= kgΘ

( |uij | − Lij

Lij

)
, (2)
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where kg is a constant setting the rate of growth and Θ is the ramp function
defined as

Θ(x) =
{
x if x ≥ 0
0 if x < 0 . (3)

A radial force is used to model isotropic growth of the tissue originating from
internal cell pressure. The force on a vertex is described by

dvi

dt
= krvi , (4)

where kr is a constant setting the strength of the radial force.
To decrease computational time, cells on the boundary of the tissue are re-

moved if a cell is outside a given threshold radius, Rt.

Division Rules. If the area of a cell exceeds a threshold value, Dt, the cell is
divided into two daughter cells. At division, two new vertices are added at two
different walls in the cell, and a new wall connects the vertices. The resting length
of the new wall is set to the distance between the two vertices. In addition, the
walls at which the new vertices are added are split into two, and the new resting
lengths are set proportionally to the split distance such that Lnew

1 +Lnew
2 = Lold.

The new wall dividing the cell into two daughters is defined by a spatial
position and a direction. As an approximation of dividing the cell into two almost
equally sized daughters, the new wall is passing through the center of mass of
the dividing cell. The direction of the new wall is determined from two different
rules. In the first rule, called random direction, a random (uniform) direction
is chosen. In the second rule, called shortest path, the direction of the dividing
wall is chosen such that the path through the cell is the shortest possible. This
is the model definition of the Errara rule. To avoid four-vertices, walls that are
closer to a vertex than a threshold, wtLij is moved away from the vertex to the
threshold position.

2.3 Simulations

The system of ordinary differential equations is solved numerically with a 5th
order Runge-Kutta ODE solver using adaptive stepsize. Data is sampled at ten
different time points. As we remove cells at the boundary a new generation of cells
is present at each time point. The number of cell neighbors are collected for all
cells, excluding cells at the boundary. Five different intial states are used for each
model to gather statistics. The initial states are all one single cell represented by
a regular polygon with three, five, seven, nine, or eleven vertices. Data from the
50 different time points is averaged to give final distributions for each model.

We use in house developed software allowing for discrete updates between each
time step taken by the numerical ODE solver. In these updates we check cells
for division and removal. Parameter values used in the simulations are presented
in Table 1.
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Table 1. Parameter values used during simulations

Parameter With mechanics Without mechanics
kw 0.05 -
kg 0.01 -
kr 0.05 0.05
Dt 1 1
Rt 10 10
wt 0.1 0.1

3 Results

3.1 Comparing Different Division Rules

First we compared the topology distributions from the two different cell divi-
sion rules. The result is presented in Figs. 2A and C, where the data from the
simulations are presented together with the experimental distributions. For both
division rules the distributions have their maximum at six cell neighbors, but
while the distribution for the shortest path division rule match the experimen-
tal data well, the distribution for the random direction division rule is broader
compared to the experimental data.

3.2 Removal of Spring Wall Mechanics

To study how removal of wall mechanics affects the distribution of cell neighbors,
we kept the radial force that drives the isotropic growth, but removed the cell
wall springs.

The result is presented in Figs. 2B and D. What might be found surprising
is that the differences between the distributions with and without wall spring
mechanics are very small. This is true for both the shortest path division rule
and the random direction division rule.

3.3 A Quantative Measurement of Cell Shapes

A striking result from our simulations is that even if the mechanics has no or
little effect on the distributions, there is an obvious visual difference of cell shapes
between simulations with and without mechanics. Examples of cell shapes from
simulations with the two different division rules are presented in Fig. 3. Clearly,
the cell shapes emerging using the shortest path division rule is more plant-
like, and also the simulations with mechanics look more like cellular tissue in
comparison with the non-mechanical simulations.

To quantify differences in cell shape, we measure the ratio between the length
of the boundary of a cell squared and the area of the cell. In Fig. 4 this measure
is presented for different simulations and compared with the in vivo data. First,
it can be seen that the shortest path division rule generally has a closer match
to the experimental values than the random direction division rule. The random
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Fig. 2. Distributions of number of neighbors for simulations with different division rules
with and without mechanics. Filled black squares (�) marks results from simulations
while empty white squares (�) marks experimental data. A) Shortest path division
rule with mechanics. B) Shortest path division rule without mechanics. C) Random
direction division rule with mechanics. D) Random direction division rule without
mechanics.

direction division rule not only differ more in the average value, but it also has a
much larger spread among cells. A closer inspection also reveals that simulations
with mechanics is closer to the experimental values than simulations without
mechanics.

4 Discussion

We have used a simple two-dimensional cell-based tissue growth and proliferation
model to investigate the dependence on cell division rules on statistical proper-
ties of cell topology and geometry. We used an isotropically growing tissue and
showed that one of the classical rules for plant division (Errara’s rule), where
new plant walls appear at the shortest path that divides the cell in two equally
sized dughter cells, indeed do produce a skewed topology distribution seen in
vivo with an average of six neighbors but with more five than seven neighbor
cells (Fig. 2A). On the contrary, the ’control’ model with new walls placed in a
random direction did not follow this distribution (Fig. 2C).

For each division rule we performed two sets of simulations, one with wall
mechanics and one without. While the non-mechanics simulations follow pure
isotropic growth, wall mechanics constrains the growth via a wall growth model.
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A) B)

C) D)

Fig. 3. Examples of simulations with different division rules. Simulations with the
shortest path division rule with (A) and without (B) mechanics. Simulations with the
random division rule with (C) and without (D) mechanics.

When comparing distributions of number of neighbors there was no difference
between the sets with mechanics and the simulations without mechanics, al-
though a visual difference could be seen, where the simulations with mechanics
produced more plant-like cells (Fig. 3).

To investigate this further we quantified cell shapes and compared with novel
data from the Arabidopsis shoot apex. We could again see that Errara’s division
rule produced a statistical distribution very similar to our measured data, while
the random division rule produced far more asymmetric cell shapes. In this
case, we could also see a small difference between simulations with or without
mechanics, where including wall mechanics generated shapes more similar to the
in vivo data (Fig 4).

In conclusion, we have showed that statistical properties of cell topology and
shape indeed can be used to discern among different model hypotheses for cell
proliferation. Interestingly, divisions at random directions do not lead to correct
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mech random
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Fig. 4. Mean and standard deviation for the ratio between length of cell boundary
squared and cell area. The data point marked with a cross (×) shows the experimental
data. Other data points marked with a vertical dash (|) show results from simulations.
Simulations have been done with the two different division rules, with and without
mechanics.

topology or cell geometries, while Errara’s classical cell division rule do agree
with the statistical properties from experimental data. Of course, statistical
agreement is only a first test which many hypotheses may pass, and ultimately
the hypotheses must be compared with statistics of single cell data. Still, we have
presented a useful methodology, where explicit and mechanistic hypotheses that
combine into a cellular plant growth and proliferation model can be compared
on merits based on experimental data.
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Abstract. The stability of non-diagonalizable networks of dynamical
systems are investigated in detail based on eigenvalue analysis. Pinning
control is suggested to stabilize the synchronization state of the whole
coupled network. The complicated coupled problem is reduced to two in-
dependent problems: clarifying the stable region of the modified system
and specifying the eigenvalue distribution of the coupling and control
matrix. The dependence of the stability on both pinning density and
pinning strength is studied.

Keywords: non-diagonalizable network, pinning control, stability, eigen-
value analysis.

1 Introduction

The last decade has eyewitnessed the birth of a new movement of research in-
terest in the study of complex networks [1-7], which is pervading all disciplines
of sciences today, ranging from physics to chemistry, biology, information sci-
ence, mathematics, and even social sciences. Recently, the interplay between the
complexity of the overall topology and the collective dynamics of complex net-
works gives rise to a host of interesting effects. Especially, there are attempts
to control the dynamics of complex networks and guide it to a desired state
[8-16]. Previous work on this problem [8-16] has typically focused on diagonal-
izable networks, where the corresponding Laplacian matrix is assumed to be
diagonalizable. However, most optimal networks are non-diagonalizable [17], in
particular when the networks are directed.

In this paper, the pinning control problem is further visited for nondiagonaliz-
able networks with identical node dynamics. The main contribution of this paper
is to developing a new stability analysis scheme, named eigenvalue analysis, for
non-diagonalizable networks of dynamical systems. Briefly, from this approach,
the network stability problem is operationalized in two independent tasks: one is
to characterize the stable region of the modified system and the other to analyze
the eigenvalue distribution of the coupling and control matrix. The former is de-
termined by the dynamical rules governing the isolated node whereas the latter
is determined by both the topology of the network and the control scheme.

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 980–990, 2009.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2009



Stability of Non-diagonalizable Networks: Eigenvalue Analysis 981

An outline of this paper is as follows. The design of pinning controllers of a
non-diagonalizable network and the stability of the pinned network are discussed
in Sec. 2, in which stable and unstable regions are identified. Various essentially
different structures of stable regions are shown and eigenvalue distributions of
different coupling matrices are investigated. The dependence of the stability
on both pinning density and pinning strength is discussed based on eigenvalue
analysis and numerical simulation. Finally, Sec. 3 gives a few concluding remarks.

2 Stability of Synchronization State by Pinning Control

Consider a network of N coupled dynamical systems whose state equations are
written in the following form:

ẋi(t) = f(xi(t))− σ
N∑

j=1

LijΓxj(t), i = 1, 2, · · · , N, (1)

where xi ∈ Rm represents the state vector of the i-th node, and the nonlinear
function f(·), describing the local dynamics of the nodes, is continuously differ-
entiable and capable of producing various rich dynamical behaviors, including
periodic orbits and chaotic states. The parameter σ is positive ruling the over-
all coupling strength. Also, Γ ∈ Rm×m is a constant matrix linking coupled
variables, while the real matrix L = (Lij) is called the Laplacian matrix of the
non-diagonalizable network, satisfying zero row-sum. The topological informa-
tion on the network in terms of the connections and the weights is contained in
the Laplacian matrix L, whose entries Lij are zero if node i is not connected to
node j (j �= i), but are negative if there is a directed influence from node j to
node i. In addition, L is not necessarily diagonalizable and symmetric because
the network is not constrained to be undirected and unweighted.

Supposing the isolated node accepts a chaotic solution, our central task is
to synchronize network (1) onto a prescribed state x̄, which is the solution of
the individual system ẋ(t) = f(x(t)) and satisfies f(x̄) = 0. To do so, feedback
pinning control is acted on the network (1) and the controlled network can be
described as

ẋi(t) = f(xi(t)) − σ(
N∑

j=1

LijΓxj(t) + diΓ (xi(t)− x̄)), i = 1, 2, · · · , N, (2)

where di = d > 0 if control is applied to the i-th node and di = 0 otherwise.
Without loss of generality, we rearrange the order of nodes in the network such
that the pinned nodes i = 1, · · · , l are the first l nodes in the rearranged network.
Note that, l corresponds to the “pinning density”, while d is the feedback gain
to be designed and furthermore determines the “pinning strength”.

We suggest that the pinned system (2) is stable at x̄, if limt→∞ ‖xi(t)− x̄‖ = 0
for all i = 1, 2, · · · , N .
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The stability of the system (2) can be analyzed exactly by setting ei(t) =
xi(t)− x̄ and linearizing it at state x̄. This leads to

Ė = EJT (x̄)− σCEΓ T , (3)

where J(x̄) is the Jacobian matrix of f evaluated at x̄. ET = [e1, e2, · · · , eN ] ∈
Rm×N and C = L+D with feedback gain matrix D = diag(d1, d2, · · · , dN ).

For convenience, we denote the matrix C as the “coupling and control matrix”.
It is easy to prove that the matrix C is non-diagonalizable while all the real parts
of its eigenvalues are strictly positive.

Consider C written in Frobenius normal form [18], i.e.,

C = PBPT = P

⎡⎢⎢⎢⎣
B1

B2

. . .
Bn

⎤⎥⎥⎥⎦PT , (4)

where P is a permutation matrix and Bk are blocks of the form

Bk =

⎡⎢⎢⎢⎣
λk

1 λk

. . . . . .
1 λk

⎤⎥⎥⎥⎦ , (5)

where λk is one of the eigenvalues of C.
Introducing a transformation

E = Pη, (6)

along with (3), leads to

η̇ = ηJT (x̄)− σBηΓ T . (7)

Each block of the Jordan canonical form corresponds to a subset of these columns
in η, which obeys a subset of equations in (7). If block Bk is nk × nk, then the
equations take the form

η̇1 = (J(x̄)− σλkΓ )η1, (8)
η̇2 = (J(x̄)− σλkΓ )η2 − σΓη1, (9)
. . .

η̇nk
= (J(x̄)− σλkΓ )ηnk

− σΓηnk−1. (10)

Here η1, η2, · · · , ηnk
represent the modes of perturbation in the generalized

eigenspace associated with eigenvalue λk. Clearly, η1 converges exponentially
to zero as t −→ ∞, if and only if all the real parts of the eigenvalues of the
matrix (J(x̄)− σλkΓ ) are less than 0. If this condition holds and the norm of Γ
is bounded, then the second term in Eq.(9) is exponentially small as well, which
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results in exponential convergence of η2 to zero as t −→∞. The same argument
when applied repeatedly shows that η3, · · · , ηnk

must also converge to zero if all
the real parts of the eigenvalues of the matrix (J(x̄) − σλkΓ ) are less than 0.
Therefore, when all the Jordan blocks are taken into account, we see that the
stability condition for the synchronous solution in the general non-diagonalizable
case is

Re(J(x̄)− σλkΓ ) < 0, k = 1, 2, · · · , n, (11)

where Re(·) denotes the real part of an eigenvalue.
The significance of (11) is that the stability problem of the controlled network

(2) can be separated into two independent tasks: one is to analyze the stable
regions of the modified systems (8)-(10), which depends on the dynamics of the
isolated node such as the Jacobian matrix J(x̄) and the inner linking struc-
ture Γ ; the other task is to analyze the eigenvalue distribution of σC, which is
independent of the inner dynamics including J(x̄) and Γ .

This criterion as shown in (11) provides the stability boundary in the complex
plane. Of course, this stability boundary depends on the dynamics of the isolated
node and the inner linking matrix Γ . In the following subsection we clarify
various essentially different structures of stable regions.

2.1 Stable and Unstable Regions

Now we specify the well-known Rössler model as an example. A single Rössler
oscillator [19] is described by⎡⎣ ẋ1

ẋ2

ẋ3

⎤⎦ =

⎡⎣ −(x2 + x3)
x1 + αx2

x3(x1 − γ) + β

⎤⎦ , (12)

which has a chaotic attractor when α = β = 0.2 and γ = 5.7. With this set of sys-
tem parameters, one unstable equilibrium point is x̄ = [0.007,−0.0351, 0.0351]T .

Here we consider the full diagonal coupling Γ = diag(1, 1, 1) and the partial
diagonal couplings Γ = diag(1, 0, 0), Γ = diag(0, 1, 0), and Γ = diag(1, 1, 0)
respectively. In Fig. 1 we plot the stable regions of the synchronization state x̄
of Rössler model in the complex plane for different coupling links. The curves
represent the critical condition at which the largest real part of the eigenvalues of
the matrix (J(x̄)−σλkΓ ) is equal to zero. In the region marked by “S” (stable),
the largest real part of the eigenvalues of the matrix (J(x̄)− σλkΓ ) is negative,
while it is positive in the region marked by “U” (unstable). It is interesting to
notice that the structure of the stable regions in Fig. 1 can be classified into three
groups. Class (i), shown in Fig. 1(a): the critical curve is a straight line, and then
larger Re(λ) is favorable for stable synchronization of the homogenous states.
Class (ii), shown in Fig. 1(b): the critical curve forms a closed circle, and then the
stable region is localized in a certain finite Re(λ)− Im(λ) region. Too large and
too small Re(λ) and too large |Im(λ)| can definitely destroy the stability of the
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Fig. 1. Distributions of stable (“S”) and unstable (“U”) regions of the synchronization
state x̄ for the Rössler model. (a) Γ = diag(1, 1, 1). (b) Γ = diag(1, 0, 0). (c) Γ =
diag(0, 1, 0). (d) Γ = diag(1, 1, 0). The black solid lines represent the zero maximum
real part of the eigenvalues.
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Fig. 2. A non-diagonalizable network with 7 nodes

synchronization state. Class (iii), shown in Figs. 1(c) and 1(d): the critical curve
is V-shaped, then larger Re(λ) and smaller |Im(λ)| are favorable for stabilizing
the homogenous states. Note that for the case of the full diagonal coupling, the
stability is controlled by the value of Re(λ) only [not Im(λ)], and the threshold
value of the stable-unstable boundary at the imaginary axis Rc = 0.097.
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2.2 Eigenvalue Distribution

To stabilize the synchronization state, the key point is to move all the unstable
eigenvalues of L to the stable region by adding suitable control signal. In the
following we consider a non-diagonalizable network with 7 nodes as shown in
Fig. 2. The network involves three levels. The top level contains the unique node
without input, which is the root node. The Laplacian matrix L is

L =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0 0
−1 1 0 0 0 0 0
−1 0 1 0 0 0 0
0 −1 0 1 0 0 0
0 −1 0 0 1 0 0
0 0 −1 0 0 1 0
0 0 −1 0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

whose eigenvalues are 0, 1, 1, 1, 1, 1, 1. The root node 1 must be pinned in order
to synchronize the network.
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Fig. 3. Eigenvalue distribution of the matrix C: σ = 1. (a) l = 0, d = 0. (b) l = 1, d =
4.5. (c) l = 2, d = 4.5. (d) l = 1, d = 9. The blue dots represent the eigenvalues of
C with l = d = 0, while the red empty circles represent the eigenvalues of C with
l �= 0 and d �= 0. These notations are valid for Fig.4. The black lines denote the critical
curves of the stable region in the case of Fig. 1(b).
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In Fig. 3 we plot various eigenvalue distributions at σ = 1 for different d and
l. It is observed from Fig. 3(a) that without control (i.e., l = 0 and d = 0),
there is one unstable eigenvalue, 0, located in the unstable region. Keeping all
parameters unchanged except setting l = 1 and d = 4.5 (l = 1 means the root
node 1 is pinned), the unstable zero eigenvalue moves up and crosses the critical
line and finally enters the stable region, as shown in Fig. 3(b). Continuously
increasing the pinning density until l = 2, an interesting phenomenon occurs:
one of the bottom eigenvalues first crosses the upper critical curve and then
enters the unstable region, which leads to desynchronization. This feature is still
observed in Fig. 3(d) when the feedback gain is increased to d = 9 from Fig. 3(b).
It is concluded that too large d and/or l can definitely destroy the stabilization
of the synchronization state.

In Fig. 4, we do the same as in Fig. 3 except that σ = 0.25 and the stable re-
gion distribution Fig. 1(c) are considered. Consider l = 1 and d = 0.65, the origin
zero eigenvalue moves up as shown in Fig. 4(b). Continuously increasing pinning
density until l = 3, there is still one nonzero eigenvalue sitting in the unstable
region. Increasing pinning strength until d = 1.95 from Fig. 4(c), the unstable
eigenvalue crosses the critical line and enters the stable region [see Fig. 4(d)].
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Fig. 4. Eigenvalue distribution of the matrix C: σ = 0.25. (a) l = 0, d = 0. (b) l =
1, d = 0.65. (c) l = 3, d = 0.65. (d) l = 3, d = 1.95. The black lines denote the critical
curves of the stable region in the case of Fig. 1(c).
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Fig. 5. The evolution of network states corresponding to Fig.3(b). The red lines denote
the states of the pinned nodes. These notations are valid for Figs. 6-8.
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Fig. 6. The evolution of network states corresponding to Fig. 3(c)

It is concluded that increasing the pinning density and/or pinning strength can
considerably enhance the controlling efficiency in the case of V-shaped region.

We should emphasize that the stabilization effect depends sensitively on the
structure of stable region. For the case of the full diagonal coupling, only if the
condition σλ > Rc holds, the pinned system can be stable. A different case
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Fig. 7. The evolution of network states corresponding to Fig. 3(d)
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Fig. 8. The evolution of network states corresponding to Fig. 4(d)

is class (ii) structure, in which increasing sufficiently the pinning density or
pinning strength definitely spoils stabilization, because some eigenvalues will be
pushed upward by the control to the unstable region. This behavior is essentially
different from the one displayed in Fig. 4.
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Figures 5, 6, 7 and 8 show the process of controlling the 7-node network
corresponding to Figs. 3(b), 3(c), 3(d) and Fig. 4(d), respectively. It is clear that
the aim state is stabilized well after control, which is consistent with Figs. 3(b)
and 4(d). Also, the stability is destroyed by larger l or larger d as shown in
Figs. 6 and 7 when the stable region is a closed circle.

3 Conclusions

In this paper, the stability of non-diagonalizable networks under pinning control
is examined by applying eigenvalue analysis. The effects of pinning density and
pinning strength are investigated in detail.

Based on eigenvalue analysis, the stabilization problem of complicated high-
dimensional systems can be divided into two independent problems: One is the
description of stable and unstable regions of the isolated node modified by an
eigenvalue forcing σλkΓ [see (8)-(10)]; the other is the eigenvalue analysis of
the node coupling and control matrix C. The former is independent of the node
interaction scheme and the control mechanism, whereas the latter is independent
of the inner dynamics, the synchronization state and the inner linking matrix.
Both problems have been solved easily. They, together, provide definite answers
to the problems of stability of non-diagonalizable coupled networks. For instance,
one can easily reveal and classify the stability of the synchronization state by
examining whether and how some unstable eigenvalues enter into the stable
region. Moreover, one can apply control matrix D to stabilize a synchronization
state by moving all the unstable eigenvalues into the stable region. Therefore,
the investigation of the distribution of stable and unstable regions of the isolated
system becomes extremely important and widely significant for the stability
problems of coupled networks with large size. The ideas in this paper can be
applied to general coupled extended networks: by changing f(x), x̄ and Γ , we
can obtain different distributions of stable and unstable regions; by adjusting the
control matrixD, we can flexibly change the distribution of the matrix C; and by
combining all these manipulations we can stabilize the homogenous stationary
state of a general coupled network.
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Scale-Free Networks with Different Types of Nodes 

Juan Zhang and Wenfeng Wu 

Department of Applied Mathematics, College of Science,  
Donghua University, Shanghai, P.R. China 

zhangjuan@dhu.edu.cn 

Abstract. In many natural and social networks, nodes may play different roles 
or have different functions. In this paper, we propose a simple model with 
different types of nodes and deterministic selective linking rule. We investigate 
the structural properties by theoretical predictions. It is found that the given 
model exhibits a power-law distribution. In addition, we make the model 
become the weighted network by giving the links the weight and analyze the 
probability distribution of the node strength. 

Keywords: power-law distribution, degree distribution, clustering coefficient, 
weighted network, mean-field method. 

1   Introduction 

In recent years, complex network systems [1-4] have received remarkable attention, 
and many scale-free networks have been created because of the pioneer work finished 
by Barabási and Albert [2], and most of these models are homogeneous since they are 
composed of the same type of nodes. However, in many real networks, nodes can be 
divided into different types according to their importance or other properties. For 
example, in the transports network (the cities and roads being nodes and edges, 
respectively), the province seats are more important than county ones [5]. For another 
example, a researcher may work in two or more fields and cooperate with different 
authors. He writes papers in one field with collaborators who are always engaged in 
this field while he may also contribute to the other field by participating in another 
group. He may also have an independent friendship network [6]. 

Recently, Shi-Jie Yang and Hu Zhao [7] have developed a heterogenous network 
in which the nodes are catalogued into two types according to the interactions 
between them, and they found that the node degree exhibits a multi-scaling law 
distribution with the scaling exponent of each type of nodes. However, they did not 
consider the clustering coefficient and the average path length of the network. Shou-
liang Bu, Bing-Hong Wang and Tao Zhou [5] have gained a scale-free and high 
clustering complex networks with three types of nodes by large simulations, however, 
they did not give the theoretic compute. 

In this paper, we develop the network with s ( 1s ≥ ) types of nodes, and we consider 
the relations among not only the same types of nodes but also the different types of 
nodes. That is to say, every type of nodes can be linked with their own type or linked 
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with their different types. An evident real system obeying this rule is that people of the 
different sex can have relations in the network, while people of the same sex can also 
establish relations. Noticeably, the theoretic calculations of two important topological 
properties (the degree distribution and the clustering coefficient) are developed in this 
paper. Lastly, we make the model become the weighted network and compute the 
probability distribution of node strength. 

2   The Model 

We consider a growing network as follows:  

(i) There are s types of nodes in the network, with fractions ( )1 2 3, , , , sp p p p , 

respectively, here 
1

1
s

ii
p

=
=∑ . 

(ii) Selective rule: for every step, a new node of the type j  with probability 

(1 )jp j s≤ ≤  and m  new edges are added to the network. The new node is 

preferentially attached to the same type of existing nodes with probability q  and to 

the different types of existing nodes with probability 1 q− . 

 
Fig. 1. (1) the network consists of three nodes, denoting as one circle, one triangle and one 
square, respectively, here; (2) each instant a new node and m  new links (dashed line) are 

added (here, 2, 0.5m q= = ) 

 
(iii) At each instant, when a new node is generated, we assume that the probability 

)( ik∏  with which the new node will be connected to an existing node i  depends on 

the degree ik  of node i : 

∑
=∏

j j

i
i k

k
k )(  
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In addition, we assume that the growing network starts with 0N ( 0N m≥ ) nodes 

consisting of different types of nodes, and they link with each other. It is known that 

after t  steps the model leads to a network with 0tN N t= +  nodes and 

0 0( 1) / 2tE mt N N= + −  edges. The average node degree is 2 /t tt
k E N=  

which is approximately equal to 2m  for infinite network size. Fig 1 is an example 

when 3, 2, 0.5s m q= = = . 

3   Analytical Calculation of Relevant Network Parameters 

Topology properties are very important to understand the complex dynamics of real-
life systems. Here we focus on the important characteristics: degree distribution and 
clustering coefficient.  

3.1   Degree Distribution 

The degree distribution is one of the most important statistical characteristics of a 
network. In this section, we use the mean-field method [8] to analyze the property of 

our network model, we assume that the degree ik  of node i  is continuous, and node 

i  is the existing node in the network. 
In every step, when node i  is a node of the type j , it increases its degree with the 

rate becomes:  

1 2 1 1[ (1 )( )]

     [(2 1) 1 ]

i i
j j j s

ll

i
j

ll

k k
m qp q p p p p p

t k

k
m q p q

k

− +
∂ = + − + + + + + +
∂

= − + −

∑

∑

 . (1) 

Then when node i  is an arbitrary node, we have  

1 1 2 2

3 3

2 2 2 2
1 2 3

[(2 1) 1 ] [(2 1) 1 ]

          + [(2 1) 1 ] [(2 1) 1 ]

      = [(2 1)( ) 1 ]

i i i

l ll l

i i
s s

l ll l

i
s

ll

k k k
p m q p q p m q p q

t k k

k k
p m q p q p m q p q

k k

k
m q p p p p q

k

∂ = − + − + − + −
∂

− + − + + − + −

− + + + + + −

∑ ∑

∑ ∑

∑

 (2) 
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Where 0 02 ( 1)ll
k mt N N= + −∑ , so Eq. (2) becomes  

2 2 2 2
1 2 3

0 0

2 2 2 2
1 2 3

[(2 1)( ) 1 ]
2 ( 1)

     [(2 1)( ) 1 ]
2

i i
s

i
s

k k
m q p p p p q

t mt N N

k
q p p p p q

t

∂ = − + + + + + −
∂ + −

≈ − + + + + + −
 (3) 

Denoting 2 2 2 2
1 2 3(2 1)( ) 1sg q p p p p q= − + + + + + − , there is the initial 

condition that node i  was added to the system at time it with the expected value of 

connectivity ( )i ik t m= , so the solution of Eq. (3) is:  

2( ) ( )
g

i
i

t
k t m

t
=  . (4) 

Therefore, the probability with a degree )(tki  smaller than k , ))(( ktkP i < , 

can be written as  

2 2

( ( ) ) ( ( ) ) 1 ( ( ) )g g
i i i

m m
P k t k P t t P t t

k k
< = > = − ≤  . (5) 

Assuming that we add the nodes at equal time intervals to the system, the 

probability density of it  is [8]:  

0

1 1
( )i iP t

N t t
= ≈

+
 . (6) 

Thus, Eq. (5) can be rewritten as  

2

( ( ) ) 1 ( ) g
i

m
P k t k

k
< = −  . (7) 

Then the degree distribution )(kP is obtained:  

2

2
1

2
( ( ) )

( )

g

i

g

m
P k t k g

P k
k

k
+

∂ <= =
∂

 . (8) 

Obviously, Eq. (8) exhibits the extended power-law form as  

( )P k k γ−∼  . (9) 

where 
2 2 2 2

1 2 3

2 2
1 1

(2 1)( ) 1sg q p p p p q
γ = + = +

− + + + + + −
. 
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3.2   Clustering Coefficient 

Clustering coefficient is another important statistic characteristic for a network 
because it can reflect the clustering extent of the network. Most real-life networks 

show a cluster structure quantified by it. By definition, clustering coefficient iC  of a 

node i  is 
2

( 1)
i

i
i i

e
C

k k
=

−
, where ie  is the total number of existing edges between 

all its nearest neighbors and 
( 1)

2
i ik k −

 is the number of all possible edges between 

them. 

Using the mean-field rate-equation theory, we can calculate iC  analytically. 

When the new node is a node of the type (1 )u u s≤ ≤ , 

(i) when node i  is a node of the type u ,  

2

2

( 1) ( 1)(1 )
[ (1 ) ]

( 1)
     [ (1 )(1 )]

( )

( 1)
     [(2 1) 1 ]

( )

i i n n
u u

nl l ll l l

i
u u n

nll

i
u n

nll

e mqk m qk m q k
p p

t k k k

m m qk
p q p q k

k

m m qk
q p q k

k

∈Ω

∈Ω

∈Ω

∂ − − −= + −
∂

−= + − −

−= − + −

∑∑ ∑ ∑

∑∑

∑∑

 . (10) 

Where nk  denotes the degree of a neighbor of node i , n
n

k
∈Ω
∑ is the sum of the 

degrees of all neighbors of node i . 

(ii) when node i  is a node of the type ( 1,2, , 1, 1, , )j j u u s= − + ,  

2

( 1)(1 )
[(2 1) 1 ]

( )
i i

u n
nll

e m m q k
q p q k

t k ∈Ω

∂ − −= − + −
∂ ∑∑

 . (11) 

Then when node i  is an arbitrary node, we have  

2

2
2

( 1)
{ [(2 1) 1 ]

( )

          (1 )(1 )[(2 1) 1 ]}

( 1)
     [(2 1) 1 ]

( )

i i
u u

ll

u u n
n

i
u n

nll

e m m k
p q q p q

t k

p q q p q k

m m k
q p q k

k

∈Ω

∈Ω

∂ −= − + −
∂

+ − − − + −

−= − + −

∑
∑

∑∑

 . (12) 
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Therefore, when the new node is an arbitrary node, we have  

2
2

1

2 3 2 2 2
2

1 1

( 1)
{ [(2 1) 1 ] }

( )

( 1)
     [(2 1) 2(3 2 1) (1 ) ]

( )

s
i i

u u n
u nll

s s
i

u u n
u u nll

e m m k
p q p q k

t k

m m k
q p q q p s q k

k

= ∈Ω

= = ∈Ω

∂ −= − + −
∂

−= − + − − + −

∑ ∑∑

∑ ∑ ∑∑

 (13) 

Denoting 2 3 2 2 2

1 1

(2 1) 2(3 2 1) (1 )
s s

u u
u u

a q p q q p s q
= =

= − + − − + −∑ ∑ . 

In addition, for uncorrelated random networks we have [2]  

ln ln
4 2n i i

n

k m
k k t k t

∈Ω

= =∑  . (14) 

So Eq. (13) becomes,  
22

2 2 2

( 1) ( 1) ( 1)
ln ln

( ) ( ) 2 2 ( )
i i i i

n i
nl l ll l l

e m m ak m m ak km m m a
k k t t

t k k k∈Ω

∂ − − −= = =
∂ ∑∑ ∑ ∑

 (15) 

Integrating both sides of Eq. (15),  
22 2

2
,0 ,021 1

2
2

,0 2 21

2
,0 2 1

2
2

,0 2

( 1) ( 1)
ln ( ) ln

2 ( ) 2

( 1) 1
  ( ) ln

2

( 1)
  ( ) ln

2

( 1) (ln )
  ( )

8

N N
i i

i i i
l ll l

N
i

i

N
i

i

i i

k km m a m m a
e e tdt e tdt

k k

dkm m a
e tdt

m g dt

dkm a
e tdt

g dt

m a N
e k N

g N

− −= + = +

−= +

−= +

−= +

∫ ∫∑ ∑

∫

∫

 
(16) 

After neglecting ,0ie , the clustering coefficient becomes:  

2

2

( 1) (ln )
( )      

( 1) 4
2

i
i i

i i

e m a N
C k

k k g N

−= ≈−  . (17) 

Therefore, the clustering coefficient of this network can be obtained:  
2

2
1

2 3 2 2 2
2

1 1

2 2

1

1 ( 1) (ln )

4

( 1)[(2 1) 2(3 2 1) (1 ) ]
(ln )

       
4[(2 1) 1 ]

N

i
i

s s

u u
u u

s

u
u

m a N
C C

N g N

m q p q q p s q
N

N
q p q

=

= =

=

−= ≈

− − + − − + −
=

− + −

∑

∑ ∑

∑

 (18) 
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From Eq. (18), C  decreases with N  according to 2ln N N , this result is same 

to Ref [9]. 

4   Weighted Network   

We propose a weighted network by imposing the essential features of strength 
preferential attachment on the above model. The rule of weight evolution is based on 
the notion that ‘‘the rich always gets richer’’. In other words, high-weighted link has 
higher probability to evolve. The weight of the links from the same types of nodes are 

set to 1w , while The weight of the links from the different types of nodes are set to 

2w . At each instant, when a new node is generated, these links are randomly 

connected to the existing nodes according to the strength preferential probability iΛ , 

which is defined as  

i
i

jj

s

s
Λ =

∑
 . (19) 

By mean field approximation and by treating all discrete variables as continuous 

[10-11], we assume that node i  is a node, which is added at time it . 

(1) when the new node and node i  have the same type, the strength is of the node 

added at time it  satisfies at time t ,  

1

( ) ( )

( )
i i

ll

ds t s t
mqw

dt s t
=

∑
 . (20) 

(2) when the new node and node i  have the different types, the strength is of the 

node added at time it  satisfies at time t ,  

2

( ) ( )
(1 )

( )
i i

ll

ds t s t
m q w

dt s t
= −

∑
 . (21) 

When the new node is a node of the type (1 )j j s≤ ≤ ,  

1 2

( ) ( ) ( )
(1 ) (1 )

( ) ( )
i i i

j j
l ll l

ds t s t s t
p mqw p m q w

dt s t s t
= + − −

∑ ∑
 . (22) 
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Then when node i  is an arbitrary node, we have  

2
1 2

1

2
1 2

1

( ) ( ) ( )
[ (1 ) (1 ) ]

( ) ( )

( )
         [ (1 ) (1 ) ]                      

( )

s
i i i

j j j
j l ll l

s
i

j j j
jll

ds t s t s t
p mqw p p m q w

dt s t s t

s t
p mqw p p m q w

s t

=

=

= + − −

= + − −

∑ ∑ ∑

∑∑

 (23) 

Since one node is added to the network in each time step, the network size tN t≈ . 

Then we have  

1 2( ) 2 2 (1 )                     ll
s t mqw t m q w t≈ + −∑  . (24) 

Putting Eq. (24) into Eq. (23) and using the initial condition 

1 2( ) (1 )i is t t mqw m q w= = + − , we conclude that  

2
1 2

1

1 2

[ (1 ) (1 ) ]
( ) ( )

2 2 (1 )

s

j j j
ji i

p mqw p p m q w
ds t s t

dt t mqw m q w
=

+ − −
=

+ −

∑
 . 

(25) 

We assume that 

2
1 2

1

1 2

[ (1 ) (1 ) ]

2 2 (1 )

s

j j j
j

p mqw p p m q w

n
mqw m q w

=

+ − −
=

+ −

∑
, then  

1 2( ) [ (1 ) ]( )                                n
i

i

t
s t mqw m q w

t
≈ + −  . (26) 

The probability distribution of node strength can be computed by  

( ) ( )

1
( , )

( )
i

i

i s t s t

t
P s t

t s t
=

∂= −
∂

 . (27) 

From Eq. (26) we obtain:  

1
1

1 2[ (1 ) ]
( , )

n n
n

mqw m q w
P s t s

n

+− + −= . 
(28) 
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Then ( , ) srP s t s−∼   

2
1 2

1

1 2

2
1 2

1

1 2

2
1 2 1 2

1

2
1 2

1

[ (1 ) (1 ) ]

1
2 2 (1 )1

[ (1 ) (1 ) ]

2 2 (1 )

2 2(1 ) [ (1 )(1 ) ]

  
[ (1 )(1 ) ]

s

j j j
j

s s

j j j
j

s

j j j
j

s

j j j
j

p mqw p p m q w

mqw m q wn
r

n
p mqw p p m q w

mqw m q w

qw q w p qw p p q w

p qw p p q w

=

=

=

=

+ − −
+

+ −+= =
+ − −

+ −

+ − + + − −
=

+ − −

∑

∑

∑

∑

 . (29) 

Obviously this weighted model successfully reproduces the scale-free behavior of 
the probability distributions of strength with a tunable exponent. 

5   Conclusions 

In conclusion, we have presented a simple model that consists of different types of 
nodes. One finds that this model is a scale-free network, and the analytical solution of 
clustering coefficient is obtained. In addition, we have proposed a simple weighted 
model with different types of nodes. The weighted model successfully reproduces the 
scale-free behavior of the probability distributions of strength with a tunable exponent 
that depends on the microscopic mechanism ruling the weight evolution. 
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Abstract. In this paper we propose a generalized complex networks
model, which concerns asymmetric network configuration including both
neutral-type coupling delay and retarded-type one. The synchroniza-
tion problem of this generalized complex networks is reformulated into
the asymptotical stability problem of neutral delay functional differen-
tial equations. By introducing descriptor system transformation strat-
egy, the less conservative sufficient condition of delay-independent and
independent-of-delay global synchronization criteria are derived in terms
of linear matrix inequalities. A numerical example is given to support the
theoretical results.

Keywords: Complex Networks, Synchronization, Retarded Delay, Neu-
tral Delay, Linear Matrix Inequalities (LMI).

1 Introduction

During the past decade, complex networks have attracted a lot of interests in the
fields of biology, physics, chemistry, engineering and human society [1,2,3,4,5,6].
With each unit regarded as a node, many nonlinear coupling nodes form the
complex networks, which describe the sophisticated properties of many systems
in nature. As a significant collective behavior, synchronized dynamical propen-
sity in large networks of coupled units has been widely investigated by many
researchers [7,8,9,10,11,12,13,14,15,16], since synchronization has potential ap-
plications in such places as semiconductor lasers, secure communication and
electronic circuits.

Among the methods of synchronization analysis, a common technique is to
linearize the dynamical nodes with respect to certain synchronized state and
then some local synchronization criteria are derived based on this linearized
model [8,9,10,11]. In some situations, if the synchronized state is unavailable in
advance, one cannot implement linearization technique. It should be further no-
ticeable that this approach does not solve the inherent nonlinear difficult problem
of complex networks. In order to overcome this disadvantage, the global synchro-
nization of complex networks was studied [12,13,14,15,16]. For simplicity, most
of these papers considered that the network has symmetric topology structure.

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 1001–1010, 2009.
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This paper focuses on a more generalized model which may be weighted net-
work, directed network or any other configurations if only coupling matrix can
be explicitly represented.

On the other hand, time delays occur commonly in the process of synchro-
nization due to the limited transmitting capability and possible network traffic
congestions. In the previous work, complex networks with coupling delay were
modeled as interacting retarded delay functional differential equations [9,17,18].
However, neutral delay functional differential equations may better describe the
realistic networks in the case of population ecology, distributed networks contain-
ing lossless transmission lines, heat exchangers and financial market [19,20,21].
For instance, when the complex dynamical networks are used to model a stock
transaction system, each node’s state is defined as an agent’s behavior such as
buying, selling and holding, which is driven dynamically by judging the situation
at the time and the historical fluctuating rate records. Hence a complex dynam-
ical networks model with neutral coupling delay is established [22]. In this note,
we address the question of how to choose the value of coupling delay such that
a given network may achieve synchronous behavior. In order to obtain the less
conservative sufficient conditions, descriptor system transformation strategy is
utilized during the derivative of the criteria.

The rest of paper is organized as follows. In section 2, a general complex
dynamical networks with mixed coupling delays and some useful lemmas are
given. In Section 3, descriptor system transformation strategy is introduced to
reformulate the network model, then delay-dependent and independent-of-delay
synchronization criteria are presented based on this novel model. In Section 4, a
numerical example is given to illustrate the main results of this paper. Finally,
conclusions are given in Section 5.

Notation: The notation used throughout the paper is fairly standard. The su-
perscripts ′T ′ stands for matrix transposition; R

n denotes the n-dimensional
Euclidean space; P > 0 (≥ 0) means P is real symmetric and positive definite
(semi-definite). In symmetric block matrices, we use an asterisk (∗) to represent
a term that is induced by symmetry and diag(. . .) stands for a block-diagonal
matrix. The norm of a vector or matrix is denoted by ‖ · ‖, and ρ(·) denotes the
spectral radius of a matrix.

2 Complex Dynamical Networks Model and Preliminaries

Consider the ensemble of N identical diffusively coupled nodes, with each one
being an n-dimensional dynamical system. The proposed complex dynamical
networks model is described by

ẋi(t) = Axi(t)+f(xi(t))+
N∑

j=1

Gij(Bxj(t− τ) + Cẋj(t− τ )), i = 1, . . . , N (1)

where xi = (xi1, . . . , xin)T ∈ R
n is the state variable of node i, t ∈ R is the

continuous time variable, f is continuously differentiable map, τ is the positive
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constant coupling delay between nodes (it is assumed that the network has iden-
tical retarded delay and neutral delay), B = (aij) ∈ R

n×n is a constant inner
coupling matrix of the nodes about the retarded delay and C = (bij) ∈ R

n×n

regarding to the neutral one, G = (Gij) ∈ R
N×N is the outer-coupling matrix

combining both configuration and weights of the entire networks.
When C = 0, the system model (1) becomes the retarded-type delay dynam-

ical networks as [9]

ẋi(t) = Axi(t) + f(xi(t), t) +
N∑

j=1

GijBxj(t− τ) i = 1, . . . , N (2)

Further when B = 0 and τ = 0, the system model (1) turns into the simple
uniform dynamical networks proposed by Wang and Chen [23]

ẋi(t) = Axi(t) + f(xi(t), t) +
N∑

j=1

GijBxj(t) i = 1, . . . , N (3)

Therefore, (1) is a general complex networks model, with (2) and (3) as the
special case.

Let s(t) be the synchronized state of the generalized networks satisfying ṡ(t) =
As(t) + f(s(t)) , which may be an equilibrium, aperiodic trajectory or a chaotic
attractor of the uncoupled dynamical behavior of each node.

In the sequel, we present some definitions and useful lemmas required through-
out the paper.

Definition 1. The complex dynamical networks (1) is said to be globally asymp-
totically synchronized if for any initial function ϕi(θ) and ϕ̇i(θ), it holds:

lim
t→∞ ‖xi(t)− s(t)‖ = 0, i = 1, . . . , N. (4)

Lemma 1. [24](Schur Complement) Suppose A1, A2, A3 are respectively p× p,
p× q and q × q matrices, and A1 is invertible, then the inequality(

A1 A2

AT
2 A3

)
> 0

is equivalent to the following two inequalities

A1 > 0, A3 −AT
2 A

−1
1 A2 > 0

Lemma 2. ([25]) For the matrices A ∈ R
m×n, B ∈ R

p×q, the Kronecker prod-
uct of A and B is a mp× nq matrix defined as

A⊗B �

⎛⎜⎜⎜⎝
a11B a12B . . . a1nB
a21B a22B . . . a2nB

...
...

. . .
...

am1B an2B . . . amnB

⎞⎟⎟⎟⎠
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3 Main Results

First, the global synchronization of general complex networks is transferred into
the stability of N ×n dimensional neutral-type time delay systems. Then delay-
dependent and independent-of-delay synchronization criteria are derived.

3.1 Model Transformation

Let x(t) = [xT
1 (t), . . . , xT

N (t)]T , F(x(t)) = [fT (x1(t)), . . . , fT (xN (t))]T , then the
coupled dynamical network (1) can be rewritten as the compact form

ẋ(t) = Āx(t) + F(x(t)) + B̄x(t− τ) + C̄ẋ(t− τ), (5)

where Ā = (IN ⊗ A), B̄ = (G ⊗ B), C̄ = (G ⊗ C), IN is a N × N dimension
identity matrix.

Define the synchronous error state of node i with respect to s(t) as ei(t) =
xi(t) − s(t) and e(t) = [eT

1 (t), . . . , eT
N(t)]T , then the error dynamical network is

denoted by:

ė(t) = Āe(t) + F(e(t)) + B̄e(t− τ) + C̄ė(t− τ), (6)

where F(e(t)) =
[
fT (x1) − fT (s), . . . , fT (x1) − fT (s)]T . It may be seen that

the asymptotical stability of neutral time delay system (6) is equivalent to the
global synchronization of the complex networks (1) with respect to s(t).

Many efforts have been made to obtain less conservative conditions when the
Lyapunov-Krasovskii theory is employed [26]. There are four basic fixed trans-
formation methods, among which the descriptor system transformation method
introduced by Fridman [27] is much better because this method may attain less
conservative criteria than the others. Thus descriptor system transformation
strategy is introduced in the derivation of the global synchronization criterion
for generalized complex networks.

Eq. (5) may be represented in the equivalent descriptor form as follows:

ė(t) = y(t),
y(t) = Āe(t) + F(e(t)) + B̄e(t− τ) + C̄ė(t− τ), (7)

According to the Leibniz-Newton formula e(t)− e(t− τ) =
∫ t

t−τ y(s)ds, then we
have:

ė(t) = y(t),

0 = −y(t) + (Ā+ B̄)e(t) + F(e(t)) + C̄ė(t− τ) + B̄

∫ t

t−τ

y(s)ds (8)

It is well known that for a neutral delay system to be stable, it is necessary
that its neutral part must be stable. This requirement concerns the following
hypothesis.

Assumption 1 (A1). The operator is defined as

De(t) = e(t)− C̄e(t− τ)
Suppose that ρ(C̄) ≤ 1, then the operator De(t) is stable.
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Assumption 2 (A2). Suppose that there exist a set of constant σk ≥ 0 (k =
1, . . . , n) such that the nonlinear part of uncoupled node f(·) satisfies local Lip-
schitz condition:

|fk(a)− fk(b)| ≤ σk|a− b|, a, b ∈ R (9)

Under A2, the existence and uniqueness of the solution to Eq.(5) is guaranteed.
Let Σ = diag{σk, . . . , σn} and L = IN ⊗ Σ. For a non-negative definite

matrix S, there exists a decomposition S = UTΛU where U = [u1, . . . ,uN ]T ,
ui = [ui1, . . . , uin]T and Λ = diag{λ1, . . . , λN×n} with λi ≥ 0 (i = 1, . . . , N).
According to Eq.(9), it may be readily deduced that:

M(t) = eT (t)LSLe(t)− FT (e)SF (e)
= eT (t)LUTΛULe(t)− FT (e)UTΛUF (e)

=
N∑

i=1

n∑
j=1

λi×j

[
e2ijσ

2
j − f2

j (eij)
]

< 0 (10)

3.2 Synchronization Criteria

For the given dynamical network, we can establish the following delay-dependent
synchronization criterion in terms of linear matrix inequality.

Proposition 1. Under A1 and A2, the states of complex networks (1) is glob-
ally asymptotically synchronized for a given scalar τ > 0, if there exist positive
definite matrices P1 = PT

1 > 0, Q = QT > 0, R = RT > 0, non-negative definite
matrix S ≥ 0, and any matrices P2, P3 such that the following LMI is feasible:⎛⎜⎜⎜⎜⎝

(Ā+ B̄)TP2 + PT
2 (Ā+ B̄) + LSL ∗ ∗ ∗ ∗

P1 − P2 + PT
3 (Ā+ B̄) −P3 − PT

3 +Q+ τR ∗ ∗ ∗
τPT

2 B̄ τPT
3 B̄ −τR ∗ ∗

PT
2 C̄ PT

3 C̄ 0 −Q ∗
0 0 0 0 −S

⎞⎟⎟⎟⎟⎠ < 0

(11)

Proof. Choose the Lyapunov-Krasovskii functional as follows:

V (et, t) = V1 + V2 + V3 (12)

where

V1 =
[
eT (t) yT (t)

]
EP

[
e(t)
y(t)

]
= eT (t)P1e(t) (13)

in which E =
(
I 0
0 0

)
, P =

(
P1 0
P2 P3

)
, P1 = PT

1 > 0

V2 =
∫ t

t−τ

yT (s)Qy(s)ds, Q > 0 (14)
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V3 =
∫ 0

−τ

∫ t

t+θ

yT (s)Ry(s)ds, R > 0 (15)

The time derivative of V (et, t) along the trajectories of (8) is given by

V̇ (et, t) = V̇1 + V̇2 + V̇3 (16)

From (13) to (15), we have

V̇1 = 2e(t)P1ė(t) = 2
[
eT (t) yT (t)

]
PT

[
e(t)
0

]
= 2

[
eT (t) yT (t)

]
PT

×
[

y(t)
−y(t) + (Ā+ B̄)e(t) + F (e) + C̄y(t− τ) − B̄ ∫ t

t−τ y(s)ds

]
(17)

V̇2 = yT (t)Qy(t) − yT (t− τ)Qy(t − τ) (18)

V̇3 = τyT (t)Ry(t) −
∫ t

t−τ

yT (s)Ry(s)ds (19)

Let ξ(t) = [eT (t),yT (t),yT (t − τ), FT (e)]T . Consider the fact that M(t) ≥ 0 ,
then V̇ (et, t) satisfies that

V̇ (et, t) ≤ V̇ (et, t) +M(t) = ξT (t)Ψξ(t) + ν −
∫ t

t−τ

yT (s)Ry(s)ds (20)

where

Ψ =

⎡⎢⎢⎣ Ψ11 PT

[
0
C̄

]
0[

0 C̄
]
P −Q 0

0 0 −S

⎤⎥⎥⎦ (21)

Ψ11 = PT

[
0 I

Ā+ B̄ −I
]

+
[

0 ĀT + B̄T

I −I
]
P +

[
0 0
0 τR +Q

]
+

[
LSL 0

0 0

]
(22)

ν = −2
∫ t

t−τ

[
eT (t) yT (t)

]
PT

[
0
B̄

]
y(s)ds (23)

For any Nn×Nn dimension positive definite matrix R > 0, it holds

ν ≤ τ
[
eT yT

]
PT

[
0
B̄

]
R−1

[
0 B̄T

]
P

[
eT

yT

]
+

∫ t

t−τ

yT (s)Ry(s)ds (24)

Combining (20) and (24), then apply Schur complements to the first term of
Ψ11. It yields that V̇ (et, t) < 0 if the LMI shown in (25) are feasible.⎡⎢⎢⎢⎢⎣

Ψ τPT

[
0
B̄

]
PT

[
0
C̄

]
0

τ
[
0 B̄T

]
P −τR 0 0[

0 CT
]
P 0 −Q 0

0 0 0 −S

⎤⎥⎥⎥⎥⎦ < 0 (25)



Global Synchronization of Generalized Complex Networks 1007

It can been easily seen that (25) is equivalent to (11). According to the Lyapunov
theory, the synchronous error states of the network are asymptotically stable,
which implies Proposition 1. This completes the proof. �

Remark 1. For a certain network, all the parameters are given explicitly. Applying
Proposition 1, the upper bound of coupling delay τmax can be obtained by solving
(11) with the help of MATLAB LMI toolbox [24]. It is worth noting that τ ≤
τmax is only sufficient condition to guarantee the global synchronization for
the complex networks. That is, there may exist a scalar τ ′ > τmax such that
the network can be synchronized with this coupling delay. It is an intrinsically
limitation of Lyapunov theory, but there is no better substitution analysis tool
for this sophisticated problem.

Remark 2. As it is seen above, the delay-dependent criterion of Proposition 1 is
so powerful that the independent-of-delay case is also involved. Let τ = 0, then
the independent-of-delay synchronization criterion may be readily derived.

Corollary 1. Under A1 and A2, the states of complex networks (1) is globally
asymptotically synchronized for all 0 ≤ τ < ∞, if there exist positive definite
matrices P1 = PT

1 > 0, Q = QT > 0, R = RT > 0, non-negative definite matrix
S ≥ 0, and any matrices P2, P3 such that the following LMI is feasible:

⎛⎜⎜⎝
(Ā+ B̄)TP2 + PT

2 (Ā+ B̄) + LSL ∗ ∗ ∗
P1 − P2 + PT

3 (Ā+ B̄) −P3 − PT
3 +Q ∗ ∗

PT
2 C̄ PT

3 C̄ −Q ∗
0 0 0 −S

⎞⎟⎟⎠ < 0 (26)

4 Numerical Examples

In this section, a numerical example is presented to illustrate the usefulness of
developed theoretical results.

Consider a 2-order nonlinear system as the dynamical node of the complex
networks (1) which is described by

ẋi = Axi + f(xi, t) (27)

where A =
(−0.9 0.2

0.1 −0.9

)
, f(xi, t) = [f1(xi), f2(xi)]T , f1(xi) = 0.4(|xi1 + 1| −

|xi1 − 1|), f2(xi) = 0.1sin(xi2). It may be easily calculated that the Lipschiz
constant matrix of function f(·) is Σ = diag{0.8, 0.1}.

The dynamical networks consist of 8 identical nodes, which interconnect in
the nearest-neighbor topology structure. The coupling configuration are given
as follows: the inner-coupling matrices are
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B =
(−1.1 −0.2
−0.1 −1.1

)
, C =

(−0.2 0
0.2 −0.1

)
,

and the outer-coupling matrix is

G = 0.5×

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

2 1 0 0 0 0 0 1
1 2 1 0 0 0 0 0
0 1 2 1 0 0 0 0
0 0 1 2 1 0 0 0
0 0 1 2 1 0 0 0
0 0 0 1 2 1 0 0
0 0 0 0 0 1 2 1
1 0 0 0 0 0 1 2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The spectral radius of neutral part matrix is ρ(G ⊗ C) = 0.4 < 1, which

satisfies the precondition of Proposition 1. In sequence, the delay-dependent
synchronization criterion of the network is validated. Applying Proposition 1,
we can obtain the upper bound of delay τmax = 0.22. It guarantees that the
complex networks is globally synchronized for τ ≤ τmax.

Define the k-th element of the state errors between node 1 and node i as
eki = xk1−xki (k = 1, 2 and i = 2, . . . , 8). Take the initial values of the network
as random number in [0, 1], then the curves of synchronous state errors for the
case of τ = 0.1 and τ = 0.8 are shown in Fig. 1 and 2, respectively.
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Fig. 1. Synchronous state errors of complex networks (27) for the case of τ = 0.1



Global Synchronization of Generalized Complex Networks 1009

0 10 20 30 40 50 60
−400

−200

0

200

400

time(s)

e i1

0 10 20 30 40 50 60
−1000

−500

0

500

1000

time(s)

e i2

Fig. 2. Synchronous state error of complex networks (27) for the case of τ = 0.8

5 Conclusions

In this paper, we discuss the global asymptotical synchronization problem for the
generalized complex dynamical networks with mixed coupling delay. Compared
with the previous work, the proposed model provides additionally mathematical
description including the derivative of past states in the present system equation.
Under some assumptions, the synchronization problem is reformulated into the
asymptotically stability of nonlinear neutral delay functional differential equa-
tion. Furthermore the delay-dependent and delay-independent synchronization
criterion are derived. Both of them can be readily verified by MATLAB LMI
toolbox.
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Abstract. Many real world data can be represented as heterogeneous
networks that are composed of more than one types of nodes, such as
paper-author networks (two types) and user-resource-tag networks (three
types) of social tagging systems. Discovering communities from such
heterogeneous networks is important for finding similar nodes, which
are useful for information recommendation and visualization. Although
modularity is a famous criterion for evaluating division of given networks,
it is not applicable to heterogeneous networks. This paper proposes new
modularity for bipartite networks, as the first step for heterogeneous net-
works. Experimental results using artificial networks and real networks
are shown.

Keywords: modularity, community, bipartite networks.

1 Introduction

There are various relations among entities that are represented as networks, such
as citations of papers and friendships of SNS (Social Network Service) users. In
order to recognize their overall structures and to recommend similar entities,
discovering communities from networks attracts many researchers from physics,
computer science, and sociology. Quality of the divisions of networks is often
measured by modularity, which is a scalar value that measure the density of
edges inside communities as compared to edges between communities. As the
strategy for finding divisions of given networks, modularity optimization is often
employed.

Modularity is, however, appropriate for homogeneous networks that are com-
posed of only one type of vertices (such as papers and SNS users in the above
examples). In real-world situations, there are many heterogeneous networks that
are composed of more than one types of vertices, such as paper-author net-
works and movie-actor networks (Figure 1). Modularity is not appropriate for
community division of such heterogeneous networks since the density of edges
inside communities of same type of vertices is sparser than that of edges between
communities of different types of vertices.

As the first step for generalizing the definition of modularity, this paper
proposes a new definition of modularity for bipartite networks, which we call
bipartite modularity. As far as the author knows, this is the first attempt for

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 1011–1022, 2009.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2009
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Fig. 1. Example of Bipartite Network

generalizing the definition of modularity for bipartite networks. Experimental re-
sults using artificial network data show that our bipartite modularity can clearly
detect the existence of community structures of bipartite networks rather than
original modularity. Another experiments using real network data show that
bipartite modularity is useful also for characterizing each community.

The structure of this paper is as follows: related works about modularity and
bipartite networks are reviewed in Section 2. Definition of our new modularity
for bipartite networks is shown in Section 3. Experiments using artificial and
real network data are shown in Section 4, followed by conclusion in Section 5.

2 Related Work

In this section, the definition of Newman’s modularity [9] is reviewed as the basis
of the following discussion. Research on bipartite networks are also described.

2.1 Modularity

Modularity is a quantitative measurement for the quality of a particular division
of a network. Let us consider a particular division of a network into k commu-
nities. Let us suppose M is the number of edges in a network, V is a set of
all vertices in the network, and Vl and Vm are the communities. A(i, j) is an
adjacency matrix of the network whose (i, j) element is equal to 1 if there is an
edge between vertices i and j, and is equal to 0 otherwise. Then we can define
elm, the fraction of all edges in the network that connect vertices in community
l to vertices in community m:

elm =
1

2M

∑
i∈Vl

∑
j∈Vm

A(i, j)

We further define a k × k symmetric matrix E composed of eij as its (i, j)
element, and its row sums ai:

ai =
∑

j

eij =
1

2M

∑
i∈Vl

∑
j∈V

A(i, j)

In a network in which edges fall between vertices without regard for the com-
munities they belong to, we would have eij = aiaj . Therefore modularity is
defined as follows:
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Q =
∑

i

(eii − a2
i )

Modularity measures the fraction of the edges in the network that connect ver-
tices within the same community minus the expected value of the same quantity
in a network with the same community divisions but random connection between
vertices. If the number of edges inside communities is no better than random,
we will get Q = 0. Values approaching the maximum (Q = 1) indicate strong
community structures.

There are many related work regarding modularity. Clauset [3] proposes fast
modularity algorithm for efficient search for division of high modularity. New-
man [10] propose a spectral algorithm for improving the quality of community
division. Wakita [13] and Blondel [2] attempt the division of large-scale networks.
Danon [4] performs comparison of several network division methods. Fortunato
[6] clarifies resolution limits of modularity-based network division methods.

2.2 Research on Bipartite Networks

Although most of the research for social networks focus on homogeneous net-
works, the following research focus on bipartite networks.

Neighborhood Formation. Sun [11] proposes algorithms for computing the
neighborhood of the nodes of bipartite networks using random walk with
restarts and network partitioning. Algorithms for identifying abnormal nodes
are also proposed, and their effectiveness and efficiency are confirmed by the
experiments on several real datasets.

Co-ranking. Zhou [15] proposes a framework for co-ranking authors and doc-
uments in heterogeneous networks. The framework is based on coupling two
random walks that separately rank authors and documents. As the result of
the coupling, both document ranking and author ranking are improved since
both ranking depend on each other in a mutually reinforcing way.

Projection. Zhou [16] proposes a method for projecting bipartite networks to
weighted homogeneous networks. Bipartite networks are regarded as resource
allocation processes between X-vertices and Y-vertices. Initially assigned
weights on X-vertices are propagated to Y-vertices and then back to X-
vertices in order to obtain weighted homogeneous networks.

Community variance. Murata [8] proposes a criterion for evaluating corre-
spondence between communities of two types of vertices. Although the cri-
terion (community variance) is useful for clarifying structural properties of
communities, it has no relation with modularity.

Although the goals of these research are different from ours, these research put
stress on the importance of processing bipartite networks appropriately. Our
goal in this paper is to propose new criterion for evaluating division of bipartite
networks.
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Fig. 2. Projection of Bipartite Network

3 Bipartite Modularity

3.1 Bipartite Networks

In general, social networks can be divided into the following categories: 1) di-
rect connection between persons (such as MySpace or Twitter) and 2) indirect
connection through different types of entities (such as film co-starring or paper
co-authoring). We call the former “homogeneous networks”, and the latter “het-
erogeneous networks”. There are bipartite, tripartite and n-partite networks as
the examples of heterogeneous networks. As the first step for processing het-
erogeneous networks, we focus on bipartite networks composed of two types of
vertices. Zhou [16] claims that there are two types of bipartite networks: col-
laboration network and opinion network. The former is generally defined as a
network of users connected by common collaboration acts. The latter is defined
as a network of users connected by common objects.

As a naive approach for transforming bipartite networks into homogeneous
networks, projection is often used. Suppose a bipartite network is composed of
X-vertices {x0, x1, ...} and Y-vertices {y0, y1, ...}, and yi is connected to both xj

and xk. Projection is a transformation of such xj−yi−xk connection into xj−xk

connection so that a network composed of only X-vertices is obtained. However,
projection loses information about the correspondence between X-vertices and
Y-vertices, which is often quite valuable.

3.2 Bipartite Modularity

In the case of community division of bipartite networks, finding the correspon-
dence between communities of different types of vertices is often important. Let
us suppose that communities of papers and communities of authors are discov-
ered from a paper-author network. If there is one-to-one correspondence between
a paper community and an author community, it shows that the topics of the
papers attract only limited authors (Figure 3). On the other hand, if there is
one-to-many correspondence between a paper community and author communi-
ties, it shows that the topics of the papers attract several communities of authors
(Figure 4).

In order to evaluate the division of such bipartite networks, we define modu-
larity for bipartite network, which we call bipartite modularity. Bipartite mod-
ularity is for measuring the degree of correspondence between communities of
different types of vertices.
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Fig. 3. One-to-one Correspondence between Communities

Fig. 4. One-to-many Correspondence between Communities

Fig. 5. Communities in a Bipartite Network

Newman’s modularity is not appropriate for evaluating community divisions
of bipartite networks. Let us suppose that a bipartite network composed of X-
vertices and Y-vertices is given, and both X-vertex communities and Y-vertex
communities are specified. Since bipartite network does not have any direct
edge between X-vertices (and between Y-vertices), eii = 0 for all X-vertex (Y-
vertex) communities Vi, and modularity for community division is quite low. For
example, modularity of the community division of the bipartite network shown
in Figure 5 is -0.14.

Our definition of bipartite modularity is as follows. Let us suppose that M is
the number of edges in a bipartite network, and V is a set of all vertices in the
bipartite network. Consider a particular division of the bipartite network into
X-vertex communities and Y-vertex communities, and the numbers of the com-
munities are L+ and L−, respectively. V + and V − are the sets of the communities
of X-vertices and Y-vertices, and V +

l and V −
m are the individual communities

that belong to the sets (V + = {V +
1 , ..., V

+
L+}, V − = {V −

1 , ..., V
−
L−}). A(i, j) is an

adjacency matrix of the network whose (i, j) element is equal to 1 if vertices i
and j are connected, and is equal to 0 otherwise.

Under the condition that the vertices of Vl and Vm are different types (which
means (Vl ∈ V + ∧ Vm ∈ V −) ∨ (Vl ∈ V − ∧ Vm ∈ V +)), we can define elm (the
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fraction of all edges that connect vertices in Vl to vertices in Vm) and ai (its row
sums) just the same as those in section 2.1.

elm =
1

2M

∑
i∈Vl

∑
j∈Vm

A(i, j)

ai =
∑

j

eij =
1

2M

∑
i∈Vl

∑
j∈V

A(i, j)

As in the case of homogeneous networks, if edge connections are made at random,
we would have eij = aiaj . Bipartite modularity QB is defined as follows:

QB =
∑

i

(eij − aiaj), j = argmax
k

(eik)

As shown in section 2.1, original modularity measures the fraction of the
edges in the network that connect vertices within the same community minus
the expected value of the same quantity in a network with the same community
divisions but random connection between vertices. Bipartite modularity mea-
sures the fraction of the edges in the bipartite network that connect vertices of
the corresponding X-vertex communities and Y-vertex communities minus the
expected value of the same quantity with random connections between X-vertices
and Y-vertices. If given network is not bipartite, you can see that QB = Q, which
means that bipartite modularity is a straightforward generalization of original
modularity.

If the connection between X-vertices and Y-vertices is no better than random,
we will get QB = 0. High QB value indicates strong community structure in a
bipartite network. Bipartite modularity of the network shown in Figure 5 is
0.66. If you take a closer look at the expression of QB, you will find that the
value is the sum of bipartite modularities of different directions (V + → V − and
V − → V +). QB can be divided as follows:

QB± =
∑

i∈V +

(eij − aiaj), j = argmax
k∈V −

(eik)

QB∓ =
∑

i∈V −
(eij − aiaj), j = argmax

k∈V +
(eik)

QB = QB± +QB∓

QB± is the bipartite modularity for V + → V − direction, and QB∓ is the
bipartite modularity for V − → V + direction. In the example shown in Figure 5,
QB± = 0.41 and QB∓ = 0.25, which means that downward connections are
relatively focused rather than upward connections in the figure.

The matrix E composed of eij as its (i, j) element is represented as follows if
rows and columns are reordered appropriately.
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0 . . . 0 e1,L++1 . . . e1,L++L−
...

. . .
...

...
. . .

...
0 . . . 0 eL+,L++1 . . . eL+,L++L−

eL++1,1 . . . eL++1,L+ 0 . . . 0
...

. . .
...

...
. . .

...
eL++L−,1 . . . eL++L−,L+ 0 . . . 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
The upper right quarter of the matrix (EUR) corresponds to QB±, and the

lower left quarter of the matrix (ELL) corresponds to QB∓. Since E is a sym-
metric matrix, it is clear that ET

UR = ELL. But QB± �= QB∓ in general. This
is because a set of (i, j) under the condition that i ∈ V +, j = argmax

k∈V −
(eik) is

different from a set of (i, j) under the condition that i ∈ V −, j = argmax
k∈V +

(eik).

When two upper-left communities in Figure 5 are merged, QB increases to
0.67. But if all upper communities are merged into one community, QB decrease
to 0.35. By maximizing bipartite modularity, unobvious community structure
will be obtained from bipartite networks.

4 Experiments

4.1 Artificial Four-Community Networks

In order to clarify the properties of our bipartite modularity, modularity and
bipartite modularity are compared in the following experiments. Networks with
known community structure are used to see whether our bipartite modularity
has abilities of detecting the structure.

We have generated many networks with 128 vertices, divided into four com-
munities of 32 vertices each. Edges are placed independently at random with
probability pin for an edge to fall between vertices in the same community and
pout to fall between vertices in different communities. Such artificial network
data are used by Newman [9] and Danon [4]. Figure 6 illustrates an example
of the networks. Figure 7 shows the average values of modularity and bipartite
modularity of 100 artificial networks.

You can see from the figure that modularity and bipartite modularity are the
same for networks of high pin. This is obvious from the definition of bipartite
modularity. For the networks with high pin, diagonal elements of matrix E are
the biggest among the all elements in the same row (∀j eii ≥ eij). Therefore
j = argmax

k
(eik) = i and QB = Q.

For networks of smaller pin (pin < pout), diagonal elements of matrix E are
not the biggest (∃j eii ≤ eij) and their modularities are below zero. On the
other hand, bipartite modularities of the networks are positive because j =
argmax

k
(eik) is set to the community that is densely connected with community i.

The above networks are not bipartite because four communities are connected
to each other. For the next experiment, we have generated bipartite networks
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Fig. 6. Network with Four Communities
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Fig. 7. Modularity and Bipartite Modularity of Four-community Networks

Fig. 8. Bipartite Network with Four Communities

with 128 vertices, divided into four communities of 32 vertices each. Edges are
placed independently at random with probability pin for an edge to fall between
vertices in the same community, psame to fall between vertices in the communities
of same type of vertices, and pdiff1 pdiff2to fall between vertices in the commu-
nities of different types of vertices. Suppose there are two communities for each
type of vertices. pin and psame are set to zero because there are no edges between
vertices of the same type in bipartite networks. Figure 8 illustrates an example of
such networks. Networks with various pdiff1 and pdiff2 are generated and their
modularity and bipartite modularity are calculated. Figure 9 shows the average
values of modularity and bipartite modularity of 100 artificial bipartite networks.

Figure 9 shows that original modularity is not appropriate for bipartite net-
works because there is no edge between vertices of the same type. Bipartite
modularity is effective for detecting the existence of community structures for
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Fig. 9. Modularity and Bipartite Modularity for Bipartite Networks

bipartite networks, and it also shows the degree of correspondence between com-
munities of different types of vertices. In the case of networks with pdiff1 = 1.0
or pdiff2 = 1.0, there are complete one-to-one correspondence between commu-
nities of different types of vertices, and the values of bipartite modularity are
the highest.

4.2 Real Online Social Networks

Bipartite modularity described above is applied also for real-world networks. We
have generated heterogeneous social networks composed of users and boards from
the data of Yahoo! Chiebukuro (Japanese Yahoo! Answers, http://chiebukuro.
yahoo.co.jp). The site is one of the most popular question-answering forums in
Japan. The network of Yahoo! Chiebukuro is summarized in Table 1. From the
heterogeneous networks, user communities and board communities are discov-
ered by 1) projecting the heterogeneous networks into homogeneous ones (user
networks and board networks), and 2) applying Clauset’s fast modularity algo-
rithm [3] for finding community divisions of high modularities. Details of the
discovery method is described in [8]. Both user communities and board commu-
nities are extracted from the network data. Bipartite modularity and original
modularity of the division are as follows. Modularity (Q) and bipartite modular-
ity (QB) of the network are -0.1021 and 0.2919, respectively. This shows that the

Table 1. Statistics of the Network of Yahoo! Chiebukuro

number of vertices 6,309,737
number of edges 357,834
average degree 0.1134
clustering coefficient 0
average path length 7.7587
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community division is not good in the sense of homogeneous network division,
but it is not bad in the sense of bipartite network division.

Bipartite modularity is for evaluating the whole division of a bipartite network
into communities. In addition to that, bipartite modularity of each community
(QBi) can be used for measuring the degree of “close-knitness” to the commu-
nities of the other type of vertices. Figure 10 shows a distribution of bipartite
modularity QBi (X-axis) and the sizes (Y-axis) of discovered communities. Com-
munities of upper half of the figure (more than 15,000 vertices) are board com-
munities. Their bipartite modularities are high except the one located at middle
left position. This community is like the one in Figure 4: the main topics of
the community (such as “entertainment and hobby” and “health and fashion”)
attract many users and thus its bipartite modularity is low. On the other hand,
other communities of high bipartite modularity are relatively focused (such as
“child care”, “mental health”, and “cars”), like the one in Figure 3.

This paper focus on the criterion for evaluating given community division for
bipartite networks. Finding the best community division is NP-complete [7]. In
the case of homogeneous networks, many approaches are proposed for finding
appropriate division with the smallest computational cost possible by modularity
optimization. Bipartite modularity can be used in the same manner for finding
and evaluating division of bipartite networks.

Biclustering algorithms [7][12][5] also aim at finding division of incident ma-
trices. These algorithms are mainly for the purpose of bioinformatics and doc-
ument clustering, and the size of the incident matrices are at most thousands
times tens of thousands. One of the weakness of these algorithms is that most of
these algorithms do not scale to large networks. Finding community division of
high bipartite modularity from given large-scale networks is another challenging
research topic, which is left for our future work.

5 Conclusion

This paper proposes a new criterion for community division of bipartite net-
works. As far as the author knows, this is the first attempt for generalizing the
definition of modularity for bipartite networks. Bipartite modularity is a straight-
forward generalization of Newman’s modularity. Experimental results show that
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our bipartite modularity is appropriate for detecting the existence of commu-
nity structures from bipartite networks. In addition to that, bipartite modularity
for each community is the degree of correspondence to the communities of the
other type of vertices, which can be used for analyzing the characteristics of the
community.

Bipartite modularity proposed in this paper is the first step for intelligent
processing of heterogeneous networks in the Web. There are several bipartite,
tripartite, and n-partite networks in the Web. Social tagging systems can be
represented as tripartite networks composed of three types of vertices (users,
URLs and tags). Discovering and evaluating communities of such heterogeneous
networks is one of the important and challenging topics of Web mining.
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Abstract. This paper aims to analyze the potential contributions of the organi-
zation principle autonomous co-operation and control to the innovation capa-
bilities of logistics systems and their sub-systems like single organizations. 
Therefore, the concept of Complex Adaptive Logistics Systems (CALS) will be 
introduced and the essentiality of the heterogeneity of the elements within logis-
tics systems for their innovation capabilities will be emphasized. One possible 
driver for homogeneity is the so-called dominant logic.  

Keywords: Complex Adaptive Logistics Systems, Logistics, Complexity Sci-
ence, Autonomous Co-operation, Innovations, Dominant Logic. 

1   Introduction 

Innovations are – among others – one important factor for the creation of corporate 
value and competitive advantage [e.g. 1,2,3,4]. Thereby, innovations can be under-
stood as ideas, concepts, and practises in order to improve characteristics and features 
of products as well as of processes, which are perceived as new and valuable by any 
stakeholder of the respective organization [e.g. 5,6]. Innovations promise a certain 
benefit for which the relevant stakeholder groups might be willing to pay an extra 
premium [7]. Thus, the company’s capability to be innovative can have a significant 
effect on its options for positioning on the markets and, in consequence, on the com-
pany’s value [e.g. 8,9,10]. Therefore, the corporate innovation capability is crucial for 
the company’s sustainable wealth. 

But in times of real-time economies [11] and globalization [e.g. 12] companies are 
not isolated planning and acting organizations. Furthermore, companies are embedded 
in the diverse organizational structures of different international supply networks 
(ISN) and compete with other companies in the same or in other global production 
and distribution structures to a certain degree [13,14]. Companies, and therewith as 
ISN, do depend on the plans, performances, strategies, structures, and resources of 
other companies as well as on those of other networks. That is, why processes of  
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co-evolution can be observed on both levels: the company level as well as the net-
work level. Therefore, ISN can be understood and described as complex adaptive 
logistic systems (CALS) [15,16,17,18]. This understanding establishes – on the basis 
of a complexity science perspective – an analogy between supply networks and com-
plex adaptive systems as they have been described in the literature e.g. [19,20,21,22]. 
In consequence, the question occurs, how value and competitive advantage can be 
achieved in ISN as CALS. More precisely, how can innovations be generated in the 
complex structures of value creating networks due to establish, maintain, and develop 
an innovation capability for the whole network. 

An innovation aims on a successful market penetration. It is based on an efficient 
and effective innovation management [23], which comprises – at least - the planning 
of portfolios of technologies, resources, and innovations, the creation of innovations 
in cross-functional processes across the organization and beyond the organization’s 
boundaries with its partners, like suppliers, customers, etc. [24]. Finally, a successful 
innovation management needs the intro-duction, integration, and implementation of 
the new features of products and processes into the markets in order to satisfy stake-
holders’ demands [25]. Therefore, one precondition of innovation capability in ISN is 
the existence of an efficient and effective innovation management in such a CALS, 
especially its before mentioned ability to initiate and maintain cross-functional proc-
esses for the creation of new ideas, concepts, and practises throughout the network 
organization with its different agents. From a complexity science perspective this 
leads to the question, what characteristics of CALS do promote or hinder the innova-
tion capability of ISN. 

To answer this question the paper intends to focus on the phenomenon of heteroge-
neity, as a precondition for any creation process in complex organizations as well as 
systems. In order to identify fields of activities needed for an innovation management 
impediments and facilitators of heterogeneity in CALS shall be identified. Due to the 
adaptivity feature of CALS the question of dominant logic becomes important for the 
innovation-aimed design of heterogeneity in such complex networks. Therefore, the 
paper would like to discuss autonomous co-operation and control as a learning-based 
approach to avoid problems of dominant logic in collective decision-making in CALS 
and, in order to establish and maintain a certain degree of heterogeneity, as a facilitat-
ing determinant of the ISN’s innovation capability. 

2   Heterogeneity as a Pre-condition for the Innovation-Capability 
of Complex Adaptive Logistics Systems (CALS)  

The perspective, with which logistics systems are regarded in associated recent re-
search, changed from the analysis of linear supply chains to complex and cross-
national supply networks [16,17,26]. Due to that, several authors applied the concept 
of complex adaptive systems in the field of logistics (15,16,17,18), which leaded to 
the term of Complex Adaptive Logistics Systems (CALS). 

According to McKelvey et al. (2008) [27] the main characteristics of CALS can be 
classified into an individual, an intra-systemic and an inter-systemic level. To begin 
with the perspective of the individual, in which the characteristics of the system‘s 
single entities are regarded, CALS consist of a large number of agents, which are 
interacting with each other simultaneously. Holland [21] called this parallelism, 
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which means that the agents send signals to, and receive signals (e.g. resources, in-
formation, finances [16]) from other agents at the same time. Their incentives to in-
teract with each other originate in their varying endowment with information [15], in 
other words, the agents are heterogeneous [20]. This is essential for the interaction, 
because if the agents would equal each other, they would be equipped with the same 
resources and therefore, they would not have any reason to interact and to exchange 
them [15]. Furthermore, interaction implies, that the agents react to the other agents‘ 
actions. Therefore, the agents‘ actions are dependent on the signals they receive, 
which means, that an agent‘s action can be a signal as well, that is, in turn, received 
by another agent [21]. This intra-systemic co-evolution highlights the complexity of 
CALS that can evolve by interaction between their elements. The agents‘ ability to 
react requires the existence of rules [20], which are, in turn, based on local informa-
tion [16]. These rules need to be changeable over time to assure the system‘s capabil-
ity to adapt to environmental changes [21]. What Holland [21] calls modularity 
means, that every agent develops routines of action sequences (combinations of single 
actions, which are called building blocks) by reacting to signals, which were send 
from the environment or by other agents. In new situations agents can revert to this 
further developed building blocks and test their appropriateness concerning their 
defined goals. The building blocks that experience positive feedbacks will be applied 
again [20,21]. Wycisk et al. (2008) [15] states this as the agent‘s ability to learn. 

This leads to the intra-systemic perspective in which the system‘s organization is 
regarded. In order to develop own rules how to act and to react, the agents have to be 
able to render decisions without having to ask a super-ordinate controlling entity. 
Hence, the agents are autonomous, which means, they initiate their actions by them-
selves [19,20,22]. They are responsible for their own design, direction and develop-
ment. In consequence, the system‘s developing structure is as well not controlled by 
any super-ordinate entity [28]. Instead, the system‘s structure evolves by itself with 
the autonomous decision making capabilities of its agents, it is self-organizing [29]. 
An essential requirement for a self-organizing system, in turn, is, that it does neither 
pass over a threshold, from which on it is totally uncontrolled and chaotic (the edge of 
chaos) [30,31], nor pass over a threshold, from which on its order is pre-configured 
(the edge of order) [32,33]. Kauffman [22] called this the melting zone. 

Finally, and with regard to the mentioned co-evolution on the intra-systemic level, 
that results from the reciprocal reactions between the agents, co-evolution also takes 
place on the inter-systemic level. Agents do not only receive signals from other agents 
in the system, but also signals from the environment, to which they also send signals 
by their actions and interactions [22]. Therefore, CALS co-evolve with their environ-
ment and hence, possibly with other non-logistics systems, like the financial systems 
on which they are as well dependent to a certain degree. 

With recourse to the above-mentioned definition of innovations, it becomes obvi-
ous  that the existence and the degree of the characteristics of the CALS‘ individual 
levels, and therefore, the characteristics of their single elements, are essential for the 
whole systems to be innovative. The improvement of characteristics and features of 
products and processes in logistics systems is only possible, when their single ele-
ments are able to change their rules, in other words, if they are able to learn. By react-
ing to other element‘s respectively agent‘s actions, the others get feedbacks on their 
own actions and change, if necessary or meaningful, their own behavioral rules, to 
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improve their own accomplishments and therewith the whole system‘s performance 
[34]. This reflects the co-evolution within a CALS as well as with its environment. 
The learning abilities of the systems‘ agents, in turn, are, as shown above, dependent 
on the degrees of interaction between them, and interaction can, as shown above, only 
take place if the elements are heterogeneous, at least to a certain degree. In conse-
quence, the heterogeneity of a logistics system‘s agents can be regarded as a driver 
and homogeneity as a barrier for its innovation capability. Hence, the question arises, 
which aspects determine a logistics system‘s heterogeneity and what kinds of phe-
nomena intensify their homogeneity. 

3   Dominant Logic of Collective Decision-Making as a Barrier for 
Innovations in CALS  

One phenomena that could possibly homogenate the behavioral rules of a logistics 
system‘s agents has been described by Prahalad and Bettis [35] as the so-called domi-
nant logic. This concept was originally developed to explain problems that occur in 
firms that try to diversify their activities from areas in which they are successful to 
new areas and describes cognitive barriers of managers. They define the “(…) domi-
nant general management logic (…) as the way in which managers conceptualize the 
business and make critical resource allocation decisions (...)” [35, p. 490]. Figure 1 
illustrates the concept. 

 

 

Fig. 1. The dominant logic [36, p. 7] 

The ability to learn, as it was mentioned above as an inherent characteristic of 
CALS, plays an important role in the concept of the dominant logic [36]. The agents 
within a system repeat decision rules, that leaded to a good performance in the past 
and to them they got positive feedbacks from other agents via interaction [34]. This 
reinforced behavior of the single system‘s elements influences the behavioral rules of 
the agents within a logistics system (e.g. managers) and therefore the competitive 
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strategies of the logistics system‘s sub-systems (e.g. logistics service providers, ware-
houses). These strategies as well as the resulting performances and how they are 
evaluated, in turn, influence the values and expectations of the single agents (e.g. 
managers), whereas these values and expectations reinforce, in turn, the single agents 
behaviors and therewith influence the strategies of the logistics systems‘ sub-systems 
[36]. This does not only apply to human elements in logistics systems, but as well to 
certain non-human ones, the so-called smart parts. Their programming include behav-
ioral rules, which might, in turn, include values and expectations that are influenced 
by previous actions (in analogy to competitive strategy), certain ways to measure the 
actions‘ performances, and in the result possibly a reinforced behavior. Prahalad and 
Bettis [36] stated this circle as an organization‘s, or in this context a logistics sys-
tem‘s, ability to learn. This ability shapes the system‘s modality, how to analyze in-
formation that flows into the system and is called a system‘s dominant logic [36].  

The adaptivity of a system reflects its ability to, on the one hand, open its bounda-
ries [37] to enable information inflow [38], and on the other hand to close the sys-
tem‘s boundaries [39,40], to keep this inflow at a manageable level and therewith to 
prevent the system from information overload. Whereas the former is needed to react 
flexible to changes in the relevant environment, the latter maintains the system‘s sta-
bility [41]. Hence, the data that arrives at the system‘s boundaries has to be selected 
respectively filtered from irrelevant or less relevant data [36]. This selection, in turn, 
underlies a certain principle, which evolves over time and was called by Bettis and 
Prahalad [36] the organizational intelligence. The degree of filtering the incoming 
data is dependent on the analytics and the dominant logic, that is in turn dependent on 
the agent‘s and the sub-system‘s abilities to learn [36]. In logistics systems, that con-
sist of a large number of organizations (sub-systems) and their agents [18], this intel-
ligence might be cumulated and can therefore be called the intelligence of whole 
systems, in this case of CALS.  

Subsuming these observations, the dominant logic of a system contributes on the 
one hand to select the incoming data and therewith to prevent the system from an 
information overload. On the other hand, it limits the amount of information that 
flows into the system and can therewith lead to a system‘s under-supply of relevant 
information. Latter occurs, if the dominant logic filters to much data or if it simply 
filters the wrong data, which means that the system‘s information processing capacity 
is burdened with irrelevant information. Therewith, the dominant logic decreases the 
adaptivity of CALS by negatively affecting its flexibility by decreasing the inflow of 
relevant information. This, in turn, leads to a decrease of the amount of information 
the system‘s sub-systems as well as their single elements are supplied with. Hence, 
the elements are equipped with a decreasing amount of information, which they can 
exchange between each other, which means, that their incentives to interact are de-
creasing as well. In other words, the dominant logic of CALS diminishes the hetero-
geneity of their elements and therewith decreases their innovation capabilities. 

4   Autonomous Co-operation and Control – A Driver for 
Heterogeneity and Innovation Capability  

In connection with the adaptivity and learning features of CALS the organizational 
principle of autonomous co-operation and control has been discussed [e.g. 15] and 
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might therefore be a fruitful approach to countersteer against the described effects of a 
dominant logic in logistics systems as well as to decrease the intensity of a system‘s 
dominant logic itself. Because more and more centralized decision-making configura-
tions have shown a lack of capacities and capabilities to cope with increasing com-
plexity and dynamics in ISN respectively in CALS, the approach of autonomous co-
operation and control gains more relevance for the design of global logistics network 
structures [42]. It becomes more feasible and realistic, because modern technologies 
(e.g. RFID), methods (e.g. collaborative route-planning), and instruments (e.g. multi-
agent-modelling) deliver the necessary fundamentals [43]. The organizational princi-
ple of autonomous co-operation and control is based on the idea of self-organization, 
which has its origins in different fields of science, like cybernetics [44], chemistry 
[45], physics [46], and biology [47]. It aims at an explanation of the autonomous 
creation of ordered structures in complex systems and can be understood as “(…) 
processes of decentralized decision-making in heterarchical structures. It presumes 
interacting elements in non-deterministic systems, which possess the capability and 
possibility to render decisions. The objective of Autonomous Control is the achieve-
ment of increased robustness and positive emergence of the total system due to dis-
tributed and flexible coping with dynamics and complexity.” [42, p. 9]. Besides all 
specific descriptions some common characteristics can be identified, which comprise 
decentralized decision-making, autonomy, interaction, heterarchy and non-
determinism [42]. 

Decentralized decision-making refers to the delegation of decision-making power 
from a centralized entity (e.g. the disposition department or another planning unit) to 
the single elements of the system (e.g. employer, packages, industrial trucks) [42].  
Therefore, not only one specific unit is capable and responsible for a certain number 
and quality of decisions, which are made for all the other elements in the system, but 
much more elements have the rights and capabilities to make decisions for their own 
area of responsibility. This is also described by the term of heterarchy. That means for 
an ISN that more elements that are equally enabled to undertake decision-making and 
that there is a significantly increasing decision-making capacity in comparison to a 
single-but-central-planning-unit. For the management of ISN this implies that the 
overall learning capabilities are increasing, too.  

Another characteristic item, which is closely connected with the decentralized de-
cision-making and which might be a pre-condition, is autonomy [48], which means, 
that every element in a system is responsible for itself [28]. That might include the 
responsibility for its own goals, strategies, means, organizational design, resources, 
etc. Autonomy needs a situation of a high-degree of non-determinism, otherwise the 
degrees of freedom were low and there were no chance for a free choice. Therefore, 
autonomy has a positive effect on the heterogeneity, if it leads to a situation, in which 
all elements of a system define their own aims, explore their own ways to achieve 
those aims, and learn about their environmental demands and the effects of their adap-
tivity and behavior. In this case, autonomy might be a facilitator for learning.  

Interaction in ISN describes the fact that the system’s elements are able to com-
municate directly with each other. Therefore, the elements (e.g. smart parts) are able 
to exchange more information for a certain problem-solving quicker, more precisely 
and demand-driven – in comparison to a centralized decision-making and order crea-
tion [42]. This implies a more target-oriented, effective, and efficient exchange of 
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information. Because the single elements (e.g. RFID tags, intelligent sensors as well 
as personal executives) might be more capable to collect and process information 
they need for an upcoming decision, because only the needed portion of information 
is exchanged, not all the data for a whole ISN. Therefore, the overall amount of in-
formation an organization has to acquire and to compute might be increased, because 
more processes of the acquisition and procession of information can be executed 
parallel. This leads as well to higher and quicker learning processes, because feed-
backs from the environment regarding a certain system’s behavior can be recog-
nized, interpreted, and exchanged more directly. The higher the degree of interaction 
is, the higher the learning capabilities will be, up to the point, which was already 
introduced as the edge of chaos [30,31].  

These examples highlight the potentials of the implementation of autonomous co-
operation and control and its associated technologies, in order to increase a logistics 
system‘s ability to learn. With recourse to the single aspects of organizational learn-
ing, mentioned by Bettis and Prahalad [36], as the determinants for the intensity of an 
organization‘s respectively a system‘s dominant logic, it can be stated, that the im-
plementation of autonomous co-operation into logistics systems as well as the in-
crease of its degree, might decrease the intensity of their dominant logics. Hence, 
logistics systems respectively CALS, that are organized by principles of autonomous 
cooperation have a higher degree of heterogeneity than systems that are organized by 
external control, which contributes therewith to their abilities to be innovative.  

5   Conclusions 

It has been shown, that the innovation capabilities of organizations within logistics 
systems respectively sub-systems of CALS are dependent on the degrees of heteroge-
neity of the systems‘ elements. One driver of homogeneity and therewith a barrier for 
innovations is the dominant logic, which in turn is dependent on the systems‘ as well 
as the systems‘ sub-systems‘ and elements‘ learning abilities. The adaptivity of a 
CALS as well as the phenomenon of dominant logic depend on the learning capabili-
ties of such a system: The dominant logic diminishes the heterogeneity in a system; 
the learning capabilities increase the adaptivity of the system, but might be limited by 
an existing or evolving dominant logic; too much heterogeneity might lead to an ex-
cessive demand of the existing learning capabilities, which results in a dominant logic 
that reduces the heterogeneity, which might effect the innovation capability nega-
tively. As one can see, there is a complex and ambiguous intertwining between learn-
ing capabilities, heterogeneity, and dominant logic. The implementation of the or-
ganization principle autonomous co-operation and control is a possible approach to 
countersteer against the intensity of the dominant logic as well as against the negative 
effects emanating from dominant logic by increasing the learning capabilities of 
CALS. Hence, autonomous co-operation facilitates the heterogeneity of the elements 
within CALS such as ISN and increases therewith their innovation capabilities. 
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Abstract. For the renewal risk model with subexponential claim sizes,
we established for the finite time ruin probability a lower asymptotic es-
timate as initial surplus increases, subject to the demand that it should
hold uniformly over all time horizons in an infinite interval. In the case
of Poisson model, we also obtained the upper asymptotic formula so that
an equivalent formula was derived. These extended a recent work partly
on the topic from the case of Pareto-type claim sizes to the case of subex-
ponential claim sizes and, simplified the proof of lower bound in Leipus
and Siaulys ([9]).

Keywords: asymptotic formula, finite time ruin probability, strongly
subexponential distributions, the compound Poisson/renewal model, uni-
form convergence.

1 Introduction

Consider the renewal risk model, in which the claim sizes Zi, i = 1, 2, . . ., form
a sequence of independent, identically distributed (i.i.d.), nonnegative random
variables with common distribution B, while the inter-occurrence times θi, i =
1, 2, . . ., form another sequence of i.i.d. positive random variables with common
finite mean 1/λ. Two sequences {Zi, i = 1, 2, . . .} and {θi, i = 1, 2, . . .} are
assumed to be mutually independent. The locations of claims τk =

∑k
i=1 θi,

k = 1, 2, . . ., constitute a renewal counting process

N(t) = max{k = 1, 2, . . . : τk ∈ (0, t]}, t ≥ 0, (1)

with a mean function λ(t) = EN(t) ∼ λt as t → ∞. The meaning of ∼ will be
given in the following. The surplus process is then defined as

R(t) = x+ ct−
N(t)∑
i=1

Zi, t ≥ 0, (2)

where R(0) = x ≥ 0 denotes the initial surplus, c > 0 denotes the constant
premium rate, and a summation over an empty set of index is 0 by convention.

Ruin probability is one of the most important concept in modern actuarial
risk theory.

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 1033–1043, 2009.
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Definition 1. Finite time ruin probability within time t is defined as

ψ(x; t) = Pr
(

inf
0≤s≤t

R(s) < 0
∣∣∣∣ R(0) = x

)
, t ≥ 0. (3)

If t = ∞,

ψ(x;∞) = lim
t→∞ψ(x; t) = Pr

(
inf

0≤s<∞
R(s) < 0

∣∣∣∣ R(0) = x

)
(4)

is called ultimate ruin probability.

In order for the ultimate ruin not to be certain, it is natural to assume the safety
loading condition

μ =
c

λ
− EZ1 > 0. (5)

We refer readers to Asmussen ([1]) and ([2]) for a nice reviews on the study of
the finite time ruin probability and to Tang ([12]) for a list of references devoted
to this study. Our goal in the current paper is to derive an asymptotic estimate as
the initial surplus x increases for the finite time ruin probability ψ(x; t), subject
to the requirement that the asymptotic result should hold uniformly over all
time horizons t in an infinite interval.

Hereafter, all limit relationships are for x → ∞ unless stated otherwise. For
two positive functions a(·) and b(·), we writea(x) <∼ b(x) if lim sup a(x)/b(x) ≤ 1,
write a(x) >∼ b(x) if lim inf a(x)/b(x) ≥ 1, and write a(x) ∼ b(x) if both. As done
in the main result of this paper, we shall assign a certain uniformity property to
some asymptotic relations under discussion. Let us take an example to clarify
the meaning of uniformity. For two positive bivariate functions a(·; ·) and b(·; ·),
we say that the asymptotic relation a(x; t) ∼ b(x; t) holds uniformly over all t in
a nonempty set Δ if

lim
x→∞ sup

t∈Δ

∣∣∣∣a(x; t)b(x; t)
− 1

∣∣∣∣ = 0. (6)

That is, for each fixed ε > 0, there exists some x0 > 0 irrespective to t such that
the two-sided inequality

(1− ε)b(x; t) ≤ a(x; t) ≤ (1 + ε)b(x; t) (7)

holds for all x ≥ x0 and t ∈ Δ. This is further equivalent to that both a(x) <∼ b(x)
and a(x) >∼ b(x) hold uniformly over all t ∈ Δ. Admittedly, results that hold
with such a uniformity property are of higher theoretical and practical interest.

Heavy-tailed risk has played an important role in insurance and finance be-
cause it can describe large claims; see Embrechts et al. ([3]). We shall mainly
discuss heavy-tailed claims in this paper. The most important class of heavy-
tailed distributions is the subexponential class.

Definition 2. a distribution F on [0,∞) is said to be subexponential, written
as F ∈ S, if its right tail F = 1−F satisfies F (x) > 0 for all x and the relation

F ∗2(x) ∼ 2F (x) (8)

holds, where F ∗2 denotes the convolution of F with itself.
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More generally, a distribution F on (−∞,∞) is still said to be subexponential if
the distribution F+(x) = F (x)1(0≤x<∞) is subexponential, where 1A denotes the
indicator function of A. It is well known that every subexponential distribution
F is long tailed, written as F ∈ L, in the sense that the relation

F (x+ y) ∼ F (x) (9)

holds for each fixed real number y; see, for example, Embrechts et al. ([3], Lemma
1.3.5).

Very often the class S appears to be too wide to possess desirable probabilistic
properties. For this reason, researchers in applied probability have introduced
many subclasses of S to meet certain special requirements. In this regard, Ko-
rshunov ([8]) introduced the class of strongly subexponential distributions. For
a distribution F on (−∞,∞) with 0 < m =

∫∞
0
F (u)du <∞ and for each fixed

l ∈ (0,∞], we write

Fl(x) =

{
min

{
1,

∫ x+l

x F (u)du
}
, x ≥ 0,

1, x < 0.
(10)

Clearly, for each l ∈ (0,∞] the function Fl defines a standard distribution on
[0,∞). In the terminology of Korshunov ([8]), the distribution F is said to be
strongly subexponential, denoted by F ∈ S∗, if the relation

lim
x→∞

F ∗2
l (x)
Fl(x)

= 2 (11)

holds uniformly over all l ∈ [1,∞]. It is easy to check that relation (11) with
an arbitrarily fixed number l ∈ [1,∞) implies F ∈ S; see Kaas and Tang ([6]).
Hence, S∗ is a subclass of S. From the discussions of Korshunov ([8]), we see that
the class S∗ covers almost all useful subexponential distributions with m < ∞.
Specifically, the class S∗ contains all Pareto-like distributions with m < ∞, all
lognormal-like distributions, and all heavy-tailed Weibull-like distributions. We
should point out that, Pareto-like function class with index−α is usually denoted
by R−α: if

F (x) = x−αL(x), x > 0,

where L(x) is a slowly varying function as x → ∞ and index −α < 0. R−α is
also called regularly varying function class.

2 Main Result and Insurance Significance

The main results of this paper are as follows:

Theorem 1. Consider the renewal model with the safety loading condition (5),
which is introduced at the very beginning of this paper. If B ∈ L, then for every
positive function f(·) with f(x) → ∞, it holds uniformly over all t ∈ [f(x),∞]
that

ψ (x; t) >∼ 1
μ

∫ x+μλt

x

B(u)du. (12)
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When t = ∞, formula (12) is reduced to

ψ (x;∞) >∼ 1
μ

∫ ∞

x

B(u)du. (13)

Specially, in the case of Poisson risk model, we can get the following asymptotic
formula:

Theorem 2. Consider the Compound Poisson model with the safety loading
condition (5). If B ∈ L, then for every positive function f(·) with f(x) →∞, it
holds uniformly over all t ∈ [f(x),∞] that

ψ (x; t) <∼ 1
μ

∫ x+μλt

x

B(u)du. (14)

When t = ∞, formula (16) is reduced to

ψ (x;∞) <∼ 1
μ

∫ ∞

x

B(u)du, (15)

which is well known, first established by Veraverbeke ([13]) and Embrechts and
Veraverbeke ([4]). which is well known, first established by Veraverbeke ([13])
and Embrechts and Veraverbeke ([4]).

An corollary of These two Theorems can be obtained directly.

Corollary 1. Consider the Compound Poisson model with the safety loading
condition (5). If B ∈ L, then for every positive function f(·) with f(x) →∞, it
holds uniformly over all t ∈ [f(x),∞] that

ψ (x; t) ∼ 1
μ

∫ x+μλt

x

B(u)du. (16)

When t = ∞, formula (16) is reduced to

ψ (x;∞) ∼ 1
μ

∫ ∞

x

B(u)du, (17)

Tang ([12]) established (16) in the form of equivalence in the renewal model
under the assumption, among others, that the distribution B is consistently
varying tailed in the sense that

lim
l↗1

lim sup
x→∞

B(lx)
B(x)

= 1. (18)

Hence, his result works essentially only for the case of Pareto-like claim sizes.
Recently, under the three assumptions as following:

(1) There exists a nonnegative function q: R+ → R+ such that

Q(u) =
∫ u

0

q(v)dv, u ∈ R+ and lim sup
u→∞

uq(u)
Q(u)

=: r is finite;
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(2) The hazard rate q(u) satisfies lim infu→∞ uq(u) ≥ max
{
1, 1

1−r

}
;

(3) The random variable θ is such that P (0 ≤ θ < ε) and P (θ = 0) = 1 for every
positive ε > 0,

Leipus and Siaulys ([9]) obtained that, in the renewal risk model with the safety
loading condition (5), if B ∈ S∗, then for every positive function f(·) with
f(x) →∞, (16) holds uniformly over all t ∈ [f(x), γx].

By analyzing this result carefully, we could see that, firstly, the assumptions
it demands seem to be too strong. Hence, it is very difficult to be suitable for
more general case. Secondly, the proof of their results is too complicated. It isn’t
pretty mathematically. Finally, that fact that class L is much bigger than class
S∗ illustrates that, Theorem 1 has much wider usage.

In modelling extremal events, heavy-tailed risk has played an important role
in insurance and finance because they can describe large claims efficiently; see
Embrechts et al. ([3]) and Goldie & Klüppelberg ([5]) for a nice review. We give
here several important classes of heavy-tailed distributions for further references.

The insurance significance of Theorem 1 is as the following: first, it provides
a lower bound of ruin probability of an insurance company. It is useful in risk
management of the insurance company. Second, asymptotic formula when x →
∞ often means that large claim is concerns. In other words, even very large
initial capital is paid out by claims. This is just the case of extremal event! In
fact, this is one of the reasons that we study heavy-tailed claims.

Uniformity is an important concept in mathematics. The main advantage of
uniformity is, changing order of limit and integral is permissable. Thus, some
results, say, about finite time ruin probability, can be extended easily to the
ultimate time ruin probability.

The following three lemmas play the important roles in obtaining these two
Theorems.

Lemma 1. Let {Xi, i = 1, 2, . . .} be a sequence of i.i.d. random variables with
common distribution F and finite mean EX1 = −μ < 0. If F ∈ L, then it holds
uniformly over all n = 1, 2, . . . that

Pr

(
max

1≤k≤n

k∑
i=1

Xi > x

)
>∼ 1
μ

∫ x+μn

x

F (u)du. (19)

This lemma is the extension to the Theorem of Korshunov ([8]); See also Tang
(2004a). Lemma 2 reflects the basic property of homogenous Poisson process and
it can be found, for example, in Theorem 2.3.1 of Ross ([10]):

Lemma 2. Let {N(t), t ≥ 0} be a homogenous Poisson process with arrival
times τk, k = 1, 2, . . .. Given N(t) = n for arbitrarily fixed t > 0 and n =
1, 2, . . ., the random vector (τ1, · · · , τn) is equal in distribution to the random
vector (tU(1,n), · · · , tU(n,n)) with U(1,n), . . ., U(n,n) being the order statistics of n
independent and uniformly distributed random variables U1, . . ., Un in (0, 1).
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Lemma 3 is from Lemma 2.1 of Klüppelberg and Mikosch ([7]):

Lemma 3. Let {N(t), t ≥ 0} be a homogenous Poisson process with intensity
λ > 0. Then, it holds for every ε > 0 and δ > 0 that

lim
t→∞

∑
n>(1+δ)λt

(1 + ε)n Pr (N(t) = n) = 0. (20)

3 The proof of the Main Results

3.1 Proof of Theorem 1

Since, by definition, B ∈ L implies BI ∈ S, by virtue of relation (15), it suffices
to prove the uniformity of (16) over all t ∈ [f(x),∞). For arbitrarily fixed δ > 0,
we write

M−(δ) = min
0≤k<∞

(
(1 + δ)k

λ
− τk

)
, (21)

which is nonpositive and finite almost surely. From the equivalent definition of
finite time ruin probability

ψ (x; t) = Pr

(
max

0≤k≤N(t)

(
k∑

i=1

Zi − cτk
)
> x

)
, t > 0, (22)

for each fixed L > 0, we have

ψ (x; t)

= Pr

(
max

0≤k≤N(t)

(
k∑

i=1

(
Zi − c(1 + δ)

λ

)
+ c

(
(1 + δ)k

λ
− τk

))
> x

)

≥ Pr

(
max

0≤k≤N(t)

k∑
i=1

(
Zi − c(1 + δ)

λ

)
> x+ cL, M−(δ) > −L

)

=
∞∑

n=1

Pr

(
max

0≤k≤n

k∑
i=1

(
Zi − c(1 + δ)

λ

)
> x+ cL

)
Pr (N(t) = n,M−(δ) > −L)

(23)

We write

μ2(δ) =
c(1 + δ)

λ
− EZ1 > 0. (24)

Applying Lemma 1, it holds uniformly over all n = 1, 2, . . . that

Pr

(
max

0≤k≤n

k∑
i=1

(
Zi − c(1 + δ)

λ

)
> x+ cL

)
>∼ 1
μ2(δ)

∫ x+μ2(δ)n

x

B (u+ cL)du.

(25)
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Substituting this into (23) and considering an arbitrarily fixed number 0 < l < 1,
we have that, uniformly over all t ∈ [f(x),∞),

ψ (x; t)

>∼ 1
μ2(δ)

∞∑
n=1

∫ x+μ2(δ)n

x

B (u+ cL)du · Pr (N(t) = n, M−(δ) > −L)

≥ 1
μ2(δ)

∑
n≥(1−l)λt

∫ x+μn

x

B (u+ cL)du · Pr (N(t) = n, M−(δ) > −L)

≥ 1
μ2(δ)

∫ x+(1−l)μλt

x

B (u+ cL)du · Pr
(
N(t)
λt

≥ 1− l, M−(δ)>−L
)
.(26)

We apply an elementary inequality, Pr (AB) ≥ Pr(A)+Pr(B)−1, to obtain that

Pr
(
N(t)
λt

≥ 1− l, M−(δ) > −L
)
≥Pr

(
N(t)
λt

≥ 1− l
)

+Pr (M−(δ) > −L)−1.

(27)
As t → ∞, it is well known that N(t)/λt → 1 holds almost surely; see, for
example, Section 2.5 of Embrechts et al. ([3]). Hence for each ε > 0, we may find
some x0 > 0 and L0 > 0 such that the inequality

Pr
(
N(t)
λt

≥ 1− l,M−(δ) > −L0

)
≥ 1− ε (28)

holds for all t ∈ [f(x0),∞). Substitution of this into (26) with L = L0 gives
that, uniformly over all t ∈ [f(x),∞),

ψ (x; t) >∼ 1− ε
μ2(δ)

∫ x+(1−l)μλt

x

B (u+ cL0)du

∼ 1− ε
μ2(δ)

(∫ x+μλt

x

−
∫ x+μλt

x+(1−l)μλt

)
B (u)du

≥1− ε
μ2(δ)

∫ x+μλt

x

B (u)du

⎛⎝1−
∫ x+μλt

x+(1−l)μλt
B (u)du∫ x+(1−l)μλt

x
B (u)du

⎞⎠
≥1− ε
μ2(δ)

∫ x+μλt

x

B (u)du
(

1− lμλtB (x+ (1 − l)μλt)
(1− l)μλtB (x+ (1− l)μλt)

)
=

1− ε
μ2(δ)

1− 2l
1− l

∫ x+μλt

x

B (u)du.

Since the constants δ > 0, 0 < l < 1, and ε > 0 can be arbitrarily small, we finally
obtain the desired relation (16) with the indicated uniformity property. � 

3.2 Proof of Theorem 2

We complete the proof by proving that, when claim-arrival follows Poisson
process, the right hand of (12) is also the upper bound, uniformly over all
n = 1, 2, . . ..



1040 T. Jiang

For arbitrarily fixed 0 < δ < 1 such that (1 − δ)v > EZ1 and for each
n = 1, 2, . . ., we have

Pr

(
max

1≤k≤n

(
k∑

i=1

Zi − vnU(k,n)

)
> x

)
≤ Pr (ξn + ηn > x) , (29)

where ξn and ηn are given by

ξn = max
1≤k≤n

(
k∑

i=1

Zi − (1− δ)vk
)

(30)

and
ηn = max

1≤k≤n

(
(1 − δ)vk − vnU(k,n)

)
. (31)

For the random variables ξn, n = 1, 2, . . ., by Korshunov (19), it holds uniformly
over all n = 1, 2, . . . that

Pr (ξn > x) <∼ 1
(1− δ)v − EZ1

∫ x+(v−EZ1)n

x

B(u)du.

Hence for each ε > 0, we may choose some M > 0 such that for all n = 1, 2, . . .
and x ≥M ,

Pr (ξn > x) ≤ 1 + ε

(1 − δ)v − EZ1

∫ x+(v−EZ1)n

x

B(u)du. (32)

For the random variables ηn, n = 1, 2, . . ., we aim to prove that there exists some
nonnegative random variable η independent of {ξn, n = 1, 2, . . .} and satisfying

G(x) = Pr (η > x) ≤ C1e−C2x (33)

with some Ci = Ci(δ) > 0, i = 1, 2, such that for all n = 1, 2, . . . and x ≥ 0,

Pr (ηn > x) ≤ Pr (η > x) . (34)

In view that the identity
(
U(k,n) ≤ u

)
=

(∑n
i=1 1(Ui≤u) ≥ k

)
holds for all k =

1, 2, . . . , n and u ∈ [0, 1], we have

Pr (ηn > x) = Pr

(
n⋃

k=1

(
U(k,n) <

(1− δ)vk − x
vn

))

≤
∑

x
(1−δ)v ≤k≤n

Pr

(
n∑

i=1

1(Ui≤ (1−δ)vk−x
vn ) ≥ k

)
.

For arbitrarily fixed h > 0, an application of Chebyshev’s inequality gives that

Pr (ηn > x) ≤
∑

x
(1−δ)v ≤k≤n

e−hkE

(
exp

{
h

n∑
i=1

1(Ui≤ (1−δ)vk−x
vn )

})
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≤
∑

x
(1−δ)v ≤k≤n

e−hk exp
{(

eh − 1
) (1− δ)vk − x

v

}

= exp

{
−
(
eh − 1

)
x

v

} ∑
x

(1−δ)v ≤k≤n

exp
{[(

eh − 1
)
(1− δ)− h] k} .

Choose h0 > 0 so that
(
eh0 − 1

)
(1−δ)−h0 < 0. It follows that for all n = 1, 2, . . .

and x ≥ 0,

Pr (ηn > x)

≤ exp

{
−
(
eh0 − 1

)
x

v

}
exp

{[(
eh0 − 1

)
(1 − δ)− h0

]
x

(1−δ)v

}
1− exp {(eh0 − 1) (1− δ)− h0}

=
exp

{
− xh0

(1−δ)v

}
1− exp {(eh0 − 1) (1− δ)− h0} .

The last inequality illustrates that for some positive numbers C1 and C2, the
tail probability Pr(ηn > x) is bounded by min

{
1, C1e

−C2x
}

for all n = 1, 2, ...
and x ≥ 0. We introduce a random variable η independent of the sequence
{ξn, n = 1, 2, . . .} and with an exact tail probability min

{
1, C1e

−C2x
}
. In this

way, as announced, relations (33) and (34) are fulfilled immediately. Starting
from (29) and using (34), (32), and Fubini’s theorem in turn, we obtain that for
all n = 1, 2, . . . and x ≥M ,

Pr

(
max

1≤k≤n

(
k∑

i=1

Zi − vnU(k,n)

)
> x

)

≤
∫ x−M

0−
Pr (ξn + y > x)G(dy) +G(x−M)

≤ 1 + ε

(1− δ)v − EZ1

∫ x

0−

∫ x+(v−EZ1)n

x

B(u− y)duG(dy) +G(x −M)

≤ 1 + ε

(1− δ)v − EZ1

∫ x+(v−EZ1)n

x

B ∗G(u)du +G(x−M). (35)

Since G(x) decreases exponentially, as described in (33), and B ∈ S∗ ⊂ S ⊂ L,
we know that G(x) = o

(
B(x)

)
by part (2) of Lemma 2.1, hence that B ∗G(x) ∼

B(x) by part (3) of Lemma 2.1. Moreover, for all n = 1, 2, . . . and x ≥M ,

G(x−M)∫ x+(v−EZ1)n

x B(u)du

≤ G(x−M)
B(x−M)

B(x−M)
(v − EZ1)B(x + (v − EZ1))

→ 0.
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It follows from (35) that uniformly over all n = 1, 2, . . .,

Pr

(
max

1≤k≤n

(
k∑

i=1

Zi − vnU(k,n)

)
> x

)
<∼ 1 + ε

(1− δ)v − EZ1

∫ x+(v−EZ1)n

x

B(u)du.

By the arbitrariness of ε and δ, we obtain the upper bound of Theorem 2. � 

3.3 Discussions

Example 1 (Special case). In the case of Poisson process. We take t = ∞. Then
it holds that

ψ (x;∞) ∼ 1
μ

∫ ∞

x

B(u)du, (36)

which is consistence with the result of Embrechts and Veraverbeke ([4]). If we
take the distribution as R−α and α > 1 specially. Then

ψ (x;∞) ∼ 1
μ
x1−α. (37)

In other words, we can calculate the ruin probability when the claim follows
Pareto distribution. Similarly, when the claim follows Weiull distribution, it holds
that

ψ (x;∞) ∼ 1
μ

∫ ∞

x

e−cuτ

du. (38)

Thus, by calculating the integral in the right hand of (38), we could easily esti-
mate the approximation probability.
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Foundation of China (Grant No. 70471071 and Grant No. 70871104) and the
planning project of National Educational Bureau(Grant No. 08JA630078).
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Approaching the Linguistic Complexity
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Abstract. We analyze the rank-frequency distributions of words in se-
lected English and Polish texts. We compare scaling properties of these
distributions in both languages. We also study a few small corpora of
Polish literary texts and find that for a corpus consisting of texts writ-
ten by different authors the basic scaling regime is broken more strongly
than in the case of comparable corpus consisting of texts written by the
same author. Similarly, for a corpus consisting of texts translated into
Polish from other languages the scaling regime is broken more strongly
than for a comparable corpus of native Polish texts. Moreover, based on
the British National Corpus, we consider the rank-frequency distribu-
tions of the grammatically basic forms of words (lemmas) tagged with
their proper part of speech. We find that these distributions do not scale
if each part of speech is analyzed separately. The only part of speech
that independently develops a trace of scaling is verbs.

Keywords: Complexity, natural language, Zipf law, word classes.

1 Introduction

Even though central to the contemporary science the concept of complexity -
by its very nature - still leaves its precise definition a somewhat open issue.
In intuitive and qualitative terms this concept refers to diversity of forms, to
emergence of coherent and orderly patterns out of randomness, but also to a
significant flexibility that allows switching among such patterns on a way towards
searching for the ones that are optimal in relation to environment. Physics offers
the methodology and concepts that seem promising for formalizing complexity.
One of those concepts is criticality implying a lack of characteristic scale which
indeed finds evidence in abundance of power laws and fractals in Nature.

Whatever definition of complexity one however adopts, the human language
deserves a special status in the related investigations. It not only led humans
to develop civilization but it also constitutes - from a scientific perspective - an
extremely fascinating and complex dynamical structure [1]. Like many natural
systems, language during its evolution developed remarkable complex patterns
of behaviour such as hierarchical structure, syntactic organization, long-range
correlations, and - what is particularly relevant here - a lack of characteristic
scale. This latter phenomenon - in quantitative linguistics commonly referred

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 1044–1050, 2009.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2009
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to as the Zipf law - describes the rank-frequency distribution of words in a
(sufficiently large) piece of text. This well-known, quantitatively formulated in
1949 by G.K. Zipf observation [2], based originally on “Ulysses” and latter on
confirmed for many other literary texts, states that frequency of the rank-ordered
words is inversely proportional to the words’ rank. It needs to be added here
that this law constitutes a principal reference in quantitative linguistics and
inspiration for ideas and development in many different areas of science.

Zipf suggested interpretation of this law in terms of the so-called principle of
least-effort [2,3]. This interpretation was however soon questioned after it had
been shown that the Zipfian relation applies also to a “typewriting monkey”
example [4], i.e. an essentially purely random process. This pointed to the Zipf
law as too indiscriminate to reflect the complex organization of languages.

2 Results and Discussion

Our recent studies based on English as well as on Polish texts open a new
perspective to comprehend the linguistic complexity and sheds a new light on an
involved message encoded in the Zipf law. First, referring to the classic analysis
of “Ulysses” by James Joyce, carried out by G.K. Zipf [2], we compare properties
of the rank-frequency distributions of words in the English and the Polish text [5]
of this novel. Results are shown in Figure 1(a) and Figure 1(b). Both versions
of the text show scaling behaviour over three decades between the ranks 10
and 10,000. However, the scaling exponent for the Polish text (α ) 0.90) is
significantly smaller than for the English original (α ) 1.05). This difference
might originate from a far more inflectable character of the Polish language,
which demands a larger set of words (understood as particular sequences of
letters) to reproduce the course of narration in “Ulysses”. This observation may
be considered a regularity, since typical Polish texts have smaller α than typical
English texts. There are, however, Polish texts which have a value of α that is
similar to English standards as it is documented in Figure 1(c). It is noteworthy
that each of the three texts are well approximated by power-law distributions
almost over the whole range of ranks.

Any text, as a piece of human syntactic communication, is not a series of gram-
matically equivalent words, but rather a convoluted mixture of words belonging
to different parts of speech (classes). Tagging all the words with their proper
parts of speech allows us to compare statistical properties of words within each
class separately. Figure 2 shows the rank-frequency distributions of the most
frequent nouns, verbs, adjectives, and adverbs in the British National Corpus [6]
which is a representative sample of the contemporary written and spoken En-
glish. The data comes from [7]. As it can be seen, despite the fact that the whole
corpus exhibits a Zipf-type scaling for ranks up to several thousands [8], the cor-
responding distributions may not necessarily show any scaling if only words rep-
resenting a single part of speech are considered. Verbs are the only class of words
that develop some trace of scaling behaviour with the scaling index α ≈ 1. Look-
ing from this perspective at the global distribution of all the words belonging
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Fig. 1. Rank-frequency distributions of words in the English (a) and Polish (b) text of
“Ulysses” by James Joyce, as well as in the native Polish text of “Lalka” by Boles�law
Prus. All the three texts have comparable lengths of 240,000-260,000 words.
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Fig. 2. Rank-frequency distributions of the most frequent lemmatized nouns (red),
verbs (green), adjectives (violet), and adverbs (turquoise) taken from the British Na-
tional Corpus. A slope with exponent α = 1.00 is shown as a benchmark.

to all the classes together it is extremely interesting to reiterate that the entire
rank-frequency distribution is Zipf-like.

This result can reflect a highly convoluted syntactic organization of human
language, which may be considered as a complex system. From this angle, the lin-
guistic complexity primarily manifests itself through the logic of mutual dressing
among words belonging to different parts of speech that the entire proportions
emerge scale-free even though in majority of these parts separately the propor-
tions do not respect such a kind of organization. Another interesting issue open
for speculation is whether the above results actually reflect the fact that the
Zipf’s principle of least action is more applicable to verbs - a part of speech
related to action - than to nouns that are linked to objects. Worth considering
is also a possibility that this reflects mapping of the well-established physical
principle of least action onto the frequency distribution of verbs in a text.

As it was already mentioned above, passing from a single English text to a
larger literary corpora is associated with reaching the limits of the applicability
of the Zipf law in its classical form with the scaling index α ) 1. Typically,
after a short transient, for ranks larger than a few thousands another scaling
regime is observed with α > 1 [9,8]. Presence of two distinct scaling exponents
in the rank-frequency distribution of English words can be explained by the
existence of two sets of words: the first one comprises common words which are
frequently used by all the authors (thus forming the language core), and the
second one comprises the remaining words among which are technical words,
words typical for a specific author or words which are otherwise rarely used.
However, we propose another complimentary explanation of the breaking of the
Zipf law for higher word ranks. Based on books of a few different authors we
observe that the Zipf law is better realized for single texts than it is for corpora,
even if we consider a corpus to be a collection of works of the same author.
Figure 3 shows the rank-frequency distributions of words for two small corpora
of Polish texts: the first one (black symbols) comprises 26 novels and stories by
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Fig. 3. Rank-frequency distributions of words for two Polish corpora consisting of
works of the same author (black) and of different authors (green). A power-law with
best-fitted exponent α � 0.90 is denoted by blue dashed line.

Polish fantasy writer Andrzej Sapkowski, while the second one (green symbols)
is formed of 41 novels and stories written by 8 different authors. The texts in the
second corpus were selected in such a way that the total length of each corpus is
comparable (1.3 million words). It can easily be noted that for ranks larger that
6,000-8,000 the distribution for the second corpus shows a slightly faster decay
than the distribution for the first corpus. In turn, the distribution for the first
corpus seems to deviate from the unique scaling behaviour more than any single
member text of this corpus (not shown here, but compare this with the result
for a single novel in Figure 1(c)). This conclusion, however, must be treated with
care since single texts have much smaller vocabulary than larger corpora.

The above evidence suggests that the long-range correlations originating from
a given book’s continuous narration can be a strong source of scaling behaviour.
These correlations are distorted if we form a corpus consisting of different works,
in the same manner as the correlations which are allowed to exist in each par-
ticular realization of a system are suppressed if one forms a statistical ensemble
from a number of different realizations of this system. This possibility opens
space for contesting the traditional model of analysis in quantitative linguistics,
according to which the corpora, due to their larger size, are more useful subject
of analysis than single works. In our opinion this leads to losing a significant
amount of information. The above outcome is another argument in favour of the
concept that the words extracted from their context are rather different objects
even from a purely statistical point of view than the same words embedded in a
contextual environment.

Finally, let us look once again at Figure 1(a) and Figure 1(b), where the Zipf
plots for an English text and its Polish translation are presented. Both distribu-
tions show the undistorted power-law slope for the whole range of ranks, which
means that the scale-free character of “Ulysses” was preserved by the translator.
Actually, if one takes into account the peculiar character of this novel, espe-
cially the unequally rich vocabulary, this result has to be considered remarkable.
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Fig. 4. Rank-frequency distributions of words for two Polish corpora consisting of 45
original texts written in Polish (black) and of 30 foreign texts translated into Polish
(red). A power law with exponent α � 0.94 well-fitting both distributions within the
ranks 10-2000 is denoted by green dahed line.

Motivated by this observation, we more systematically look at the rank-frequency
distributions of words from texts which were translated into Polish from other
languages. We find that although such texts show scale-free behaviour for the
smallest ranks, for larger ones a breakdown of scaling occurs and we see a deflec-
tion towards smaller frequencies. In order to compare scaling properties of the
translated and the native Polish texts, we constructed the following two small
corpora: the first one consisting of 45 texts written originally in Polish, and the
second one consisting of 30 translated texts. Both corpora have similar size of
2.3 million words. The results are presented in Figure 4. For the ranks < 2000
both corpora develop roughly the same distributions with α ) 0.94. However,
for higher ranks the translated corpus is represented by less frequent words than
the native corpus. The observed difference is sufficiently significant to consider
it as an actual property of both considered groups of texts. This result does
not seem to be unexpected. Generally, the higher is α for a sample, the poorer
is the vocabulary of a corresponding author. It seems natural to expect that
vocabulary of a writer is richer than a vocabulary of a translator. The first one
works under no lexical constraints, while the second one has to concentrate prin-
cipally on preserving the sense and the style of the original, what can lead to
impoverishment of the lexicon. Moreover, differences in grammar also may play a
role here.

The famous statement of P.W. Anderson [10], “More is different”, seems par-
ticularly adequate in relation to the human language, indeed.
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Abstract. In this paper, we study the Kelly criterion in the continuous time 
framework building on the work of E.O. Thorp and others. The existence of an 
optimal strategy is proven in a general setting and the corresponding optimal 
wealth process is found. A simple formula is provided for calculating the 
optimal portfolio for a set of price processes satisfying some simple conditions. 
Properties of the optimal investment strategy for assets governed by multiple 
Ornstein-Uhlenbeck processes are studied. The paper ends with a short discus-
sion of the implications of these ideas for financial markets.  

Keywords: utility function, optimal investment strategy, self-financing, complete 
market, risk-neutral measure, Brownian motion, Ornstein-Uhlenbeck. 

1   Introduction 

The Kelly Criterion [1], [2] was initially introduced in 1956 to find the optimal 
betting amount in games with fixed known odds, and was later extended to the field 
of financial investments by E. O. Thorp and others. The strategy maximizes the 
entropy and with probability one outperforms any other strategy asymptotically [3]. 
This approach was recently further developed by Kargin [4], who applied the criterion 
to a mean-reverting asset process under liquidity and credit constraints. 

The Kelly Criterion tells us that the optimal betting fraction is given by p-q, if a 
gambler is faced with a bet, where the probability to double the money is p and to lose 
the initial stake is q (p>q). The optimal betting fraction maximizes the expected log 
wealth. The question, why investors should choose to maximize the log wealth, has a 
simple answer: according to Breiman’s theorem [3], it gives the asymptotically 
optimal pay-out and dominates any other strategy.  

In this paper, we start by extending the original idea to the general continuous time 
framework with n correlated assets. Our task is to find the optimal self-financing 
trading strategy. We will prove that if the market is complete, this optimal self-
financing trading strategy always exists. A limited number of applications are 
discussed in the context of Ornstein-Uhlenbeck processes.   

The paper is organized as follows. In section 2 we review the standard assumptions 
and prove the optimization theorem. The theorem covers both the existence of the 
optimal trading strategy and the explicit form of the associated optimal investment 
fraction. In section 3 we apply the theory to a market of n correlated assets given by 
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Ornstein-Uhlenbeck mean-reverting processes. The optimal investment strategy is 
calculated for some representative examples. In the last section we put the results into 
the financial context and describe some open problems. 

2   General Theory 

In the first section, we will cover the assumptions and the theoretical framework. In 
2.2 we will provide the main result, which is contained in Theorem 1. 

2.1   Basic Assumptions and Other Preliminaries 

We will use the standard notation and conventions of financial mathematics. In 
section 2 the basic assumption is that the market is complete and frictionless [5]. Let 
us further assume that we consider all the processes in the finite time interval 0 to the 
terminal time T. There exists a probability space ( )T,  P , TΩ F , on which all of the 

random variables are constructed, where Ω is the sample space, TF is a σ -algebra 

which denotes the information accumulated up to time T and TP is the spot probability 

measure [5]. The filtration tF , [ ]0,t T∈ , represents the information accumulated up 

to time t. The sub-probability space ( )t,  P , tΩ F  is introduced at time t, where tP is the 

restriction of TP on the filtration tF . 

We assume there are n+1investable assets in the market including the wealth 
process tB , representing a saving account with value 1 at the initial time 0. We 

assume tB follows 

t t tdB B r dt=  ,                                                             (1) 

where tr is the short term rate at time t. 

The other n assets in the market are denoted by ( )iS t , [ ]0,t T∈ , 1, 2,...,i n= , and 

we define a n-dimensional vector by ( ) ( ) ( )( )1 2, ,...,
T

t nS t S t S t=S , where ‘ T ’ repre-

sents the transposition of a matrix. Let us define the relative assets price process 

by 1
t t tB −=S S . Let ( )0 tφ denotes the number of units of tB an investor holds at time t 

and ( )i tφ , [ ]0,t T∈ , 1, 2,...,i n= , denotes the number of units of the ith asset an 

investor holds at time t. In addition, the n-dimensional vector tφ is defined as 

( ) ( ) ( )( )1 2, ,...,
T

t nt t tφ φ φ φ= . ( )tV ψ is the total value of the portfolio ( )( )0 ,t ttψ φ φ= . 

So we have 

( ) ( )0t t t tV t Bψ φ φ= + ⋅S  ,                                              (2)  

where t tSφ ⋅ is the inner product of two vectors. 
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Definition 1. A self-financing trading strategy ( )( )0 ,t ttψ φ φ= is a strategy that 

satisfies: 

( ) ( )0t t t tdV t dB dψ φ φ= + ⋅ S ,  [ ]0,t T∀ ∈  .                             (3) 

We assume ( )0 1V ψ = . 

Definition 2. A self-financing trading strategy ( )( )0 ,t ttψ φ φ= is said to be admissible 

if and only if 

( ) 0tV ψ ≥ , TP  a.s.  [ ]0,t T∀ ∈  .                                        (4) 

( )U x , 0x ≥ , is defined to be a concave function representing the utility of wealth. 

Here concaveness means 

( )( ) ( ) ( ) ( )1 2 1 21 1U p x px p U x pU x− + ≥ − + , 2 1 0x x∀ ≥ ≥ and 0 1p≤ ≤  .       (5) 

Further it is assumed that ( )U x has a first order derivative for ( )0,x∀ ∈ +∞ . The first 

order derivative at 0x = can be either finite or infinite, and the first order derivative 

of ( )U x , 0x ≥ , is a strictly decreasing function of x with ( )lim 0
x

U x
→+∞

′ = . 

If ( )0U ′ = +∞ , let ( )I x , 0x ≥ , be the inverse function of ( )U x′  with ( )0I = +∞ and 

( ) 0I +∞ = . For ( )0 0U b′ = > , we denote by ( )bI x , [ ]0,x b∈ , the inverse function 

of ( )U x′ ,with ( )0I = +∞ . In this case, we define ( )I x as 

( ) ( ) [ ]
( )

0,   

  0     ,  
bI x x b

I x
x b

⎧ ∈⎪= ⎨ ∈ +∞⎪⎩

，

，

 .                                            (6) 

Let us denote byD the class of all of the admissible self-financing trading strategies. 
We say a self-financing trading strategy *ψ ∈D is the optimal trading strategy, if and 

only if 

( )( ) ( )( )
T T

*
P PT TE U V E U Vψ ψ⎡ ⎤ ⎡ ⎤≥ ⎣ ⎦⎣ ⎦ ,  ψ∀ ∈D  .                          (7) 

Our task is to find an optimal *ψ ∈D , which satisfies eq.7. 

2.2   The Optimal Strategy 

To find the optimal strategy, we will first need to introduce the following lemma.. 

Lemma 1. The function ( )I x , [ )0,x ∈ +∞ satisfies the following inequality: 

( )( ) ( ) ( )U I y yI y U c yc− ≥ − ， [ ), 0,y c∀ ∈ +∞  .                             (8) 
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Proof. If ( )I y c= , then eq.8 is obviously satisfied. If ( )I y c> , then the average 

growth rate of ( )U x from c to ( )I y should be larger than the first order derivative of 

( )U x
 
at ( )I y , which is given by ( )( )U I y′ , since the first order derivative 

of ( )U x is a strictly decreasing function of x. 

The average growth rate of ( )U x from c to ( )I y is  

( )( ) ( )
( )

U I y U c

I y c

−
−

 . 

This yields the following inequality 

( )( ) ( )
( ) ( )( )U I y U c

U I y y
I y c

−
′≥ =

−
                     

( )( ) ( ) ( )U I y yI y U c yc⇒ − ≥ −  . 

An almost identical argument can be applied in the case ( )I y c< .                            □ 

Let us define PT as the martingale of the market and
P

P
t

t
t

d
Z

d
= . Then ( ),t tZ F is 

a PT martingale [5]. Define * 1 1
t t t ty Z Bη − −= , ( )* *

t tV I η= , where we assume ty is a 

deterministic function of t and is defined in such a way that * * 1
t t tV V B−= is 

a PT martingale. So ty solves the equation 

( )1 1 1 1t t t tE B I y Z B− − −⎡ ⎤ =⎣ ⎦  .                                                 (9) 

The deterministic property of ty seems contrived, but is necessary for the proof of 

Proposition 1. As we shall see in section 3, in the case of the log utility function the 
deterministic function ty indeed exists and is a constant. 

Proposition 1. ( )* *
T TV I η= satisfies the inequality given by eq.7. 

Proof. Let ( )TV ψ , ψ∀ ∈D , be the wealth process corresponding to a special trading 

strategyψ , then  

( ) ( )( )
T T

*
P PT TE U V E U V ψ⎡ ⎤ ⎡ ⎤− ⎣ ⎦⎣ ⎦  

( )( ) ( )( ) ( )( ) ( )( ) ( )( )
T T

* * * * * *
P PT T T T T T T T TE U I I U V V E V Vη η η ψ η ψ η ψ⎡ ⎤ ⎡ ⎤= − − − + −⎢ ⎥ ⎣ ⎦⎣ ⎦

 (10) 
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According to lemma 1, the first term of the right hand side of eq.10 is positive. The 
second term is equal to zero,  

( )( ) ( )( ) ( )
T

* * * * *
P 0T T T T T T T T T TE V V E Z V V y E V Vη ψ η ψ ψ⎡ ⎤ ⎡ ⎤ ⎡ ⎤− = − = − =⎣ ⎦⎣ ⎦ ⎣ ⎦  .     (11) 

The last equality of the above equation is deduced from the fact that both *
tV and   

( )tV ψ are martingales under the martingale measure. 

Combining eq.10 and eq.11, we directly get 

( ) ( )( )
T T

*
P PT TE U V E U V ψ⎡ ⎤ ⎡ ⎤≥ ⎣ ⎦⎣ ⎦                                           □  

Proposition 1 only state the fact that ( )*
tI η satisfies eq.7. It doesn’t necessarily mean 

that ( )*
tI η is the optimal wealth process. We will prove in the following theorem 

that ( )*
tI η is in fact the optimal wealth process. 

Theorem 1. Given a concave utility function ( )U x , there exists an optimal self-

financing trading strategy *ψ , such that for each time [ ]0,t T∈ , the wealth 

process ( )*
tV ψ of this strategy satisfies 

( )( ) ( )( )
T T

*
P Pt tE U V E U Vψ ψ⎡ ⎤ ⎡ ⎤≥ ⎣ ⎦⎣ ⎦ ,  ψ∀ ∈D  . 

And the optimal wealth process is given by: ( ) ( )* *
t tV Iψ η= , [ ]0,t T∈ . 

Proof. Define *
tV  to be ( )1 *

t tB I η− . For t=T, we have ( )* * *
T T TV B V I η= = , which 

represents a general contingent claim in the market. Since the market is complete, the 
contingent claim *

TV is attainable. This means there exists a self-financing trading 

strategy *ψ such that ( )* * 1
T T tV V Bψ −= , where ( )*

tV ψ is the wealth process of this self-

financing trading strategy. So the relative wealth process ( ) ( )* * 1
t t tV V Bψ ψ −= is a 

martingale under the martingale measure PT . *
tV is also a martingale under the 

martingale measure PT , and we have 

( ) ( )* * * *| |t t T t t T t tV B E V B E V Vψ ψ⎡ ⎤⎡ ⎤= = =⎣ ⎦ ⎣ ⎦F F , [ ]0,t T∀ ∈  .               (12) 

Eq.12 shows that *ψ is a self-financing trading strategy and replicates the optimal 

wealth process ( )* 1 *
t t tV B I η−= . From the combination of *

tV , satisfying eq.7 for any 

time t before T, and eq.12, we can see that ( )*
tV ψ also satisfies eq.7. This proves that 

the strategy *ψ is both self-financing and optimal.                                                     □ 
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It follows from Proposition 1 and Theorem 1 that the existence of a self-financing 
trading strategy *ψ ∈D , where the total wealth at a fixed time T is consistent with 

eq.7, implies that the wealth process ( )*
tV ψ  satisfies 

( )( ) ( )( )
T T

*
P Pt tE U V E U Vψ ψ⎡ ⎤ ⎡ ⎤≥ ⎣ ⎦⎣ ⎦ ,  ψ∀ ∈D  . 

Therefore, an optimal trading strategy for a fixed time T will be optimal for any time 
before T. It follows further that an optimal trading strategy is only based on the 
information up to time t. The optimal trading strategy *

tψ is an adapted process with 

respect to the filtration [ ){ }, 0,t t ∈ +∞F . In the next section, we will apply the theorem 

to the case of a financial market containing a saving account and n correlated assets, 
whose price processes follow Ornstein- Uhlenbeck mean-reverting processes. 

3   Implications for Ornstein-Uhlenbeck Processes 

In this section we set =tr r and ( ) ( )( )expi iS t x t= , [ ]0,t T∈ , 1, 2,...,i n= . Each 

( )ix t is governed by 

( ) ( ) ,
1

n
j

i i i i i j t
j

dx t a b x t dt dWσ
=

= − +⎡ ⎤⎣ ⎦ ∑ , , 1, 2,...,i j n=  . 

where ia is some fixed real number, 0ib > is some nonnegative real number 

and ,i jσ are constants. ( )1 2, ,...,
Tn

t t t tW W W=W is a standard n-dimensional Brownian 

motion. 

Define a to be the vector ( )1 2, ,...,
T

na a a (’ T ’ is the transposed of a matrix), b to be 

the   n×n matrix of the form ,

, 0   
i j i

i j

b i j

i j

= =⎧⎪= ⎨ = ≠⎪⎩

b
b

b

，

，

, andσ to be the matrix , ,i j i jσ=σ , 

for1 ,i j n≤ ≤ .The matrixσ has a non-zero determinant. Then the dynamic equation 

of ( ) ( ) ( )( )1 2, ,...,
T

t nx t x t x t=x can be expressed as 

[ ]t t td dt d= − +x a bx σ W  .                                                (13) 

Let ( ) ( ) ( )( )1 2, ,...,
T

t nS t S t S t=S , 1
t t tB−=S S . 

According to Ito’s lemma, the dynamic of tS is 

 ( ) ( ) ( ) ( ) ,
1

n
j

i i i i i j t
j

dS t S t t dt S t dWμ σ
=

= + ∑ , 1,2,...,i n=  . 

where ( ) ( )( ) 21
log

2i i i i it a b S tμ = − + σ and ( ),1 ,2 ,, ,...,
T

i i i i nσ σ σ=σ . 



 Application of the Kelly Criterion to Ornstein-Uhlenbeck Processes 1057 

Define 

2

0 0

P 1
exp

2P

T T
T

u u u
T

d
d du

d

⎛ ⎞
= ⋅ −⎜ ⎟

⎝ ⎠
∫ ∫θ W θ  ,                               (14) 

where ( ) ( ) ( )( )1 2, ,...,
T

u nu u uθ θ θ=θ is a n-dimensional adapted stochastic process 

and ( ) ( )2 2
1 ...u nu uθ θ= + +θ is the Euclidean vector norm, and tW a Girsanov 

transformed Brownian motion, i.e. 
0

t

t t udu= − ∫W W θ . 

Then under PT , tS it follows 

( ) ( ) ( ) ( ) ( ), ,
1 1

n n
j

i i i i j j i i j t
j j

dS t S t t r t dt S t dWμ σ θ σ
= =

⎡ ⎤
= − − +⎢ ⎥

⎣ ⎦
∑ ∑  . 

Define ( ) ( )i ic t t rμ= − and in vector form ( ) ( ) ( )( )1 2, ,...,
T

t nc t c t c t=c . If tθ solves 

1
t t t t

−= ⇒ =σθ c θ σ c  ,                                              (15) 

then under PT  it follows that 

t t td d=S σ WS  ,                                                         (16) 

where the matrix tS is defined as:
( ) ( )
( )

,

, 0       
i j i

t
i j

t S t i j

t i j

⎧ = =⎪= ⎨ = ≠⎪⎩

，

，

S
S

S
. tS is a martingale 

under PT . 

To apply theorem 1, we need first to prove the completeness of the market price 
processes under consideration. The next lemma tells us that indeed the market is 
complete. The proof is given in an earlier presentation [7]. 

Lemma 2. The mean-reverting market given above is complete. 

In case ( ) ( )logU x x= , we find ( ) 1/I x x= . Using eq.9, we can show 1ty = . Then the 

optimal discounted wealth process is 

2*

0 0

1
exp

2

t t

t t u u uV Z d du
⎛ ⎞

= = ⋅ −⎜ ⎟
⎝ ⎠
∫ ∫θ W θ . 

Now we are in a position to derive a general result for Ornstein-Uhlenbeck processes. 

Theorem 2. The optimal trading strategy ( )( )* * *
0 ,t ttψ φ φ= is given by: 

( ) ( )* 1 * 1
0 1 T

t t t t t tt B V Bφ − −= − θ λ S , ( ) ( ) ( )* 1 *
,

1

n

i t t j j i
j

t B V t tφ θ λ−

=

= ∑ , 1,2,...,i n=  .      (17) 

where ( ) 1

t t

−
=λ σS . 
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Proof. First, we can show immediately 

 ( )* * *
0t t t tV t Bφ φ= ⋅ +S  , 

where *
tV is the optimal wealth process given by  

2*

0 0

1
exp

2

t t

t t u u uV B d du
⎛ ⎞

= ⋅ −⎜ ⎟
⎝ ⎠
∫ ∫θ W θ  . 

Using Ito’s lemma for *
tV , we get 

* * T
t t t t tdV dZ V d= = θ W  .                          

From eq.16 we know that 

 t t td d=W λ S  . 

Combining the above two equations, we have 

( )* * 1 *T T T
t t t t t t t t t t t t tdV V d B V d r dt−= = −θ λ S θ λ S θ λ S  ,                  (18) 

and 

* 1 * 1 *
t t t t tdV B dV rB V dt− −= −  .                                         (19) 

Combining eq.18 and eq.19, we arrive at 

( ) ( )* * 1 1 1 * *
01T T

t t t t t t t t t t t t t t tdV V B d B B dB d t dBφ φ− − −⎡ ⎤= + − = ⋅ +⎣ ⎦θ λ S θ λ S S  .      (20) 

Eq.20 shows directly that ( )( )* * *
0 ,t ttψ φ φ= given by eq.17 is the optimal self-financing 

trading strategy.                                                                                                             □ 

The optimal fraction vector ( ) ( ) ( )( )* * * *
1 2, ,...,

T

t nf t f t f t=f is composed of the 

individual ( )*
if t , e.g. ( ) ( )* * */i i tt S t Vφ . By simple calculations based on Theorem 2, 

we have 

* 1
t t

−=f R c ,                                                            (21) 

where T=R σσ is a symmetric matrix and called correlation matrix. We will show in a 
separate paper that the matrix R denotes the correlations of the yield rates, e.g. the 
correlation of the ith and jth assets is a deterministic function of i j⋅σ σ . If the standard 

inverse of the volatility matrix does not exist, then one can resort to the generalized 
Moore-Penrose inverse to obtain a related result for the optimal investment fractions 
in markets without arbitrage. 
 



 Application of the Kelly Criterion to Ornstein-Uhlenbeck Processes 1059 

Another derivation of the optimal fraction can be based on the function 

( ) 1
F

2
T T
t= −x c x x Rx ,   nR∀ ∈x  ,                                       (22) 

linked to the mean-variance approach, since the optimal fraction given by eq.21 is the 
maximum of the function F . This indicates the close relationship between the utility 
maximization and the mean-variance method.  

In the special case where the market is composed of only one stock, by eq.21, the 

optimal fraction is ( )* 2/t tf rμ σ= − , where ( )( ) 2log 0.5t a b S tμ σ= − + . Fig. 1 shows 

a sample path for the stock process and the associated optimal investment fraction and 
wealth process. As an aside, if one assumes zero interest rates, than the sensitivity of 
the optimal fraction to a percentage estimation error in the drift μ is twice the negative 

of a similar error inσ , e.g. a 1% overestimation in volatility has approximately the 
same impact as an underestimation of the drift by 2%. 
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Fig. 1. Simulation of the stock price process, the corresponding optimal strategy *
tf , and the 

wealth process *
tV  with parameters a=0.5, b=0.2,σ =0.1, r=0.03, 0S =10 and 0V =10 

Besides the sensitivity to estimation errors, it would be interesting to analyze the 
impact of the correlation matrix on the optimal trading strategy. Positive correlation has 
a tendency to reduce the number of ‘independent’ assets and forces investors to reduce 
leverage, e.g. the sum of the absolute values of the investment fractions is smaller. 

Next, we study a special case where the assets have local correlations. The 
different assets only correlate to the neighboring assets but have no correlation to the 
rest assets. Let’s set the risk-free rate to zero and the volatility matrix to be 
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0 0

0

0 0 0

0 0 0
n n

σ σ
σ σ

σ
σ ×

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

σ , n 2≥  . 

In this case, we will only study the large time limit. Let us denote by ( )*
Sf ∞                         

                      ( ) ( )* *
P

1

: lim
T

n

S i
t

i

f E f t
→+∞ =

⎡ ⎤∞ = ⎢ ⎥
⎣ ⎦
∑  .                                        (23) 

After some simple manipulations we get  

( )*

1
  for n odd

4

      for n even
4

S

n

f
n

+⎧
⎪⎪∞ = ⎨
⎪
⎪⎩

 .                                             (24) 

For a fixed odd integer n, the limit of the expected total fraction is (n+1)/4, which is 
identical to the value for the next even number.  

Now, let us investigate another correlation structure where the assets have global 
correlations. As a simple example the volatility matrix is chosen as 

1 0 0 0

1 1 0 0

= 1 1

1 0

1 1 1 1
n n

σ

×

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

σ , n 2≥  , 

and the corresponding inverse matrix is 

1 1

1 0 0 0

1 1 0 0

= 0 1

1 0

0 0 1 1
n n

σ− −

×

⎡ ⎤
⎢ ⎥−⎢ ⎥
⎢ ⎥−
⎢ ⎥
⎢ ⎥
⎢ ⎥−⎣ ⎦

σ  . 

Thus the optimal fraction ( )*
if t is given by 

           ( )
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( ) ( )
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                                =n  
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The total optimal fraction is 

( ) ( ) ( ) ( )1* *
1 2

1

n

i
i

t r
f t f t c t

μ
σ=

−
= = =∑  .                                (26) 

The total fraction here is equal to the optimal fraction in another market containing 
only the first asset. This surprising result is partly due to the fact that in the multi-
dimensional case the investment fractions are likely to have both positive and 
negative signs. The expected total optimal fraction is 

( ) ( ) ( )
( )( ) 1 2

1 1 1
* *

1 2

1
log 0

2E

b ta b S e r
f t f t c t

σ

σ

−⎡ ⎤− + −⎣ ⎦
⎡ ⎤= = =⎣ ⎦  .               (27) 

As time approaches infinity, the following limit is reached: 

( ) ( )
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12
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1
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1
2         for b 0

t

a r

f f t
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⎧ + −⎪
⎪⎪∞ = = ⎨
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 .                               (28) 

For additional examples, in particular in higher dimensions, we refer the reader to [7].  

4   Conclusions 

In the earlier sections we presented a discussion of the Kelly criterion in the 
continuous-time framework. The main theorem shows that in a complete market there 
exists an optimal self-financing trading strategy that maximizes the logarithmic utility 
function. The optimal investment fractions were explicitly calculated.  

One general implication of the Kelly’s criterion is maybe worth mentioning. It 
follows from Breiman’s theorem [2], which shows that a logarithmic utility 
maximizer outperforms with probability one in the long run any substantially different 
trading strategy. This theorem has surprising consequences, for example it has 
spanned a smallish field called ‘evolutionary finance’ [8]. According to evolutionary 
finance ‘natural selection’ should favor agents with log utility. Such agents maximize 
the growth rate of their wealth with probability one, and thus dominate eventually the 
market. The stark claim is that either the investor maximizes utility or is marginalized. 
The authors are doubtful, if such a strong claim is justified, since only in the long time 
limit does the utility maximizer almost surely outperform. In the real world, where 
one has multiple independent agents and frequent paradigm shifts, maybe an even 
more aggressive strategy is warranted. Being ‘overinvested’ can be ‘superior’ (lower 
utility, but higher winning probability) in the short term. Even in the medium term the 
log maximizer has difficulties to outperform, if many independent agents exist. This 
could be a partial explanation for the regular crisis in financial markets, e.g. investors, 
who seek a short-term competitive advantage, invest over-aggressively. This is on top 
of the significant inherent volatility of utility maximization. A proper understanding 
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of the impact of the Kelly criterion on the optimal behavior of individual agents is the 
precursor to consistent multi-agent modeling. 

As a speculative aside, maybe utility maximization has a role in the study of the 
punctuated equilibrium observed in the evolutionary history of the earth, since utility 
maximization could provide a potential explanation without necessarily having to 
resort to external causes like asteroid impacts or volcanic eruptions for rare 
widespread extinction events. 

Due the space limitations, we are not able to provide even a brief description of the 
application of the result in the area of statistical arbitrage. The present discussions are 
based on the continuous time framework, but realistic markets have an inherent 
discreteness. Furthermore there are different types of frictions, e.g. transaction cost, 
bid-offer spreads and liquidity constraints, which impose portfolio readjustment 
frequency restrictions. Not all of those influences are small and can be neglected. In 
an earlier presentation [7] correction terms for reducing the investment fractions were 
explicitly calculated. It would be of interest to give a comprehensive analysis of the 
impact of the different types of frictions for statistical arbitrage strategies. This will be 
done by the authors in a separate paper. 

In conclusion this article gives a quantitative insight into the trade-off between risk 
and return as diversification opportunities are added, correlation structure changed, 
and other constraints modified. 
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Abstract. In today modern industrial cities we see that many people having 
different cultures share the same settlement and form a typical   social complex 
system. People come from other cities or even foreign countries Newcomers 
bring their cultural values such as clothing, meals, likes and dislikes. As a result 
of interacting with other people some cultural values change, some completely 
forgotten while others become popular and known by  the majority of people. 
There should be a mechanism helping some cultural values being more popular 
and causing other people being assimilated by majorities. Different cultures’ 
interactions with each other and consequences of their interactions will be 
investigated by the principle rules of Simple Recommendation Model which is 
proposed by Bingol in 2006. The agents will be grouped according to their 
national origin and remember and forget the choices instead of agents. Also 
selections of interacted agents will be made according to people’s choices.  

Keywords: Emergence of fame, cultural choices, assimilation. 

1   Introduction 

Humans are social creatures and exchange ideas by interacting with each other. By 
doing so they learn new people, habituates or cultural values from their parents or 
from the people they interact. 

In Simple Recommendation Model (SRM) each agent has a limited memory 
capacity and keeps other agents in his memory [1]. The agents interact with each 
other by exchanging agents in their memories. Since the memory capacities are 
limited, an agent is known in price of forgetting the other. There are giver, taker, 
recommended and forgotten agents in a recommendation process. Selections of the 
agents are random. Hence the model is called the Simple Recommended Model 
(SRM). As a result of simple recommendations, some agents become extremely 
known. This observation is interpreted as emergence of fame. 

We will extend SRM by applying the model into the real life scenarios of today’s 
world. In the SRM, an agent interacted with others completely randomly but in real 
life they interact within groups they belong to. Groups can be formed from friends, 
work, occupation or clubs. In our work we take ethno-national groups. 

We will try to make predictions about the result of interactions of different ethno-
national cultures by composing the SRM and work of Wimmer. We will propose a 
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model in which agents interact with each other according to their choice of interac-
tions according to their choice of interactions and impose their choices to others. We 
will extend the recommendation model based on Wimmer’s work on a Swiss society 
with Italian and Turkish immigrants [2]. 

There are theoretical paradigms in Sociology, Order Theory of Durkheim that 
emphasizes the ways in which different groups progressively become more unified 
and indistinct and Conflict Theory of Marx and Weber that emphasizes the inequality 
among ethnic groups [3]. Our work will show whether the groups in our model will 
go to unify or distinguish in having common choices.  

The rest of the paper is outlined as follows. Section 2 explains the Wimmer’s work. 
Section 3 briefly explains Bingol’s SRM since our model will extend the mechanisms 
of SRM. In Section 4 we will introduce our choice recommendation model. Section 5 
will give the simulation results and finally we will give a related work and conclude 
the subject. 

2   Wimmer's Work of Swiss Population 

Wimmer conducted a series of researches in three Swiss Towns, namely St. Johann, 
the Breitenrain and the Hard neighborhood. All of the residential areas are highly 
populated with immigrants and suitable to group formation. In his research, he has 
worked on the relations between the native Swiss and immigrant populations [2]. 

Althouh there are many social groups, Wimmer has focused on the three largest 
groups, namely Swiss, Italians and Turks. The percentages of relations are as given in 
Table 1. 

There is a sharp distinction between relations of Swiss Italians and Turks. We will 
run our simulations in the light of those interaction ratios given in Table 1. 

As expected, a group prefers itself to interact. In this respect Swiss is the closest 
community and prefere Italians when they interact. Italians are slightly more closer 
than Turks. Note that this is a highly asymmetric system. For example Swiss prefer 
Turks with 0.8%, while Turks prefer Swiss with 20%.  

Table 1. Ethno-national background of the people according to their choice of interactions 

     National Background of  Alteri  

  Swiss Italian Turkish Others Total 

National Swiss 85.5% 5.0% 0.8% 8.7% 100 % 

Background Italian 17.8% 68.9% 0.7% 12.6% 100 % 

of  Respondent Turkish 20.8% 3.9% 66.6% 8.7% 100 % 

3   Bingol's Recommendation Model 

We will briefly mention the SRM of Fame [1] since our model will be based on the 
same principles. Then, we will give the variations of our model. Here is a brief 
description of SRM:  
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There are n agents. Each agent has a limited memory capacity m and initially 
randomly filled with other agents. If an agent ai resides in the memory of another 
agent aj then aj knows ai, if not then aj does not know ai . The knownness or let us say 
the  fame  of  ai  is the percentage  of  agents that know  ai. An agent can know only m 
agents which is m<<n. 

The memory contents of the agents change as the recommendation takes place. In 
any simulation cycle there are recommender, taker, recommended and forgotten 
agents.The recommendation operation happens as follows; the recommender agent 
selects the recommended agent from its memory and recommends it to the taker 
agent. If the recommended agent is not in the taker's memory yet, the taker agent 
replaces the recommended agent with the forgotten agent in its memory slot and 
learns the recommended agent in the price of forgetting the forgotten agent. If it is 
already in his memory nothing is done. This is a simple recommendation operation of  
the model. All the selections are made randomly.  

4   Choice Recommendation from Different Populations 

Our model basically differentiates from SRM in that the population is divided into 
sub-groups, namely AS, AI and At, that represents Swiss, Italian and Turkish 
populations respectively. The other important point is that our agents will keep their 
choices, let's say their cultural values, in their m memories instead of keeping other 
agents. Those choices will be represented by consecutive non-overlapping numbers. 
Let CS, CI and Ct be the sets of choices of Swiss, Italians and Turks respectively. 
Every agent will have the same m. Assume that MS, MI and Mt are the memory 
contents of a randomly selected agent of Swiss, Italians and Turkish people  
respectively and, Ms ⊆ Cs, Mi ⊆ Ci and Mt ⊆ Ct. The Number of choices will be 
proportional to the group's size, the bigger population will have the more choices. 
Initial popularity of a choice is calculated by the number of agents who keeps that 
choice in his memory. In other words, let ai∈As and ci∈Cs be a choice of ai. Then 
initial popularity of bi is PI=|{ci∈Mj |ci∈As}|. If a choice has zero fame at the end of 
the simulations, it will be completely forgotten and if it is known by all the agents 
then it will be completely known. 

There is an important differences in the recommendation operation in our model, 
that is selection of taker agent. Taker agent will be selected according to the 
preference of the giver agent. Let ai is a giver agent in AS and aj is a taker agent in AI. 
Then, PAsAi is the probability of AS interacting to AI and the taker will be in AI with 
PAsAi. Giver agent is selected randomly. The rest of the recommendation process 
occurs as follows: 

Giver agent selects the recommended choice from it's memory content randomly 
and recommends it to the taker agent. Taker agent is selected according to the ratios 
given in Table 1. by a random number generator. We care with the memory contents 
of Swiss, Italian and Turks choices. If the random number generator selects others, 
we just skip to the next simulation cycle. If the recommended choice is already in the 
memory of the taker agent nothing is done. If not, a choice selected randomly from 
the taker's memory and replaced by the recommended choice. 
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In our model m=5. The simulations will be made over n=1000 agents. The 
population ratios of Swiss, Italians and Turks living in three Swiss towns are given in 
Wimmer's work [2]. The number and percentages of empirical and simulation 
populations as well as the number of choices are given in Table 2. 

Table 2. Etho-national background of the people according to their choice of interactions 

   Emprical Data    Simulation     Data  

  Populations % of 
Populations 

Sim. 
Populations 

% of Sim. 
Populations 

Memory 
Capacity of 
Each Agent 

Number of 
Choices 

Swiss 23000     58.97       916 91.58   5 153 

Italian  1360       3.48   54  5.40   5 9 

Turkish    760       1.94   30  3.02   5 5 

Others 21000     35.61    -     -   - - 

Total      46120   100.00 1000    100.00   - 167 

Total number of choices for a group is selected to make initial popularity of 
choices be equal. For example, Italians are 54 agents. Each agent has a memory 
capacity of m=5. Then, total memory capacity is 270. When we distribute 9 choices to 
memory slots by a regular memory initialization scheme like in SRM model [1], the 
popularity of each choice will be 30. The other groups' choices are selected so as to 
make initial popularities 30. This popularity size is not strict and may be any number 
as long as initial popularity of every choice is equal. 

5   Simulation Results 

Simulations were held for 1011 cycles. 10 different simulations were held and their 
averages were taken as the result. We have inspected the results for maximum, 
minimum, average popularities and forgotten ratios of choices. The figures of the 
results are given in below figures. 

5.1   Maximum Popularity  

Maximum popularity is the total number of agents who know that choice. In our 
model, maximum popularity can be at most 1000 which means to be known by 
everybody. 

Maximum popularity always belongs to Swiss population's choices but is not 
higher than 321 even after 1011. simulation cycles. It is far beyond to reach to be 
completely known. Although Turks’ choices are almost half of the Italians' choices 
their average maximum popularities are almost the same and even gets higher than 
Italians. The result is given in Figure 1. 
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Fig. 1. Maximum popularities of choices 

5.2   Minimum Popularity  

Minimum popularity means to be least known by the whole agents. It is the smallest 
total number of agents who know that choice. Minimum popularity can be at least 
zero which means to be completely forgotten. Once a choice is completely forgotten 
there is no way to be known again. There is a sharp increase in the minimum 
popularities of all three societies after 103 simulation cycles. Turks choices have less 
minimum popularities among others. Although their average popularities are less than 
Swiss, some of Swiss choices’ popularities drops faster than Turks. The result is given 
in Figure 2. 

 

Fig. 2. Minimum popularities of choices 
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5.3   Average Popularities 

Average popularities are calculated in two different ways. Firstly, popularities of each 
choice of a set are summed up and divided by the size of their own choice set. It is 
defined as follows; 

avg
ownp = ||
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kC ∑
∈

∈
Aa

Mca
j

jij

 
|}|{|

 

 Where ci∈Ck  and  A = AS U Ai U AT           (1) 

Secondly, the summation is divided by the total size of the three choice sets (167). 
It is defined as follows; 
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Where C = CS U CI U CT  and  A =AS U AI U A   (2) 

The figure of the first way of calculation is given in figure 3. It is trivial that Swiss’ 
averages will be higher than others when calculated with the second way  since Swiss 
are outnumbered Italians and Turks. Italians' popularities are also higher than Turks' 
popularities but at the end of 1011 simulation cycles, Turks' popularities are around 
0.69 while Italians' popularities are around 0.38, even though Italians' choices almost 
double Turks' choices. 

 

Fig. 3. Average popularities of choices. Averages are calculated within their own set of choices. 

Here are the results of average popularities of choices given in Figure 3.  

1. Swiss' popularities are always higher than others. 
2. Italians' popularities are less than Turks' popularities.  

There are two reasons. Firstly, Swiss prefer Italians five times more than Turks. So 
Swiss may impose their choices to Italians five times more than they do to Turks.  
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Fig. 4. Average popularities of choices when interactions of Swiss and Italians have been 
modified 

Secondly, Italians prefer to communicate with other smaller minorities like Spanish 
and other Eastern European groups more than Turks do. Their preference of those 
minorities instead of Swiss adversely affect their choices' popularities. 

We adjusted the relation percentages given in Table 1 to prove that hypothesis. We 
equalized Swiss preference of Italians and Turks. We also decreased Italians' 
preference of other groups to equalize it with those Swiss' and Turks' preferences. The 
result is given in Figure 4. As expected, Italians' average popularities got higher than 
Turks' averages. 

We saw that although Turks have the fewest population they managed to overcome 
over Italians whose population are almost double of Turks. Swiss managed to impose 
their choices, let us say assimilate, other groups. We also conducted a series of 
simulations representing the interactions of two populations having the same memory 
capacities and population sizes. Population sizes were at the same ratios such as 
n1=32 and n2=968 representing Turks and Swiss respectively. Both of Swiss and 
Turks populations have m=5. Simulations were held for 109 cycles. 

Table 3 gives the results of above simulations. The ratios of maximum and average 
popularities and forgotten choices of two populations are given. 

Table 3. Etho-national background of the people according to their choice of interactions 

Turks / Swiss Two population simulations Emprical data simulations 

Maximum popularities 0.81 0.80 

Forgotten ratios 1.25 1.23 

Average popularities 0.83 0.85 
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Those results coincide with the results of empirical data simulations of Turks and 
Swiss. Above results are very near to each other but not the same since there is 
random selection methods in the two population simulations but in empirical data 
simulations, selections are made according to populations' preferences. 

5.4   Forgotten Percentages  

Forgotten percentage is the percentage of forgotten choices in each set of choices. 
Swiss have zero value at 16x103 th step, Italians have zero value at 8x103 th step. and 
Turks have zero value at 21x103 th step. After 104 simulation cycles there is a linear 
increase in the forgotten percentages of Italians and Turks but there is a sharp (almost 
double) increase for Swiss choices after 106 simulation cycles. Nearly two third of 
Swiss' choices have been forgotten around 106 simulation cycles.  The result is given 
in Figure 5. 

 

Fig. 5. Minimum popularities of choices 

6   Related Work and Coclusions 

Robert Axelrod and Ross A. Hammond have introduced ethnocentrism syndrome 
which can be described as in-group favoritism and out-group hostility of different 
groups living together. They have made simulations of agent based models in a square 
lattice [4]. They found that groups tend to show ethnocentric strategy with 76%, 
compared to 25% by chance. The results claims that groups will tend to diversify by 
choosing their own groups members for interactions rather than unify. Our researches 
show that they will unify after many simulations later.  

In this research we have extended the SRM by using large populations of agents 
having small memory sizes. Agents have interacted by exchanging their choices 
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instead of exchanging agents. Here are some foresights about the consequences of 
their future interactions in the light of our simulations: 

1. A group which is larger in population, has more chance to increase the popularities 
    of its choices.  
2. Close communities which interacts mostly among themselves have more chance to 
    preserve  their  cultural  values  like  Swiss  population. Since  social  networks  are 
    scale-free, higher  interactions  rates  between the agents of  the same group  makes 
    topology more robust to outer influences and assimilations [5]. 
3. If an  immigrant  group  is  more popular  for  the  dominant  population than other 
     immigrant groups, then it is more probable to be assimilated. 
4. Assimilations take very long time. At the end of  1011  simulation  cycles   95.5% of 
    Italians’ choices  and   92%  of  Turks' choices  have  been  forgotten. No  complete 
    assimilation is detected. 
5. Although  Swiss  population's  choices  are  more  popular, none  of  them is known 
    more than 32% of all populations even  after 1011 simulations later.  

We have found that communities tent to unify rather than diversify. All the interacting 
communities may show an ethnocentric behavior at first but sooner or later they will 
began to unify as they interact with each other. This will cause either integration or 
assimilation of minorities The model can be extended by applying other factors such 
as population's choices of religions and languages. Then some choices will not be 
easily changed by a simple recommendation model. It can be used some socio-
economic researches of nations and cultural assimilation processes. 
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Abstract. A nonlinear type open-plus-closed-loop (OPCL) coupling is investi-
gated for antisynchronization of two complex networks under unidirectional 
and bidirectional interactions where each node of the networks is considered as 
a continuous dynamical system. We present analytical results for antisynchroni-
zation in identical networks. A numerical example is given for unidirectional 
coupling with each node represented by a spiking-bursting type Hindmarsh-
Rose neuron model. Antisynchronization for mutual interaction is allowed only 
to inversion symmetric dynamical systems as chosen nodes.  

Keywords: Antisynchronization, dynamical networks, OPCL coupling. 

1   Introduction 

In recent years, studies on collective behavior of nonlinear dynamical systems has 
inclined more to dynamical processes in complex networks [1-7] since many real-life 
systems, living and nonliving, show complex network topology instead of regular 
links like nearest-neighbor or all-to-all global coupling. A complex network consists 
of a large number of nodes connected by links or edges where their connectivity, 
instead of being random as proposed earlier [8], shows statistical properties like 
small-world [3-4] or scale-free effect [2, 6, 7] in real world. In a complex dynamical 
network, each node is considered as a dynamical system, either continuous-time or 
discrete time. Understanding the process of collective behavior or synchronization in 
a crowd of dynamical nodes within a complex topology then becomes interesting and 
important [9, 10] to explain many real world phenomena in engineering networks [11] 
like Internet, World Wide Web, World Trade Web and in biological networks like 
neurons in brain, pacemaker cells in heart and genetic networks [9]. Particularly, the 
nodes of the complex networks are assumed as dynamical, as for example in 
biological systems, which evolve with time. In this context, synchronization in 
complex networks called as inner synchronization has been investigated [9, 10-13] 
recently to understand the interplay between dynamics of nodes and the topology of a 
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complex network. In inner synchronization, all the nodes have a common dynamics 
both in amplitude and phase. Establishing conditions of synchronization and 
desynchronization between two or more networks is an important task of practical 
relevance [14]. Inducing desynchronization in networks is important from a viewpoint 
of overcrowding or jamming in networks like Internet, which may be avoided by 
breaking a state of synchrony within a network. Here, we address a process of 
antisynchronization in two complex dynamical networks, which may work as an 
alternative to desynchronization. In a state of antisynchronization in two dynamical 
networks, the evolution of each of the nodes of a network is locked with the 
corresponding node of another network in alternate time.  

A complex dynamical network is described by  

                            N ixaxfx
N

j

jijii ....,3 ,2 ,1 ;)(
1

=Γ+= ∑
=

ε                                     (1) 

where  : nn RRf → is a continuous dynamical flow that governs the local dynamics 

of each uncoupled node i and nT
iniii Rxxxx ∈= ),.....,,( 21 is the state variable of a node; 

N is the number of nodes. The matrix A=(aij) NNR ×∈  defines the connectivity of 
nodes in a network whose entries follow a rule: if there is a connection between the 
nodes i and j (j≠i), then aij=1; otherwise aij=0 (j≠i); the diagonal elements of A are 

defined as ∑∑
≠=≠=

−=−=
N

ijj
ji

N

ijj
ijii aaa

,1,1

, and clearly if the degree of ith node is ki then 

aii=-ki, i=1, 2, 3,…, N. ε >0 is the coupling strength between the nodes of individual 

networks. nnR ×∈Γ is a constant diagonal matrix whose elements are 0 or 1 and it 
defines the links between the state variables of any two nodes. In a Γ matrix, if all the 
elements are 1, then any pair of nodes is connected by all state variables, otherwise 
they are partially connected if any of the elements is zero. A synchronous state of all 
nodes of the network is defined by )(xfx = .  We are concerned here with the process 

of synchronization, particularly, antisynchronization and how to implement them in 
two complex dynamical networks.  

Synchronization of two complex dynamical networks was reported earlier [15] 
using a master-slave type unidirectional open-plus-closed-loop (OPCL) coupling [16]. 
In a recent Letter [17], we extended the OPCL method to establish antisynchronization 
and amplification or attenuation in two chaotic oscillators. Here, we extend the results 
further to achieve antisynchronization and/or attenuation in two dynamical networks. 
Once the node dynamics is known, one can design an appropriate coupling using the 
OPCL scheme to realize antisynchronization or to attenuate any undesired effect in one 
dynamical network from being transmitted to another response dynamical network.  

The relevance of synchronization between two dynamical networks was explained in 
[15] by citing an interesting example of two economic worlds:  one developing and 
another developed. It explained how a developed economy influences the developing  
 



1074 R. Banerjee, I. Grosu, and S.K. Dana 

world economy and considered unidirectional influence while studying synchronization 
in two such networks. Although this unidirectional effect is strongly felt in a recent 
economic crisis in the United States that is followed by immediate crash in the share 
market network of many countries, the reality is more complex. It is natural that both 
the economies (developed or developing) influence each other to evolve a new world 
economic order. It is obviously more realistic to consider mutual interactions between 
the networks either economic networks or social networks to derive a true picture. 
Accordingly, in addition to the unidirectional effect, we address the mutual OPCL 
coupling issue to realize antisynchronization in two complex dynamical networks. 

The paper is structured as follows. In the next section, antisynchronization using 
unidirectional OPCL coupling in two oscillators is described. The theory is then 
extended to complex dynamical network in section 3. Mutual interaction in two 
dynamical networks is described in section 4. Results are summarized in section 5. 

2   Antisynchronization in Two Oscillators  

We briefly introduce the general scheme [16, 17] of unidirectional OPCL coupling in 

two chaotic oscillators: a chaotic driver is defined by  ),(yfy = nRy ∈ . The model of 

the chaotic oscillator with parameters is assumed known a priori. It drives another 

chaotic oscillator nRxxfx ∈= ),(  to achieve a goal dynamics g(t)=αy(t) as a desired 

response, where α is a constant. The response system after coupling is given by                 

                            ).,()( gxDxfx +=                                                         (2) 

where the coupling term  ),( gxD  is defined by 

        ).(
)(

 )( ),( gx
g

gf
HgfggxD −⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
∂

∂−+−=                                        (3) 

g

gf

∂
∂ )(

is the Jacobian and H is an arbitrary constant Hurwitz matrix (nxn), whose 

eigenvalues have all negative real parts. The error signal of the coupled system is 
defined by gxe −= when )(xf  can be written, using the Taylor series expansion,       

                   ...)(
)(

)()( +−
∂

∂
+= gx

g

gf
gfxf                                                 (4)  

Keeping the first order terms in (4) and substituting in (3), the error dynamics is 
obtained as Hee =  from (2) and this ensures that 0→e  as ∞→t  and the 
synchronization is asymptotically stable. The Hurwitz matrix can be easily 
constructed from the Jacobian of the known model of the interacting oscillators. The 

elements of the Hurwitz matrix, ijH , are then chosen such that
ij

g

gf
H ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
∂

∂
−

)(
is zero 
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when
ij

g

gf
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂

∂ )(
is a constant in (3). If 

ij
g

gf
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂

∂ )(
 involves a state variable, we 

define ijij pH = where pij is a constant. The parameter values, pij, are so selected as to 

satisfy the Routh-Hurwitz (RH) criterion. For a 3D dynamical system, the 
characteristic equation of the H matrix is  

                          032
2

1
3 =+++ aaa λλλ                                            (5) 

where ai  (i=1, 2, 3) are coefficients.  
The corresponding RH criterion [16] is given by 

                           a1>0,    a1a2>a3,    a3>0                                                    (6) 

The selection of the parameters pij is so appropriately made that the RH criterion is 
fulfilled and thereby ensures synchronization that is asymptotically stable even in 
presence of any parameter mismatch [18]. The multiplying constant α in the goal 
dynamics can be used as a control parameter to realize CS (α=1), AS (α=-1), 
attenuation ( 1<α ) or amplification ( 1>α ).  

3   Complex Dynamical Network: Unidirectional Coupling  

We extend the unidirectional coupling scheme to complex dynamical networks to 
realize antisynchronization and attenuation. As described earlier [15], an analytical 
approach is possible to establish synchronization using OPCL coupling between two 
dynamical networks for identical connectivity matrix and it is found unchanged for 
the proposed generalization here. The driving network may be expressed by (1) and 
the response network is defined by 

 ∑
=

Γ+−⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂
∂

−+−+=
N

j
jijii

i

i
iiii ybtxty

x

xf
Hxfxyfy

1

  )]()([
)(

)(
)()( εα

α
ααα         (7) 

yi =[yi1, yi2, yi3]
T is the state variable of the ith node of the response network; other 

notations have similar meaning as above, and A=(aij) 
nnR ×∈ , B=(bij) 

nnR ×∈  are 
symmetric or asymmetric matrices; each row sum of A and B equal to zero. Networks 
(1) and (7) achieve synchronization if   

                N 3..., 2, 1,  ,0)()(lim ==−
+∞→

itxty ii
t

α                                      (8) 

For simplification, we assume two networks having identical topology (A=B). 
Then linearizing the error system, )()()( txtyte iii α−= , around xi  , we obtain 

         N ieaHee
N

j
jijii ....,3 ,2 ,1 ;

1

=Γ+= ∑
=

ε                                       (9) 
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which can be simplified as 

                         TeAHee Γ+= ε                                                   (10) 

T stands for transpose and ],.....,,[ 21 Neeee = denotes Nn× matrix. The coupling 

matrix may be decomposed by taking 1−= SJSAT  where J is a Jordan canonical form 
with complex eigenvalues λ ∈C and S contains the corresponding eigenvectors. If we 
define, eS=η , using eq.(10), we can easily derive  

                               JH ηεηη Γ+=                                                   (11) 

where J = [ ]ThJJJ  ......,,, 21  is a block diagonal matrix  and Jk is a block corresponding 

to the mk multiple eigenvalues λk of A.  

                 Jk= 

⎥
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⎢
⎢

⎣

⎡

k

k

     0       ....   0     0
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.         .     .     .      . 
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k
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                                             (12) 

Assuming T
h ],..,,[ 21 ηηηη = , T

mhkkk k
],..,,[ ,2,1, ηηηη =  and, since the sum of every row of 

the matrix A is zero and J1 is a 11×  matrix, we can assume λ1=0. Now if λ1=0, it 
satisfies 11 ηη H= and hence the zero solution of 11 ηη H= is asymptotically stable if 

H is a Hurwitz matrix. In this way one can easily establish asymptotic stability of all 
zero solutions for k>1; details may be found in [15] that confirms synchronization of 
the dynamical networks (1) and (7) once A=B and H is a Hurwitz matrix. The 
analysis presented in ref.15 remains unaffected by the introduction of the parameter 
α, where we set a goal dynamics at each node of the networks as y(t)=αx(t). Hence we 
can realize synchronization (α=1), antisynchronization (α= −1) or attenuation ( 1<α ) 

simply by a choice of the α-value. 
We present a numerical example where each ith node of both the networks is 

described by spiking-bursting type Hindmarsh-Rose neuron model [19],  

                    
}.)6.1({

  ,   ,

313

2
2
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2

1
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121
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iiiiiiii
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xdxcxIxbxaxxx

−+=

−−=+−+−=
                    (13) 

where  a=1, b=3, c=1.0, d=5.0 and s=5.0. The state variables  1ix and 2ix correspond 

to fast oscillation and 3ix  represents the slow dynamics as decided by a choice of 

r=0.003. The bias current I=4.1 sets the oscillatory mode in a chaotic regime. The  
H matrix of the model (13) is given by  

                         H=

⎥
⎥
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2

1
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where p1 and p2 are parameters. It can be analytically established [16, 17] that if p2=0 

and p1<1+r, H is a Hurwitz matrix with eigenvalues all with negative real parts. We 
set the Γ=diag(1, 0, 0) to establish a scalar coupling between the nodes within the 
individual networks. In [15], the authors assumed that all state variables of each node 
of the individual networks were coupled. It is found, in numerical simulations, that 
scalar coupling or fewer coupling as set by Γ=diag(1, 0, 0) suffices to realize 
synchronization or antisynchronization. We choose two undirected networks each 
having N=10 nodes, where A is given by  

      A=   

5-     1       1      1      0       0      0      0       1       1

1       4-    1      1      0      0       0      0       1      0

1        1     5-    1       1      1        0      0      0      0

1       1      1      6-    1       1       0      0      0       1

0       0      1      1     5-     1        1      1       0      0

0       0      1      1      1       5-     1      1       0      0

0       0      0     0      1       1       4-   1        1      0

0       0      0     0      1       1       1     5-      1       1

1        1       0     0     0      0       1      1       5-     1

1        0      0     1      0      0      0      1       1    4

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡−

                          (15) 

Since the coupling matrix A is symmetric, its first eigenvalue is zero and the rest 
are negative. Once the parameter p1<1+r (p2=0) is ensured, eq.(10) confirms that the 
real parts of the eignenvalues of Γ+ kHe ελ  (λk is the set of eigenvalue of A) are 

negative for arbitrary value of p1<1+r. Networks (1) and (7) will develop 
synchronization for α=1 when each node of the network (1) develops an identical 
dynamics with each corresponding node of the network (7). This result is already 
reported earlier [15], however, we introduced a general framework here to choose any 
desired value of α . As a result, antisynchronization can also be established by a 
choice of α=-1, when corresponding nodes of the networks develop identical 
dynamics but in opposite phase as shown in Fig.1. Attenuating the amplitude of the 
dynamics in a driver network is also possible at a response network by simply 
choosing ( 1<α ), details of which are redundant. For numerical simulations, the 

initial conditions are randomly chosen and the synchronization error is measured by 

              

).[0,for t }, )()(max              

 ,)()(max              

 ,)()(max{max  )(

33101

22101

11101
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∓
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                             (16) 

Minus (-) sign denotes synchronization and plus (+) sign for antisynchronization.    
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Fig. 1. Antisynchronization in complex networks, (a) time series [xi1(t) in red and yi1(t) in blue] 
in any two corresponding nodes of the driver and response networks, (b) state variable xi1(t) of 
a node of driver network is plotted against state variable yi1(t) of a corresponding node in the 
response. p1=-1.5, ε=10-6. 

Synchronization between the networks is independent of inner synchronization of 
individual networks. It is obtained even for very low value of ε=10-6 when there is no 
inner synchronization. The synchronization between the two networks is fastest when 
there is no inner synchronization. The speed of synchronization is shown in Fig.2 for 
different ε -values. For larger coupling ε>0.4, the speed is not much changing with 
increase in coupling (ε). Similarly, antisynchronization can also be achieved for 
nonsymmetric A, i.e., when the inner connectivity of the network is directed. We 
obtained antisynchronization for A≠B in similar vain as described in [15], however, 
no analytical treatment is possible; numerical results is only done, for which details 
are redundant since it is almost a repetition of the results in ref.15. We rather prefer to 
extend the results to mutual interactions in two complex dynamical networks. Note 
that the results are checked with larger number of nodes in the networks (N=100). 

(b) 

(a) 
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Fig. 2. Dependence of synchronization with coupling.ε=10-6, 0.45 and 0.55, p1=-1.5, p2=0 

4   Complex Networks: Mutual Coupling 

Synchronization for mutual or bidirectional interactions in two complex networks was 
not investigated in the previous study [15]. We develop the theory of synchronization 
in dynamical networks for mutual interaction using the OPCL coupling scheme and 
then extend it to antisynchronization. Note that the mutual OPCL coupling in two 
chaotic oscillators was reported earlier [20, 21] for synchronization, but antisynchro-
nization was never investigated. A modification in the theory is needed to realize 
mutual antisynchronization in two chaotic oscillators, however, it is found limited to 
inversion symmetric dynamical systems only. Details of antisynchronization using 
mutual OPCL coupling are reported elsewhere [22]. Two oscillators under mutual 
OPCL coupling are given by 

              ),()( yxDxfx x+= ;  nRx ∈  ,                                          (17)  

                                 ),()( yxDyfy y+= ; nRy ∈  , 

where                          )
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ts  is the synchronization manifold. 

It can be easily established [21] that the error dynamics e=(x-y) is now governed by 
Hee = and its zero error solution or the synchronization is asymptotically stable once 



1080 R. Banerjee, I. Grosu, and S.K. Dana 

H is a Hurwitz matrix by an appropriate choice of the parameters. For realizing 
antisynchronization, we modify the coupling terms in (18) and (19) by     
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  To realize antisynchronization, an additional condition )()( yfyf −−=  is 

necessary to be satisfied, which actually defines inversion symmetry of any 
dynamical flow. The asymptotically stable antisynchronization is then ensured once H 
is a Hurwitz matrix. The error dynamics is again governed by Hee = where the error 
state is )( yxe += for antisynchronization. The antisynchronization in two dynamical 

networks is thus restricted by the inversion symmetry property of a dynamical node as 
also reported earlier [23] for two chaotic oscillators. We define two mutually coupled 
complex dynamical networks by 
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and 
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2

( ii
i
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s

∓
=  

The mathematical structure of the error dynamics remains similar to (10) and (11). 
All notations and their meanings remain same as earlier. Once the connectivity matrix 
is again assumed symmetric (A=B), the analytical approach in (10)-(11) for 
unidirectional coupling remains same for implementing synchronization and 
antisynchronization in complex networks under mutual coupling and hence we do not 
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repeat them here. However, in numerical examples, we take a model system [24, 25] 
that is inversion symmetric. The model of the dynamics of ith node of a network is 

        .  ,  ,49.0 2
3

13212321 iiiiiiiii xxxxxxxxx −=−=−=                              (26) 

We confirm antisynchronization in two mutually coupled complex dynamical 
networks in Fig.3 using each node as represented by the model (26). Synchronization 
in two mutually interacting complex networks using the Hindmarsh-Rose model 
representing unit node dynamics is achieved in numerical simulations but details are 
not presented here.  
 

0 50 100 1502

0

2

xi1

yi1 

t    

1 0 1
1

0

1

xi1
 

yi1  

Fig. 3. Antisynchronization of complex dynamical networks for mutual coupling. xi1 and yi1  
are the similar state variables of corresponding ith nodes of the driver and response networks,   
(a) time series of xi1 and yi1 in red and in blue, (b) xi1(t) is plotted against yi1(t). 

5   Summary 

We focused on antisynchronization in two complex dynamical networks for 
unidirectional as well as bidirectional interactions using OPCL coupling. We mainly 
extended the previous results [15] on synchronization in two complex dynamical 
networks under unidirectional interaction. However, we encounter one limitation in 
realizing antisynchronization in mutually coupled networks. The dynamical flow at 
each node of the networks must have the inversion symmetry property. While the 
unidirectional OPCL coupling has no such restriction in inducing anytisynchronization, 
but its bidirectional version fails to overcome this restriction. The synchronization 
between the networks is independent of inner synchrony of the individual network. It is 
interesting to note that the speed of synchrony is faster when there is no inner 
synchronization in the individual networks.  
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Co-agglomeration in Industrial Clustering 
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Abstract. Industry clusters have been the focus of scholars and governments 
since the second half of the 20th century. During a cluster’s growing process, 
the government plays an important role. In order to show the growing law of the 
clusters and how government did for co-agglomeration, we proposed two kinds 
of models: Logistic model and BA model with parameter α to describe the 
single and mass clusters separately, and we choose the gross industrial output 
value of the 13 cities in Jiangsu province as numerical verification, showing 
that the government is part and parcel of the industrial clusters.  

Keywords: Industrial clustering, co-agglomeration, BA model, Logistic model. 

1   Introduction 

The last few years have witnessed tremendous development devote to the effect of 
industrial clusters. Today, the industrial cluster has become a global economic 
phenomenon. Industrial clusters are existed in many developed and developing 
countries both in high-tech industries and the labor-intensive industries. For example, 
the electronics and information industry cluster in U. S. Silicon Valley, auto industry 
cluster in Detroit, machine tool industry in Stuttgart, surgical instruments industry 
cluster in Tuttlingen, and so on. Italy, which we called “Kingdom of SMEs”, has had 
the number of 199 clusters by the year 2002, of which there are 69 clusters of textile, 
27 shoes, 39 furniture, 32 mechanical, 17 food, and a cluster of metal products, 4 
clusters of chemical products and 6 clusters of paper and printing. Clusters in China 
have also led to Rapid economic growth. 

More and more clusters are coming into being, such as clusters in Guangdong, 
Zhejiang and Jiangsu Province. Being interested in industrial cluster, the government 
is also taking action to promulgate mass of cluster policies for assistance.  

As the reason for the forming of industrial cluster is not unique, government’s 
behavior is also an important factor, especially in China. Whether government support 
or not is rather key to any sorts of industrial clusters. Recently, much attention has 
been paid to analyzing and modeling industrial clusters. An industrial cluster, 
however, is more similar to a population, so we choose Logistic model and complex 
network to describe the industrial cluster, and also we can see the importance of 
government during its development. 
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2   Methods 

2.1   Logistic Model for Single Cluster 

Clusters’ life cycle plays an important role on the competitiveness of industrial 
clusters. Tichy(1998) divided it into four phases: formative phase, growth phase, 
maturity phase and petrify phase.  
 

 

Fig. 1. The relationship between cluster’s life cycle and its competitiveness 

Population Ecology of the Logistic model described that in certain circumstances, 
at the force of self copy ability as well as limited resources and other populations’ 
restrictions, the population growth process. Similarly, enterprises entering the cluster 
can be understood as a certain type of an economic population increase as well. As 
the industrial cluster has the characteristics of ecological, we try to use the Logistic 
model to describe clusters’ life cycle. 

The Logistic model of single industry cluster can be defined as 

0

(1 )

(0)

dn n
r

dt K
N n

⎧ = −⎪
⎨
⎪ =⎩

 (1) 

where n is the number of enterprises in the cluster which depends on time t , )0(N  

referrers to the enterprises number in year 0 (the original number) . In a certain period 
of time and space conditions, the elements of endowment unchanged. K is the 
maximum scale of the cluster, as lim ( )

t
K n t

→∞
= . At the same time, r represents 

initial (or maximum) increasing rate. While the cluster’s ability to use resource 
doesn’t change with the cluster’s scale changes, r can be considered as const. As the 
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industrial cluster theory expounds, the cluster’s increasing rate is the remainder of 
enterprise that enter and exit rate at a certain time frame. 

According to Eq. (1), we can get 

0

0 ( 1)

rt

rt

Kn e
n

K n e
=

+ −
 (2) 

Eq. (1)(2)show that an industrial cluster’s Logistic increasing process from formative 
phase to maturity phase is associated with balanced scale and increasing rate. 

With the help of government, in Logistic model, K and r are controllable 
parameters. The maximum number of enterprises K is mainly depends on nature 
resources, infrastructure, institutional environment, labor resources, technology and 
market demand. The increasing rate r is related with the ability a cluster uses 
resources. Except those nature resources which naturally existed, the government’s 
co-agglomeration embodies the role of improving infrastructure such as electricity, 
traffic and communication equipment, completing the legal system to make a suitable 
environment, and also high level of education can improve the quality of labor force 
at the same time. The appropriate government policies and measures can promote 
cluster innovation, cluster learning and cluster brand building, so that its core 
competitiveness will be greatly enhanced (as the dotted line in Fig. 2.). 

 

 

Fig. 2. Logistic growth process of an industry cluster from its formative to maturity phase is 
related to its balance scale N  and growth rate r . When the value of K  is higher, the upper 
limit 'N  of the curve in Fig.4. is higher, that is to say, the maximal number of enterprises in 

this industry cluster is larger; when the value of r  is higher, the curve is steeper, that is to say, 

the time tΔ  from its growth to maturity phase is smaller and the growth rate is faster. 

2.2   BA Model for Multiple Clusters 

Self agglomeration is an important section during the evolution of complex network. 
Watts and Strogatz [8] brought up the concept of small-world networks and Clustering  
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coefficient, and attracted much attention to the phenomenon of clustering, such as the 
analysis on the world wide web [9] and cell network [7]. At the end of the 20th 
century, Barabasi, Albert and Jeong first brought up the concept of scale free network 
(BA model) [1]. Their analysis from the dynamic, growth perspectives showed the 
complex network has the characteristic of power-law distribution. BA model provides 
the concept of “priority connections” which greatly influenced Zhang Siying’s [6] self 
agglomeration model. However, in industrial clustering, enterprises entering a certain 
area rely on government’s co-agglomeration as well. 

 

 
 

Fig. 3. A basic bipartite network 

Basic on Zhang’s model, we changed the network into a bipartite network 
>=< YEXG ,, [as illustrated in Fig. 3.], where E  is the set of edges. The upper 

are X  nodes, and the lower are Y  nodes. In the model of industrial cluster, 
enterprises and the cluster areas are two different sorts of participants in the dual-
mode network. The entering of enterprises established their relationship. Define node 
X  as set of enterprises and node Y  as set of areas. Both are finite sets. According to 

BA model [3], we repeat this process in every time step that, add a new node to set 
X  and then connect to a node in set Y  under the rule of preferential attachment. So 

the rate of a new node connected to node Yy i ∈  is 

∏ ∑
=

j
j

i
i k

k
k )(  

(3) 

where 
ik  is the degree of the old node 

iy . However, as the influence of government, 

the co-agglomeration model cannot be exactly linear. In other words, the connection 
rate is not fully proportional to the degree of the node. More reasonable we use 

∏ ∑
=

j
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i

k

k
k

α
α
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where iα  is a parameter mainly decided by the government’s intention of area i . 
Cluster’s scale usually grows slower while it’s getting close to maturity phase, at this 
time iα  will be smaller or even minus sometime, so that the government must try to 
take some active measure to raise the value of iα . 

Besides, at the beginning of industrial clustering, we cannot ignore the original 
attraction [4], because each area has its nature resources more or less. That is 0≠ik  

or 0)0( ≠∏ . So Eq. 4. will be amended as 

∏ ∑ +
+

=

j
jj

ii
i k

k
k

β
β )(

)(  
(5) 

where 
iβ  is original attraction depended on the nature resources of area i . 

iβ  

managed to make the distribution of industries more balanced to a certain extent. It 
conforms to the policy that narrowing the gap between east and west China as well as 
southern and northern Jiangsu, inspiring weak regional governments actively creating 
a proper environment for industrial clusters. 

Based on the method above, finally we get the equality as this 

∏ ∑
=

j
j

i
i kf

kf
k

)(

)(
)(  

(6) 

where 
iiii kkf βα +=)(  is pre-set function. 

3   Numerical Results 

We downloaded the data-set from The Statistics Information Network of Jiangsu 
(www.jssb.gov.cn), range from 1999 to 2006.  

Fig. 4 and 5 are the numbers of industrial enterprises in Wuxi and Suzhou. The 
curve in Fig.4 is more approach to the Logistic model. It has experienced the former 
three phases of cluster’s lifecycle: formative phase (1999-2000), growth phase (2000-
2004) and maturity phase (2004-2006). Clearly we can get 6770 =n , 3000≈K . In 

the phase of growth (2000-2004), the average growth rate is 75.554=r . As a 
result, the government of Wuxi may pay more attention to find ways to break through 
the ceiling of 3000 from now on. The experience of Suzhou can be divided into two 
different periods. The former period is from the year 1999 to 2004. It is a classic 
Logistic model, and its 6100 =n , 1500≈K , 672=r , but it spent only one year 

to reach the first maturity phase. However, after three years, Suzhou experienced 
another growth phase. From 2004 to 2005, its growth rate, we express it as 'r , also 
reached 627, and the maximum number of enterprises, we express it as 'K , get to a 
new high of 2100. It was the effect of Suzhou government’s co-agglomeration.  
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During the year 2002 to 2004, the government was busy in completing the building of 
traffic, communication, and other basic equipment. Its favorable conditions and 
desirable policy attracted lots of large enterprises. In these years, Suzhou government 
did a good job. 

 

Fig. 4. The number of industrial enterprises in Wuxi 

 

Fig. 5. The number of industrial enterprises in Suzhou 

The following table shows the number of industrial enterprises in the 13 cities in 
Jiangsu province from 2000 to 2006. 
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Table 1. The number of industrial enterprises in the main 13 cities in Jiangsu province from 
2000 to 2006 

 
2000 2001 2002 2003 2004 2005 2006 

Nanjing 878 1408 1739 1818 1862 2024 1605 

Wuxi 697 1903 2090 2517 2916 2732 2963 

Xuzhou 268 257 282 329 375 486 576 

Changzhou 727 804 2003 2290 2560 2885 3421 

Suzhou 584 1256 1311 1366 1444 2071 2084 

Nantong 375 476 521 583 674 829 939 

Lianyungang 309 270 260 248 261 269 270 

Huaian 132 344 379 417 498 584 716 

Yancheng 140 144 149 172 409 462 573 

Yangzhou 236 517 535 586 663 750 793 

Zhenjiang 230 234 408 459 456 518 595 

Taizhou 178 188 207 232 302 378 414 

Suqian 19 21 26 28 152 182 279 

From 2000 to 2006, the total number of industrial enterprises in Jiangsu province 
was increasing. Several industrial clusters have been in forming. In general, from the 
aspect of the number of enterprises, Changzhou, Wuxi, Suzhou and Nanjing were the 
top 4 cities. [as illustrated in Fig. 6.] Nantong, Huaian, Yangzhou and Zhenjiang were 
in the second group, and Xuzhou, Lianyungang, Yancheng and Suqian were the third. 
This is the same as the three area of Jiangsu province. 

 

Fig. 6. The total number of industrial enterprises of the 13 cities in Jiangsu province 
 

YEAR
AREA 
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As the original attraction 
iβ  does little to the co-aggregation model, we can ignore 

the parameter. Thus we get the average value of α in Fig. 7. We can get the conclution 
that in most cities, the average value of α is between 1 and 2, which means during 
these years, most clusters are still growing. Yancheng, especially Suqian, the value of 
α is larger than other cities, for the two clusters are in the beginning of growth phase. 
Although the αs of Nanjing and Lianyungang are both very close to 0, they are 
different. Nanjing is more possibly in the phase of maturity while Lianyungang is 
formative. Generally, the growing pace of the industrial clusters in Jiangsu province 
are complied with preferential attachment. 

 

Fig. 7. Average α of the 13 cities in Jiangsu province 

 

Fig. 8. This figure shows the total average value of α of the 13 cities from 2001 to 2006. Except 
in 2004, affected by Yancheng (11.77) and Suqian (37.82), the tendency of α is keeping on a 
rise.  
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Table 2. From the different average value of α, we can see that with the improvement of 
industrialization, the growth rate get slower. Pay attention to the total average. We removed the 
value of the year 2004, because of its erratic behavior.  

Comparation of several average  
value of α 

Total average 1.3837 
Average of 1st group 1.2821 
Average of 2nd group 1.4512 
Average of 3rd group 2.4203 

4   Conclusion and Discussion 

Bipartite network perfectly divided the nodes into two groups: the areas and the 
enterprises. The number of former is stable and the latter changes. As an enterprise 
enters a certain area, their relationship is established. Enlightened by BA mode and 
reference [5], we adopt the concept of preferential attachment. Parameter of co-
agglomeration is the key problem in the co-agglomeration model. In this article we 
proposed the parameter α as a multiplicator, because the cluster may get smaller in 
some years, so that the parameter shall be minus which αk cannot express. We also 
proved a single industrial cluster’s increasing is similar to the Logistic model, and it 
may reveal another trend under the control of government, such as Suzhou is going 
through the second time of cluster’s life cycle and Wuxi has a long growth phase.  

As in most city, the value of α is normal, and the clusters in those cities are 
healthily and steadily growing under the control of government. If we have a more 
accurate data set, such as monthly data, or a longer time range data set, we can 
probably get a more accuracy result and can also analysize its distribution. For the 
total value of average α, it is better to set a weight to reduce the influence of less 
developed clusters. 

Finally, as Michael Porter said, cluster policy must be an important part of state 
and local economic policy [2], so we cannot ignore the affect of government in the 
process of industrial clustering, from the angle of either qualitative or quantitative 
analysis. With the help of government’s co-agglomeration, the industrial clusters can 
grow steady and healthy continuously.  
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Maximum Flows
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Abstract. We present an approach for analysing weighted networks
based on maximum flows between nodes and generalize to weighted net-
works ‘global’ measures that are well-established for binary networks,
such as pathlengths, component size or betweenness centrality. This leads
to a generalization of the algorithm of Girvan and Newman for commu-
nity identification. The application of the weighted network measures to
two real-world example networks, the international trade network and
the passenger flow network between EU member countries, demonstrates
that further insights about the systems’ architectures can be gained this
way.

Keywords: Complex Networks, Weighted Networks.

1 Introduction

Describing systems of many interacting elements as networks has lead to con-
siderable advances in the understanding of complex systems. Remarkably, such
an analysis seems to indicate that systems from many different contexts, be it
biology, ecology, sociology or even human-designed systems, share a plethora of
common characteristics. Thus they can be roughly classified by the structure of
their interaction topology. Common features are scale-free degree distributions,
large degrees of clustering and modularity, small sizes and particular degree
mixing patterns [1,2,3].

So far most of this analysis has treated networks as binary. However, in many
applications such as transport networks [4,5] financial networks [6,7,8] collab-
oration networks [9], networks of metabolic fluxes [10] or gene regulatory and
protein interaction networks [11,12] networks are weighted. Moreover, in some
cases the distribution of link weights has been found to be very skewed, ranging
over several orders of magnitude [4,7,10]. As an extreme example, imagine two
pairs of cities, one coupled by a highway with a flow capacity of a thousand
cars a day and the other one connected by a gravel road with a flow capacity
of 10 cars a day. Should both connections be treated in the same way? Other
studies indicate that strong and weak links have different roles in the systems’
organization [13,14]. Naturally, this raises a number of questions: first, whether

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 1093–1104, 2009.
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a binary representation of such systems is justified; second, whether more ac-
curate information could be obtained by analyzing the weighted networks in its
natural form; and third whether the general properties discussed above (degree
distribution, clustering, etc.) are also found in weighted networks. In order to
investigate these issues means of translating binary graph theoretical character-
istics to weighted networks are needed.

The recent literature shows several efforts in this direction [4,5,11,15,16,19,20]
which can broadly be grouped into three lines of research. In one approach, the
‘Ensemble Approach’ [5] link weights wij are mapped to probabilities pij =
F (wij) for the presence of binary links between nodes and weighted network
characteristics are defined as averages of binary quantities over the ensemble of
networks defined by the connection probabilities pij . While this idea provides
a nice general principle, there are two shortcomings. First, the definition of the
map F is arbitrary; in [5] its definition requires the introduction of a lower cutoff
probability whose setting is problematic due to the fact that weight distributions
are often found to be very skewed with many very weak and few strong links.
Small changes in this cutoff then determine the strength of the impact of all
weak links —and hence the impact of a major fraction of the total link weights
in the network— and can thus strongly influence the network measures. Second,
network measures will typically have to be calculated by Monte Carlo simula-
tions, such that the analysis of large networks can be very time-consuming and
error-prone, if weak links are located in critical positions.

In the other line of research, differently motivated local weighted measures,
mainly vertex strength, clustering coefficients or weighted nearest neighbour de-
grees, have been introduced [4,11,15,16]. From this approach there does not
appear to be an obvious generalization of non-local measures, such as the size
of connected components or distances.

Third, Ref. [17] introduces a mapping of weighted networks to multigraphs.
On the basis that link weights represent capacities this allows for the general-
ization of global measures, notably the betweenness centrality in [17]. In this
work we follow the spirit of [17] and elaborate global network measures based on
the notion that weights in the network represent capacities or maximum flows.
Focusing on ‘global‘ network characteristics, we elaborate a number of measures,
particularly distances, betweenness centralities and the definition of component
sizes. Also, the introduction of a weighted betweenness centrality allows for a
refinement of the cluster partitioning algorithm of Girvan and Newman [22].

2 Weighted Global Network Measures from Flow
Principles

In this section we develop a set of weighted network characteristics and demon-
strate their usefulness to understand the structure of two example networks, the
trade flow network in 2000 and the passenger flow network between EU coun-
tries in 2004. For this, our guiding idea is the analysis of maximum flows along
links. For both examples flows have a natural meaning in terms of the underlying
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system, i.e. bilateral trade flows for the trade network and passenger flows in the
passenger network. Both are undirected networks, but the generalization of the
network measures we propose to directed networks is straightforward.

Let us consider a weighted network ofN nodes as given by a matrix {wij}N
i,j=1,

where an entry wij gives the weight of the link between the nodes i and j. Since
we interpret link weights as capacities it is reasonable to assume wij > 0∀i, j.
The binary representation of the matrix W is given by the adjacency matrix B,
where bij = H(wij), i, j = 1, ..., N , where H(x) = 1 if x > 0 and H(x) = 0
otherwise. In the following, measures for standard binary networks refer to the
matrix {bij}, whereas measures for weighted network refer to the matrix {wij}.
In this terminology the number of links is given by L =

∑
i<j bij and the (total)

link weight by S =
∑

i<j wij . The average weight of a connection is obtained as
w = S/L.

Often a better understanding of the pecularities of a given network becomes
possible by comparing it to a suitable null model. For the case of weighted
networks, such a model is given by the ensemble of weight-randomized networks,
i.e. networks with the same binary links and the same link weights, but an
uncorrelated arrangement of the latter. In the following, results will be compared
to averages over the ensemble of weight-randomized networks.

2.1 Component Size

In binary networks, cluster or component sizes give the sizes of maximum sets
of connected nodes. Since in a densely connected weighted network all nodes
can typically be reached from each other, a definition equivalent to the one for
binary networks would not provide much information. However, even though all
nodes can be reached from each other, the flow that can pass through the paths
connecting them may be different. Thus, a sensible definition for the strength
of the connection from a node i to a node j is the amount of flow Fmax(i, j)
that can simultaneously be passed along all links from i to j. Consequently, the
average pairwise flow

F =
1
S

∑
i<j

Fmax(i, j) (1)

provides a measure for the overall transport capacity between all nodes in the
network, a measure roughly corresponding to component sizes in binary net-
works. Measuring F in units of the average link weight in (1) then allows for
a better comparison between networks of different total link weight and gener-
ates a dimensionless measure. One should note that, despite (1) is not the exact
equivalent of the cluster size for binary networks, the general concept of cluster
size is respected, since (1) corresponds to the average number of independent
path between nodes.

2.2 Pathlength

In binary networks pathlengths l(i, j) are measured as the minimum number of
edges that need to be traversed to establish a path between nodes
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l(i, j) = min
P (i,j)

L(P (i, j)), (2)

where P (i, j) = (p1 = i, p2, ..., pl = j) denotes a path from i to j and L((p1 =
i, p2, ..., pl = j)) = l − 1 its length. As in the previous section, such a quantity
does not carry much information about the system structure in almost fully
connected weighted systems such as the ITN or PFN, since one has L = 1 for
almost every pair of nodes. A more sensible measure for pathlength must take
into account the differences between strong and weak links.

From the flow perspective, we obtain a natural generalization of the dis-
crete pathlength via the introduction of transport rates. To elaborate this
concept, we need to introduce weighted paths as sequences of nodes and link
weights traversed, i.e. Pw(i, j)=((p1 = i, p2, ..., pl = j), (vp1,p2 , ..., vpl−1,pl

)) with
vpi,pi+1 ≤ wpi,pi+1 is a weighted path composed of all or parts of the edges
wp1,p2 , wp2,p3 , ..., etc. Given such a weighted path Pw(i, j) from i to j, we de-
fine its capacity t as t(Pw(i, j)) = min1≤k<l vpk,pk+1 and, assuming that the
transport along each link takes one unit of time, we define the transport rate
as r(Pw(i, j)) = t(Pw(i, j))/L(Pw(i, j)), where L(Pw(i, j)) = l − 1 is the path’s
discrete length. A direct translation of the discrete pathlength for binary net-
works to weighted networks is thus obtained from the maximum transport rate
tmax(i, j) = maxPw(i,j) r(Pw(i, j)) via

l′w(i, j) = w/tmax(i, j). (3)

The definition (3) reduces to (2) for unweighted binary networks. However, a
major caveat of (3) is that the computation of tmax requires the evaluation of
all paths between two nodes, which is computationally demanding and imprac-
ticable for large networks.

A way around this difficulty is to consider the maximum average simultaneous
transport rate between nodes, i.e. the average transport rates when the maximum
possible amount of flow is carried between the nodes in the optimal way. To
elaborate this concept, let us define that two weighted paths Pw(i, j) = ((p1 =
i, p2, ..., pl = j), (xp1,p2 , ..., xpl−1pl

)) and Qw(i, j) = ((q1 = i, q2, ..., ql = j),
(yq1,q2 , ..., yql−1ql

)) are independant, if any (allowed) flow through a part of one
does not impede any flow through any part of the other. This is the case if xmn +
ymn ≤ wmn for all links m,n that occur in Pw and Qw. A set of independant
paths is a set of paths that are pairwise independant. Again, this definition is
the natural equivalent of the definition of path independance in binary networks.

Then, the optimum maximum transport from i to j can be constructed in the
following fashion:

1. The set of all considered paths S(i, j) is empty.
2. Find the shortest (in the discrete sense) path Pw(i, j) from i to j that is

independent from all paths already in S(i, j).
3. If no path fulfilling the requirements in 1. is found the algorithm terminates.

Otherwise, add P to S and continue with 1.
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A

Z
C

B

Fig. 1. This example illustrates the concept of weighted distances introduced in (5).
Thin lines have weight 1, intermediate lines weight 2 and thick lines weight 3; thus the
average link weight is w = 12/5. Consider the distance between nodes A and Z; the
maximum flow is Fmax(A, Z) = 4. The optimum maximum transport is obtained by
transporting one unit directly via AZ, two units via ABZ and one unit via ABCZ.
The corresponding independant paths are P1 = ((A, Z), (1)), P2 = ((A,B, Z), (2, 2)),
and P3 = ((A,B, C, Z), (1, 1, 1)), with the respective transport rates 1/1, 2/2 and 1/3,
i.e. one has ravg.(A, Z) = 5/6 and lw(A, Z) = 72/25.

The sum
∑

Pw∈S(i,j) t(Pw) gives the maximum simultaneous flow Fmax(i, j)
between i and j introduced in subsection 2.1. Thus,

ravg(i, j) = 1/Fmax(i, j)
∑

Pw∈S(i,j)

t(Pw)r(Pw) (4)

is the weighted optimal average simultaneous transport rate between i and j.
A measure for weighted pathlengths can be obtained from Eq. (4) by taking
the inverse of the average transport rate measured in units of the average link
weight w

lw(i, j) = w/ravg(i, j). (5)

The concept is illustrated with an example in Fig. 1. An overall measure for dis-
tances between nodes in the weighted network is obtained by taking the average
of (5) over all pairs of nodes.

Our definition of weighted pathlengths takes into account the discrete lengths
of paths between nodes as well as their capacity. It is a measure of how much can
be transported between nodes and how fast. However, similar to the definition of
a component size in subsection 2.1, this also does not directly correspond to the
unweighted measure for a pathlength in binary networks. Instead, definition (5)
measures the average length of paths in the set of shortest independant paths
between two nodes.

Eq. (4) can also be used as the basis for a definition of a weighted diameter.
A sensible measure for the longest weighted path is dw = maxi�=j lw(i, j).

To illustrate the concept we have measured the average weighted distances
for the ITN and the PFN. In the ITN one finds lw = 1.47 and in the PFN
lw = 1.58, compared to lw = 1.35 and lw = 1.44 for the null models, i.e. both
networks are slightly larger than expected in a random link arrangement. For
diameters one finds dw = 27920 (between Andorra and Nassau) and dw = 45.3
(Slovenia and Slovakia) for the ITN and PFN, respectively. Average diameters
for the randomized networks are dw = 42400 and dw = 12.3, respectively. Thus,
even though the average distance in the ITN is larger than expected, the di-
ameter is considerably smaller than expected, i.e. for the ITN average pairwise
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Fig. 2. Distribution of averages distances in the (a) ITN and (b) PFN. In the ITN
the major industrialized countries and China have small average distances while small
countries have large average distances. Andorra (AND) with lw = 11700 has the largest
average distance in the network. In the PFN the United Kingdom (UK), Germany (DE)
and Spain (ES) have the smallest average distances while Listhuania (LT), Estonia
(EE), Latvia (LV) and Slovakia (SK) have the largest.

distances are more ‘concentrated’ around the mean distance than in the respec-
tive randomized reference case. The opposite is found for the PFN, for which
the distribution of distances is bimodal, see below.

Further information about both networks can be gained by analysing the
distribution of average weighted pathlengths lw(i) = 1/(N−1)

∑
j lw(i, j) which

are displayed in Figure 2. For both networks these distribitions are skewed,
exhibiting pronounced differences between countries in the centre (short average
weighted distances) and at the periphery (large average distances). For instance,
the centre of the ITN is composed of a core comprising the US, Canada, Mexico,
Germany, Japan, the UK, France and China while very small countries appear on
the right tail. The distribution of average distances is more skewed than expected
for random link arrangements, for which a peaked distribution of distances with
most countries having similar average distances is expected, cf. Fig. 2a.

Even more in the PFN, a bimodal distribution of distances, clearly separating
a ‘core’ from a ‘periphery’ is found (Fig. 2b). The UK, Germany and Spain form
this clearly distinct core, while Slovakia and some Baltic countries are found
at the periphery of the network. In contrast, in a random link arrangement
a strongly peaked distribution of distances with only a few countries at the
periphery would be expected.

2.3 Betweenness Centrality

In binary networks the betweenness centrality is a measure for the traffic through
nodes (or links). It is usually defined as the number of shortest paths passing
through a node (or link), i.e.

b(i) =
∑
k,l

δ(i, k, l) (6)
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with δ(i, k, l) = 1 if a shortest path between the nodes k and l passes through
the node i and δ(i, k, l) = 0 otherwise. Again, as in the previous cases of discrete
cluster size and pathlength, b(i) ≈ const. in almost fully connected weighted
networks. That is, the discrete definition of betweenness centrality does not
carry much information about densly connected weighted networks.

However, using the definition of a weighted pathlength in the previous sub-
section, a possible generalization of the discrete definition (6) to the weighted
case becomes obvious. Let

bw(i) =
∑
k,l

δw(i, k, l), (7)

where δw(i, k, l) is the sum of the capacities of all paths through i used in con-
structing the optimum average simultaneous transport rate as in subsection 2.2.
The definition (7) is thus an approximate measure for how much flow passes
through nodes. The equivalent definition for a link centrality is obvious.

2.4 Vulnerability

One question about many distributed systems that is of considerable importance
is that of vulnerability to random failure or targetted attack. The issue has been
extensively studied for binary networks and recently also for weighted networks
[18]. In Ref. [18] the vulnerability of the airtraffic network to random and target-
ted node removal is investigated. The authors investigate measures for structural
damage to the network when nodes are removed according to different attack
strategies. Different measures of structural system integrity are introduced, of
which the most relevant one for the present study is the measure that computes
the total link weight in the giant component. A major finding is that the topolog-
ical structure of the binary network is a poor indicator of damage — the network
can still be largely connected while node removals have already significantly im-
paired the system structure as captured by indicators that take account of the
weighted architecture.

Though important, this result is not surprising: removing nodes based on a
weighted centrality ranking will typically remove nodes of largest strength first,
thus also removing larger amounts of link weight than when removing randomly
chosen nodes. Thus naturally the amount of link weight remaining in the system
decays faster than for random node removal. On the other hand, weak links tend
to remain in the network and guarantee connectedness as long as many enough
of them remain.

In the following, we analyse the integrity of the ITN subject to weighted link
removal. This is equivalent to measuring system function when the overall trade
volume is systematically reduced. For the analysis we use the measure of average
pairwise maximum flows F of subsection 2.1 as an indicator of overall system
integrity. Similar to [18] the fraction of nodes in the giant component N captures
the system’s topological integrity. More precisely, the ratios Fg/F0 and Ng/N0

are recorded. The indices indicate the measure when a fraction g of the total
link weight has been removed.
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Fig. 3. Vulnerability of the ITN to random and targetted link removal. (a) fraction
Ng/N0 of the giant component remaining and (b) fraction of the maximum average
pairwise flow (1) Fg/F remaining after the removal of a fraction g of the total link
weight in the system. The labels indicate different removal strategies, TC removal based
on ranking according to Eq. (7), RAND random link removal, WSC removal based on
ranking according to the link centrality defined in [20] and SC removal according to
standard unweighted centrality based ranking.

We consider the following strategies for gradual link removal, which, for prac-
tical reasons, is conducted in steps of wstep = S/500. For every step the removal
procedure is repeated till an amount of wstep of total link weight has been re-
moved. The ranking measures are recalculated after every removal step.

1. Random link removal (RAND).
2. Removal based on the centrality defined in Eq. (7) (TC).
3. Removal based on the weighted centrality defined in [20] (WSC).
4. Removal based on the standard link centrality (SC), that is purely based on

the networks’ topological structure.

Figures 3a and 3b compare simulation results for the topological and overall
integrity of the system for various link removal strategies. One notes that for
random and weight-based removal strategies the topological system integrity is
largely unimpaired over a large parameter range whereas weighted indicators of
system function already record major damage.

The data of figure 3b show a clear ranking of the attack strategies. Targetted
removal according to an unweighted system indicator proves even less effective
than random link removal. This observation underlines the importance of taking
into account the arrangements of link weights to analyse the system. Most ef-
fective among the considered strategies are link removals based on the weighted
centralities, where the weighted centrality measure introduced in [20] is slightly
more effective for small amounts of removed weight, whereas a strategy based on
the measure introduces in subsection 2.3 has larger impacts for large amounts
of removed link weight. It is interesting to note that both strategies inflict com-
parable amounts of damage to the system in completely different ways. Note
that for SC the topological integrity is completely unimpaired, wheras for TC
considerable parts of the system are split off even when only relatively little link
weight is removed, cf.Fig. 3a,b. Thus link removal according to SC impairs sys-
tem function by thinning out one all-comprising giant component, whereas TC
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operates by gradually removing strategically placed links towards disconnecting
the network.

Another observation appears particularly important: targetted removal of less
than 3% of total trade volume can reduce the overall integrity of the system by
around two thirds! Thus, even though the system is almost completely connected
in a binary sense it can be classified as extremely fragile for targetted link re-
moval.

2.5 Community Analysis and Modularity

The definition of centrality in the previous section can be used to generalize
the algorithm of [22] to detect community structures in weighted networks. The
algorithm of [22] dissects the network by sequentially removing the links with
the largest centrality, thus gradually disconnecting the network. The basic idea
behind the procedure is that more traffic flows along links connecting seperate
communities, i.e. bridging links, than via those between nodes of the same com-
munity. In Ref. [20] a generalization of this procedure to weighted networks has
already been suggested, thereby the traffic through a link (which is estimated
from shortest paths on the binary network) is divided by the link weight. Then,
links with the largest traffic per link weight ratios are removed. This procedure,
however, does not account that weak links can become congested, consequently
diverting a considerable fraction of the flow to strong links.

Our definition of centrality in (7) overcomes this problem. In more detail, to
dissect weighted networks into communities we proceed as follows:

1. As long as the number of components is not equal to network size, calculate
the weighted betweenness centrality of every link.

2. Remove the most ‘overused’ link, that is, the one with the largest weighted
centrality over link weight ratio. Proceed with 1.

Figures 4 and 5 show the full dendrograms from the dissection of the ITN
and the PFN into communities. The significance of a community division can
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Fig. 4. Dendrogram from the dissection of the PFN into communities. Distances from
the top represent the link weight removed to disconnect the network, i.e. highest
branches represent early dissections and consequently most strongly disconnected com-
munities. The most significant community division is the following split (1) ‘central
Europe’: DE, EL, ES, FR, IT, AT, IE, NL, UK, PT (red), (2) Scandinavia and the
Baltics: EE, FI, LV, SE (blue) and (3) the rest comprising 9 countries, each country as
an isolated community (black). For this division the modularity is Q = .57.
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Fig. 5. Dendrogram from the dissection of the ITN into communities. The most sig-
nificant community split distinguishes (1) a large clique of 50 mostly South and North
American countries, but also some Asian countries and the UK, which is centred around
the US, (2) a group of 29 (mostly) European countries, (3) a group of former Soviet
Republics, (4) a multitude of very small groups (mostly with just one member) of other
countries. The modularity for this split is Q = .629.

be classified according to its modularity Q [20], a measure for the ratio of the
difference of link weight between members of the same groups and the expected
fraction of link weight between group members in random arrangements and the
total link weight in the network. The algorithm based on the traffic centrality of
Eq. (7) yields Q = .63 whereas algorithms based on the standard centrality or
weighted centrality of [20] only yield poorer community divisions with Q = .182
and Q = .273, respectively.

In the case of the PFN one notes that the most significant group division
distinguishes three main sets of countries: (1) a ‘core Europe’ including 10 coun-
tries, (2) a block of four Scandinavian and Baltic countries, and (3) a set of
nine countries, each defining a group of its own. Whereas the 10 countries of (1)
form a clearly defined core containing almost all link weight, the set of countries
summarized in (3) and to some extent the Scandinavian-Baltic cluster (2) form a
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clearly marked periphery. Nodes in this periphery have few connections between
them and are also only loosely coupled to the network’s core. The core itself
can again be subdivided into three major groupings, one comprising Germany,
Austria and Greece, a second containing Spain, the UK, Ireland, Portugal and
The Netherlands and a third group made up by Italy and France.

For the ITN the most significant split distinguishes mainly two large trading
blocks, one centred around the US and the other one comprising most European
countries. Further, a clique of former Soviet Republics and several small cliques,
mostly composed of only two or three countries are found. Both, the US centred
and the European cliques are not homogeneous and can be further subdivided.
For instance, the US clique contains a South American subgroup (comprising
Brazil, Argentina and Chile), and several Asian subgroups (for instance China-
South Korea or Malaysia, Signgapore and Vietnam). The bulk of Europe is
centred around the Germany,France,Italy and Switzerland group, but also The
Netherlands and Belgium and Sweden and Norway or Spain and Portugal form
distinct subgroups.

3 Summary and Conclusions

By interpreting a network in terms of a transport system and introducing the
concept of maximum flows between nodes, we proposed a natural extension of
‘global’ network measures traditionally used to study and characterise binary
networks. Some, like vertex strength and clustering coefficient, can be seen as
straightforward generalisations from binary to weighted networks. Others, such
as cluster size, path length, component sizes and betweenness centrality, provide
information which would not be available, or would be scarcely significant, if
applied to the binary discretisation of a weighted network.

The measures we introduced allow to study a system accounting not only for
the presence of links between constituents, but also for the strength of their in-
teraction. We demonstrated the approach by analysing two real world networks:
the International Trade Network and the Network of Passenger Flows between
EU member countries in 2004. The two example networks have different size,
and are characterized by link weights which span over several orders of mag-
nitude with very skewed link weight distributions. The measures we discussed
allowed to discriminate between these networks and reference ’null’ models and
to automatically detect several known features of the real systems.
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7. Soromäki, K., Blech, M.L., Arnold, J., Glass, R.J., Beyeler, W.E.: Physica A 379,
317 (2007)

8. The data for the international trade network can be downloaded from,
http://weber.ucsd.edu/~kgledits/exptradegdp.html We follow the procedure
in [16] and reduce inconsistencies in the dataset by defining the link strength be-
tween countries as an average of reported imports/exports from the perspective of
both countries

9. Newman, M.E.J.: Phys. Rev. E 64, 016131 (2001)
10. Almaas, A., et al.: Nature 427, 839x (2004)
11. Zhang, B., Horvath, S.: Stat. Appl. Gen. Mol. Bio. 4, Article 17 (2005)
12. Salwinski, L., et al.: Nucleic Acids Res. 32, D449 (2004)
13. Csermely, P.: Trends in Biochemical Sciences 29(7), 331 (2004)
14. Granovetter, M.: Am. J. Sociol. 73, 1360 (1973)
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“Beware, you who seek first and final principles, for you are trampling the 
 Garden of an angry God and He awaits you just beyond the last theorem” 

  Sister Miriam Godwinson  

Abstract. From elementary system graph representation, systems are shown to 
belong to only three states: simple, complicated, and complex. First two have 
been studied over past centuries. Last one originates in existence of threshold 
above which components interaction overtakes outside interaction, leading to 
system self-organization which filters outer action, making it more robust with 
emergence of new behaviour not predictable from components study. The 
threshold value, expressed in terms of coupling system parameters, is verified to 
recovers limits found in a broad range of domains in Physics and Mathematics, 
giving explicit criterion for emergence in complex system. Application to man-
made systems concentrates on the balance between relative system isolation 
when becoming complex and delegation of more “intelligence” in adequate 
frame between new augmented system state and supervising operator. Entering 
complexity state opens the possibility for the function to feedback onto the 
structure, ie to mimic  technically the early invention of Nature.  

Keywords: Complex Systems, Emergence Criterion. 

1   Introduction  

Accumulation of recent observations on natural phenomena with high technical 
development boosting the access to a wide range of new parameter indicates without 
doubt the existence of phenomena not following main stream laws established from 
patient analysis of natural phenomena over millennium long previous period. These 
“classical” laws are concerning phenomena “reasonably” isolated over broad range in 
size from galaxy to atoms when including quantum and relativistic improvements. In 
the mean time, technology advance and observation accuracy drove the attention on 
more complicated systems with always larger number of elements, for which previous 
laws are not sufficient to represent correctly enough their behaviour. Such systems are 
forming a new huge class in all scientific and technical human activities, and have 
reached their own status by the corner of the millennium under the name of 
“complex” systems. There is today a strong questioning about their origin and their 
formation [1]. This has been addressed in a very pedestrian approach [2] based on 
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elementary source-sink model applied to the graph representing the aggregate of 
system components, showing that system structure falls into three different groups, 
simple, complicated and complex, with specific and explicit properties. The first two 
groups are usual ones approachable by the methods of scientific reductionism [3]. The 
third group, by its very global nature, is not reducible to the effect of its components 
[4], and requires some adjustment for being correctly handled, because now a key 
point is the way the system behaves under (or against) environment action. The 
system mainly self-organizes and develops a global reaction hiding details of specific 
component effect. A consequence is that the mechanistic notion of individual 
component “trajectory” pertaining to first two groups looses its meaning and should 
be replaced by more general “manifold” entity corresponding to accessible 
“invariants” under environment action. So there is emergence of new natural 
properties which will be discussed depending of complexity grade and which can be 
related to well known classes of observed phenomena. Within the pedestrian graph 
approach an explicit criterion for passing to complex state and to have emergence of 
new behaviour is given in terms of system coupling parameters and is recovering all 
previous expressions in Physics and in Mathematics. Advantages in application of 
complex structure to artificial man made systems are stressed.  

2   System State Analysis  

Let the graph with N nodes N
i 

representing a system with a finite number N of 

identified and separable components. There exists three types of vertices in between 
the N components i and outside sources e whenever an exchange exists between 
them.. System dynamics result from a combination of previous three different 
exchanges to which three characteristic fluxes can be associated for each system 
component the nature of which (power, information, chemical,..) unambiguously 
characterize system components status. First flux corresponds to ‘’free’’ dynamics of 
i-th component p

ii 
along vertex V

ii
, second one p

i,e 
to transfer flux between outer 

source and system i-th component along vertex V
ie
, and last one to inter components 

effects p
i,int 

= Inf
j
{p

i,j
}, with p

i,j 
the characteristic and oriented flux exchange between 

components i and j along vertex V
ij
, see Fig. 1. For weak coupling p

ii 
>> p

i,int
(case 

(A)), system dynamics are reducible to a set of almost independent one-component 
sub-systems, and system will be termed as a simple one. For strong outer coupling p

i,e 

>> p
i,int

, p
ii 

(case (B)), system dynamics can be decoupled (as other components action 

creates a weak coupling between them), at least locally, into a set of sub-systems 
controlled by as many exterior sources as there are components in the system because 
they can still be identified. The system can be termed as complicated. Finally for 
strong internal coupling p

i,int 
>> p

ie
, p

ii 
(case(C)),system dynamics are now determined 

by components interaction satisfying the inequality, with fundamentally different 
outside action compared to case (B). Here internal interactions dominate and shield 
input tracking from outer source to component. So control action can only be a 
‘’global’’ one from other system components satisfying condition for case (B), so  
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Fig. 1. Graph representation of system with its three exclusive types of vertices Vii, Vie, and Vij 

system dynamics are now also driven by internal action. For all system components 
passing in third state their control cannot as in case (B) be fixed only by outer source 
action because of stronger interaction effect dominating the dynamics of concerned 
components, and a self-organization takes place inside the system leading to an 
internal control replacing classical one from outside. So manipulating inputs with as 
many dof as in initial system is no longer possible because of the conflict with 
internal control. External system control dimension is thus reduced. The system will 
be termed as complex (from Latin cum plexus : tied up with). A very elementary test 
for determining if a system is passing to complex state is thus to verify that its control 
requires manipulation of less dof than in initial system with weaker internal 
interactions. So paradoxically most complex possible structure corresponds to totally 
autarchic system, which joins simple system definition by isolation. In fact this 
apparently contradictory statement is resulting from the very nature of internal 
interactions effect which reduces the number of invariants on which system trajectory 
takes place. Example is neutral gas particles for which their initial 6N positions and 
velocities (the mechanical invariants of motion) are reduced to the only energy 
invariant (or temperature), justifying thermodynamic representation. Consequently, 
when increasing internal interactions, contrary to a complicated system which remains 
complicated from either side, a system is the less complicated seen from outside as it 
is more complex internally, on top of being less sensitive to outer action, a very useful 
property used very early by Nature and at the origin of Her evolution. In summary, 
exactly like there exists three states of matter (solid, liquid, gas), there are three states 
(simple, complicated, complex) for each system component. On a 3-d space, plotting 
the three values {p

ii 
, p

i,e 
, p

i,int
} for each system component gives a cluster of N points 

C
i
 the status of which is determined by their location with respect to boundaries of 

inequalities (A),(B),(C), see Fig. 2. Moreover, consequence of parameter variation 
can be analyzed, especially when crossing inequality (C), extremely important for 
control of man-made systems as this boundary is nowadays very often passed over 
with modern technology advance.  

An immense literature exists about complexity, its definition and its properties 
covering an extremely wide range of domains from Philosophy to Technology [5], 
especially in recent years where its role has been “discovered” in many different  
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Fig. 2. System representation in [Simple-Complicated-Complex] state-space domain 
- Inequality (A) is satisfied in tetrahedral domain (O,B1,B2) 
- Inequality (B) is satisfied in tetrahedral domain (O,B1,B3) 
- Inequality (C) is satisfied in tetrahedral domain (O,B2,B3) 

 
fields such as networks now playing a crucial role with the ascent of Information 
Technologies. In the sequel emphasis is more modestly put only on more restricted 
complex state compared to complicated state as concerns action from outside 
environment (ie from control point of view) onto the system. It is intended to show 
from the very elementary picture above that most of important results in a broad range 
of domains from Mathematics to Physics can be easily recovered and that still unclear 
emergence phenomenon finds here a natural explanation.  

3   Emergence  

First the deep difference between the first two states and last complex one is in the 
possibility for the formers to split the system into as many independent one-
component systems in a first approximation, which is impossible in the later where all 
interacting components have to be taken as a whole. In mathematical terms the 
consequence is that usual approximation methods developed for the first two states do 
not straightforwardly apply and have to be revised in order to handle the global aspect 
of the coordinated response of components in complex state, at the origin of important 
computer research on the problem. In specific situations, other elements also enter the 
description and it is interesting from description above to recover various situations 
observed and analytically studied for different parameters values. In general system 
state exhibits a mixed structure where some components are in one state and others in 
another one. Important examples are (weakly) inhomogeneous and continuous natural 
systems such as fluids with non zero gradients in a domain. Here, fluctuations are 
universally observed in a very large range of frequencies (roughly because the system 
has a very large number of components) the source of which is the free energy 
available in between this stationary equilibrium and complete (homogeneous) 
thermodynamic one, ie from the space gradients related to medium non homogeneity. 
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Splitting fluctuations into two groups depending on their wavelength compared to 
system characteristic gradient length, large wavelength ones excited in the medium 
are in complicated state and, because they are sensitive to boundary conditions, can be 
observed and possibly acted upon as such from outside, whereas fluctuations with 
small wavelength are in complex state and can only be considered globally. Under 
their strong interactions, and because they are much less sensitive to boundary 
conditions, they are loosing their phase and globally excite an outflux (usually called 
a transport) expressing non equilibrium system situation counteracting input flux 
responsible of medium non homogeneity. Clearly emergence of this transport is a 
direct consequence of components self interaction when crossing condition (C) which 
now takes place on a manifold in small wavelength component state space and 
constraints their motion to take place on it. So transports determination is an 
important element qualifying system behaviour and is an active research problem 
studied worldwide. This feature is observed for all natural (open) systems on the 
dissipative branch [6] exchanging (particles, chemical, energy) fluxes with outside 
environment. Evidently the channels by which internal energy sources are related to 
these fluxes are playing a privileged role because they regulate the influx ultimately 
available for the system and finally determine its self-organized state[7]. Dissipative 
systems only exist to the expense of these fluxes, and they evolve with parameter 
change − such as power input − along a set of neighbouring states determined by 
branching due to bifurcations where internal structure changes in compatibility with 
boundary conditions and by following the principle of largest stability. So the picture 
is a transport system governing flux exchanges guided by the bifurcation system 
which, as a pilot, fixes the structure along which these exchanges are taking place. 
Finding the branching pattern thus entirely defines possible system states and 
determines fluctuation spectrum. Branching is found as nontrivial solutions of 
variation equations deduced from general system dynamics equations. Despite clear 
identification of phenomena physical origin, their analysis is still in progress in many 
situations [8,9], and cleared up for fluctuations in deformable solid bodies[10]. 
Moreover, modification of system dynamics is the more important as non 
homogeneity gradient is steeper, with extreme case of living cell systems completely 
encapsulating within a filtering membrane (ie a steep gradient) a space domain where 
very specific “memory” DNA molecules are fixing the dynamics of inside system 
they control, with corresponding exchange across the membrane.   

However, aside dissipative pattern followed by natural systems exhibiting 
components with relatively elementary features (charge, mass, geometrical structure, 
chemical activity, wavelength, frequency..), there exists cases where complex state 
occurs in systems with more sophisticated components, usually called “agents”. 
Examples are herds of animals, insect colonies, living cell behaviour in organs and 
organisms, and population activity in an economy. In all cases, when observed from 
outside the systems are exhibiting relatively well defined behaviours but a very 
important element missing in previous analysis is the influence of the goal the 
systems are seemingly aiming at. Very often the components of these systems are 
searching through a collective action the satisfaction of properties they cannot reach 
alone, and to represent this situation the specific word “emergence” has also been 
coined [11]. The point is that it is now possible to return back to previous case and in 
a unified picture to envision the laws of Physics themselves as emerging phenomena. 
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For instance for an ensemble of neutral particles with hard ball interactions, and 
beyond the threshold of rarefied gas, (ie when the Knudsen number Kn = λ/L is 
decreasing to 0 from the value 1, with λ the particle mean free path and L a 
characteristic length scale), the particle system is suddenly passing from a 
complicated to a complex state (due to the huge value of Avogadro number). 
Consecutive to overtaking of collective interaction by collisions (expressed by 
decrease of Knudsen number below the value 1 representing the limit of constraint 
(C) for neutral particle system), it could be said that there is emergence of a pressure 
and a temperature, which, from a point of view outside the gas, summarizes perfectly 
well the representative parameters (the invariants) describing it at this global level 
(the thermodynamic representation). Similarly at atomic level, after baryons are 
assembled from primitive quark particles below some threshold energy, protons and 
neutrons assemble in turn themselves below another lower energy threshold into ions 
with only mass and charge parameters, able to combine finally with electrons to 
create atoms. In all cases, it can be verified that emergence of new compound system 
does occur when boundary condition (C) is crossed when applied to each component 
of the system and at each interaction level. Interestingly, independent of the 
background system and of the vocabulary, it is easily verified that all systems exhibit 
first emergence of self organization out of which there appears a specific behaviour. 
In fact it is elementarily understandable from previous source-sink model that a key 
point is in the accuracy of modelling the components in complex state, as long as the 
resulting “invariants” which will grasp all system information for interaction with 
environment are directly depending on this modelling. This has been at the origin of a 
computer “blind” search where the agents are given properties and “emerging” 
behaviour is obtained in a bottom-up approach, sometimes in surprising compatibility 
with experimental observations [12], in parallel to theoretical analysis [13]. Finally it 
should be observed that the logical chain:  
 
{stimuli/parameter change} → {higher interactions between some system 
components} →{passage to complex state} → {system self organization} → 
{emergence of new behaviour} 
 
discussed here is nothing but the sequence leading to the final step of system 
evolution toward more independence, and which is the feedback of “function” onto 
“structure”, a specific property of living organisms explaining their remarkable 
survival capability by structure modification.  

4   Mathematical Representation of Complex Systems Emergence 

The few basic previous examples from common sense observation illustrate the 
generality of the elements described above providing a unified base for complex 
system paradigm. From atomic nucleus to galaxy natural systems are seen to be 
constituted by aggregates of identifiable components (which, as already stressed, can 
be themselves, at each observation level, aggregates of smaller components) with well 
defined properties. These aggregates have been said to exhibit a complex behaviour 
when interaction between the components −or some of them− is overtaking their 
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interactions with exterior environment. Similarly living beings are exhibiting the same 
behaviour, as observed with gregarious species, and in artificial man-made systems 
the same phenomenon is occurring when the overtaking conditions are satisfied. This 
is the case for high enough performance level systems because the components are 
then tightly packed, as for high torque compact electrical actuators. Despite an 
extremely large variety of possible situations there are few basic interactive processes 
leading to complex self-organization. First exist weak gradients natural systems 
discussed in previous paragraph and entering the more general class of reducible 
systems mainly because it can be shown that their complete dynamics including 
generated fluctuations can be reduced by projection onto {initial state plus large 
wavelength components} dynamics without small wavelength components dynamics 
(in complex state), now globally represented by transport coefficients modifying 
initial dynamics, see Fig. 3. Their mathematical analysis is still in progress in non 
Gaussian case, due to difficulty for specific small parameter ordering to analytically 
express transport coefficients despite their source is well identified [8,9,14].  

More generally, a system may be in complete complex state, examples of which 
are atomic nucleus, herd of animals, and galaxies. Despite their very different space 
sizes, the systems exhibit always the same characteristic feature to finally depend on 
an extremely restricted number of parameters as compared to the aggregate of their 
initial components. Searching the way to extract directly the remaining ‘’control’’ 
parameters of such systems from their dynamics is a fundamental issue which today 
motivates a huge research effort worldwide, especially in relation with information 
networking. Extensive analytical and numerical study has been developed for 
differential systems of generic form  

( , , ) . ( , , ) . ( , )
dX

A t X F t X u S t X
dt

ν λ μ= + +                                 (1) 

where X = col(X
1
, X

2
,.. X

n
) is system state space, λ,μ are n-vector coupling parameters, 

and A(.,.,.) : R
1

+
×R

n
×R

p
 → R

n
, F(.,.,.) : R

1

+
×R

n
×R

q
×U → R

n
, S(.,.) : R

1

+
×R

n
 → R

n 

are three specific q
1
×q

2
−matrix terms (q

1
,q

2 
≤ n) corresponding to isolated free flight,  

 

 

Fig. 3. Schematic block representation of (controlled) complex system 
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nonlinear internal interactions and source terms respectively (the linear and source 
terms in the right hand side of eq.(1) are here split apart to indicate their respective 
role). The other variables v=v(X,t) ∈ R

p
 and u(X,t) ∈ U in A and F function account 

more generally for possible feedback evolution of X(t) onto their own dynamics as it 
often occurs in systems when splitting parameters into given and manipulated control 
ones. For fixed u(.,.), v(.,.), depending on the values of λ,μ components the system 
will be in simple, complicated or complex state described in §1. Increase in λ 
components moves the system into complex state, and eq.(1) transforms for very large 
λ into a singular system with small parameter in front of derivative amenable to 
asymptotic analysis [15]. For instance, 2−d Van der Pol system exhibits individual 
mode oscillations in state (A), driven oscillations in state (B). Under strong coupling 
between components when condition (C) is crossed relaxation oscillations are 
produced on a restricted (closed) 1−d curve representing the manifold on which 
complex state motion takes place. So even with two dof, complex state can occur, 
illustrating the fact that complexity is completely independent of complication with 
which it is very often confused.  

More generally, it has been repeatedly observed, especially on systems close to 
Hamiltonian ones[16], that system representative point in n−dimensional state space 
follows a more and more chaotic trajectory when crossing bifurcation values and at 
the end fills up a complete domain[17]. Of course sensitivity is largest when the 
system exhibits resonances, ie is close to conservative, and adapted mathematical 
expansion methods have to be worked out[18]. In this case, it is easily verified that 
resonance overlapping condition[19] is nothing but application of condition (C). 
Because systems are basically non integrable[20], this is a direct evidence of 
increasing effect of internal interactions which reduce system dynamics to stay on 
attractor manifold of degree p < n, so that system dynamics are now layered on this 
manifold. This also expresses the fact that trajectories on the remaining n−p 
dimension space are becoming totally indistinguishable (from outside) when taken 
care of by internal interactions of n−p components going to complex state. So system 
trajectories reorganize here in equivalence classes which cannot be further split, a 
dual way to express the fact that there exists an invariant manifold on which system 
trajectories are lying. Continuing to control these components by regular previous 
control [21] worked out for complicated state and specially designed for tracking a 
prescribed trajectory, is no longer possible and a new approach is required which 
carefully respects internal system action due to complex state self-organization. More 
global methods of functional analysis [22] related to function space embedding in 
adapted function spaces [23] by fixed point theorem[24] are now in order as shown 
for reducible case [25], because they are providing the correct framework to grasp the 
new structure of system trajectory which cannot be fully tracked as before. Basically 
the method is again to counteract impreciseness in an element by robustness to its 
variation, a method very largely followed by living organisms. More generally, 
another very influential parameter is the range of inter-component interaction, 
because this determines completely the build up of system clustering when becoming 
complex. Obviously long range interactions are leading to more intricate response 
with more difficult analysis. Examples are stars in a galaxy, electromagnetic 
interactions between ions and electrons in a plasma, animals in a herd and social 
behaviour of human population in economic trading such as stock market with 
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internet link. In all cases a new element is coming from the size of the neighbouring 
domain each system component is sensitive to, and implies a time extension to past 
neighbouring components trajectories. In this case, the resulting complex behaviour is 
more generally determined by interactive component effects over a past time interval 
and weighted according to their importance [2]. Finally one can summarize previous 
analysis by the universal. 
 
Emergence Principle for Complex Systems: When interaction between some system 
components takes over by satisfying condition (C), they cluster into a subsystem the 
dynamics of which are only guided by the invariants of the generated manifold, and 
which are the only control parameters left by this (internal) reorganization. 
 
This principle provides the way to express explicitly in mathematical terms the 
boundaries of domains in parameter space where complexity state is reached once a 
model of the system is given, and to fix its dynamical behaviour in new state by 
determination of its invariants.  

5   Discussion and Conclusion  

Systems exhibiting behaviours which do not fit with main stream scientific laws 
established from patient observations of Nature over past centuries have been 
repeatedly observed over last decades with the ascent of modern technology, where 
new natural and man made systems with very intricate structure implying a large 
number of heterogeneous components in strong interaction have been observed and 
developed. Application of usual laws is often unable to describe their dynamics, 
because they stay outside the domain of complicated multi component systems only 
covered by use of reductionism method. The main reason is in the overtaking of 
component interaction strength which dominates enough over other effects to force 
the system to close on itself and to manifest an internal self-organization responsible 
of its new behaviour. Differently said in elementary terms, the new paradigm is that 
“increasing interactions between components lead to their isolation” as easily 
verifiable. Such systems are termed as “complex”, and their main feature is that 
components in complex state are internally ruled through this self-organization so that 
they are less sensitive to environment action. So natural complex systems are 
structurally more robust than complicated ones as evidenced by observation of living 
organisms, the most complex known ones. Analysis of complex systems dynamics 
shows the possibility of “emergence” of a new behaviour not included into the set of 
initial components behaviour as a direct consequence of self-organization opening the 
possibility for the “function” to feedback onto the “structure”, as illustrated by 
development of living systems on Earth. The criterion for crossing “complexity” 
barrier has been explicitly expressed in terms of system coupling parameters by 
condition (C), which is verified to cover all known formulae in broad range of 
applications in Physics and Mathematics, thus providing a general emergence 
condition for a complex system.      

Previous properties are of up-most importance when applied to man made 
industrial systems now appearing in open and global economy with an always 
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increasing number of heterogeneous components to be operated all together for 
production of higher value objects. Previous centralized control structure cannot be 
maintained for keeping complete system mastery of larger number of elements going 
to complex state due to higher value of coupling parameters. In parallel, reduction of 
input control parameters by transforming the system into a (partially) complex one by 
clustering some components into bigger parts reduces system fragility. The industrial 
challenge civilisation is facing today justifies if any the needs to study and to create 
these complex systems [26]. On Fig. 2, this would mean to vary adequate parameters 
to move the representative points along complex axis in order to fix exactly new 
system status. In any case, internal non controlled dynamics are taken care of by 
system self organization resulting from passing to complex state, implying that 
precise trajectory control is now delegated to system. The challenging difficulty is 
that to comply with new structure, some “intelligence” has also to be delegated to the 
system, leading for the operator to a more supervisory position [27]. In present case, 
this is contribution to trajectory management by shifting usual (imposed) trajectory 
control to more elaborated task control [28], a way followed by all living creatures in 
their daily life to guarantee strong robustness while still keeping accuracy and 
preciseness. This illustrates the limited possibility of behaviours from laws of Physics 
because they are tightly linking information flux related to the described action to 
power flux implied in them. This opens on searching an adequate merging of 
information flux mastery from recent Information Technology development with 
power flux mastery resulting from classical long term mechanical development [29]. 
Though apparently loosing some hand on such systems, it has been surprisingly 
possible along this line to find explicit conditions in terms of system parameters 
expressing somewhat contradictory high preciseness (by asymptotic stability 
condition) and strong robustness (against unknown system and environment 
parts)[30]. In this way system dynamics are finally controlled and asymptotic stability 
can be demonstrated, but in general to the price of a not necessarily decreasing 
exponential asymptotic type.  
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Abstract. In this paper, we propose an effective routing strategy on the basis of
the so-called nearest neighbor search strategy by introducing a preferential cut-off
exponent K. We assume that the handling capacity of one vertex is proportional
to its degree when the degree is smaller than K, and is a constantC0 otherwise.
It is found that by tuning the parameter α, the scale-free network capacity mea-
sured by the order parameter is considerably enhanced compared to the normal
nearest-neighbor strategy. Traffic dynamics both near and far away from the crit-
ical generating rate Rc are discussed. Simulation results demonstrate that the op-
timal performance of the system corresponds to α = −0.5. Due to the low cost
of acquiring nearest-neighbor information and the strongly improved network ca-
pacity, our strategy may be useful and reasonable for the protocol designing of
modern communication networks.
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1 Introduction

A variety of systems in nature can be described by complex networks and the most im-
portant statistical features of complex networks are the small-world effect and scale-free
property [1,2,3]. It may serve as a very useful tool for understanding nature and our so-
ciety. Since the discovery of some common interesting features of many real networks
such as small-world phenomena by Strogatz and Watts [1] and Scale-free phenomena
by Albert and Barabási, [2] processes of dynamics conducting on the network structure
such as traffic congestion of information now have drew more and more attention from
engineering and physical field [10,12,13,16], due to the importance of large communi-
cation networks such as WWW [4] and Internet [5] in modern society.

Many previous excellent works focus on the evolution of structure driven by the in-
crement of traffic [6,7] and some explore how different topologies impact the traffic
dynamics [10,11]. Some works [9] gave several models to mimic the traffic routing on
complex networks by introducing randomly selected source as well as particles (pack-
ets) generating rate and destination of each particles [14,15,16]. Those models define

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 1118–1123, 2009.
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the capacity of networks described by critical generating rate. At this critical rate, a
continuous phase transition from free flow state to congested state occurs. In the free
state, the numbers of created and delivered particles are balanced, leading to a steady
state. While on the jammed state, the number of accumulated particles increases with
time due to the limited delivering capacity or finite queue length of each vertex. We
believe that the study on the network search is very important for traffic systems, for
the existence of particles routing from origin to destination and communication cost is
very meaningful.

A few previous studies [8,9] adopt the search strategies and the traffic processes
on networks. In this paper, we present a traffic model in which particles are routed
only based on local topological information with a single tunable parameter α. In order
to maximize the nodes handling and delivering capacity of the networks which can
be measured by an introduced order parameter η , the optimal α is found out. The
dynamics right after the critical generating rate Rc exhibits some interesting properties
independent of α, which indicates that although the system enters the jammed state, it
possesses partial capacity for forwarding particles. Our model can be considered as a
preferential walk among neighbor vertexes. We arrange the paper as follows: in the first
section we describe the model in detail. then simulation results of traffic dynamics are
provided in both the steady and congested states, A conclusion and discussion are given
in the last section.

2 Traffic Model

Our traffic model is described as follows: at each time step, there are R particles gen-
erated in the system, with randomly chosen sources and destinations, and all vertexes
can deliver at most C particles toward their destinations, which is one of the most inter-
esting properties of the whole traffic network. The capacity of each vertex is set to be
Ci = ki when the degree is smaller than a cut-off value K, and be C0 otherwise. As a
remark, there is difference between the capacity of network and vertexes. The capacity
of the whole network is measured by the critical generating rate Rc at which a contin-
uous phase transition will occur from free state to congestion. The free state refers to
the balance between created particles and removed particles at the same time. When the
system enters the jam state, it means particles continuously accumulate in the system
and at last few particles can reach their destinations. In order to describe the critical
point accurately, we use the order parameter [8,9]:

η(R) = lim
t→∞

Ci

R

< ΔNp >

Δt
(1)

ΔNp = N(t + Δt) − N(t) with < · · · > indicates average over time windows of width
Δt and N p(t) represents the number of data particles within the networks at time t, here.
For R < Rc, < ΔN >= 0 and η = 0, indicating that the system is in the free state with no
traffic congestion. Otherwise for R > Rc, ηr, where r is a constant larger than zero, the
system will collapse at last. To navigate particles, each vertex performs a local search
among its neighbors. If a particle’s destination is found in the searched area, it will be
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Fig. 1. The order parameter η versus R for BA network with different free parameter α. Other
parameters are networks size N = 3000, K = 200, and m = 3.

delivered directly to its target, otherwise, it will be forwarded to a neighbor j of vertex
i according to the probability:

Πi→ j =
kαj∑
l kαl

(2)

Here, the sum runs over the neighbors of vertex i on the searched area and α is
an adjustable parameter studied by us in the next context. Once a particle reaches its
destination, it will be canceled from the system.

As shown in Fig.1, the order parameter versus generating rate R by choosing different
value of parameter α is displayed. It is easy to find that the capacity of the system is not
alike for different α, thus, a natural question is addressed: what is the optimal value of
α for making the network’s capacity maximal in our model?

Many studies [1,2,3] indicate that many communication networks such as Internet
are not homogeneous like random or regular networks. Barabási and Albert proposed
a famous model (BA for short) called scale-free networks, [2] of which the degree dis-
tribution is in good accordance with modern communication networks, which has a
power-law distribution P(k) ∝ k−r. Our study is based on the so-called BA network,
we construct the network structure following the same method used in Ref. [2]: start-
ing from m fully connected vertexes, a new vertex with m links is added to the existing
graph at each time step according to the rule of preferential attachment i.e. the probabil-
ity of being connected to an existing vertex is proportional to the degree of that vertex.
Here, we choose m = 5 and network size N = 1000 fixed for simulations.

We should also note that the queue length of each vertex is assumed to be unlimited
and the FIFO(First in First out) discipline is applied at each queue [8,9,15,16]. Another
important rule called path iteration avoidance (PIA) is that a link between any pair of
vertexes is not allowed to be visited more than twice by the same particle [8,9]. With-
out this rule, the capacity of the network is quite low due to many times’ unnecessary
visiting to the same links by the same particles, which does not exist in the real traf-
fic systems. We note that this PIA routing algorithm does not damage the advantage of
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local routing strategy. If each particle records the links it has visited, the PIA can be
easily performed. One can find that this rule does not need the global topological infor-
mation.

Therefore, we think this rule is rational and can considerably improve the network
capacity. With the development of science and technology, the handling capacity of the
main central node can be set up large enough artificially, that is why we propose the
cutoff value K. We hold that it is more practical and more reasonable.

3 Simulation Results

We have carried on the simulation under the definition of the model and the order pa-
rameter η versus generating rate R with choosing different value of parameter α is re-
ported.

As shown in Fig. 1, one can see that, for all different α, η is approximately zero when
R is small; it suddenly increases when R is larger than the critical point Rc. It is easy
to find that the capacity of the system is not the same for different α. For the same η,
when α = −0.5, the R reaches its max. We can preliminarily determine that it is the best
situation.

We also observed the handling capacity Rc for different α in the system, one can read
from Fig.2 that the tolerance is the best when α=-0.5. This is another strong evidence
to show that α=-0.5 is a perfect point.

As shown in Fig.3,when the K increases , the capacity of BA network measured
by Rc considerably has the optimal performance at K=200. Although K is a variable
parameter, the system always reaches its best case at α = −0.5. We study the critical
point Rc affected by the link density of BA network.

As shown in Fig.4, the increment of m considerably enhances the capacity of BA
network measured by Rc due to the fact that with higher link density, particles can more
easily find their target vertexes. From Fig.3 and Fig.4, we can know that the critical Rc

reaches its max when α=-0.5 at the same K or m.

Fig. 2. The critical Rc versus α with network size N = 3000, K = 200,m = 3. The maximum of
Rc corresponds to α = −0.5 marked by a black solid line.
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Fig. 3. (color online). The variance of Rc with the increasing of K with network size N = 3000,
m = 3.

Fig. 4. (color online). The variance of Rc with the increasing of m with network size N = 3000,
K = 200.

4 Conclusion

We have introduced a new routing strategy based on local information, trying to give
a solution to the problem of traffic congestion in modern communication networks.
Influenced by two factors of each node’s capacity and the cutoff value K, the optimal
parameter α=-0.5 is obtained with maximizing the whole system’s capacity.

In addition, the property that scale-free network with occurrence of congestion still
possesses partial delivering ability suggests that only improving processing ability of
the minority of heavily congested vertexes can obviously enhance the capacity of the
system. The variance of critical value Rc with the increment of m and K is also dis-
cussed. Our study may be useful for designing communication protocols for large scale-
free communication networks due to the local information the strategy only based on
and the simplicity for application. The results of current work may also shed some light
on alleviating the congestion of modern technological networks.

Further work could be carried out, for the queue length of each vertex is infinite and
the live time of a particle.
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Abstract. In this paper, the issues of average consensus in undirected delayed
networks of dynamic agents with impulsive effects are investigated. The primary
contribution of this paper is to propose the consensus schemes in undirected
delayed networks of dynamic agents having impulsive effects as well as fixed,
switching topology. Based on impulsive stability theory on delayed dynamical
systems, we derive some simple sufficient conditions under which all the nodes
in the network achieve average consensus globally exponentially. It is shown that
average consensus in the networks is heavily dependent on impulsive effects of
communication topology of the networks. Subsequently, two numerical examples
illustrate and visualize the effectiveness and feasibility of our theoretical results.

Keywords: average consensus, undirected network, multi-agent systems, time-
delays, impulsive effects.

1 Introduction

During the last few decades, distributed coordination in dynamic networks of multi-
agents has attracted a great deal of attention in many fields such as biology, ecology,
robotics, physics, etc., [1,2,3,4,5,6,7,8,9]. This is partly due to potential applications in
many areas including cooperative control of unmanned air vehicles (UAVs), formation
control, flocking, distributed sensor networks, attitude alignment of cluster of satellites,
and congestion control in communication networks [8,10,11,12,13]. A critical problem
in distributed coordinated control of multiple agents is to design appropriate protocols
and algorithms such that all agents can reach an agreement regarding a certain quantity
of interest that depends on the states of all agents. This problem is usually called the
consensus problem.

Consensus problems have a long history in the field of computer science, and it has
also been considered as the foundation of the distributed computing [14]. The study of
consensus problems in groups of experts originated in management science and statis-
tics in 1960s [15]. In the past decade, many researchers have investigated the consensus
problems from various perspectives [6,8,10,16,17,18,19,20]: Vicsek et al. proposed a
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J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 1124–1138, 2009.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2009



Average Consensus in Delayed Networks of Dynamic Agents with Impulsive Effects 1125

simple model for phase transition of a group of self-driven particles and numerically
demonstrated complex dynamics of the model [8]; Jadbabaie et al. attempted to pro-
vide a formal analysis of emergence of alignment in the simplified model of flocking
proposed by Vicsek [16]; Saber et al. addressed the consensus problems under a variety
of assumptions on the network topology (fixed or switching), presence or lack of com-
munication delays, and directed or undirected network information flow [6]; Ren et al.
extended the results of Jadbabaie et al. and gave some more relaxable conditions [19];
Moreau focused on the consensus problems under dynamically changing interaction
topologies[18].

In many evolutionary systems there are two common phenomena: delay effects and
impulsive effects [21,22,23,24]. Time delays often occurs in such systems as transporta-
tion and communication systems, chemical and metallurgical processes, environmental
models and power networks. In many scenarios, networked systems can possess a dy-
namic topology that is time-varying due to node and link failures/creations, packet-loss
[25], asynchronous consensus [26], state-dependence [27], formation reconfiguration,
evolution, and flocking [7]. There has been increasing interest in the study of consensus
problem in dynamic networks of multi-agents with time delays in the last several years.
Among the existing research works, Earl and Strogatz proposed a stability criterion for
a network of specific oscillators with time-delayed coupling, a necessary and sufficient
consensus condition was established [28]. Olfati-Saber discussed average consensus
problems in undirected networks with a common constant communication delay and
fixed topology [6]. Moreau studied the case when the common constant delay affects
only those variables that are actually being communicated between distinct agents in
the network [18]. Sun discussed the average consensus problem in undirected networks
of dynamic agents with fixed and switching topologies as well as multiple time-varying
communication delays [35]. Lin studied the average-consensus problem in directed net-
works of agents with both switching topology and time-delays [30]. On the other hand,
many evolutionary processes, particularly some biological systems such as biological
neural networks and bursting rhythm models in pathology, as well as optimal control
models in economics, frequency-modulated signal processing systems, and flying ob-
ject motions, are characterized by abrupt changes of states at certain time instants. This
is the familiar impulsive phenomena [31,32]. However, to our best knowledge, up to
now just few works involved the consensus problems in delayed dynamic networks
with impulsive effects. Therefore, as an interesting and challenging topic, this moti-
vates the present investigation of consensus issue in dynamic networks of multi-agents
associated with time delays and impulsive effects.

In this paper, we investigate average consensus problem in undirected delayed net-
works of dynamic agents with impulsive effects. The primary contribution of this pa-
per is to propose the consensus schemes in undirected delayed networks of dynamic
agents having impulsive effects as well as fixed, switching topology. Based on impul-
sive stability theory on delayed dynamical systems, we derive some simple sufficient
conditions under which all the nodes in the network achieve average consensus globally
exponentially. It is shown that average consensus in the networks is heavily dependent
on impulsive effects of communication topology of the networks. Subsequently, two
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numerical examples illustrate and visualize the effectiveness and feasibility of our the-
oretical results.

An outline of this paper is as follows. In Section 2, some mathematical preliminaries
are first prepared. Section 3 introduces the problem formulations with respect to average
consensus problem in dynamic networks of multi-agents with time delays and impul-
sive effects. Section 4 deals with the average consensus problem in undirected delayed
networks of dynamic agents having impulsive effects as well as fixed, switching topol-
ogy. Some numerical simulations are presented in Section 5. Finally, some conclusions
are drawn in Section 6.

2 Mathematical Preliminaries

Throughout this paper, the following notations and definitions will be used.
Let R denotes the set of real number, and Rn = R × R × · · · × R︸�������������︷︷�������������︸

n

, Rn×n is n × n the set

of real matrices, diag(γ1, · · · , γn) ∈ Rn×n is the diagonal matrix with diagonal entries
γi (i = 1, · · · , n). For x = (x1, · · · , xn)T ∈ Rn, A = (ai j)n×n ∈ Rn×n, xT denotes its
transpose, we denote |x| = (|x1|, · · · , |xn|)T . The norm of the vector x is defined as
‖x‖ = (x�x)1/2. For ψ : R → R, denote: ψ(t+) = lims→0+ ψ(t + s), ψ(t−) = lims→0− ψ(t +
s), [ψ(t)]τ = sup−τ≤s≤0{ψ(t + s)}, [ψ(t)]τ− = sup−τ≤s<0{ψ(t + s)}. PC([t0 − τ, t0],Rn])
denotes the set of all functions of the bounded variation and right-hand continuous on
any compact subinterval of [t0 − τ, t0]. Denote ‖φ(t)‖τ = sup−τ≤s≤0 ‖φ(t + s)‖.

For the later use, the following inequality and the famous Halanay differential in-
equality on delayed impulsive dynamical systems are listed in the following:

Lemma 1. (Park [36]). For any positive scalar ε and vectors x and y, the following
inequality holds:

xT y + yT x ≤ εxT x + ε−1yT y. (1)

Lemma 2. (Yang and Xu [34]). Suppose p > q ≥ 0 and u(t) satisfies scalar impulsive
differential inequality:

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

D+u(t) ≤ −pu(t) + q[u(t)]τ, t � tk, t ≥ t0

u(t+k ) ≤ bku(t−k ) + dk[u(tk)]τ− , k ∈ N

u(t) = φ(t), t ∈ [t0 − τ, t0]

(2)

where u(t) is continuous at t � tk, t ≥ t0, u(tk) = u(t+k ), and u(t−k ) exists, φ ∈ PC with
n = 1. Then

u(t) ≤ (
∏

t0<tk≤t

θk)e−λ(t−t0)‖φ(t0)‖τ, t ≥ t0 (3)

where δk := max{1, |bk|+|dk|eλτ} and λ > 0 is a solution of the inequality λ−p+qeλτ ≤ 0.
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3 Problem Formulations

3.1 Graph Theory

Let G = (V , E ,A ) be a weighted undirected graph of order n (n ≥ 2) with the set of
nodes V = {v1, · · · , vn}, set of edges E ⊆ V × V , and a symmetric weighted adjacency
matrix A = [ai j] with nonnegative adjacency elements ai j. The node indexes belong
to a finite index set I = {1, 2, · · · , n}. An edge of G is denoted by ei j = (vi, v j). The
adjacency elements associated with the edges of the graph are positive, i.e., ei j ∈ E if
and only if ai j > 0. Moreover, we assume aii = 0 for all i ∈ I . The set of neighbors
of the node vi is denoted by Ni = {v j ∈ V : (vi, v j) ∈ E }. An undirected graph is called
connected if any two distinct nodes of the graph can be connected via a path that follows
the edges of the graph.

3.2 Consensus Problems

Let xi ∈ R denote the value of the node vi. We refer to Gx = (G, x) with x = (x1, · · · , xn)T

as a network (or algebraic graph) with the value x ∈ Rn and the topology (or informa-
tion flow) G. The value of a node might represent physical quantities such as attitude,
position, temperature, voltage, and so on. We say both the nodes vi and v j agree in a
network if and only if xi = x j. We say the nodes of a network have reached a consensus
if and only if xi = x j for all i, j ∈ I , i � j. Whenever the nodes of a network are all in
agreement, the common value of all nodes is called the group decision value.

Suppose each node of a graph is a dynamic agent with dynamics

ẋi = f (xi, ui), i ∈ I (4)

A dynamic graph (or dynamic network) is a dynamical system with a state (G, x) in
which the value x evolves according to the network dynamics ẋ = F(x, u). Here, F(x, u)
is the column-wise concatenation of the elements f (xi, ui) for 1, · · · , n. In a dynamic
network with switching topology, the information flow G is a discrete-state of the sys-
tem that changes in time.

Let X : Rn → R be a function of n variables x1, · · · , xn and a = x(0) denote the
initial state of the system. The X -consensus problem in a dynamic graph is a distributed
way to calculate X (a) by applying inputs ui that only depend on the states of node vi

and its neighbors. We say a state feedback

ui = ki(x j1 , · · · , x jmi
) (A)

is a protocol with topology G if the cluster Ji = {v j1 , · · · , v jmi
} of nodes with indexes

j1, · · · , jmi ∈ I satisfies the property Ji ⊆ {vi} ∪Ni. In addition, if |Ji| < n for all i ∈ I ,
(A) is called a distributed protocol.

We say protocol (A) asymptotically solves the X -consensus problem if and only if
there exists an asymptotically stable equilibrium x∗ of ẋ = F(x, k(x)) satisfying x∗i =
X (x(0)) for all i ∈ I . We are interested in distributed solutions of the X –consensus
problem in which no node is connected to all other nodes. The special case with X (x) =

Ave(x) =
1
n

(
n∑

i=1

xi), is called average-consensus.
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Solving the average-consensus problem is an example of distributed computation of
a linear function X (a) = Ave(a) using a network of dynamic systems (or integrators).
This is a more challenging task than reaching a consensus with initial state a. Since an
extra condition x∗i = X (a), ∀i ∈ I has to be satisfied which relates the limiting state
x∗ of the system to the initial state a.

3.3 Model Formulations

In this paper, we are interested in discussing average consensus problem in undirected
delayed networks of dynamic agents having impulsive effects as well as fixed, switching
topology, where the information (from v j to vi) passes through edge (vi, v j) with the
coupling time-delays 0 < τ(t) ≤ τ. To solve such a problem, we use the following
consensus protocol:

ui(t) =
∑
v j∈Ni

ai j

(
x j(t − τ(t)) − xi(t − τ(t))

)
Dwj(t), (5)

where D denotes the distributional derivative, wi : J = [t0,+∞) → R are functions
of the bounded variations which are right-continuous on any compact subinterval of
J. We remark that the model formulation given above implies that Dwi represents the
impulsive effect of switching topology in the dynamical network.

Under the consensus protocol (5), the system (4) can be described by the following
measure differential equations:

Dxi(t) =
∑
v j∈Ni

ai j

(
x j(t − τ(t)) − xi(t − τ(t))

)
Dwj(t). (6)

Without loss of generality, we assume that

wj(t) = t +
∞∑

m=1

μmHm(t), (7)

with discontinuity points

t1 < t2 < · · · < tm < · · · , lim
m→∞ tm = ∞,

where μm are constants, represents the strength of impulsive effects of connection be-
tween the jth node and the ith node at time tm, and Hm(t) are Heaviside functions defined
by

Hm(t) =

⎧⎪⎨⎪⎩ 0, t < tm,

1, t ≥ tm.
(8)

It is easy to see that

Dwj = 1 +
∞∑

m=1

μmδ(t − tm), (9)

where δ(t) is the Dirac impulsive function. Clearly, if μk = 0, then the model (6) be-
comes continuous consensus scheme with time delays [35].

ẋi(t) =
∑
v j∈Ni

ai j

(
x j(t − τ(t)) − xi(t − τ(t))

)
. (10)
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For the impulsive functional differential equation (6), its initial conditions are given
by xi(t) = φi(t) ∈ PC([t0 − τ, t0],Rn). We always assume that Eq. (6) has a unique
solution with respect to initial conditions [33,34].

Rewrite (6) in matrix form as

Dx(t) = −Lx(t − τ(t))Dw(t), (11)

where L = [li j] is called graph Laplacian (Laplacian matrix or Laplacian) induced by
the information flow G and is defined by

li j =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
n∑

k=1,k�i

aik, j = i

−ai j, j � i

(12)

It is easy to see that the matrix L is given by

L = L(G) = D − A ∈ Rn×n, (13)

where A = [ai j]n×n, and D = diag(d1, · · · , dn) ∈ Rn×n, which is called as a degree matrix

of the topology G, whose diagonal elements di =
∑
j∈Ni

ai j for i = 1, 2, · · · , n.

As indicated in [6], the topology G with the Laplacian matrix L is a connected undi-
rected graph, then all eigenvalues but one simple eigenvalue at zero of L have positive
real-parts. Furthermore, it always has a zero eigenvalue corresponding to a right eigen-
vector 1 = (1, , · · · , 1)T . This means that rank(L) ≤ n − 1.

Notice that 1T L = 0. Thus, α = Ave(x) is an invariant quantity. The invariance of
Ave(x) allows decomposition of x according to the following equation:

x = α1 + δ, (14)

where α = Ave(x) and δ = (δ1, · · · , δn)T ∈ Rn satisfies 1Tδ = 0. Here, we refer to δ as
the (group) disagreement vector. The vector δ is orthogonal to 1 and belongs to an (n −
1)-dimensional subspace. Moreover, δ evolves according to the (group) disagreement
dynamics given by

Dδ(t) = −Lδ(t − τ(t))Dw(t). (15)

In what follows, we will consider the average consensus problem of the in two cases:
1) networks with fixed topology; 2) networks with switching topology. We will prove
that under appropriate conditions the system achieves average consensus globally ex-
ponentially.

4 Average Consensus in Delayed Networks with Impulsive Effects

4.1 Networks with Fixed Topology

Based on impulsive stability theory on delayed dynamical systems, the following suffi-
cient condition for average consensus of the system (11) is established.
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Theorem 1. Let the eigenvalues of the Laplacian matrix L can be ordered as

0 = λ1(L) < λ2(L) ≤ · · · ≤ λn(L).

Assume that the topology of G with L is connected and the following conditions are
satisfied for m ∈ Z+ = {1, 2, · · · ,∞} :

(A1) Denote p = 2λ2(L) − λ2
n(L)τ, q = λ2

n(L)τ, such that τ <
λ2(L)
λ2

n(L)
.

(A2) Let λ > 0 and ε > 0 satisfy λ − p + qe2λτ ≤ 0, and

θm = 1 + ε + (1 + ε−1)μ2
mλ

2
ne2λτ, θ = sup

m∈z+
{ ln θm
tm − tm−1

}.

such that θ < λ.
Then the dynamical network (11) achieve average consensus globally exponentially.

��
Proof. Now we rewrite Eq. (15) as

Dδ(t) = −Lδ(t − τ(t))Dw(t) =
[
− Lδ(t) + L

∫ t

t−τ(t)
δ̇(s)ds

]
Dw(t). (16)

Let us construct the Lyapunov functional as the following:

V(t) =
1
2
δT (t)δ(t). (17)

For t � tm, we have

D+V(t) = −δT (t)Lδ(t) − δT (t)L
∫ t

t−τ(t)
Lδ(s − τ(s))ds

≤ −λ2(L)δT (t)δ(t) +
1
2
λ2

n(L)
∫ t

t−τ(t)

[
δT (t)δ(t) + δT (s − τ(s))δ(s − τ(s))

]
ds

≤ −λ2(L)δT (t)δ(t) + λ2
n(L)τ

[
V(t) + sup

t−2τ≤s≤t
V(s)
]

≤ −pV(t) + q sup
t−2τ≤s≤t

V(s). (18)

On the other hand, by using the properties of Dirac measure, we have

δ(tm) = δ(t−m) − Lδ(tm − τ(t))μm.

Then, by Lemma 1, we can get

V(tm) =
1
2
|δ(tm)|T |δ(tm)|

≤ 1
2

[|δ(t−m)|T |δ(t−m)| + |μm||δ(t−m)|T L|δ(tm − τ(t))|
+|μm||δ(tm − τ(t))|T L|δ(t−m)| + μ2

m |δ(tm − τ(t))|T L2|δ(tm − τ(t))|]
≤ 1

2
[(1 + ε)|δ(t−m)|T |δ(t−m)| + (1 + ε−1)μ2

mλ
2
n|δ(tm − τ(t))|T |δ(tm − τ(t))|]

≤ (1 + ε)V(t−m) + (1 + ε−1)μ2
mλ

2
n sup
−2τ≤s<0

V(tm + s). (19)
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It follows from Lemma 2 that, for tm−1 ≤ t < tm, m ∈ Z+, we have

V(t) ≤ θ1 · · · θm−1eλ(t−t0) sup
−2τ≤s≤0

V(t0 + s)

≤ e−(λ−θ)(t−t0) sup
−2τ≤s≤0

V(t0 + s). (20)

Therefore, for all t ≥ t0,

V(t) ≤ e−(λ−θ)(t−t0) sup
−2τ≤s≤0

V(t0 + s). (21)

This completes the proof of Theorem 1. ��

4.2 Networks with Switching Topology

Since the nodes of the network are moving, it is not hard to imagine that some of the ex-
isting communication links can fail simply due to the existence of an obstacle between
two agents. The opposite situation can arise where new links between nearby agents
are created because the agents come to an effective range of detection with respect to
each other. In terms of the network topology G, this means that certain number of edges
are added or removed from the graph. Here, we are interested in investigating such a
problem: for a network with switching topology, whether it is still possible to reach a
consensus or not. In this case, the following hybrid system is considered:

Dx(t) = −Lk x(t − τ(t))Dw(t), k = s(t) ∈ I0, (22)

where Lk = L(Gk) is the Laplacian of graph Gk, and s(t) : [0,+∞) → I0 ⊆
{1, · · · , n(n − 1)

2
} (

n(n − 1)
2

denotes the total number of all possible undirected graphs)

is a switching signal that determines the communication topology G. If s(t) is a constant
function, then the corresponding topology is fixed.

Under arbitrary switching signal, α = Ave(x) is also an invariant quantity. This al-
lows the decomposition of any solution x(t) of the system (22) in the form Eq. (14).
Therefore, the disagreement switching system induced by the system (22) takes the
following form:

Dδ(t) = −Lkδ(t − τ(t))Dw(t), k = s(t) ∈ I0. (23)

Theorem 2. Let the eigenvalues of the Laplacian matricex Lk be ordered as

0 = λ1(Lk) < λ2(Lk) ≤ · · · ≤ λn(Lk).

and denote

λ2 = min λ2(Lk), λn = max λn(Lk).
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Assume that the topology of Gk with Lk is connected, and the following conditions are
satisfied for m ∈ Z+ = {1, 2, · · · ,∞} :

(A1) Denote p = 2λ2 − λ2
nτ, q = λ

2
nτ, such that τ <

λ2

λ
2
n

.

(A2) Let λ > 0 and ε > 0 satisfy λ − p + qe2λτ ≤ 0, and

θm = 1 + ε + (1 + ε−1)μ2
mλ

2
ne2λτ, θ = sup

m∈z+
{ ln θm
tm − tm−1

}.

such that θ < λ.
Then the dynamical network (22) achieve average consensus globally exponentially.

��
Proof. The proof of Theorem 2 is similar to that of Theorem 1 by the same Lyapunov
function, and hence it is omitted. The proof of Theorem 2 is completed. ��

5 Numerical Simulations

In this section, numerical simulations will be given to illustrate the theoretical results
obtained in the previous section.

Example 1. Consider an undirected network with fixed topology Ga in Fig. 1. It is easy
to see that Ga is a connected graph. For the case with fixed topology, we have

La =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

2 −1 0 · · · −1
−1 2 −1 · · · 0
0 −1 2 · · · 0
...
...
...
. . .
...

−1 0 0 · · · 2

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and

λ2 = 0.3820, λ10 = 4,
λ2

λ2
10

= 0.0239.

By taking τ = 0.0200, we obtain p = 2λ2 − λ2
10τ = 0.4440, q = λ2

10τ = 0.3200.
For simplicity, we consider the equidistant impulsive interval tm − tm−1 = 0.5, and

μm = 0.0050. By picking ε = 0.01, it is easy to find that θm = 1.0506, and

ln θm
tm − tm−1

= 0.0987 < λ = 0.1224,

where λ = 0.1224 is an unique solution of equation: λ − p + qe2λτ = 0. It follows
from Theorem 1 that the dynamical network (11) with the graph Ga achieve average



Average Consensus in Delayed Networks of Dynamic Agents with Impulsive Effects 1133

Fig. 1. Four examples of undirected graphs

consensus globally exponentially. Fig. 2 is the simulations results corresponding to this
situations.

Example 2. Consider an undirected network with switching topology {Ga,Gb,Gc,Gd}
in Fig. 1. In Fig. 3, a finite state machine is shown with four states {Ga,Gb,Gc,Gd},
which represent the discrete-states of a network with switching topology and time-
delays as a hybrid system. The hybrid system starts at the discrete state Ga, and switches
every 0.2s to the next state according to the state machine as shown in Fig. 3. In this
case, some of the existing communication links fail and some of them are created due
to the moving of the agents. It is easy to see that the topologies Gb,Gc and Gd are all
connected,
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Lb =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

2 −1 0 0 0 0 0 0 0 −1
−1 3 −1 0 0 0 0 −1 0 0
0 −1 2 −1 0 0 0 0 0 0
0 0 −1 3 −1 0 0 −1 0 0
0 0 0 −1 2 −1 0 0 0 0
0 0 0 0 −1 2 −1 0 0 0
0 0 0 0 0 −1 1 0 0 0
0 −1 0 −1 0 0 0 2 0 0
0 0 0 0 0 0 0 0 1 −1
−1 0 0 0 0 0 0 0 −1 2

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

Lc =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 0 0 0 0 −1
0 2 −1 0 0 0 0 0 0 −1
0 −1 2 −1 0 0 0 0 0 0
0 0 −1 2 0 −1 0 0 0 0
0 0 0 0 1 −1 0 0 0 0
0 0 0 −1 −1 3 −1 0 0 0
0 0 0 0 0 −1 2 −1 0 0
0 0 0 0 0 0 −1 2 −1 0
0 0 0 0 0 0 0 −1 2 −1
−1 −1 0 0 0 0 0 0 −1 3

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

and

Ld =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 −1 0 0 0 0 0 0 0 0
−1 2 −1 0 0 0 0 0 0 0
0 −1 4 −1 0 −1 0 0 0 −1
0 0 −1 2 −1 0 0 0 0 0
0 0 0 −1 1 0 0 0 0 0
0 0 −1 0 0 2 −1 0 0 0
0 0 0 0 0 −1 2 −1 0 0
0 0 0 0 0 0 −1 2 −1 0
0 0 0 0 0 0 0 −1 2 −1
0 0 −1 0 0 0 0 0 −1 2

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

with

λ2(Lb) = 0.1522, λ10(Lb) = 4.8260, λ2(Lc) = 0.3249,

λ10(Lc) = 4.4812, λ2(Ld) = 0.3187, λ10(Ld) = 5.3234,

and so

λ2 = min λ2(Lk) = 0.1522, λ10 = max λ10(Lk) = 5.3234,
λ2

λ
2
10

= 0.0054.

By taking τ = 0.0050, we obtain p = 2λ2 − λ2
10τ = 0.1627, q = λ

2
10τ = 0.1417.

We also consider the equidistant impulsive interval tm− tm−1 = 0.8, and μm = 0.0015.
By picking ε = 0.01, it is easy to find that θm = 1.0164, and

ln θm
tm − tm−1

= 0.0203 < λ = 0.0210,



Average Consensus in Delayed Networks of Dynamic Agents with Impulsive Effects 1135

where λ = 0.0210 is an unique solution of equation: λ− p+qe2λτ = 0. From Theorem 2,
we know that the dynamical network (22) with switching topology {Ga,Gb,Gc,Gd}
given in Fig. 3. achieve average consensus globally exponentially, whose the simula-
tions is shown in Fig. 4.

0 5 10 15
3
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6

7

8

9

10

Time

x i(t
) 

(i=
1,

2,
...

,1
0)

Fig. 2. Consensus problem with fixed topology and communication time-delays on graph Ga

given in Fig. 1

Fig. 3. Finite automation with four states representing the discrete-states of a network with
switching topology and time-delays
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Fig. 4. Consensus problem with switching topology and communication time-delays given in
Fig. 1

6 Conclusions

In this paper, we have investigated the consensus problems in undirected delayed net-
works of dynamic agents having impulsive effects as well as fixed, switching topology.
Based on impulsive stability theory on delayed dynamical systems, we derive some
simple sufficient conditions under which all the nodes in the network achieve average
consensus globally exponentially. It is shown that average consensus in the networks is
heavily dependent on impulsive effects of communication topology of the networks. To
this end, two numerical examples have been presented to demonstrate the effectiveness
of our theoretical results.
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Abstract. The development of the idea of seeing parts of the world as ‘related 
objects’ or the ‘systemic view’ and its relation to conventional science is briefly 
described. Concepts in the systemic view regarded as fundamental and their ex-
pression as linguistic and mathematical models which would turn this view into 
‘systems science’, are introduced. Products are represented as sets and linguistic 
networks of ordered pairs. Semantic diagrams describe the dynamics of change.  
A case study to illustrate the basic notions and models is given. 

Keywords: systemic view, linguistic modeling, sets of ordered pairs, sequences 
of predicate logic statements. 

1   Introduction 

People have been trying to create symbolic structures for expressing thoughts about 
aspects of the surrounding world of concrete objects including parts of their own 
bodies since ancient times. In particular, they have been using this kind of structures 
for the pursuance of knowledge to understand and possibly to change parts of the 
world.  

Concepts formulated in the brain/mind assembly as a result of abstraction of ob-
servation of parts of the world are used for producing descriptions, explanations and 
predictions by means of ‘things which stand for other things’. The history of human 
knowledge of the world may be seen as the history of development of ‘things which 
stand for other things’. Ancient and current methods of predictions like heated bones 
of selected animals, flight of birds, tarot cards, lines in the palm of hand or patterns 
of tea leaves at the bottom of a tea cup, are things which are claimed to stand for 
other things but there is no recognised relation between the two. There is no system-
atic correlation between the change of shape of a heated bone and the outcome of a 
forthcoming battle.  

The idea of viewing parts of the world as combinations of ‘building blocks’ as 
models in terms of which parts of the world could be seen like Thales’ water, Aris-
totle’s suggestion of earth, water, air and fire, Democritos’ ‘atoms’ or the modern ‘bi-
nary digits’, had been an advance. These notions were empirical concepts with rela-
tions to parts of the world for which they claimed to have stood as ‘things which stand 
for other things’.  
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Conventional science of physics, chemistry etc, the first organised and methodical 
body of ‘things which stand for other things’, views parts of the world in terms of 
groups of quantitative properties, the ‘building blocks’, usually classified into me-
chanical, electrical etc and arranged in mathematical relations of varying complexity. 
Its generalisations are based on regular recurrence of phenomena found mostly in the 
inanimate world. Pursuance of truth of views and the acceptance or rejection of a 
view through testing against experience, are marks of the scientific method. Irreversi-
ble thermodynamics, information theory, multidisciplinary, especially dynamic, pur-
posive or control activities in technology and in animate, especially human scenarios 
together with design thinking are by and large outside the scope of conventional sci-
ence. Conventional science is unhappy with dealing with more than one object as 
happens in network analysis, for example. 

A part of the world called ‘object’ in static or dynamic states or events, can also be 
viewed as an ordered collection of ‘related properties or related other objects’ which is 
the systemic view, the view of complexity and hierarchy. The view is applicable to in-
animate and animate, technical and human objects with qualitative as well as quantita-
tive properties joined into related or interacting wholes such as relations like ‘diameter 
-‘is perpendicular to’ - length’, ‘john – ‘is father of’ – mary ’, ‘john – ‘tells’ - tom (to 
cut the grass)’ or ‘engine – ‘pulls’ the long train (fast)’. 

We may say that by and large: 

Conventional science deals with ‘Groups of quantifiable properties of objects or-
ganised into mathematical models to be exposed to tests of experience’ in pursuance 
of reliable knowledge, and 

Systems science deals with ‘Groups of properties or objects organised into explic-
itly stated linguistic relations or interactions which can carry mathematical models, to 
be investigated for the occurrence of specific outcomes’. The aim of current work is to 
develop the details of this topic. 

The relatively recent systemic view, perhaps began in earnest with the develop-
ment of servomechanisms in the 2nd world war and has created immense interest. The 
result has been: A vast amount of verbal and written discussion on a variety of topics 
loosely if at all related to the systemic view or systems thinking presented at confer-
ences and courses at university departments but not in schools (!) together with the 
appearance of a large number of books and papers. And the activity is going on un-
abated. All this is of great interest but the essentially pervasive, empirical and indi-
visible systemic view has remained by and large fragmented, speculative and a subject 
of discussion. 

The ‘founding fathers’ of the ‘systemic view’ concentrated on the horizontal view 
or complexity and discarded conventional science in its entirety as inapplicable to de-
scribing this view. This, with hindsight, was a mistake since the approach or the 
methodology of conventional science appears to be not only applicable but needed if 
we want to turn the systemic view from a view into systems science. The search for 
general, fundamental notions behind the immense diversity and variety of the systems 
phenomenon has ceased after the initial enthusiasm in the 1950’s to 1990’s. Systems  
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thinking has become fragmented into information systems, systems engineering, 
‘soft’/’hard’ methods, systems dynamics, chaos theory and other interesting ideas [1], 
[2], [3], [4].  

The objective of current work is to suggest what may be regarded as fundamental 
notions of the systemic view and the symbolism that is capable of expressing these no-
tions in operational form so as to lead to models with outcomes which can be exposed 
to at least thought experiments. This comprehensive approach perhaps can turn the 
systemic view from being a view into systems science, can lead to a general design 
methodology including elicitation of  requirements and to a more concrete view of or-
ganisations and management [5], [6], [7], [8], [9]. 

2   Basic Notions and Models 

A part of the world in static state is viewed as related concrete properties or qualified 
objects with relations signaled by relation indicators of space (left), order (first), 
kinship (father), stative (to support) and passive voice of dynamic verbs (is kicked). 
A part of the world in dynamic state is viewed as interacting objects qualified by 
properties with interaction signaled by dynamic verbs like ‘to kick’. Interaction in 
terms of physical power carries the appropriate energy and interaction in terms of in-
fluence carries relevant information. There is no ‘change of state’ without interac-
tion. Only one property can be changed at a time by a product which is produced by 
a collection of interacting objects acting in accordance with an algorithm, called an 
organisation. 

The starting point of modeling static and dynamic states is a story of a scenario in 
natural language, the primary model, which, due to linguistic complexities, is tran-
scribed by linguistic analysis through meaning preserving transformations, into ho-
mogeneous language of one – and two – place, context dependent sentences. These 
sentences are regarded as building blocks. Static states are modeled by identifying 
these sentences with ‘ordered pairs’ leading to ‘linguistic networks’. Dynamic states 
are modeled by turning similar sentences into ‘semantic diagrams’ from the topology 
of which sequences of ‘predicate logic’ statements qualified by mathematics if there 
is need, can be derived.  

In general, linguistic modeling exhibits the structure or topology of products 
(through sets of ordered pairs and linguistic networks) and the structure or topology 
of systems (through semantic diagrams and sequences of logic statements). Elements 
of these structures can carry qualifiers with uncertainties and mathematics, aiding or 
hindering the appearance of ‘emergent properties’ of products and ‘final states as ac-
quired properties’ of systems as outcomes. 

3   A Case Study 

The story of a scenario is as follows: ‘A shopkeeper wants to increase his takings 
from customers who appear rather unhappy at present possibly because their level of  
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satisfaction is low. This is the shopkeeper’s impression and he is seeking ways and 
means to effect improvement which is in the interest of customers as well. His main 
line of merchandise is cheese, ham and tuna sandwiches which are delivered to the 
shop all mixed up. The shopkeeper thinks that easy access and selection of sand-
wiches may lead to improvement. A single assistant operating sequentially in pur-
posive mode, is used to implement a scheme’.  

The terms ‘access’ and ‘selection’ are abstract. They need to be expressed in con-
crete terms: 

‘Access’ means that ‘sandwiches’ are placed on ‘shelves’ when the latter are 
cleaned. 

‘Selection’ means that ‘sandwiches’ are to be arranged and priced according to 
their ‘contents (cheese, ham or tuna)’.  

‘Priced’ means that labels (cheese, £, ham, £, tuna, £) are attached to sandwiches. 
We construct a set of ordered pairs or an array based on data in (1). There are 4 

common nouns or objects: sw (sandwiches), sh (shelves), co (contents) and la (la-
bels). We assign relation indicators as stative verbs and the passive voice of dynamic 
verbs to the objects i.e. introducing ordered pairs: 

 
i = 1 = sandwiches, sw1 (are placed on, pl)  
i = 2 = shelves, sh (are clean, cl)  
i = 3 = sandwiches, sw2 (use to arrange, us)   
i = 4 = sandwiches, sw3 (carry, ca) 
i = 5 = contents, co (used to arrange, ar) 
i = 6 = labels, la (to mark prices, ma) . 

(1) 

 
Here we have three ‘sandwiches’ as distinguished by the relations representing the 

roles which the same object can play in different scenarios.  
(2) shows the set of ordered pairs which gives a large number of choices the num-

ber of which can be precisely calculated. A particular choice or subset is selected 
from considerations of particular product which defines the conceptual boundary  

 
           n11            n12             n13                 n14              n15              n16 
           0        sw1 pl  sh    sw1 pl sw2   sw1 pl sw3  sw1 pl co  sw1 pl  la    
           n21            n22             n23                 n24              n25              n26 

           0          sh cl sh           0                    0                 0                 0   
           n31           n32              n33                 n34              n35               n36  
   sw2 us sw1 sw2 us sh          0           sw2 us sw3   sw2 us co    sw2 us la   
           n41           n42              n43                 n44               n45              n46 
  sw3 ca sw1  sw3 ca sh    sw3 ca sw2         0         sw3 ca co     sw3 ca la   
           n51           n52              n53                 n54               n55              n56 
    co ar sw1   co ar sh       co ar sw2     co ar sw3          0              co ar la 
           n61           n62              n63                 n64                       n65              n66   
    la ma sw1  la ma sh       la ma sw2    la ma sw3    la ma co           0 . 

(2) 
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with an emergent property which, in this case, is labeled as, ‘creator of easy access 
and selection of sandwiches’.  (3) is a conceptual boundary and Fig. 1. shows the tree 
which corresponds to this subset.  

 
                               i = 6 
           creator …. = ∏ (n12 x n22 x n35 x n46 x n51 x n65) . 
                               i = 1 
 

(3) 

where: n12 = sw1 are placed on sh, n22 = sh are clean, n35 = sw2 use to arrange co, 
             n46 = sw3 carry la, n51 = co used to arrange sw1, n65 = la mark co.   
 
We ignore those ordered pairs in (3) in which the first element is the second ele-

ment in those ordered pairs in which the first element undergoes change of state, i.e. 
n51 = co used to arrange sw1 and n65 = la mark co. This step is recognisable by com-
puter software and will affect the tree in Fig. 1. which is modified to that in Fig. 2.  

The modified network in Fig. 2. will be isomorphic to the semantic diagram repre-
senting the dynamics of scenario which is shown in Fig. 3. 

 
Fig. 1. Linguistic network of tree of subset 

 
Fig. 2. Modified linguistic network from Fig. 1 

A representative sample of predicate logic sequences in which the numerals desig-
nate objects in Fig. 3., is as follows: 

For causal chain 1. 
1/1  dp(15,15(I1),16(I2),...) ∧ ip(15,15) ∧ cp(19,15) → in(15,1) 
1/2  in(15,1) ∧ ep(1,1) → ap(2,6) 
and so on…. 
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Fig. 3. Semantic diagram of concrete objects 

4   Conclusions 

We have introduced the basic notions and models which appear to be needed for an 
attempt at developing a comprehensive approach to viewing parts of the world as ‘re-
lated objects’ in more concrete terms. In particular, using these notions we aim at 
modeling human activity scenarios with their immense diversity, variety and uncer-
tainties operating in purposive mode. We can perhaps say that purposive operations in 
animate activities are as common as gravity in nature [9]. 
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The model of ‘product’ as in (2) offers a large number of choices one or more of 
which survive through selection by evolution or design. A product is constructed by 
an organisation and generates interaction to accomplish a change of state as shown in 
a semantic diagram such as Fig. 3. Dynamic linguistic modeling demonstrates how 
changes of state propagate in time towards final state of a changing object or outcome 
(customers). The large number of choices of product and elements of organisation is 
not shown. The example shown here is part of a design case study. 
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Abstract. In this paper, we study the opinion dynamics of Improved
Deffuant model (IDM), where the convergence parameter μ is a function
of the opposite’s degree K according to the celebrity effect, in small-
world network (SWN) and scale-free network (SFN). Generically, the
system undergoes a phase transition from the plurality state to the po-
larization state and to the consensus state as the confidence parameter
ε increasing. Furthermore, the evolution of the steady opinion s∗ as a
function of ε, and the relation between the minority steady opinion smin

∗
and the individual connectivity k also have been analyzed. Our present
work shows the crucial role of the confidence parameter and the complex
system topology in the opinion dynamics of IDM.

Keywords: opinion dynamics, complex networks topology, bifurcation
phenomena.

1 Introduction

Our local society, which can be well modelled as complex networks, has its own
structure depending on the geography, culture and history. Recently it has also
been realized that many real social networks arising in society, such as networks
of sexual relationships [1], collaborations between actors [2,3] and scientists [4,5],
web-based social networks [6] , peer-to-peer social network [7], and the social
network of a bulletin board system in a university [8] all share some universal
characteristics such as the small-world effect, high clustering coefficient property
and the power-law degree distribution. Those features affect the dynamics in
society systems, especially the opinion dynamics in complex networks. Many
natural and man-made networks have been successfully studied as a framework
of several celebrated opinion models. Nevertheless, the understanding of the
opinion dynamics in complex networks remains a challenge.

Social impact theory founded by Latané [9,10], was developed as a metatheo-
retical framework for modelling situations where each individual is influenced by
others around him/her to change his/her beliefs, attributes or behaviors. Based
on social impact theory, there are two celebrated models about opinion dynamics
that were proposed in recent years. One celebrated model is the binary opinion

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 1146–1153, 2009.
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model that proposed by K. Sznajd-weron and J. Sznajd (S model) [11] to de-
scribe a simple mechanism of making up decisions in a closed community. In
this model, the opinion of individual is a binary variable assuming the values
+1 and -1 referring to two opposite opinions on a particular issue. The updating
rules follow the principle of ”united we stand, divided we fall”. The other is
the continuous model proposed by Deffuant et al (D model) [12]. In D model,
the opinion s of individual can vary continuously between zero and one. Each
agents selects randomly one of the other agents and checks first if an exchange of
opinions makes sense. If the two opinions differ by less than ε (0 < ε < 1), each
opinion moves partly in the direction of the other, by amount μΔs, where Δs
is the opinion difference and μ the convergence parameter (0 < μ ≤ 0.5); oth-
erwise, the two refuse to discuss and no opinion is changed. The parameter ε is
called confidence bound or confidence parameter. In our society, individual typi-
cally has a continuous opinion and always is influenced by his/her acquaintances
or other external factors, such as advertisement, newspapers and broadcast, to
change his/her opinion. Here, we pay most of our attention to the interaction
between individuals and do not consider the influence of the external factors.
On the other hand, each agent has his/her own influence of persuading others
to agree with him/her, and also has his/her own ability to keep his/her opinion
from changing. In our present work, we study the dynamics of continuous opinion
of improved Deffuant model (IDM) with heterogeneous convergence parameters
μ, which is a function of the opposite’s degree k according to the celebrity effect,
in complex networks.

The main goal of this paper is to study the opinion dynamics of IDM in
complex networks with various confidence parameter ε. Generically, the system
undergoes a phase transition from the plurality state to the polarization state to
the consensus state as ε increasing, in the both small-world network (SWN) and
scale-free network (SFN). Then, we focus on the evolution of the steady opinion
s∗ as the function of the confidence parameter ε in the both celebrated complex
networks, and find that there exists a bifurcation diagram of the steady opinion
s∗ as ε increasing. Furthermore, we analyzed the relation between the minority
steady opinion smin∗ and the individual connectivity k in the both SWN and
SFN, and find that the process of opinion dynamics of IDM in SWN is complete
different from that in SFN. Our present work reveals the dependence of the
opinion dynamics of IDM on the confidence parameter ε between individuals
and the complex system topology.

2 Improved Deffuant Model

Many real society systems can be well mapped to complex networks, which
are sets of distinguishable nodes i = 1, 2, . . . , N , connected by a fixed number
of l = 1, 2, . . . , L indistinguishable edges. Those edges represent the different
relationships among agents in society, such as friendship, collaboration, business,
sexual and other interactions [13]. The network is represented by its adjacency
matrix A, where aij = 1, if an edge connects nodes i and j and aij = 0, otherwise.
There are no self-connections or multiple edges.
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To realize our model simulation, we employ the celebrated small-world net-
work (SWN) proposed by Watts and Strogatz [2] and scale-free network (SFN)
proposed by Barabási and Albert [3] to study the opinion dynamics. The SWN is
defined on a lattice consisting of N nodes arranged in a ring. Initially each node
is connected to all of its neighbors up to some fixed rangeK to make the network
have average coordination number z = 2K, and randomness is then introduced
by rewiring edges between two randomly chosen nodes with rewiring probabil-
ity φ. The random rewiring process introduces φNK long ranges which connect
nodes that otherwise would be part of different neighborhoods. By varying φ
one can closely monitor the transition between order (φ = 0) and randomness
(φ = 1) [14]. And the scale-free network is built following the principle of growth
and preferential attachment. The SFN of size N is generated starting from a ran-
domly connected core of m0 nodes and a set U(0)of (N−m0)unconnected nodes.
At each time step, a new node is chosen from U(0) and linked to m(m < m0)
other nodes with the probability of Π that a new node will be connected to
node i depending on the degree ki of node i, i.e, Π(ki) = ki/

∑
j

kj . Numerical

simulations indicated that this network evolves into a scale-invariant state with
the probability that a node has k edges following a power law with an exponent
γ = 3 [14].

Many previous works about D model have considered the situation where
the convergence parameters μ between pairwise agents are uniform [12,15,16].
However, in our society, we often change our opinion as the one of individual who
is a famous expert about the particular issue according to the celebrity effect. In
our present work, we assume that the larger the agent’s connectivity is, the more
famous expert the agent will be. Hence, the convergence parameters μ between
pairwise agents are different, which is a function of the opposite’s connectivity k.

We choose a pairwise agents i and j randomly at each time step. If the two
opinions differ more than a fixed threshold parameter ε(0 < ε < 1), called the
confidence parameter, both opinions refuse to discuss and no opinion is changed.
If, instead, |si(t)− sj(t)| < ε, then each opinion moves partly in the direction of
the other as: {

si(t+ 1) = si(t) + μj [sj(t)− si(t)],with prob.pi;
sj(t+ 1) = sj(t) + μi[si(t)− sj(t)],with prob.pj .

(1)

where, μj = kj/(2∗kmax) is the convergence parameter (0 < μ ≤ 1/2) that agent
j interacts other agents and kmax is the largest connectivity degree in social
complex system. The probability pj(= 1 − μj) is the probability that agent j
is persuaded to change his/her opinion, since each agent has the ability to keep
his/her opinion from changing. The famous expert changes his/her opinion with
smaller probability.

3 Results

We simulate the opinion dynamics of IDM, Eq. (1) in SWN and SFN of size
N = 1000. The initial opinion of agent varies continuously from zero to one



Bifurcation Phenomena of Opinion Dynamics in Complex Networks 1149

with a uniform distribution. All the results have been averaged over at least 100
realizations, with each running lasting for at least 2 × 104 updating steps. We
choose about 400 different pairwise agents randomly at each updating step.

Generally, the system of opinion dynamics reaches a steady state from the
plurality state to polarization state or to the consensus state as time elapses,
which has also been found in many previous works about D model. Hence, the
pictures of the evolution of opinions as a function of time steps t are not shown in
our present work. Here, we focus on the dependence of the opinion dynamics of
IDM on the confidence parameter ε and the complex system structure topology.

In Fig. 1 we represent the evolution of the steady opinion s∗ as a function of
confidence parameter ε both in SWN (×) and SFN (+). We find that there exists
bifurcation phenomena of the steady opinion s∗ as the confidence parameter ε
decreases from one to zero. Namely, the system undergoes a phase transition from
the consensus state to the polarization state and then to the plurality state with
ε decreasing. Here, the polarization state is defined as that the individuals can
be divided into two or more camps according to their opinions. Each camp has
its opinion that different from others obviously. The consensus state is defined
as that all the individuals share the same opinion. On the other hand, we find
that the steady opinion s∗ of consensus state is around 0.5 in SWN and SFN.
However, the fluctuation of steady opinion s∗ in SFN is larger than that in
SWN, probably caused by the topology structure of complex networks, which
will be explained below. A detailed finite-size scaling analysis performed for both
complex networks shows that the critical value of polarization and the critical
value of consensus, (εp, εc), corresponds in SFN to (0.21(4), 0.48(2)), and in
SWN to (0.15(5), 0.40(3)), accordingly, as shown in Fig. 1. From the bifurcation
diagram of steady opinion s∗ as the function of confidence parameter ε, the
ability of polarization and consensus of SWN is much stronger than that of SFN.
Namely, the ability of polarization and consensus depends on the heterogeneous
property of complex networks, the more heterogeneous the complex network is,
the weaker the ability of polarization and consensus of complex network will be.

Fig. 1. (color online) Bifurcation diagram for the steady opinion s∗ as a function of
the confidence parameter ε in small-world network (× SWN) and in scale-free network
(+ SFN) for one evolution case. The parameters of the two complex networks are:
N = 1000, φ = 0.05, z = 18, m0 = 10, m = 6.
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Fig. 2. (color online)Plots for the evolution of the Ns∗ as a function of the confidence
parameter ε in SFN (+) and in SWN (×). The network parameters are as in Fig. 1.

Further light can be shed on the dependence of the opinion dynamics on the
complex network topology. In order to do this, we define the physical quantity
Ns∗ as the number of agents with the same steady opinion s∗ and study the
evolution of Ns∗ as a function of ε in the both SWN and SFN.

In Fig. 2 we represent the evolution of the Ns∗ as a function of the confidence
parameter ε in SFN and SWN respectively. In the polarization region in the
both complex networks, all individuals can be divided into more than one camps
according to their opinions. Each camp has its opinion and size that is different
from others. Here, we call the steady opinion s∗ that a few individuals share,
i.e., Ns∗ < 10, the minority opinion smin

∗ . Of course, there also exists the second-
largest and the third-largest camps in the both complex networks, see the middle
part of the picture in Fig. 2. The evolution of the largest and the second-largest
camps as a function of confidence parameter ε of D model on adaptive networks
has been analyzed by Balazs Kozma and Alain Barrat [17]. Surprisingly, we
cannot find any signals to identify the different roles between the topology of
SWN and that of SFN in opinion dynamics of IDM. To see this, we focus on the
minority steady opinion smin

∗ and study the relationship between the smin
∗ and

the connectivity degree k of the SWN and SFN, see the dots lie on the horizontal
axis in Fig. 2.

As well known, the obvious difference of SWN and SFN is the connectivity
degree distribution, the bell-form distribution to SWN and the power-law dis-
tribution to SFN accordingly. In order to analyze the relation between smin

∗ and
the connectivity degree k, we define the relative connectivity degree λ as follows,

λ =
k

kmax
(2)

where, kmax is the largest connectivity degree in complex network. The larger
the relative connectivity degree λ of one agent is, the more famous the agent is,
who plays the more important role in affecting others to change their opinions.

In Fig. 3 we represent the evolution of the relative connectivity degree λ as
a function of the ε and the smin∗ in the polarization region in the both SWN
and SFN. Along with the results in Fig. 1, we find that the steady opinion s∗
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Fig. 3. (color online)Plots for the evolution of the relative degree λ as a function of
confidence parameter ε and the minority steady opinion smin

∗ in SFN (+) and SWN(×)
when Ns∗ < 10. The network parameters are as in Fig. 1.

is away from the middle opinion 0.5 in polarization region and is about 0.5
in the consensus state, which show the role of the compromise factor in our
model algorithm. In the polarization region, there exists the steady opinions
that smaller than 0.5 and more than 0.5 simultaneity in the system. The larger
the confidence parameter ε, the farther the steady opinion will be away from 0.5.

Surprisingly, we also find that there exists a huge difference of the λ of agents
with the minority steady opinion in the both celebrated complex networks. The
relative connectivity degrees λ with the minority steady opinion smin

∗ are smaller
than 0.18 in SFN and larger than 0.65 in SWN respectively, which indicates
that the process of the opinion formation in SFN is much different from that in
SWN. As well known, the SFN following the algorithm of growth and prefer-
ence attachment ia a disassortative complex network, i.e., the agents with higher
connectivity, which plays the same role as hubs in the Internet, always are con-
nected with those with smaller connectivity degree. Since the more difference
between those agents’ connectivity, agents with smaller connectivity are always
persuaded to move their opinions enough in the direction of their nearest neigh-
bor who has larger connectivity. Namely, the common people always change their
opinions following the famous experts according to the celebrity effect. Note that
the process of the polarization and consensus starts from the agents with high-
est connectivity and then to his nearest neighbors and last to all the agents in
SFN, the agents with smaller connectivity away from all the agents who have
higher connectivity will be separated as the minority with larger probability.
On the other hand, the difference between agents’ connectivity is much smaller
due to the bell-form connectivity distribution in SWN. Hence, each pairwise
agents with almost the same connectivity reaches the consensus opinion easily.
Although agents change their opinions according to the celebrity effect in our
present work, the agents who have higher connectivity degrees will be separated
as the minority with larger probability. As time elapses and the interaction be-
tween individuals in SWN, the system will be divided into more than one camps
and each camps share the same opinion firstly, then, larger camps can be made
of those smaller camps. The difference process of opinion formation in the both
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SFN and SWN, along with the larger fluctuation in SFN in Fig. 1, is caused by
the heterogeneous property of complex network.

4 Conclusion

We propose an Improved Deffuant model (IDM) of opinion dynamics in SWN
and in SFN, where the convergence parameter μ is the function of the opposite’s
connectivity degree k according to the celebrity effect. Generically, the opinion
dynamics reaches the steady state (polarization state or consensus state, which is
related to the confidence parameter ε) in the both celebrated complex networks.
We find that the steady opinion s∗ undergoes a bifurcation phenomenon as the
confidence parameter ε increases, from the plurality state to the polarization
state and to the consensus state. In order to show the effect of complex network
topology, we pay most of our attention to the property of the agents with the
same minority steady opinion smin∗ in the polarization region. We find that there
also exists a bifurcation phenomena of the smin

∗ as ε increases in SFN and in
SWN, which is caused by the compromise factor in our model. Further, we find
that a few agents who have smaller connectivity degree are persuaded easily
as the minority with larger probability in SFN; otherwise, a few agents who
have higher connectivity degree are persuaded easily as the minority with larger
probability in SWN. All those results indicate that the process of the polarization
and consensus of opinion dynamics in SFN is different from that in SWN, along
with the fluctuation in SFN in Fig. 1, probably caused by the heterogeneous
property of complex networks. Our present work opens new paths to understand
the bifurcation phenomena of opinion formation in complex networks.
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Abstract. In this paper, we present our ongoing work on developing a
framework for detecting time-varying communities on human mobile net-
works. We define the term community in environments where the mobility
patterns and clustering behaviors of individuals vary in time. This work
provides a method to describe, analyze, and compare the clustering be-
haviors of collections of mobile entities, and how they evolve over time.

1 Introduction

Categorizing mobile objects into communities has numerous potential applica-
tions. In Ecology, identifying the animals under observation with their social
groups can enhance the study of hunting, mating and other behaviours in con-
text. In online social network studies, grouping individuals into community can
help to highlight interaction patterns and identify common attribute amongst
individuals. Our target in this paper is human mobile networking.

Previous work has showed that identifying communities can help to improve
message forwarding efficiency in Pocket Switched Network (PSN) [1], which is
one kind of mobile ad hoc network with intermittent connectivity problem. The
improvement is achieved by preferentially forwarding messages to devices that
are in the same communities with the messages’ destinations.

Our goal is to develop a community detection algorithm that requires little
user interventions/adjustments once initialized, and can adapt to the changing
and evolving networks. Our work consists of three phases:

1. We first lay a theoretical foundation and formulation for community detec-
tion on human mobility traces over a long period of time. This definition is
also applicable to community detections in a distributed manner.

2. We evaluate a centralized community detection algorithm which matches our
definition of community. (work in progress)

� This work begins when the authors were all in Cambridge.

J. Zhou (Ed.): Complex 2009, Part I, LNICST 4, pp. 1154–1159, 2009.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2009
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3. We develop and compare the performance of several distributed commu-
nity detection algorithms. The results from the centralized algorithm serve
as an upper bound on how close the communities detected by distributed
algorithms can approach the definition.(future work)

2 Related Work

Evolution of communities has been well studied in the literature. For example,
by utilizing temporal information explicitly, Berger-Wolf et al. [2] proposed a
framework to identify communities and analyze their evolution in dynamic so-
cial networks. Tantipathananandh et al. in [3] further propsed a framework for
finding communities in social networks that develop over time, and formulated
it as a combinatorial optimization problem. They evaluated their algorithms by
utilizing several synthetic and real-world datasets of social network. All the above
work provides an insightful investigation on the time-varying characteristics in
dynamic social networks, but our work differs from them since we focus on the
clustering behavior of entities in mobile networks based on human-mobility pat-
terns. By utilizing global time stamp, inter-contact time and contact-duration
between mobile devices carried by human in their real lives, we aim at uncovering
time-varying communities in dynamic mobile networks which will aid informa-
tion dissemination [1] in human social life.

Community evolution has also been studied in on-line (Internet) social net-
works. In [4] [5], communities are identified within some time windows and then
merged to reflect its evolution, and heuristics are proposed in those approaches to
approximate the optimal solution. Backstrom et al. in [6] resorted to several large
sources of on-line data which embeds explicit user-defined communities, finding
that the inclination of an individual to join a community is affected crucially by
the connecting structure of his friends. We do not focus on how the structural
features influence the evolving communities in social networks, but study the
time-varying communities in human-mobility networks by utilizing temporal in-
formation. The work similar to our study is in [7], which took into account of
time variability of the information from mobile networks, as in [8], considering
a community as a dense connected sub-graph over time, and a node as its mem-
ber only when it attaches to this sub-graph in a series of time steps. Our study
is more ambitious that by incorporating aging factor and history accumulator
into the weighted temporal property, we pave the way to detect time-varying
communities on mobile network in a distributed way and in real time.

3 Community Detection with Time-Varying Mobility
Pattern

A satisfactory community detection algorithm on mobile network should require
as few user settings as possible, e.g. a mobile device can be pre-programmed
with the algorithm and then distributed to a user and the amount that the user
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need to fiddle with the algorithm/device’s parameters should be minimal, even
after the device has been running for a long time and the user may have changed
his mobility pattern.

3.1 Definition of Community

Our intuition of a community is a clustering of entities that are “closely” linked
to each other, either by direct linkage or by some “easily accessible” entities
that can act as intermediates. An entity can belong to more than one commu-
nity and communities can be hierarchical, such that within a closely connected
community there can be sub-communities of which their members have even
closer connections between each other.

In our work, we adapted the k-clique [9] community as the basis of our defi-
nition of community.

Within a given time period, the Immediate Neighbours of an entity n are the
set of entities that have “heavy interactions” with n. Some of the Immediate
Neighbours of n may be in the same community as n, but it is not necessarily
for all of them to be in the same community, for n can be associated with
multiple communities. Immediate Community Neighbours of an entity n in a
community C is thus defined as the set of Immediate Neighbours of n that are
also in community C.

The concept of “heavy interactions” is subjected to parametrization. In our
work, we will explore the contact duration domain and leave other possibility for
future works. Within the contact duration domain, the interaction between two
entities can be classified as “heavy interaction” if their contact duration exceeds
a certain threshold λ. It is the effect of varying the threshold that we wish to
investigate.

We redefine k-Clique community in the following way, if entity n is in commu-
nity C, then there exist at least k−1 other entities in it’s immediate community
neighbours set that all the k entities have “heavy interactions” (above λ) with
each other (hence forming a k−clique in a graph). Two entities are in the same
k-clique community, C, iff their two corresponding nodes are linked by at least
one series of adjacent cliques (two k-cliques are adjacent if they share k − 1
common nodes).

However, over a long period of time, community memberships may be broken
or newly formed and communities may evolve. Therefore, if one wants to study
the dynamic of communities, it is necessary to partition the trace into smaller
time intervals, and applying the community detection algorithm to the data in
each smaller time intervals. Ideally, the smaller time intervals should be cho-
sen such that each only cover a period when there is little disturbance to the
communities memberships.

However, there is no rigorous definition on what constitute a good partitioning
of the time intervals, nor heuristic on how to find “good” partitioning. A “good”
partitioning will reveal results that are either desirable (agree with expectation,
perhaps inferred by prior knowledge or information) or insightful (reveals com-
munities structures that are not previously known).
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Varying λ, α(to be introduced later), and the time intervals might yield dif-
ferent set of communities on a given set of data, thus affecting the usefulness
of the resulting communities, but there is no mathematical way to differentiate
which set of results are better.

3.2 Algorithm

We seek to develop algorithms that can dynamically detect time-varying com-
munities. Our criteria for the algorithm is that it can adapt to the change in
interaction patterns between the entities and detect the change in communities
structures.

Although the final goal in our work is to develop distributed algorithm that
will run on pervasive computing devices, in this work-in-progress paper, we
present a centralized version of the algorithm. The centralized version provides
a upper bound on the communities detected by future distributed algorithms,
base on the definition of community in this paper.

The (centralized) algorithm also runs in real time, that the communities it
detects at any given time are computed solely base on the interaction histo-
ries of the entities and have no knowledge of their interactions in the future.
This algorithm has its own application, in scenarios where global knowledge of
all interactions between entities are accessible as they happen and community
information are required on demand. Since we develop this algorithm to facil-
itate comparison of the distributed version and that it has its own potential
applications, we put a bound on the resource it requires - instead of keeping
the histories of all interactions between entities (which would have enabled the
algorithm to search through all the histories when computing the present com-
munities associations, at a significant increase of computation power and storage
requirements), the algorithm keeps a summarized view of the histories (as the
distributed version does).

For each pair of entities, there are four variables: a history accumulator
which is initialized as 0, a current tally(of interaction) tallyt, an aging factor
α and a time interval setting. The timeline in the environment clock is par-
titioned according to time interval setting. During each time interval, the
interactions between the pair(e.g. the contact duration) are tallied. When the en-
vironment clock progress to the next time interval, the current tally is “aged” into
the history accumulator according to the following formula, where the con-
tact duration of the current time interval t is tallied as tallyt, wij represents the
history accumulator between entities i and j(hereafter in this paper, we will
use the graph theory terminologies nodes instead of entities, and the wij is also
the weight between nodes i and j). wij takes into account of all the contact his-
tories up to and including the previous time interval using the Aging Formula:

wij
t =

wij
t−1 ∗ α+ tallyt−1

α+ 1
(1)

and at the first time step, wij
0 = 0. It will be shown in later section that the

Aging Formula ages the weight in an exponential fashion.
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The algorithm allows each pair of nodes to have their own aging factor
α and time interval setting, and they can be updated in response to the
change in interaction pattern. However, in this paper, we implement the central-
ized algorithm using a broadbrush approach that all nodes pairs use the same
pre-set α value and use the same time interval setting and investigate the
effect of changing the α value.

At any environment time, users can request the algorithm to compute for
them the current communities structures. They need to specify the k-clique
communities they want to detect by specifying the value of k and the contact
threshold value, λ. The algorithm will then launch sub-algorithm to detect the k-
clique communities. In this paper we implemented the standard CPM k− clique
detection algorithm [10].

3.3 Discussion and Preliminary Result

The algorithm needs to be able to forget old associations between nodes when
they fade away, yet it also need to have some resilience to the temporary fluctu-
ation. The contact history ages with an exponential decay: consider after time
tend that there is no further contact between node a and b, then it is straight
forward to show that their history accumulators age exponentially according
to:

wab
t = wab

tend
∗ e−γ(t−tend) (2)

When the aging factor α is less than 1, the history ages rapidly (since for each
new time step, the influence of the entire contact history before is less than that
of the new contact statistic); however, if the aging factor is allowed to be set to be
greater than 1, the resulting edge weights would be more resilience to temporary
fluctuation as more emphasis is placed on the history than the current contact
statistic, yet, over time, the influence of past contact counts would still fade
away. This can therefore offset some of the impacts from setting a sub-optimal
time step length while still allowing aging to take place.

Fig. 1 shows result of running our algorithm against an artificial mobility
traces which is generated in such a way that there is a sudden change in mobility
pattern between time units 4 and 5 on the x-axis. The y-axis denotes the classic
Jaccard index [11] when the communities detected in one snapshot is compared
to those detected in the previous snapshot. It is clearly shown that the algorithm
managed to adapt to change in clustering behaviour occur at around time index
4 and 5 (the dip of lower similarity values around that time indicate a bigger
change in detected communities) , with different settings of aging factor α. The
figure also shows that the algorithm adapts slower with a smaller α value.

However, natural and social systems are inherently noisy, therefore, in future
work we will experiment on relaxing the requirement that all pairs in a clique
need to be linked. We would consider a group of nodes as cliquerelax if they are
just missing a few links to form a proper clique (this is a more relax condition
than those found in the study of clique community on weight network ,CPMw
[10]). In a clique, the distance between two nodes is 1 (direct connection), how-
ever, when one of the link is removed, the maximum distance between two nodes
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Fig. 1. The effect of community detection with different Aging factor (α)

in that clique becomes 2. If we restrict ourselves so that the maximum number
of links that can be dropped to be less than k− 1, then we ensure that all nodes
pairs are still at least indirectly connected and the maximum distance are still
2. We call such definition of k-clique as k-cliquerelax. A community is equivalent
to a maximal set of k-cliquerelax, with edge weight higher than λ, that can be
reached from each other via series of k-cliquerelax adjacency connections.
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Abstract. This paper aims to analyze decision-making problems in Groupage 
Systems from a complexity-science perspective. Therefore, the idea of Complex 
Adaptive Logistics Systems (CALS) and its inherent organization principle of 
autonomous co-operation and control will be presented. Furthermore, Groupage 
systems as a way to implement collaborative transportation planning will be 
introduced and, in combination with the idea of CALS, resulting decision-
making problems for so-called ‘smart parts‘ in logistics systems will be 
deduced.  
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1   Introduction 

Modern logistics has become more complex than ever before [e.g. 1,2,3]. Some 
reasons for this development can be observed on different basic levels of supply 
network systems. One reason is evident on the level of the system’s elements: the 
management of logistics systems has to face an increasing number of agents which 
have to be controlled within such a system [2]. Another group of reasons can be found 
on the level of inter-relations: resulting from the rising number of agents more and 
more inter-relations between numerous and heterogeneous agents have been 
established [e.g. 4] – in the managerial dimension (e.g. recursive negotiations between 
opposing stakeholders) as well as in the informational and communicational dimension 
(e.g. integrated data exchange and warehousing) and in the dimension of material flow 
(e.g. atomization of goods and transportation means). Finally, some reasons may 
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emerge on the level of characteristics, which may be represented by altering 
functionalities in logistics (e.g. Hülsmann & Grapp [5] describe the development from 
isolated basic corporate functions of transportation, storage, and handling up to a 
comprehensive concept of globally integrated, boundary spanning network processes 
of value creation). Therefore, one major question of logistics management today is, 
how to cope with the immanent and increasing complexity of supply systems [6]. 

An organizational principle that has recently been discussed as a capable approach 
to cope with complexity in logistics management is based on the idea of self-
organization and is called autonomous co-operation and control [6]. It can be 
understood as “(…) processes of decentralized decision-making in heterarchical 
structures. It presumes interacting elements in non-deterministic systems, which 
possess the capability and possibility to render decisions. The objective of Autonomous 
Control is the achievement of increased robustness and positive emergence of the total 
system due to distributed and flexible coping with dynamics and complexity.” [7]. With 
the implementation of the organizational principle in a large and diversified logistics 
structure like an international supply network (ISN) [e.g. 5] this structure intensifies its 
characteristics as so-called complex adaptive logistic systems (CALS) [2,3,4]. One 
example of such a system that already incorporates elements of autonomous co-
operation and control is the concept of collaborative operational transportation 
planning in so-called “Groupage Systems” [8]. 

Hence, this paper intends to analyze Groupage Systems from a complexity-science 
perspective with regards to resulting decision-making problems. The results show that 
Groupage Systems are CALS and the limitations imposed on the system by its 
complexity are explained. Therefore, this paper comprises three major steps in its 
argumentation: First, it briefly outlines the idea of CALS, especially the concept of 
autonomy-driven co-operation and control; second, it describes the so-called 
“Groupage Systems” as a way to implement collaborative transportation planning; 
finally, it discusses under the postulates of complexity sciences-principles the decision-
making problems of “Groupage Systems” in CALS. 

2   Complex Adaptive Logistics Systems (CALS) – Autonomously 
Controlled International Supply Networks (ISN) 

Recent research works on logistics systems observe a shift from linear supply chains 
to non-linear and complex networks [2,9]. One example for this are so-called  
international supply networks (ISN), which can be described as a consortium of 
companies involved in diverse organizational structures of different supply chains and 
competing with each other to a certain degree [e.g. 5,10]. In order to consider the 
developments of ISN to shift by trend towards complex networks, several authors 
took on the analogy of complex adaptive systems (CAS) as they have been described 
by e.g. Holland [11,12] or Kauffman [13]. Consequently, the term CALS was 
introduced to supply chain management [2,4,14].  

CALS consist of a large number of elements as well as sub-systems. In order to 
sustain the logistics system’s operational reliability and due to their interdependencies, 
it is necessary for them, to exchange resources (e.g. products, finances or information). 
In other words, the logistics system’s entities are to a certain degree interacting with 
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each other [2]. Their incentives to interact derive from their different endowment with 
these resources [4]. In consequence, the logistics system’s operational reliability 
depends to a certain degree on its elements’ heterogeneity. Furthermore, due to the 
interactions between the system’s elements and the mentioned phenomenon of 
increasing interdependencies between them, they react and have therefore mutual 
influences on each other. In consequence, a logistics system co-evolves on the one 
hand with the evolution of its elements and on the other hand with its environment [3]. 
In addition to these different endowments with their resources, the elements have 
different goals as well as different rules, which, in turn, determine their behaviour, in 
order to reach these goals. Whereas human elements in logistics systems (e.g. 
management teams) are able to change these rules over time, and therefore to learn, 
this ability is at least arguable for non-human parts, like containers or single goods. 
However, recent developments in information and communication technologies (e.g. 
RFID or smart tags) make it possible, to extend this perspective [15] which leads to the 
development of the term ‘smart parts‘ [4]. In consequence, this ability to learn enables 
the respective single entities to act autonomously and therefore to plan, decide, and act 
without any impact of an external entity [16]. Theoretically, this enables the logistics 
system to develop as well without any impact of an external control entity on a global 
basis. In other words, the system develops the ability of self-organization [2,3]. An 
essentiality of self-organizing systems is that they are located in so called melting 
zones [13], which means, that they do neither pass over the edge of chaos [17,18] nor 
the edge of order [19,20]. Within CALS there might be two ways of decision making 
to establish the ability to adapt the system’s performance, strategies, organizational 
profiles, and resources to changing and diversifying environmental requirements. One 
is autonomous cooperation and control run by the agents of such a system; the other is 
centralized delegation, which creates a hierarchical structure among the agents. 
Because the latter has shown its limitations in coping with the complexity of large 
scale supply network structures, the organizational principle of self-organization shall 
here be applied to logistics via the concept of autonomous cooperation and control. 

What are the supplementary major characteristics autonomous cooperation and 
control is described by? The idea of self-organization, “(…) does not present an ‘over 
aging paradigm‘, but there is a general overlapping of attributes such as autonomy, 
interaction and non-determinism (…)” [21] as they can be found in the contributions 
of Von Foerster 1979 [22], Glansdorff and Prigogine 1971 [23], Haken 1973 [24], 
Maturana and Varela 1980 [25], Lorenz 1963 [26], Mandelbrot 1977 [27], and Bick 
1973 [28]. In addition to autonomy and interaction as they have been already 
mentioned for CALS generally, further characteristics of autonomously controlled 
systems are decentralized decision-making, heterarchy and non-determinism. 
Decentralized decision-making describes the ability of a system’s elements, to 
decide on their own about their next steps, without the need to consult a control entity, 
which is located on a hierarchically higher level. Consequently, an autonomous 
controlled system is characterized by heterarchy, which means, that all elements are 
equipped with the same (or respectively a similar level) of decision-making power. 
The combination of these characteristics leads in logical consequence to the 
impossibility of predicting future system states and therefore, to the system’s non-
determinism [7]. 
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3   Groupage Systems 

One approach to increase the degree of autonomous cooperation in CALS are so 
called Groupage Systems [8]. In Groupage Systems the options for transportation 
planning at each freight forwarder are extended by horizontal cooperation between 
several freight forwarders. Then, an additional mode order execution is the 
forwarding of some transportation orders to cooperating partners in order to achieve a 
better leveling of available capacity. This cooperation between several competing 
freight forwarders in Groupage Systems offers the freight forwarders more 
possibilities than the option of subcontracting only because the plans of the partners 
can be harmonized in order to improve capacity utilization. This exchange of orders is 
part of the collaboration and requires the incorporation of acquired partners’ orders 
into the planning process. The Groupage System may include a mechanism for 
exchanging the transportation orders automatically and thus, for adjusting transport 
capacity across the partners [8].  

Kopfer and Pankratz [8] discuss the modeling of Groupage Systems as Multi-Agent 
Systems. Multi-Agent Systems offer the possibility to model the decentralized planning 
situation, where each autonomous participant pursues individual rational objectives. 
Autonomous decision making in transport logistics can be modeled at various levels of 
detail ranging from freight forwarding agents as smallest autonomous units [29] via 
agents for each vehicle [30,31] to agents representing individual orders which strive for 
certain transports according to pre-specified rules [32]. However, the more detailed the 
degree of autonomy is, the more communication links between the individual agents are 
necessary to find a good solution. 

4   Decision-Making Problems  

Decision making problems occur whenever there is more than one possibility to 
achieve a certain goal, whereas decisions within a logistics system vary in their 
degree of complexity and predictability. Exemplary decision-making problems shall 
be outlined: In the initiating phase of transport collaboration [33], a decision has to be 
made on how many partners should participate, which will be guided by considera-
tions on transaction costs and efficiency potential [8]. Following that, every involved 
decision making unit has to decide, whether to participate or not and to take into 
account, that participation includes the sharing of information with cooperation 
partners [34]. Furthermore, smart parts that are able to decide on their own about their 
next steps [4] render their decision based on local information [2], which can depart 
from information about the whole system’s global optimum. 

Additionally, in connection with the complex structures of ISN, problems like 
hyper-linking occur. Hyper-linking means that single agents are affected by the 
behavior of other agents – not only within a certain logistics system (e.g. warehouses 
and logistics service firms in a fruit supply chain), but also from different logistics 
systems (e.g. a certain fruit supply chain and meat supply chain use the same 
transportation means like container ships) as well as from non-logistics systems (e.g. 
financial or societal systems). Therefore, agents are highly interwoven with others 
[35] they might not even know. Each of these systems and their agents depend on the 
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numerous, heterogeneous and dissimilar agent’s activities and system performances 
(e.g. financial crisis). Therefore, the decision making of each single agent is 
influenced by the decision making of other agents. This might lead to manifold 
decision making dilemmas [1] and can lead to a complexity induced lock-in situation 
that results in suboptimal and dysfunctional decision making with a limited choice of 
possible decisions [36]. "Dysfunctional" reflects on the limited capability of a rational 
choice. The evident lack of information for the decision, as it is described by the 
problem of bounded rationality [37], refers to "suboptimal" [21]. 

5   Conclusions 

Groupage Systems might be an appropriate and capable way to cope with a high 
degree of complexity in modern supply networks, which can be described as complex 
adaptive logistics systems (CALS). Groupage Systems are based on the concept of 
autonomous co-operation and control, which strives for the implementation of the 
idea of self-organization via the processes of decentralized decision-making in the 
heterarchical structures of logistics networks with numerous, heterogeneous, but equal 
agents. However, decision-making within Groupage Systems bears several problems, 
which limit the contributions of collaborative transportation planning to cope with 
complexity in large-scale supply systems such as hyper-linking. As an illustrative 
example the phenomenon of hyper-linking might lead to a higher risk of suboptimal 
and dysfunctional decision making, which can counterproductively affect the decision 
of partners to participate in the co-operation of Groupage Systems and to share their 
information with their partners in such a system. Therewith, future research 
requirements result on the one hand from the non-existence of a general optimum 
degree of collaboration regarding a minimized risk that emanates from decision 
making problems. This leads to the necessity, to analyze this question individual as 
the case arises. On the other hand the same problem is still unsolved for the optimal 
degree of its basic concept autonomous co-operation and its single degrees, like 
interaction or autonomy.  
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Abstract. In this paper, we propose a new graph-based classifier which
uses a special network, referred to as optimal K-associated network,
for modeling data. The K -associated network is capable of represent-
ing (dis)similarity relationships among data samples and data classes.
Here, we describe the main properties of the K -associated network as
well as the classification algorithm based on it. Experimental evaluation
indicates that the model based on an optimal K -associated network cap-
tures topological structure of the training data leading to good results
on the classification task particularly for noisy data.

Keywords: Complex Network, Data Mining, Data Classification, Net-
work formation.

1 Introduction

Complex networks are today a unifying topic in complex systems. Such theory
not only had provided a deeper understanding of complex systems, such as bio-
logical and social networks, but also gave rise a new approach for modeling such
structures. Recently, triggered by some discoveries [1], [2], the theory of com-
plex networks had spread to many branch of sciences. Results obtained so far
ranged from microbiology to economy or epidemic analysis to traffic planning
(see [3],[4],[5],[6] for instance). Although complex networks theory have been
used in a large number of areas there are still plenty of tasks that could be
potentially helped by such theory, such as Data Mining tasks. In this scenario
complex networks can improve the representation of data from the traditional
attribute-value paradigm to a richer relational representation.

Data mining tasks, in general, can be divided in two categories, predictive and
descriptive mining [7] and two respective major branches are data classification
and clustering. In data classification, each data instance has an associated label
that characterizes it in a group named class. The objective is to predict the clas-
sification of a new pattern based on a dataset with patterns already classified,
used as training set. Some examples of classification problem are medical diagno-
sis, credit assignment, market prediction [8]. In clustering tasks the data does not
have an associated label and the objective in this case is to describe the patterns
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formed by some groups of the dataset. Some common application is clustering
are gene categorization, Web documents classification, market research [9].

Throughout recent years, graph-based clustering algorithms have received
great attention and have been widely studied (see [10],[11],[12]). This interest is
mostly justified due to some advantages the network approach provides. Among
the most important ones, graph representation (i) can capture topological under-
line structure of similarity relation among data leading to interesting approach
for dealing with clustering problem or community detection; (ii) promotes hi-
erarchical representation of cluster and; (iii) enables detection of clusters with
arbitrary shapes. In graph-based algorithms, each node of the graph represents
a data point and the edges the similarity between them.

There exists various ways of connecting the nodes in a network (see [10] for
instance), but usually the basic idea is that the probability of connection between
two vertices are proportional to the similarity between them. Stated in this
way, it is clear that close groups of instances tend to be heavier linked together
than the rest of the data. Hence, it is straightforward the usage of community
detection algorithms [13] to reveal similarity in data which in fact has been
widely used clustering problems [14],[15].

This wide usage of complex network in clustering problems does not reflect
its use in classification tasks. Motivated by the richness of graph representation
as well as the new methods provided by complex networks theory, this paper
presents a classification method based on complex networks. Taking into con-
sideration that graph-based classification has not been much explored in the
literature, this work is an effort toward this direction. In what follows will be
developed a network-based approach for dealing with classification tasks. The
obtained results indicate a potentially new approach for dealing with classifica-
tion problems especially in the presence of noise.

The remainder of the paper is organized as follows: Section 2 presents the
three parts for generating a network that will be used by the classifier: 1) the
K -associated network - how the network is built from data; 2) how to extract
the purity measure for a given component and 3) how to obtain the network
that maximizes the component’s purity, called optimal network. In Section 3
the classifier that uses the network described in Section 2 is derived. Section 4
presents some results of using our classifier in ten knowledge domain, as well as
a comparison with two other well know algorithms. Finally, Section 5 concludes
the paper.

2 The Graph-Based Model

In this section we present a new network based on similarity relations among data
and on its classes, referred to as K -associated Network. The main properties of
such network are presented, as well as the algorithm to build this network from
training data and the usage of this model in the classification task. First of
all given a vector-based dataset it is necessary a method for converting it to a
network. Once the network is obtained, the purity measure for each component
of the network is computed. This measure is detailed next.
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Note that the K -associated network depends on the parameter K, and as
will become clear ahead, each value of K will generate a network with different
number of components with different purity. In a classification context however,
it is desirable components with minimum of noise, i.e. with high purity. The idea
is to overcome the parameter restriction for creating a single network by creating
various networks with different K, keeping, along this process the components
with highest purity, obtaining an optimal network.

2.1 The K -Associated Network

A network built from data that supposes to represent the training set must
inherit the main characteristic of the data. In this network, each pattern in the
training set is mapped to a node in the network and the linkages must be done
in order to preserve some desirable similarity relations.

In a K -associated network, among the K nearest neighbors of a given vertex,
the connections will be established between the given vertex and those within
the same class. As this process is done for all vertices in the network, in many
cases a vertex vi is already connected to vertex vj (supposing vi and vj belongs
to the same class) when vertex vj selects vertex vi to connect, it is possible that
vi also selects vj , resulting in two undirected connections between vertices vi and
vj . This is justified by the fact that if vj is in the K -neighborhood of vi it would
establish a connection but this connection does not mean that vi belongs to the
K -neighborhood of vj since this not necessarily happens. So when vj is found
in the K -neighborhood of vi a connection is established no matter they were
already connected. This particular way of wiring the network is fundamental for
the properties defined ahead. At the end of this process, for any K, there will
be at least as many components as the number of classes. Notice also that the
number of components decreases monotonically to the number of classes as K
increases.

In a formal way, the resulting K -associated network A = (V,E) consists of a
set of labeled vertices V and a set of edges E between them, where an edge eij

connects vertex vi with vertex vj if class(vi) = class(vj) and vj belongs to the
K nearest neighbors of vi. Where class(vi) stands for the class associated with
vertex vi.

Let knn(vi) be the set of the K nearest neighbors of vertex vi by a given
similarity measure. The neighborhood NKi for a vertex vi is defined as its im-
mediately connected K -neighbors as follows: NKi = {eij ∈ E|vj ∈ class(vi) and
vj ∈ knn(vi)}. The degree gi of a vertex vi is defined as the number of vertices,
|NKi |, in its neighborhood NKi .

Following the above definitions, we can notice:

1. If class(vi) = class(vj) and vj ∈ knn(vi) e vi ∈ knn(vj) both vertices (eij

and eji) are considered in the network, and in the calculation of gi.
2. One can easily check that (see Fig. 2) the maximum degree of vi is 2K,

that occurs when there are only vertices with the same label in the K -
neighbourhood of vi in the component. This maximum degree can be
achieved only when the component of vi has more than K vertices.



1170 A.A. Lopes et al.

3. In a component, only vertices which belong to a same label can be linked.
Thus each component is associated to only one label.

Figure 1 illustrates a bi-dimensional representation of a toy dataset with 10
examples from black label and 5 from white label, and its correspondent 1,3,
and 5-associated networks.

Fig. 1. (a) 2D representation of the dataset. (b) (c) and (d) are 1, 3 and 5-associated
correspondent networks, respectively. Notice that edges between vertices can represent
more than one connection.

Fig. 2. An example of a “pure” component with 5 vertices and K = 3
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2.2 The Purity Measure

The method of generation of the K -associated network improves the represen-
tation of the training set and enables some interesting calculation such as the
measure of purity. Such measure uses network topologies to quantify how inter-
twined are the nodes of different class in the network.

Let gi be the degree of vertex vi, N the number of patterns in the training set,
K the number of neighbors used in the construction of the network. Consider
the ratio gi/2K, this relation corresponds to the fraction of links between the
vertex vi and vertices in its own component. This ratio varies between 0 and 1,
inclusively. Hence, the total of links between Nc vertices in a component C is
given by eq. (1).

|Ec| = 1
2

Nc∑
i=1

gi =
Nc

2

Nc∑
i=1

gi

Nc
=
Nc

2
〈Gc〉 (1)

Now, if we consider that for each vertex vi there are (2K−gi) edges “rejected”
(they would link vi to vertices of another component), the total number of such
rejected edges is given by,

| − Ec| = −1
2

Nc∑
i=1

(2K − gi) = K

(
Nc∑
i=1

1−
Nc∑
i=1

gi

2K

)
(2)

= K

(
Nc − Nc

2K
〈Gc〉

)
= Nc

(
K − 1

2
〈Gc〉

)
.

Such total can be seen as the number of vertices that would link vertices with
different components (classes), in a network in which any vertex was linked to
its K neighbors.

Thus, the probability of edges between vertices in the same component C
(intra-component links) is given by,

Pi =
Nc〈Gc〉

2
Nc〈Gc〉

2 + Nc(2K−〈Gc〉)
2

=
〈Gc〉
2K

. (3)

In the equation (3) Pi = 1 when there are only vertices with the same label
in the K -neighborhood of every vi in the component, see Fig. 2. Thus, 〈Gc〉/2K
ratio can be seen as a measure of “purity” of the region of the component C.

We can also compute the probability of links between vertices from distinct
components (which do not exist in a K -associated network, but such probability
can be understood as a measure of “impurity” in the region of the component).

Pi =
Nc (2K − 〈Gc〉)

Nc〈Gc〉+Nc (2K − 〈Gc〉) =
2K − 〈Gc〉

2K
(4)

We have demonstrated that the ratio 〈Gc〉/2K expresses the probability of
intra-component connection. Thus it expresses the purity in the region of a com-
ponent. This assumption can be also empirically evaluated. In Fig. 3 is repre-
sented the ratio (averaged in 10 runs) for five artificial datasets with 250 vertices.
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Fig. 3. The average 〈G〉/2K for 5 K -associated networks from datasets with 90, 80,
70, 60, and 50% of purity in the region of the component

The datasets, referred to as p90, p80, p70, p60, p50, respectively, were built us-
ing a normal distribution with 90.0, 80.0, 70.0, 60.0, and 50.0% of “purity”. This
experiment shows that 〈G〉/2K is a good approximation of the purity of the
component.

2.3 Optimal Network

In the process described so far, each K yields a network; clearly some networks
will have better components than others, according to the notion of purity. In
general, rarely a network obtained with a unique value of K will have all the best
components among all others components in all K possible networks. Bearing
this in mind, a suggestive idea is to obtain a network with the best organization of
data into components independently of a unique K. For doing this, the idea is to
vary K keeping the best components found. This process will result in a network
called optimum network, with components formed by distinct values of K.

The idea of the optimum network based only in the purity of components has
some drawbacks. As purity does not consider the length of the component it
tends to favor the small ones, hence it is not a good gauge for constructing a
network that must optimally represent the data. The quantity to be maximized
though is not purity itself but a slightly variant that considers the size of the
components. An intuitive way for overcoming this problem is multiply purity by
the number of vertices for a given component, as stated in eq. (5). However the
measure W incurs another problem. Now, very large components with low purity
may have advantage over smaller ones with high purity. To solve this problem
a new constraint that relates size and purity in an indirect way is added to the
equation.
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Wj =
∑Nj

i=1 gi

2Kj
and 〈Gc〉 > K (5)

Where Wj is the new measure for component Cj , gi is the degree of vertex vi,
Nj is the number of patterns in component Cj , Kj is the number of neighbors
used in the construction of component j.

Notice that the purity measure will still be used, after the optimum network
has been obtained, in the classification process. The optimum network is the final
structure obtained through this process. This network can be viewed as the result
of a supervised learning process and will be used in the classification process as
exposed in the next section. The algorithms 1 and 2 detail the optimum K -
associated model generation from data.

Algorithm 1. Optimum K -associated Model

Input:

V = {vi, ..., vn} set of vertices - examples
D matrix of distance between vertices
L = {label(vi), ..., label(vn)} set of labels
Kmax number of iterations

Output

LCbest = {(Ci(Vi; Ei); Pi)}; best components’ network

Algorithm

K = 1;
LCbest = Kac(V, D, L, K);
For(K = 2; K ≤ Kmax; K = K + 1)

LCK = Kac(V, D, L, K);
For each component CKi in LCK

Determines correspondent components j{C(K−1)j} in LCK−1

If (W (CKi) ≥ W (C(K−1)j) for any j and 〈Gi〉 > K
LCbest = LCbest − {C(K−1)j} ∪ {CKi};

Return (LCbest)

In this algorithm, the optimum network is firstly set as the 1-associated net-
work (K = 1). As K increases, different components from (K -1)-associated net-
work can be merged into just one component C in the current K -associated
network. If this new component has a better measure Wc, and 〈Gc〉 > K it
replaces the corresponding components of the previous (K -1)-associated net-
works (LCbest). The experiments have shown that in few iterations (at most
5) the number of components converges to the number of classes. The following
algorithm details the construction of a K -associated network from data.
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Algorithm 2. K -associated Network from data (Kac)

Input:

V = {vi, ..., vn} set of vertices - examples
D matrix of distance between vertices
L = {label(vi), ..., label(vn)} set of labels
K = {1, ..., n} number of nearest neighbors to be used

Output

LC = {(Ci(Vi; Ei); Pi)} set of components and purity

Algorithm

C = ∅;
For each vertex vi in V

Nki = {vj |vj = knn(i) and label(vj) == label(vi)};
E = E ∪ {eij |vi ∈ NKi and vj ∈ NKi};
For each connected sub-graph Ci from A(V ; E)

Compute the purity of the component (PCi)

Return (LC = {(Ci(Vi; Ei); Pi)})

This algorithm builds the K -associated network for desired K and return a
list of its components with respective purity.

3 Non-parametric K -Associated Classifier

The objective is to derive a non-parametric classifier that uses the optimal K -
associated network as model from training data to accurately classify new pat-
terns. As stated before this structure stores the best components of data found
through a large range of K. The component purity can be seen as a priori of the
data represented in the component. Since each component contains vertices (in-
stances) from only one class, we can compute the probability of a new instance
to belong to given class by computing the probability of this instance to belong
to the components of the same class. Before presenting details on this classifier
some notation must be introduced.

Typically a training pattern xi is represented by xi = (xi1, xi2, ..., xip, ωi),
which xi represents the i-th training pattern with ωi its associated class, in a M-
class problem Ω = {ω1, ω2, ..., ωM}. In the same way, a new pattern is defined
as yj = (yj1, yj2, ..., yjp), excepted that now the class ωj associated with the
new pattern yj must be estimated. Consider also the set of components of the
optimum network C = {C1, ..., CR}, where R is the number of components and
R ≥M .
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According to Bayes theory [16] the posteriori probability of a new instance yi

to belong to the component Cj given the neighbors NKi of yi that belongs to
the component Cj is,

P (y ∈ Cj |NKi) =
P (NKi |Cj)P (Cj)

P (NKi)
. (6)

It is important to bear in mind that each component Ci came from a partic-
ular K -associated network. Hence, the neighborhood NKi must considers this
particular K.

As purity scores individually how pure is each component, the normalized
purity acts as priori probability,

P (Cj) =
gj∑M
i=1 gi

. (7)

Probability of having NKi connections, among the Kj possible, to component
Cj , is

P (NKi |Cj) =
#{eNk

∈ Cj}
Kj

. (8)

Probability of NKi connections is given by eq. (9).

P (NKi) =
M∑

i=1

P (NKi |Ci)P (Ci) (9)

As in many cases there are more components than classes, according to Bayes
optimal classifier, it is necessary to sum the posteriori probability that corre-
spond to a common class. So the posteriori probability of the new instance to
belong to a given class is given by eq. (10).

P (y|ωi) =
∑

Cj=ωj

P (y ∈ Cj |Nj) (10)

Finally the greatest values between the found posteriori probabilities reflect
the most probable class to assign for the new instance, according to eq. (11).

ϕ (y) = arg max {P (y|ω1) , ..., P (y|ωM )} (11)

where ϕ(y) stands for the class attributed for instance y.

4 Experiments and Results

This section presents and discusses the results of using the proposed algorithm
and the two well known multiclass classification algorithms, the K -nearest neigh-
bor, for tree frequently used values of K (1, 3, and 5) and the decision tree C4.5
algorithm. The tests were carried out learning from nine multiclass knowledge
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domain data taken from the UCI-Repository [17]. Each of the algorithms was im-
plemented in Java and the results were obtained through 10-fold stratified cross-
validation process. Table 1 presents the test averaged under 10 runs followed by
its standard deviation. From these ten datasets, we produce new datasets with
noise changing the classes in 5 and 10% of the training data. The results carried
out on these noise data are also showed in the Table 1.

Table 1. Comparison results through nine knowledge domains

Domain Proposed C4.5 K-NN K-NN K-NN
Algorithm K=1 K=3 K=5

Yeast 98.2±0.79 98.9±7.8 98.8±0.8 98.5±0.9 98.3±1.0
Yeast (5%) 85.2±2.7 81.3±3.2 80.5±1.7 86.9±2.6 88.6±3.1
Yeast (10%) 78.5±2.1 66.5±1.5 68.6±4.4 74.3±3.6 76.9±2.9
Tae 63.6±15.1 61.6±11.9 63.3±11.7 41.9±11.7 43.6±11.5
Tae (5%) 50.3±14.5 51.7±18.5 55.9±12.8 34.6±13.1 39.3±13.5
Tae (10%) 47.1±14.2 48.9±14.4 47.0±11.8 36.1±12.1 31.2±10.5
Zoo 97.1±4.7 93.1±9.5 96.2±7.2 93.4±9.6 88.0±11.9
Zoo (5%) 86.1±8.5 82.2±13.2 78.6±12.6 82.7±12.4 79.2±10.4
Zoo (10%) 72.2±16.8 63.2±15.9 63.0±15.1 71.3±12.9 71.5±14.5
Image 74.3±8.1 79.5±7.5 74.9±8.9 74.4±8.7 70.4±8.1
Image (5%) 60.9±12.0 66.2±9.4 61.3±12.1 64.1±11.4 64.6±9.3
Image (10%) 56.3±11.3 54.7±10.8 54.2±10.9 54.9±10.3 54.2±10.8
Wine 88.8±6.9 90.9±6.8 83.9±7.4 80.3± 8.5 83.1±8.6
Wine (5%) 76.5±8.9 74.3±10.7 72.6±10.1 69.9±10.2 75.1±10.1
Wine (10%) 64.6±10.7 64.1±10.9 59.3±10.3 61.7±12.3 65.1±9.7
Iris 98.0±3.2 94.6±6.1 97.8±3.6 98.1±3.7 97.8±3.5
Iris (5%) 88.6±8.9 82.0±6.3 83.9±9.1 85.7±7.6 87.6±8.7
Iris (10%) 81.3±8.2 70.6±8.4 71.9±10.5 78.3±10.2 80.8± 11.0
Glass 66.8±9.3 64.9±5.7 73.3±8.3 70.1±13.9 68.7±9.1
Glass (5%) 64.0±8.6 58.4±9.6 57.6±9.8 63.2±11.9 59.1±10.2
Glass (10%) 57.7±9.2 49.0±11.4 56.4±9.9 54.2±10.2 54.8±9.4
E.coli 97.6±2.6 96.5±4.3 97.6±2.8 97.0±3.2 96.8±2.9
E.coli (5%) 85.4±6.6 80.4±6.4 79.8±6.3 83.6±5.7 84.2±6.7
E.coli (10%) 74.4±6.1 71.2±5.8 62.1±7.6 72.2±7.5 74.1±7.7
Balance 94.2±3.4 89.9 4.2 96.9±1.9 94.7±2.9 95.6±2.4
Balance (5%) 80.3±3.9 78.8±3.9 82.3±4.1 82.8±4.2 84.8±4.1
Balance (10%) 72.9±5.6 61.9±4.3 66.3±5.4 73.6±5.5 75.9±5.0

The proposed classifier had better performance on 15 of 27 datasets; the C4.5
had better performance on 4 of 27; the KNN for (K=1, 3, and 5) had better
performance on 4 of 27, 0 of 27, and 4 of 27, respectively. As one could expect,
the KNN with K=5 has better performance than KNN with K=1 for noise data,
but poorer results in the other cases.

5 Conclusions

This paper presented an effort considering complex networks for dealing with
classification problems. Previously unseen in complex network literature, this
paper proved that it is possible to use complex networks not only to clustering
problems but also to classification tasks. The results, although considering little
datasets and few comparison, indicates a favorable scenario for our approach;
particulary for noisy data. Future work expects some more comparisons to better
validate our method.
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Abstract. Although recent research has shown that the complexity of
a network depends on its structural organization, which is linked to the
functional constraints the network must satisfy, there is still no system-
atic study on how to distinguish topological structure and measure the
corresponding structural complexity of complex networks. In this paper,
we propose the first consistent framework for distinguishing and measur-
ing the structural complexity of real-world complex networks. In terms of
the smallest d of the dK model with high-order constraints necessary for
fitting real networks, we can classify real-world networks into different
structural complexity levels. We demonstrate the approach by measuring
and classifying a variety of real-world networks, including biological and
technological networks, small-world and non-small-world networks, and
spatial and non-spatial networks.

Keywords: Complex Networks, Structural Complexity, Random Graph
Generators.

1 Introduction

Heavy-tailed or scaling degree distributions, found in many real-world networks
(including a variety of social networks, biological systems and technological sys-
tems) [1], have been posited as a “universal class” of such complex systems.
However, recent research has challenged the arguments that such distributions
are special and signify a common architecture, independent of the system’s func-
tional properties or domain role [2,3]. Although people realized that the com-
plexity of a network depends on its structural organization, which is linked to the
functional constraints the network has to satisfy [4], there is still no systematic
study on how to distinguish topological structure and measure the corresponding
structural complexity of various real-world networks. The structural complexity
measures of complex networks have been discussed before [5,6]. However, there is
little consistency among the proposed measures, and most analyses are based on
very small graphs with only a few nodes [5,6]. More importantly, prior work [5,6]
only showed that real-world networks are “complex” in the sense that different
topological features deviate from classic ER random graphs or simple structures
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like regular lattices [1]. In contrast, we try to finely distinguish structural com-
plexity among real-world networks.

One approach to characterize the structure of real-world networks is to com-
pare them to “appropriate” null models. Appropriate null models include ran-
dom network ensembles with some of the statistical features being present in the
real-world network under investigation. The classic ER ensemble is the simplest
example of the so-called “maximally random” graphs [1], and the only constraint
is the average degree of the real network. The deviation of data collected on real-
world networks from the predictions of the ER model triggered interest in more
advanced random network models [1], because it implied that those graphs were
not created just by joining vertices at random, but required the existence of addi-
tional constraints. The classic random graph model can be naturally extended to
define network ensembles that have other high-order topological characteristics
in common with a real network [7,4].

Recently, a dK-random graph model was proposed to specify all degree cor-
relations within d-sized subgraphs of a given network [7]. The 1K-distribution
defines a family of 1K-graphs which reproduce the original graph’s node de-
gree distribution, and is equal to generating the widely-used generalized random
graph (GRG) model. 2K-graphs reproduce the joint degree distribution, the 2K-
distribution, of the original graph. 3K-graphs consider interconnectivity among
triples of nodes, and so forth. Generally, the set of (d + 1)K-graphs is a subset
of dK-graphs. In other words, larger values of d capture increasingly complex
properties of the original graph and further constrain the number of possible
graphs, so any specified topology metric we can define on a real network will
eventually be captured by dK-graphs with a sufficiently large d. However, the
computational complexity of generating dK-graphs increases exponentially in d.
One main concern with dK-graphs is how fast the dK model converges toward
the real network. So for creating realistic but “random” ensembles, it is impor-
tant to find the smallest d which can match the real network with sufficient
fidelity in terms of the specified topology metrics of specific applications. Since
the smallest d in the dK-graphs determines the number of constraints, as well
as the computational complexity necessary for fitting the real network, we use
the smallest value of d as an indicator of the level of structural complexity of
the real network.

We also need a set of graph metrics to evaluate the fidelity of generated
random graphs, and a wide range of topological metrics have been proposed
recently [7]. Not all topology metrics are mutually independent: some either
fully define others, or significantly narrow down the spectrum of their possible
values [7]. Therefore, identifying the underlying principles of such definitive met-
rics reduces the number of topology characteristics that models must reproduce.
The dK-distributions themselves present one possible approach to constructing
a family of such simple metrics which define all others. Recent research showed
that the 2K-distribution, the joint degree distribution, appears to play a central
role in determining a wide range of other existing topological properties [7]. The
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s-Metric1 is a scalar summary statistic of the joint degree distribution, and po-
tentially unifies many aspects of complex networks, because it is closely related
to betweenness, and linearly related to graph assortativity [3]. Obviously, the s-
Metric is a succinct but rich topology metric. In addition, shortest paths play an
important role in transport and communication within a network. A measure of
the typical separation in the network is given by the characteristic path length,
defined as the mean of shortest lengths over all pairs of nodes [1]. The above two
metrics help to characterize the topological structures of various real-world com-
plex networks, and are effectively applied to experimental analyses in this paper.

This paper makes two main contributions. First, based on the dK model anal-
ysis, we propose the first consistent framework for distinguishing and measuring
structural complexity of real-world complex networks. The approach can be ap-
plied to complex networks with different topologies in any application domain.

Second, we demonstrate our analyses on a variety of real-world complex net-
works, and classify them into different levels of structural complexity. This pro-
vides the first clear classification of real-world networks in terms of their structural
complexity. In our analyses, we surprisingly found that a wide range of complex
networks, including electronic circuits, transportation systems, brain and neu-
ronal systems, and protein interaction networks (PINs), have the same level of
structural complexity and can be matched well by the simple 1K (GRG) model.
We argue that these networks have a common set of explicit or implicit geomet-
ric constraints. The router-level Internet and transcription regulatory networks
(TRNs) show higher structural complexity, and at least the 2K model is necessary
for fitting them. Recent research showed that highly complicated technological
and economic constraints have big impacts on shaping the topological structure
of the Internet. It will be very interesting to study why the topological structure of
the TRN is much more complex than that of the PIN. We also surprisingly found
that a pulp mill system has a very high level of structural complexity, which can-
not even be captured by the 3K model. We think that different types of devices
and complicated interfaces between them lead to the high level of structural com-
plexity of the system.

We organize the remainder of the document as follows. Section 2 introduces
some related work. Section 3 applies the dK model analysis to a variety of real-
world complex networks and classifies them into different levels of structural
complexity. Finally, section 4 summarizes our work.

2 Related Work

This level of structural complexity based on the dK model is consistent with
the concept of entropy in statistical mechanics. In Bianconi’s definition [4], the
entropy of a network ensemble under specific constraints is proportional to the
logarithm of the number of networks belonging to the ensemble. The complexity
1 The s-Metric of a graph G is defined as s(G) =

∑
edge(i,j) didj , where (i, j) ranges

over the edges in the graph, and di and dj are the degrees of the node i and j
respectively.



Characterizing the Structural Complexity of Real-World Complex Networks 1181

of a given ensemble of networks increases as the number of networks in the
ensemble decreases. As we add further constraints that a desired ensemble is
to have in common with a given real network, we effectively consider ensembles
with decreasing cardinality. Consequently a network ensemble of high complexity
corresponds to a small variability of the networks in the ensemble. We expect
that a very complex network belongs to an ensemble of functionally equivalent
networks of small entropy. A larger value of d reflects higher complexity and
smaller entropy.

Real-world networks generally are classified based on specific topological prop-
erties, such as different (power-law or exponential) degree distributions [8], or
power-law exponents of the betweenness centrality distributions [9]. In contrast,
our approach classifies real-world networks from a new dimension using the cor-
responding random graph models necessary for fitting original networks.

3 Analyzing Structural Complexity of Real-World
Complex Networks

In this section we analyze a variety of real-world complex networks and classify
them into the corresponding levels of structural complexity. Figure 1 shows a
general view of our results, and the details are discussed in the following sections.

3.1 Networks with 1K Complexity

We surprisingly found that the simple 1K (GRG) model, which is independent of
any domain-specific growth process and only reproduces the degree distribution
[1], can closely match the topologies of a variety of technological and biological
networks, as listed in Table 1. In this paper, the Markov-chain Monte Carlo
(MCMC) switching algorithm [10,11,7] has been used to implement the 1K, 2K
and 3K models, and to generate experimental data in order to reduce statistical
variance 2.

All networks listed in Table 1 have highly heterogeneous heavy-tailed degree
distribution [17,18,13,14,15,16]. Except the core S. Cerevisiae protein interaction
network [16], all networks are spatial networks which occupy some physical space,
such that their nodes occupy a position in two- or three-dimensional Euclidean
space, and their edges are real physical connections [1]. It is not surprising that
the topology of spatial networks is strongly constrained by their geographical
embedding. All these man-made and biological spatial networks share a common
planning principle: wire cost optimization over the entire network [19,13,20].

Wire cost optimization is obvious and natural in transportation planning. In
circuit design, wire length has been treated as the prime parameter for per-
formance evaluation since it has a direct impact on several important design
2 The MCMC switching algorithm generates uniform sample of graphs having the dK-

distribution, while remaining unbiased (random) with respect to all other properties.
However, this results in non-uniform sampling of graphs with different values of
properties that are not fully defined by the dK-distribution. In this sense, the graphs
generated by the dK model are the maximally random graphs [11,7].
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Fig. 1. The plot of the normalized values of characteristic path length and s-Metric of
1K (squares), 2K (open circles) and 3K (solid circles) models of a variety of real-world
networks discussed in this paper. The values are normalized by those of real networks,
so the coordinate (1, 1) means perfect fitting of the real networks.

Table 1. Comparing topology metrics for the real-world networks (the digital circuits
in ISCAS-85 benchmark suite [12], the German highway network (Autobahn)[13], the
Chinese airport network [14], the giant component of the anatomical network of the
human cerebral cortex using cortical thickness measurements from magnetic resonance
images [15], the Macaque cortical connectivity network within one hemisphere [13], the
C. elegans neuronal networks [13], the giant component of the core S. Cerevisiae protein
interaction network [16]) and the corresponding 1K model. All values of random graphs
are averaged over 100 graphs respectively.

Network Characteristic path length s-Metric
real 1K real 1K

Circuit C432 4.53 4.33 ± 0.05 6986 6875.99 ± 143.46
Circuit C499 4.65 4.4 ± 0.06 9848 10491.57 ± 306.78
German highway 19.42 17.33 ± 0.63 8025 7904.1 ± 61.45
Chinese airport 2.07 2.06 ± 0.01 1728592 1716900.08 ± 3647.17
Human Brain 3.05 2.65 ± 0.05 3957 3819.35 ± 65.61
Macaque Brain 1.78 1.70 ± 0.08 2368861 2375055.27 ± 4136.29
C. elegans(local) 2.52 2.35 ± 0.08 127622 126103.72 ± 591.41
C. elegans(global) 2.64 2.35 ± 0.06 916807 911946.68 ± 9739.35
S. Cerevisiae PIN 5.26 4.48 ± 0.01 749149 846220.16 ± 11800.32
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parameters [20]. In the brain and neuronal systems, energy is consumed in es-
tablishing fibre tracts between neurons, and in propagating action potentials
over these fibres. Thus, the total cost of all wires should be kept as low as pos-
sible [21]. Although the exact origin of the wiring cost is not completely known,
the farther apart two neurons are, the more costly is the connection between
them [21].

In addition, the graph distance (the number of hops between nodes) also has
an important impact on functions of spatial networks. For instance, graph dis-
tance can capture another driving force underlying circuit design, timing, where
it is important to reduce the delay of signal transmission among components.
Similarly, minimizing the average number of processing steps–that is, reducing
the number of intermediate transmission steps in neural integration pathways–
has several functional advantages [21]. Too many transfer flights are bothering
in an air journey, but most road travelers look for routes that are short in terms
of miles, and the number of legs is often considered less important. The graph
distance can be characterized by the characteristic path length.

Recent research showed that an optimization model (OPT) trading-off the
wire cost and the graph distance can capture the topologies of specific spatial
networks, like the electronic circuits [18], and under appropriate parameters,
a preferential attachment model with spatial constraints (SPA) can generate
small-world network structure close to that of networks generated by the OPT
model [18,22]. The SPA model and its extension can closely match the topologies
of electronic circuits, the brain networks and airport networks [18]. Our exper-
iments also showed that the OPT model with setting of strong preference for
reducing wire cost can also capture the topology of the highway network. Nat-
urally, the highway network is not a small-world network, as the characteristic
path length is twice as large as for comparable ER models [13]. All other spatial
networks listed in Table 1 are small-world graphs [17,18,13,14,15,16]. So the 1K
model can match both small-world networks and non-small-world networks well.

The 1K model itself is independent of any system growth process, but the
degree distributions of the above spatial networks are shaped and constrained
under domain-specific spatial constraints. Actually, the parameters correspond-
ing to spatial constraints in the SPA and OPT model can be tuned to generate
diverse degree distributions. The degree distributions of the above networks im-
plicitly reflect some spatial constraints with various strength shaping the network
structures. Maybe that’s the reason why the 1K model can closely match these
spatial networks.

In addition to our results in Table 1, there is also a lot of other solid evi-
dence that the 1K model closely captures the topologies of the PINs. Przulj et
al. proposed a “Stickiness Index” model for the a series of PINs and showed
that it outperforms other models in terms of a range of topology metrics in-
cluding relative subgraph frequency [23]. Actually, the “Stickiness Index” model
is a stochastic implementation of the 1K model proposed by Chung et al., in
which the connection between nodes i and j is chosen independently with prob-
ability pij , with pij proportional to the product of the degree of i and j [24].
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This approach is convenient for theoretical analysis, since rigorous proofs for a
random graph with exact degree sequences is rather complicated and usually
requires additional “smoothing” conditions because of the dependency among
the edges [24]. This stochastic implementation and the MCMC switching imple-
mentation are “basically asymptotically equivalent, subject to bounding error
estimates” [3]. Ivanic et al. recently also analyzed a series of PINs and found
the so-called “degree-weighted behavior” that the probability of an interaction
between two proteins is generally proportional to the numerical product of their
individual interacting partners, or degrees [25]. The “degree-weighted behavior”
is consistent with the definition of the stochastic 1K model. They found that
the degree-weighted behavior is manifested throughout the PINs studied, except
for the high-degree, or hub, interaction areas. Their finding is also consistent
with our results of the s-Metric in Table 1, in which the s-Metric of the cor-
responding 1K model is about 12% higher than that of the S. Cerevisiae PIN.
But the probabilities of interaction between the hubs are still high, and these
hubs are separated by very few links, so the discrepancy of s-Metric data of the
S. Cerevisiae PIN in Table 1 is only about 12%. Ivanic et al. further proposed
a degree-conserving degree-weighted (DCDW) model [25], which actually is a
matching implementation of the 1K model and has only very small deviations
from the MCMC switching implementation [11], and showed that this model can
closely capture the PINs in terms of a series of topological properties. Friedel
et al. showed that PINs are in general most similar to uncorrelated networks,
which are implemented by the MCMC switching 1K model, with regard to de-
gree correlations and all other network properties considered [26].

The PINs are different from the above spatial networks because they are not
explicitly embedded in any observable physical space. However, Przulj et al.
showed that a random geometric model can accurately capture the PIN struc-
tures in terms of relative subgraph frequency [27]. Higham et al. [28] pushed
the research further by exploiting the fact that the geometric property can be
tested for directly. They applied a algorithm, which has been verified in the sense
that it successfully rediscovers the geometric structure in artificially constructed
geometric networks, to a series of publicly available PINs of various organisms,
and indicated that geometric effects are present. Testing on a high-confidence
yeast data set produced a very strong indication of geometric structure. Overall,
the results add support to the hypothesis that PINs have a geometric structure.
Serrano et al. discussed the hidden variables formalism, taking as hidden vari-
ables nodes’s coordinates in a metric space [29]. Each two nodes are located at a
certain hidden metric distance, and connected with a probability, which relates
the network topology to the underlying metric space. This probability depends
on the metric distance [29]. It seems that hidden metric spaces do exist for the
PINs, and implicit geometric constraints play an important role in shaping the
observed PIN topologies.

According to the above analyses, we think that the explicit or implicit geo-
metric constraints are probable underlying driving forces shared by all the above
networks with 1K complexity. For these networks, reproducing only the 1K con-
straints can also closely fit the 2K statistics represented by the s-Metrics.
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3.2 Networks with 2K Complexity

In this section, we show additional complex networks which also have power law
degree distributions but need higher-order statistics to capture their structures.
As shown in Table 2, the 1K model is not sufficient to match the topologies of
the router-level Internet [3,7] and the transcriptional regulatory networks of E.
Coli [30].

Table 2. Comparing topology metrics for the real-world networks (the router-level
topology of the Internet of a single ISP (HOT) [3,7], the giant components of two E.
coli transcriptional regulatory networks, collected by Shen-Orr. et al. and Ma et al.
[30], respectively, and the pulp mill [31]), and the corresponding 1K, 2K, 3K models.
All values of random graphs are averaged over 100 graphs respectively.

Network Characteristic path length s-Metric
real 1K 2K 3K real 1K 2K 3K

Internet 6.81 5.91 6.33 6.55 28442 54023.71 28442 28442
±0.17 ±0.13 ±0.13 ±4437.59

TRN(Shen-Orr) 4.83 3.99 4.28 4.65 26621 42402.61 26621 26621
±0.06 ±0.06 ±0.05 ±1782.63

TRN(Ma) 3.99 3.25 3.51 3.96 1301244 2375893.92 1301244 1301244
±0.02 ±0.01 ±0.01 ±43876.86

Pulp Mill 11.62 6.71 6.87 7.43 3629 3647.44 3629 3629
±0.13 ±0.14 ±0.16 ±54.88

The router-level Internet shown in Table 2 has an s-Metric value much lower
than that of the corresponding 1K model, so the organizing principles of the
Internet are completely different from the networks with 1K complexity listed
in Table 1. The s-Metric is linearly related to the network assortivity coefficient,
and a relatively lower s-Metric value means a relatively disassortive connectivity
pattern in which high-degree nodes are less likely to be connected with each
other [3]. The router-level Internet is also a spatial network, but it is subject to
more complicated technological and economic constraints [3], and has much more
complex topology structure. In general, a router can have a few high bandwidth
connections or many low bandwidth connections, because limits in technology
fundamentally preclude the possibility of high-degree, high-bandwidth routers
[3]. The high-end backbone routers in the network core have only a few high-
speed and long-haul connections, and edge routers (in the “last mile”) are typi-
cally slower overall, but have many low-speed connections. So, for the router-level
Internet, high-degree nodes can exist, but are found only within local networks
at the far periphery of the network, and would not appear anywhere close to
the backbone [3]. This pattern can result in high performance (traffic flow) and
robustness to failures [3]. In contrast, in the networks shown in Table 1, the
high-degree nodes are more likely to connect to each other and appear in the
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cores of the networks, because these networks have high s-Metric values close to
those of the corresponding 1K models [3].

As we mentioned before, the joint degree distribution can determine a wide
range of other important topological properties, except clustering [3,7]. The 2K
model reproduces the joint degree distribution, so the s-Metric, which is scalar
summary statistics of the joint degree distribution, can be completely matched
when d ≥ 2. As shown in Table 2, by increasing d the dK-random graphs con-
stantly converge toward the real networks. Actually, in additional to the topology
metrics listed in Table 2, clustering coefficients and 3-node motifs [1], which de-
pend on interconnectivity among tripes of nodes, can be completely matched
when d = 3, and 4-nodes motifs can be completely matched when d = 4. But
model selection has to make trade-offs between fidelity and complexity according
to domain requirements. The implementations of 1K and 2K models are rela-
tively simple, but when d ≥ 3 the implementations become much more complex
due to the increasing number of non-isomorphic simple connected graph of size
d [7]. As shown in Table 2 and Figure 1, from 1K to 2K the fidelity improves
dramatically, but there is only relatively mild improvement from 2K to 3K.
Mahadevan et al. also found that the d = 2 case is sufficient for most practical
purposes for the Internet topology [7].

Furthermore, we analyzed two widely-used TRNs listed in Table 2. The TRNs
are directed networks where a transcription factor positively or negatively regu-
lates the RNA transcription of the controlled protein. In this paper, we mainly
focus on general organizational principles of networks, so we ignore the direction
of links in the TRNs and treat them as undirected graphs. But all methods in
our analyses can be easily applied to directed graphs as well. The structures
of the TRNs have patterns similar to the Internet: links between high-degree
nodes are systematically suppressed, whereas those between high-degree nodes
and low-degree nodes are favored, so as shown in Table 2, they naturally have
much lower s-Metric values than those of the 1K model. Maslov et al. also quan-
tified correlations between connectivities of interacting nodes in the TRN of the
yeast S. cerevisiae and compared them to the 1K model, and their empirical
results showed the disassortive pattern similar to that in the TRNs of E. Coli
we analyzed [10]. It is feasible that molecular networks in a living cell have or-
ganized themselves in an interaction pattern that is both robust and specific.
Topologically, the specificity of different functional modules can be enhanced by
limiting interactions between hubs and suppressing the average connectivity of
their neighbors. This effect decreases the likelihood of cross talk between dif-
ferent functional modules of the cell, and increases the overall robustness of a
network by localizing effects of deleterious perturbations [10]. Similarly, the 2K
model captures the structures of the TRNs listed in Table 2 and Figure 1 much
better than does the 1K model, and setting d = 3 only improves fitting mildly.
Some researchers conjectured that it appears likely that the 3K model will be
sufficient for self-organized small-world graphs in general [7].

Maslov et al. also claimed that they found a similar disassortative pattern in
the yeast PIN [10], but as we discussed before, many recent studies showed no
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such disassortative correlation between node degrees in yeast for high-confidence
interaction sets, and the opposite results discovered by Maslov et al. may be ex-
plained by a bias in the yeast–two hybrid system which might artificially increase
negative degree correlations [26]. Molecular networks guide the biochemistry of
a living cell on multiple levels: its metabolic and signaling pathways are shaped
by the network of interacting proteins, whose production, in turn, is controlled
by the genetic regulatory network, so it will be very interesting to study why
these two tightly-related molecular networks have completely different topolog-
ical structures.

3.3 Networks with Higher Complexity

We studied a real pulp mill benchmark model developed by Castro and Doyle
[31], which consists of modular representations of unit operations in a complete
pulp mill. The benchmark can be used for studying several process-system tasks,
including modeling, control, estimation and fault diagnosis [31]. In the pulp mill,
the major units of operation are: a digester, pulp washers, oxygen tower, storage
vessels, bleaching towers, evaporators, recovery boiler, smelt dissolving tank,
clarifiers, slaker, causticizers and lime kiln [31]. There are also many valves,
which are used to connect components in and between various key units.

The system structure has big impacts on a series of test and control tasks in
engineering systems. For example, the complexity of specific diagnosis algorithms
only depends on the system topology [32,17]. We analyzed physical connections
between the fundamental components, and studied the corresponding topology
of the whole pulp mill system. The degree distribution of the pulp mill follows
a power law as well. However, as shown in Table 2 and Figure 1, the pulp mill
is a non-small-world network, and even the 3K model highly deviates from the
pulp mill and the corresponding characteristic path length can only reach about
64% of the real network.

Although the router-level Internet and electronic circuits we analyzed are
also highly-engineered complex systems under specific design principles, their
elementary components and connection interfaces are relatively homogeneous.
In digital circuits the components are only different types of basic logic gates,
and in the router-level Internet the components are only routers with various
speeds. Different types of logic gates in circuits and routers in the Internet can
be easily connected with each other, respectively. But in the pulp mill, the com-
ponents are diverse heterogeneous devices, and only specific types of devices,
which are functionally related and have compatible interfaces, can be connected
with each other. For an complex engineering system like the pulp mill, it is
largely impossible to fit any nontrivial network structure while ignoring domain-
specific constraints [3], and the random graph generators seems not suitable for
capturing topologies of this kind of complex systems since the cost of the dK-
distribution representation and resulting computational complexity will be too
high for practical applications when d > 3.
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4 Summary

This article describes a consistent framework for distinguishing and measuring
structural complexity of real-world complex networks. As shown in Figure 1,
the experiments show that our approach can clearly distinguish the underlying
structure of various real-world complex networks, and convincingly classify these
networks from a new dimension.

We can apply the approach to measure structural complexity of more real-
world networks, and the measured results can provide useful guidance on syn-
thetic benchmark model generation for various simulation tasks. As shown in
this paper, for complex systems with relatively low structural complexity, we
can generate realistic (high-fidelity) but “random” benchmark models [17] with
computationally efficient and simple random graph generators. In contrast, ran-
dom graph generators cannot feasibly synthesize complex systems classified into
high-complexity levels, due to the corresponding high computational cost and
small ensemble-size generated.
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